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Abstract

This dissertation studies economic geography and international trade. It discusses topics on
productivity spillovers, agglomeration economies, transportation infrastructure, labor market
dynamics, economic growth, comparative advantage and machine learning.

Chapter 1 measures productivity spillovers across cities by using the development of high-
speed railways (HSR) in China as a natural experiment. HSR shortens inter-city passenger
travel time, makes face-to-face communication easier and thus facilitates knowledge spillovers.
I develop a dynamic spatial general equilibrium model that features intra- and international
trade, frictional domestic migration and dynamics in labor markets. My structural estimation
on the productivity spillover parameters show that production externalities are substantial but
become negligible between cities that require more than 2 hours of travel time. I then calibrate
the model to 2010 Chinese economy and characterize the out-of-steady-state dynamics of cities’
employment and income. Quantitative results indicate that the HSR network completed in
mainland China before 2015 will a�ect the location choice of 1.33% of the total workforce in the
long run. It bene�ts southern and southeastern regions where both cities and HSR routes are
densely located substantially more than the northern or western regions in terms of labor in�ow,
regional productivities and real income.

Chapter 2 (joint work with Dominick Bartelme) uses machine learning techniques to examine
whether comparative advantage (CA) structure predicts GDP growth. We �rst show that Hausmann
et al. (2007)’s EXPY, an aggregate index widely used by policy makers as GDP growth predictor,
fails to have predictive power out of sample. We then examine if the failure of EXPY was due to a
loss of information during the aggregation process by directly investigating the linkage between
export-revealed sector-level CA structure and GDP growth while controlling for foreign demand
shocks. To handle the high dimensionality problem, we adopt machine learning techniques
exempli�ed by Random Forest. We �nd the sector-level CA structure outperforms EXPY when
predicting GDP growth; nevertheless, its predictive power becomes limited after controlling for a
few additional standard macro variables.
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Chapter 1

Knowledge Di�usion Across Cities:
Evidence from High-speed Railways in

China

1.1 Introduction

The new economic geography following Krugman (1991) and Fujita et al. (1999) has been ex-
tremely popular in studying the interactions between economic agents across geographic space.
It successfully captures the uneven distribution of economic activities between cities, and, among
many other important factors, introduces agglomeration as a fundamental theoretical explanation.
Nevertheless, most studies of this literature that interpret agglomeration as productivity spillovers
model it as a function of local employment only. The productivity spillovers are thus by construc-
tion constrained within regions. Urban economists relax this restriction by enriching the local
employment component with a travel-time weighted sum of employment density in surrounding
city blocks. With this strategy, urban economists successfully establish the signi�cance of pro-
ductivity spillovers across blocks within a city, but they generally omit productivity spillovers
across cities with the argument being travel time is too long for them to take e�ect (see Redding
and Rossi-Hansberg (2017) for a review). In China, however, the development of high-speed rail
(HSR) renders travel time across cities comparable to travel time between blocks within a city.
This paper shows that productivity spillovers across cities play an important role in shaping the
distribution of economic activities of China by using its HSR expansion between 2008 and 2015 as
a large-scale natural experiment.

HSR generally refers to rail network that transports passengers across major cities with a top
speed greater than 250 kilometers per hour. China initiated its HSR project in 2003 but did not
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accelerate until 2008 when the Chinese government decided to make the HSR a cornerstone of its
economic stimulus programs to confront the 2008 �nancial crisis. By the end of 2015, HSR had
covered more than 50% of Chinese prefectures, including almost all the provincial capital cities
and cities with a population greater than half million. Total HSR length reached over 19,000 km
and annual passenger tra�c exceeded 960 million persons.

I �rst show that HSR stimulates regional economic development with a reduced-form analysis
over the impact of a reduction in travel time to big (employment-dense) cities led by HSR expansion
on prefectural income growth. The analysis relies on the plausibly exogenous variation in each
individual city’s HSR access as the HSR project is planned and administered by the central
government. To address the endogeneity issue of non-random HSR routes placement, I follow
Faber (2014) to construct a hypothetical HSR network as an instrument for the actual HSR network.
The hypothetical HSR network aims to answer the question of which HSR routes the Chinese
central government would have built if its only objective had been to connect all targeted nodal
cities while minimizing the total construction cost.

The exclusion restriction of the IV strategy could be violated if there are pre-existing prefec-
tural economic conditions correlating with both locations along least cost paths and prefectural
economic development. To examine this issue, I collect a large set of observable prefectural
socioeconomic variables, apply LASSO to select the ones that are most related to prefectural
income growth during the study period and report the estimation results after adding LASSO’s
selection into the estimation equation as controls. I also perform a placebo falsi�cation test where
the dependent variable is replaced with its counterpart before the HSR construction acceleration
to settle the concern that pre-existing heterogeneity in prefectural growth trends might confound
with the observable treatment e�ect.

The estimation results suggest a reduction in travel time to big cities led by HSR expansion
signi�cantly boosts prefectural income growth. Such an empirical evidence lends support to
the existence of agglomeration economies across cities. I then develop this point further by
discussing three potential micro-founded mechanisms at work: improvement in market potential,
labor market pooling and facilitation in knowledge spillovers, which are the core theories urban
economists think about agglomeration economies (Glaeser and Gottlieb 2009). I �rst follow
Donaldson and Hornbeck (2016) to construct an empirical approximation of Harris (1954)’s
market potential and add it to the estimation equation. The previous reduced-form results remain
signi�cant implying there must be other channels through which HSR contributes to the observed
agglomeration economies. I then argue that HSR could hardly result in labor market pooling in
mainland China by introducing China’s unique institutional feature, Hukou, that dominates its
inter-city labor mobility frictions.

The rest of this paper focuses on discussing the knowledge spillover mechanism via a structural
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model. The intuition is that a reduction in passenger travel time between cities led by HSR makes
face-to-face communication easier, thus facilitating knowledge spillovers. As supporting evidence,
there have been a number of empirical studies �nding that HSR stimulates patent growth of
connected cities (e.g., Yu et al. 2019; Bian et al. 2019; Ji and Yang 2020; Dong et al. 2020).
Nevertheless, the magnitude, spatial scope and general equilibrium e�ects of the knowledge
spillover mechanism remain unanswered.

I proceed with constructing a dynamic quantitative economic geography model that encom-
passes the knowledge spillover mechanism as a driving force of the agglomeration economies.
The model features intra- and international trade, frictional domestic migration and dynamics in
labor market. Inclusion of dynamics in labor markets allows for a richer study over the medium
and long run general equilibrium e�ects when productivity spillovers across cities are interacting
with frictional domestic migration. When determining the distribution of economic activities, the
agglomeration force depends on the productivity spillovers and the dispersion force depends on
the inelastic land supply.

I calibrate the model parameters using prefecture-level macro data from China, including
socioeconomic information, domestic trade and migration data, and international trade statistics.
I �nd substantial production agglomeration force with an estimated elasticity of productivity
with respect to city size being 0.056 that is within the range of 0.02 to 0.10 generally reported in
the literature (see e.g., Combes et al. 2012). I also �nd for cities that are 60 minutes away 97%
of the productivity spillovers would decay on the road and for cities that are 120 minutes away
the productivity spillovers become negligible. In addition, when inferring the bilateral migration
frictions from the migration data, I am able to con�rm that institutional, geographic and cultural
barriers all impede the domestic labor mobility in China with the institutional barrier signi�cantly
dominating the others.

With the calibrated model, I conduct counterfactual exercises to explore the distributional
impacts of the HSR network completed before 2015 on labor distribution, regional productivities
and real income in mainland China. I �nd that in the long run, HSR a�ects the location choice of
1.33% of the total workforce or 10.11 million workers. It also enlarges the between-city inequality in
regional productivities and real income by 1.94% and 3.16% respectively based on interquartile range
(IQR) calculation. In particular, HSR incentivizes workers in the northeastern and northwestern
regions to migrate to and settle in the southern, central and southeastern regions. For instance,
Guangxi province located along the southern coast gains the most among all provinces with its 14
prefectures on average creating 8.59% more jobs due to HSR. The gains in the southern, central
and southeastern regions are expected as both prefectural cities and HSR routes there are densely
located. Such agglomeration e�ects assure higher regional productivities which lead to higher
income and hence attract migrants. In terms of the dynamic impacts, HSR takes 20 years to change
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the location choice of 0.49% of total workforce (3.73 million workers) and 50 years to change the
location choice of 0.74% of total workforce (5.64 million workers).

This paper contributes to the broad literature examining the uneven distribution of economic
activity across space. Its theoretical modelling part draws insights from recent development in
quantitative spatial economics exempli�ed by Allen and Arkolakis (2014) and Redding (2016)
as well as in structural urban economics (see e.g., Lucas and Ross-Hansberg 2012, Desmet and
Rossi-Hansberg 2013, Monte et al. 2018). A closely related paper is Ahlfeldt et al. (2015) who
construct a tractable quantitative model of internal city structures that embeds agglomeration and
dispersion forces, and then use it to evaluate the impacts of Berlin’s division and reuni�cation. I
extend their model to study productivity linkage across cities in a developing country with large
geographic scope.

The empirical part of this paper relates to the literature studying China’s spatial economy,
such as Au and Henderson (2006), Tombe and Zhu (2019), Fan (2019) and You and Wu (2020). A
prominent feature emphasized by this literature is that migration frictions in China, largely due
to the strict internal migration policy (Hukou), are outstanding. These frictions strongly impact
the distribution of economic activity in China, e.g., rendering a large fraction of cities in China
undersized as argued by Au and Henderson (2006). This paper directly models frictional migration
between cities in a discrete choice framework. More importantly, it adds in the dynamics in labor
markets following Artuç et al. (2010) and Caliendo et al. (2019) to account for the observation that
migration, besides being costly, is a forward-looking decision that depends on future labor market
opportunities.

This paper also contributes to the growing literature focusing on transportation infrastructure
projects in developing countries. For instance, Donaldson (2016) examines the e�ects on domestic
trade costs, inter-regional price gaps and economic welfare brought by the colonial India’s railroad
network. Sotelo (2020) looks into how changes in trade opportunities led by a policy of paving
roads in Peru a�ect aggregate productivity and individual farmer’s welfare. One strand of this
literature directly speaks to the economic in�uence of large-scale transportation infrastructure
investments, the national highway system in particular, undertaken in China during the past
several decades (e.g., Faber, 2014; Baum-Snow et al., 2017; Baum-Snow et al., 2019; Banerjee, Du�o
and Qian, 2020). My paper draws attention to another type of transportation infrastructure—
HSR. It allows passenger transportation but not freight transportation and hence reshapes the
distribution of economic activities through a communication facilitation and knowledge spillovers
channel rather than the direct decrease in trade costs as in the other studies.

The introduction of HSR to the study of transportation infrastructure is not completely new.
Charnoz et al. (2018) examine the decreases in communication costs due to the reduction in
travel time between headquarters and a�liated plants induced by the HSR in France. Ahlfeldt and
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Feddersen (2018) show the HSR in Germany causes GDP growth of counties with intermediate
stops. Bernard et al. (2019) study how �rms outsource tasks and search for suppliers using data
from the HSR in Japan. These works either entirely or partially abstract away from the labor
markets. Lin (2017) discusses the HSR in China and links the HSR connection of a city to its
market access changes. He performs a di�erence-in-di�erences exercise and �nds that an HSR
connection signi�cantly increases urban employment. My paper uses a GE approach to examine
both direct e�ects and indirect e�ects that HSR have on regional economy. Recently there is a
growing number of works studying the GE impacts of HSR on spatial distribution of economic
activities (e.g. Hayakawa et al. (2021) for Japan and Tian and Yu (2021) for China). Compared
to them, I speci�cally feature dynamic labor markets in the structural model to account for the
complicated migration patterns in a developing country as China.

My project is most closely related to Xu (2018) with deviations lying in three important
aspects. First, Xu’s paper follows Eaton, Kortum and Kramarz (2016) and Bernard et al. (2019)
by focusing on �rm-level matching and outsourcibility, whereas mine aims to look at the e�ects
of HSR from a more macro perspective—productivity network across cities. Second, my paper
embeds a richer labor-market structure to study the medium and long run dynamics in economic
activity distribution of China when productivity spillovers are interacting with frictional domestic
migration. Third, I argue for city-level heterogeneity of HSR’s impacts which depends on each
city’s pre-HSR connectivity and market size, whereas Xu assumes homogeneity of HSR’s impacts
among cities within a province.

1.2 Motivational Evidence

This section begins with an introduction of the high-speed rail with a focus on its expansion in
China between 2008 and 2015. It then empirically establishes the contributions of HSR network to
regional economic development through shortening inter-city passenger travel time and hence
suggests the existence of agglomeration economies at the city cluster level. It continues with ex-
amining the channels at work by focusing on three core theories urban economists generally think
about agglomeration economies as pointed out by Glaeser and Gottlieb (2009)—improvement in
market potential, labor market pooling and facilitation in knowledge spillovers. These discussions
motivate the general equilibrium structural model in the subsequent section.

1.2.1 High-speed Rail

“High-speed rail” (HSR) generally refers to rail transport that can carry trains with a top speed
greater than 250 kilometers per hour (International Union of Railways (UIC)). It uses an integrated
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Figure 1.1: China’s HSR Network as of 2015

Note: The �gure illustrates the high-speed rail network (in red) and prefecture boundaries of China at the
end of 2015. Data Source: Li (2016).

system of specialized rolling stock and dedicated tracks, and mostly transports passengers across
major cities. The �rst HSR is the Tokaido Shinkansen (widely known as the "bullet train") intro-
duced by Japan in 1964. Since then, over twenty countries and regions have built and developed
HSR networks (UIC 2018). East Asia has the longest HSR network in the world so far with China
alone accounting for two-thirds of the world total. Europe has HSR cross international borders
with Spain having the world’s second longest HSR network as of 2013 bypassing Japan. Middle
east and Central Asia, led by Turkey and Uzbekistan, are also planning and developing their own
HSR systems.

China initiated its HSR construction in 2003 with a 404 km HSR line between Qinhuangdao
and Shenyang (Ollivier et al. 2014). In 2004, the Chinese central government issued the "The
Medium- and Long-Term Railway Network Plan (2004)" where it speci�ed a "4-4" HSR network of
four horizontal and four vertical corridors. The original goal was to complete a total length of
12,000 km of HSR routes by 2020. Starting from 2008, the Chinese government accelerated the
HSR network construction as it decided to make the HSR network a cornerstone of its economic
stimulus programs to confront the 2008 �nancial crisis ("The 2008–09 Chinese Economic Stimulus
Plan")1. The HSR program gained momentum quickly. By the end of 2015, it had covered more

1The HSR line between Qinhuangdao and Shenyang was the only route China built between 2003 and 2007
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than 50% of Chinese prefectures2, including almost all the provincial capital cities and cities with a
population greater than half million. Total HSR length reached over 19,000 km and total passenger
tra�c exceeded 960 million persons (China Statistical Yearbook 2015). The "4-4" HSR network
was completed ahead of time. Figure 1.1 plots the HSR routes in operation by the end of 2015 as
well as the Chinese prefecture boundaries. Given the rapid completion of the "4-4" HSR program,
the Chinese central government initiated a more comprehensive "8-8" HSR network plan in 2016
where it aimed to link all middle- and large size cities via eight horizontal and eight vertical
corridors by 2030.

1.2.2 Data

Geo-referenced HSR routes come from the CHGIS dataverse supported by Harvard University.
They are compiled using publicly available information on Google Earth and Open Street Map by
Yifan Li in 2016. I trace and adjust every HSR line launched between 2008 and 2015 to the China
High-speed Railways Network Layout published yearly by the National Railway Administration
of China.

The most direct impact of the HSR development is the reduction in inter-city passenger travel
time. To quantify that, I merge the HSR routes data with the geographical information system
(GIS) data for several other transportation modes namely national highways, provincial highways
and regular railroads from Baum-Snow et al. (2017)3. Baum-Snow et al. (2017) digitize a series
of large-scale Chinese transportation maps published by SinoMaps Press, a national-level map
publisher in China. I adopt their 2010 routes and keep the routes unchanged during my study
period4. As a result, the only di�erence between the 2007 and 2015 passenger transportation
networks in my data is the HSR routes that started operation between 2008 and 2015.

I then compute the travel time between any two prefectural cities by tracing the quickest
route in between their city halls, which can consist of only one or any combination of the four
transportation modes. I assume 250 km/hr, 100 km/hr, 60 km/hr and 70 km/hr as the speed to HSR,
national highways, provincial highways and railroads respectively. Travel time from a prefecture
to itself is set to be 0 min. Table 1.1 summarizes the results. I exclude the 7 prefectures in Tibet
due to data availability and end up with 333 prefectural cities (55,278 unique city pairs). With the

(Ollivier et al. 2014).
2Prefectures are sub-province administrative regions in China. There are 340 of them in 2015.
3I leave out waterways and air transportation due to data availability. They account for a total of roughly 1.5% of

passenger tra�c and 13% of freight tra�c (in volume) in China (China Statistical Yearbook 2010).
4From 2008 to 2015, the regular railway system in China remained relatively invariant but the highway network

had been under rapid development. Omitting the advances in highway may seem nocuous to my analysis. However,
most of the highway construction during this period was to link counties, townships or villages (administrative
divisions lower than prefectures) to the pre-existing highway network; the transport time between prefectural cities
were not a�ected signi�cantly given that most of the prefectures had already been linked by highways before 2008.
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Table 1.1: Summary Statistics for Transportation Data
2007 2015

HSR
Number of routes 1 64
Number of cities linked 6 190
Total length (km) 404 >19,000
Passenger Tra�c (million) <1 >960

Travel Time
Mean (min) 1,102 664
Std dev (min) 666 437
Max (min) 4,239 3,077
Number of city pairs 55,278 55,278

Avg number of cities within 1-hour radius 0.65 2.03
Avg number of cities within 2-hour radius 3.44 9.14

Notes: Travel time is based on author’s calculation using HSR routes data from Li (2016) and national highways,
provincial highways and railroads routes data from Baum-Snow et al. (2017).

development of HSR from 2008 to 2015, passenger travel time between two Chinese prefectural
cities decreased by 40% on average. The average number of cities a Chinese prefectural city could
travel to within 1 hour more than tripled from 0.65 to 2.03.

Geographic data used to construct the least cost path HSR routes such as elevation and land
usage are from the Resource and Environment Science Data Center, Chinese Academy of Sciences.
Prefecture-level socioeconomic data, including GDP, population, �xed asset investments, industrial
output and government revenue come from the annual China City Statistical Yearbook from 2010 to
2017. Import and export data come from the 2010 China Statistical Yearbook for Regional Economy.
Land area data come from the second National Land Survey conducted between 2006 and 2009.
Labor data including employment, migration, sectoral composition and education attainment
come from the 2000, 2010 China National Population Census and the 2005, 2015 Population Micro
Census (1% random sample survey) complemented by the annual China City Statistical Yearbooks5.
Consumer price indices come from the 2010-2017 provincial statistical yearbooks complemented
by the yearly Statistical Communique on the Economic and Social Development of the prefectural
governments.

Data for the trade �ows between Chinese provinces come from the 2010 interregional input-
output tables of China compiled by Liu et al. in 2014. The 2010 interregional IO table bases itself
on the interregional and regional input-output (IRIO) model proposed by Isard (1951) and utilizes
the Provincial Input-Output Tables provided by the National Bureau of Statistics of China and

5See Appendix for detailed labor data compilation.
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goods transportation data provided by the Ministry of Transport of China. GDP, land area and
employment data for the rest of world (ROW) are from the World Bank.

1.2.3 Reduced-form Analysis

The rapid expansion of the HSR network between 2008 and 2015 provides plausibly exogenous
variation in each individual city’s HSR access and hence travel time to other cities, as it is planned
and administered by the central government with little in�uence from the local government ("The
Medium- and Long-Term Railway Network Plan (2004)"). I use this information to estimate the
impact of reduction in travel time to the big cities between 2007 and 2015 on prefecture economic
development between 2010 and 2017.

The baseline estimation strategy is a di�erence in di�erences speci�cation as following:

ln(y2017
ip )− ln(y2010

ip ) = β(BigCityAccess2015
ip −BigCityAccess2007

ip ) + γp + ηXip + εip (1.1)

where yip is the real GDP per worker for prefecture i in province p,BigCityAccessip is the number
of top 50 cities (rank based on employment density in 2010 shown in Figure 1.2a) prefecture i
can travel to within 1 hour, γp is province �xed e�ects and Xip is a vector of prefecture control
variables discussed later. I use employment density, de�ned by workers per square kilometer of
administrative area, as a measure of city scale following the urban economics literature. I also
cluster the error term εip at the provincial level as it could be correlated across prefectures that
were connected to a similar section of the HSR network.

Least Cost Path Spanning Tree Network

Directly estimating equation (1) by OLS requires the assumption that placement of HSR routes
between nodal cities was random within provinces. However, this assumption seems too strong
given the political setting of the HSR network. As documented in "The Medium- and Long-Term
Railway Network Plan (2004)", the Chinese government wanted to use the HSR network to facilitate
urbanization and promote the economic growth of less developed regions from the very beginning.
To deal with this endogeneity issue, I follow Faber (2014) to construct a hypothetical HSR network
as an instrument for the actual HSR routes (Figure 1.2b). I then assume it was the hypothetical
HSR network rather than the actual HSR network that took place between 2008 and 2015 and
recompute the inter-city travel time to obtain the IV for ∆BigCityAccessip.

Speci�cally, the hypothetical HSR network is based on a least cost path spanning tree network.
It aims to answer the question of which HSR routes the Chinese central government would have
built if their only objective had been to connect all targeted nodal cities while minimizing the
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Figure 1.2: Employment Density and Least Cost Path Spanning Tree Network

(a) Employment Density in 2010 (b) Least Cost Path Spanning Tree Network

Notes: In Panel (a), employment density is computed as 100 workers per km2 of administrative area for 333 prefectures.
The 10 legends correspond to the deciles with darker color indicating higher values. Gray shaded areas are excluded
from the analysis due to limited data. The top 50 employment-dense cities are mainly located in the eastern and
southern regions, although there are also a few scattered in the western region. In Panel (b), red routes are the actual
HSR network in operation at the end of 2015. Black routes are the hypothetical HSR network IV constructed using
least cost path and minimum spanning tree algorithm.

total construction cost. Step-by-step construction of the hypothetical HSR network follows Faber
(2014). I �rst implement Dijkstra’s optimal route algorithm to compute least cost HSR paths
between all targeted nodal city pairs based on remote sensing data on land cover, land use and
elevation. I classify all the provincial capital cities and sub-provincial municipalities as the nodal
cities given these are the cities targeted by the Chinese planners in the HSR network plan6. I
assign higher construction costs to land with steeper slope gradients and land covered with built
structures, water or wetland (see Appendix for detail). Then I apply Kruskal’s minimum spanning
tree algorithm to identify the single continuous HSR network that connects all targeted nodal
cities while minimizing the total construction cost.

Control Variables and Identifying Assumption

The least cost path IV aims to address the concern that the placement of HSR routes between
nodal cities might not be random. However, the exclusion restriction could be easily violated if
there are pre-existing prefectural economic conditions correlating with both locations along least
cost paths due to historical reasons and income growth between 2010 and 2017 7. I thus need to

6There are 30 provincial capital cities and 15 sub-provincial municipalities among the 333 prefectural cities in my
data. 11 of the 15 sub-provincial municipalities are also provincial capital cities.

7For example, a city on a plain may be passed by the hypothetical HSR network due to the low construction
costs. Also, since it is on a plain, the city may have a large agriculture population which may be related to its income
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control for the pre-existing economic conditions.
A follow-up question is which socioeconomic variables could capture the pre-existing economic

conditions. I prefer not to take a stand on this issue beforehand; instead, I collect the 2010 value of
a large set of observable prefecture-level variables and apply Double-LASSO (Belloni et al. 2014)
to select the ones that are most strongly correlated to prefectural income growth between 2010
and 20178. The variable candidates consist of logarithm of GDP level, GDP per worker, population,
employment density, total import and export value, investment in �xed assets, industrial output,
government revenue as well as share of agriculture employment in total employment and share of
college-educated workers. Double-LASSO picks the logarithm of GDP per worker only, indicating
prefectural initial income level is strongly associated with income growth. Therefore, I use the
2010 value of GDP per worker as the control for prefectural pre-existing economic conditions and
plug it into Xiq in the estimation equation (1.1).

The baseline identifying assumption then is that reduction in travel time to big cities based on
the hypothetical least cost spanning tree HSR network contributes to prefectural income growth
only through the reduction in travel time due to actual HSR routes, conditional on province �xed
e�ects and prefectural initial economic conditions.

1.2.4 Estimation Results and Robustness

Table 1.2 columns (1) and (3) present the baseline estimation results. As shown by the �rst stage F-
stats, the least cost path is a strong IV for the actual HSR routes. In terms of estimated coe�cients,
the change in number of big cities within 1-hour radius variable has positive and statistically
signi�cant values in both OLS and IV regressions suggesting improvement in access to big cities
induced by HSR development contributes to prefectural income growth. The IV estimate shows
that one more big city reachable within 1 hour between 2007 and 2015 on average increased
prefecture-level growth rate of real GDP per worker between 2010 and 2017 by 16%, which is
in-line with the literature studying HSR in China (e.g., Xu 2018). The OLS estimates a smaller boost
of 5%. The underestimation of the OLS is consistent with the hypothesis that after targeting nodal
cities, the Chinese government may intentionally place the HSR network near less developed
regions with the hope that it would promote their economic development.

A fundamental concern in the transportation infrastructure literature is that regions may
have di�erent growth trends before the transportation network took place and these pre-existing

growth.
8I implement Double-LASSO by performing LASSO on both the dependent (∆ln(yip)) and independent variable

(∆BigCityAccess) with the full set of observable prefecture-level variables as covariate candidates. The union of
the covariate sets selected by the two individual LASSO exercises gives the �nal control for prefectural pre-existing
economic conditions. Belloni et al. (2014) show that the post-double-selection LASSO estimator is consistent and
asymptotically normal under some mild conditions.
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Table 1.2: Impact of HSR Construction on Prefectural Economic Development
2010-2017 2000-2007

Dependent variable OLS OLS LCP IV LCP IV OLS OLS LCP IV LCP IV
∆ln(rGDP/worker) (1) (2) (3) (4) (5) (6) (7) (8)
∆ BigCityAccess 0.051*** 0.057*** 0.160** 0.139*** 0.022 0.023 0.076 0.071

(0.018) (0.018) (0.068) (0.052) (0.024) (0.026) (0.050) (0.046)
lngdppw10 -0.196*** -0.202*** -0.229*** -0.228*** 0.163*** 0.162*** 0.146*** 0.147***

(0.047) (0.046) (0.047) (0.047) (0.043) (0.042) (0.042) (0.043)
∆lnMP 4.916** 5.288*** 1.247 1.464

(2.148) (1.859) (1.354) (1.310)

First stage F-Stat 20.54 22.10 20.54 22.10
Obs 333 333 333 333 333 333 333 333
R2 0.87 0.88 0.94 0.94
Notes: All regressions include province �xed e�ects. LCP refers to the least cost path spanning tree network.

lngdppw10 is log of GDP per worker in 2010. ∆lnMP is log change of market access between 2010 and 2017. Standard
errors are clustered at the province level. ***1%, **5%, and *10% signi�cance levels.

trend di�erences are likely to be confounding with the observable treatment e�ect. To examine
this issue, I perform a falsi�cation test where I replace the dependent variable with prefecture-
level growth rate of real GDP per worker across the seven years before the acceleration in HSR
construction, ln(y2007

ip )− ln(y2000
ip ). Speci�cations of the explanatory variables remain unchanged.

If the exclusion restriction was satis�ed, there should be no signi�cant relationship between
changes in travel time to big cities induced by HSR and real income growth prior to the network.
Table 1.2 columns (5) and (7) present the estimation results of the falsi�cation test. The change in
access to big cities variable becomes statistically insigni�cant in both regressions as expected and
hence the exclusion restriction is further supported.

As for robustness checks, I rede�ne the BigCityAccess variable so that it picks the top 50
cities based on GDP level in 2010. To check the sensitivity of the control variable selection, I expand
Xip to include log of total import and export value and log of industrial output in 20109. The
supplementary Appendix reports the results. Improvement in access to big cities induced by HSR
development has positive and statistically signi�cant e�ects on prefectural real income growth
across all these speci�cations. Furthermore, I test the geographic scope of the big city accessibility
by changing BigCityAccess variable to count the number of top-50 employment density cities
within 2-hour radius instead of 1-hour. In this case, the coe�cient for ∆BigCityAccess becomes
no longer signi�cant at 5% signi�cance level. The relationship between the existence of big cities
and a prefecture’s income growth weakens when they are farther away. If put into a knowledge

9Log of GDP per worker, total import and export value and industrial output in 2010 are the three variables with
5% signi�cance level when regressing ln(y2017ip )− ln(y2010ip ) on the full set of potential prefecture-level controls. See
Appendix.
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spillover channel which I discuss in details in the following section, this result is consistent with
the empirical studies that �nd knowledge spillover decays over space10.

1.2.5 Channels at Work

The previous section presents empirical evidence showing that a reduction in travel time to big
cities led by HSR network development helps with prefectural income growth. The conclusion
stands robust after controlling for province �xed e�ects and prefecture-level preexisting economic
conditions. This �nding lends support to the geographical clusters of cities; speci�cally, it suggests
the existence of agglomeration economies at the city cluster level. In this section, I discuss three
possible micro-founded mechanisms at work: improvement in market potential, labor market
pooling and facilitation in knowledge spillovers. These three channels are the core theories urban
economists think about agglomeration economies (Ottaviano 2008, Glaeser and Gottlieb 2009).

A transportation infrastructure could make a city more appealing to �rms by increasing
its relative size or improving its accessibility to other trading markets. Both dimensions are
captured by the city’s "market potential", a measure of customer proximity originally introduced
by Harris (1954). The HSR in China does not allow freight transportation ("The Medium- and
Long-Term Railway Network Plan 2016 Revision"), thus it is supposed to have no direct impact on
trade costs or the relative centrality of a city in the network of trading markets. In other words,
HSR a�ects a city’s market potential mainly through changing its number of consumers. To
empirically examine whether improvement in market potential works as a source of the observed
agglomeration economies, I follow Donaldson and Hornbeck (2016) to construct an approximation
of Harris’s market potential for city i in year t as MP t

i ≈
∑

n 6=i(din)−1Ltn. din is the great-circle
distance between cities i and n and Ltn is the number of workers of city n in year t11. I then add
the log change of market potential between 2010 and 2017 as an additional control variable to
the estimation equation. I also treat the 2010 value of log of market potential as an additional
candidate for Double-LASSO selection when choosing the appropriate variables to control for
prefecture-level preexisting economic conditions.

Columns (2) and (4) of Table 1.2 report the OLS and IV estimation results respectively12. Two
�ndings stand out. First, the coe�cient for market potential growth being positive and statistically
signi�cant suggests an improvement in market potential does contribute to city’s income growth

10For example, Conley et al. (2003) concludes that knowledge transmission between people vanishes when they
are 90-120 minutes away.

11Ideally, one would want to use the "market access" widely known in the trade literature (e.g. Redding and
Venables 2004) as a more comprehensive measurement for the �rst mechanism. However, an empirical construction
of market access requires assumptions on the structure of the underlying model as well as an estimation for the
trade elasticity. The "market potential" on the other hand serves as a simpler, less model-dependent and yet remains
informative alternative (Head and Mayer 2006).

12Double-LASSO still picks the initial logarithm of GDP per worker only.
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which is consistent with the literature (e.g., Redding and Venables 2004). Second, even after
controlling for market potential growth, the change in number of big cities within 1-hour radius
variable remains signi�cantly positive. This result points out that other than the improvement in
market potential, there must be other channels through which the reduction in travel time to the
big cities induced by HSR expansion contributes to prefectural economic development.

Another possible mechanism for agglomeration economies at the city cluster level is labor
market pooling that dates back to Marshall (1890). The original idea is that geographic concen-
tration of workers and �rms increases the likelihood of good matches and protects against risks
by providing more outside options. In my case, the labor market pooling works through the
possibility that a reduction in inter-city travel time makes it easier for workers residing in di�erent
cities to commute to and work in the same city and hence leads to a denser labor market13.

However, this channel could hardly be the main source for agglomeration economies in
mainland China. Studies on major HSR system in other countries, e.g., Hayakawa et al. (2021) on
Tokaido Shinkansen, have documented that HSR is rarely used by workers for daily commuting
due to sparsity of stations and expensive prices. The HSR in mainland China also faces the
problems of limited number of stations (usually one or two) within a city and relatively high ticket
price compared to other transportation modes, and thus is hardly able to substantially change the
commuting pattern. The unique institutional feature, Hukou, of China further limits the impact
of HSR on commuting. Hukou ties each Chinese citizen to a prefectural city via a household
registration status normally based on the citizen’s birthplace. Though it does not preclude citizens
from working outside their Hukou city, the Hukou system severely restricts the access of workers
without Hukou of a city to the city’s public goods such as children’s education o�ered by public
schools, health care, unemployment bene�ts and social security (Chan 2010)14. Since it is these
institutional barriers that dominate the inter-city labor mobility frictions in China rather than
transport costs (Fan 2019), HSR is not likely to contribute to the regional agglomeration economies
through the pooling of labor markets across nearby cities.

The third mechanism is that a reduction in passenger travel time between cities makes face-to-
face communication easier, thus facilitating knowledge spillovers15. Such agglomeration economies
result when ideas are transferred between agents (irrespective of their market transactions) and
the transfer is imperfect across space (Glaeser and Gottlieb 2009). The contributions of HSR
to inter-city knowledge spillovers are well-established by a number of reduced-form empirical

13The idea that workers can separate between workplace and residence by commuting is more common among
urban economics literature studying within-city distribution of economic activities. See, e.g., Monte et al. (2018) and
Ahlfeldt et al. (2016).

14Over the past decades, Hukou has been relaxed through a series of reforms but remains restrictive especially in
the big cities (You and Wu 2019).

15The idea-based agglomeration economies are also referred to as human capital externalities in labor and urban
economics literature. See, e.g., Acemoglu and Angrist (2000), Moretti (2004), Ciccone and Peri (2006), and Fu (2007).
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studies �nding that HSR stimulates patent growth of connected cities (Yu et al. 2019; Bian et al.
2019; Ji and Yang 2020; Dong et al. 2020). However, the magnitude, spatial scope and general
equilibrium e�ects of the knowledge spillover channel remain unanswered. In the next section, I
construct a spatial general equilibrium model that encompasses the knowledge spillover channel
as a driving force of the agglomeration economies. I then proceed to estimate the magnitude of
the knowledge spillover force as well as its spatial decay rate using model-based econometric
techniques.

1.3 Model

The model is a dynamic general equilibrium economic geography model based on Ahlfeldt et al.
(2015) and Caliendo et al. (2019). It features intra- and international trade, frictional migration
across domestic regions and dynamics in labor market. The distribution of economic activities
is driven by both agglomeration forces (productivity spillovers) and dispersion forces (inelastic
land supply). To model productivity spillovers, I embed city-level endogenous productivity which
depends on the travel time-weighted sum of employment density in surrounding cities. I include
dynamics in labor markets since �rst, data suggest the net inter-prefecture migration in China is
huge and hence its labor market should not be taken as being at a steady state16. Second, dynamic
labor markets are essential in studying the medium and long run general equilibrium e�ects when
productivity spillovers across cities are interacting with frictional domestic migration.

The model has N + 1 regions representing China’s N prefectures plus the Rest of World,
indexed by n, i ∈ {1, . . . , N + 1}. Each region n is endowed with a priced �xed factor (land),
denoted by Hn, that is used by workers for housing and by �rms for production. Each region is
also populated with an endogenous measure of Ln workers who can costly move across regions
within China but not across countries. I assume workers consume in the same region where they
work and they cannot borrow or save.

1.3.1 Workers

A worker o living in region n at time t derives her current period’s utility from consumption over
local �nal goods, Co

n,t, and residential land use, Ho
n,t, adjusted by residential amenities, Bn, which

capture exogenous common characteristics making a region more or less attractive place to live:

U(Bn, C
o
n,t, H

o
n,t) = ln(Bn(Co

n,t)
α(Ho

n,t)
1−α) (1.2)

16See Appendix for detailed discussion.
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The worker faces the following budget constraint given Pn,t as the consumption goods price, rn,t
as the land rental price and von,t as the nominal income:

Pn,tC
o
n,t + rn,tH

o
n,t ≤ von,t (1.3)

The indirect utility for the worker becomes uon,t = ln(
Bnvon,t

Pαn,tr
1−α
n,t

) and the average current period’s
indirect utility for a random worker in n can thus be represented as

un,t = ln(
Bnvn,t

Pα
n,tr

1−α
n,t

) (1.4)

I assume income of a worker consists of a wage income won,t as well as a land income that is
distributed evenly among the workers working there17: von,t = won,t + rn,tHn

Ln,t
.

1.3.2 Migration

The migration part follows a dynamic spatial discrete choice model based on Artuç, Chaudhuri,
and McLaren (2010) and Caliendo et al. (2019). At the beginning of each period, workers observe
the economic conditions in all labor markets as well as the realizations of their own idiosyncratic
shocks. If they begin the period in a certain labor market, they inelastically supply one unit of
labor and earn the corresponding nominal income. At the end of the period, workers have the
option to reallocate, or formally, a worker o currently working in region nmaximizes the following
lifetime utility

ln(V o
n,t) = U(Bn, C

o
n,t, H

o
n,t) +Maxi{βE[ln(V o

i,t+1)]− ln(κni) +
1

ν
εoi,t} (1.5)

where κni is the origin-destination speci�c utility loss associated with relocating. β is the discount
factor and 1

ν
is a normalization factor. This utility formulation captures the idea that workers not

only value the current-period utility but also the option value to move into any other market in
the future.

Denote Vn,t = E(V o
n,t) as the expected lifetime utility for a random worker in city n at time

t. I assume workers are risk-neutral and have perfect foresight. Then we can have the rule of
motion for expected lifetime utility as well as the fraction of workers that relocate from n to i at
the end of period t as18

V ν
n,t = [exp(un,t)]

ν [
∑
i

V ν
i,t+1κ

−ν
ni ]β (1.6)

17The household registration system in China, Hukou, limits the access of workers without Hukou of a city to the
city’s local land income as discussed in Tombe and Zhu (2019). I omit such restrictions for simplicity.

18See Appendix A.1 and A.2 for detailed derivation.
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µni,t =
V βν
i,t+1κ

−ν
ni∑N

m=1 V
βν
m,t+1κ

−ν
nm

(1.7)

under the assumption that the idiosyncratic shock ε is i.i.d. over time and distributed Type-I
extreme value with zero mean. Note that with the speci�cation for un,t, Equation (1.6) can be
further expanded to V ν

n,t = [ Bnvn,t

Pαn,tr
1−α
n,t

]ν [
∑

i V
ν
i,t+1κ

−ν
ni ]β . After accounting for migration costs, the

higher lifetime utility a region can provide the more workers it will attract. The equilibrium
condition characterizing how the distribution of labor across markets evolves over time becomes

Li,t+1 =
N∑
n=1

µni,tLn,t (1.8)

1.3.3 Production and Trade

The production part follows an Eaton and Kortum (2002) framework with endogenous productivity
and input-output linkages. There is only one traded sector. Each region is able to produce every
variety ω ∈ [0, 1] and has a perfectly competitive �rm producing a region speci�c composite good
Yn,t using the CES technology across a continuum of horizontally di�erentiated varieties yn,t(ω):

Yn,t = (

∫ 1

0

yn,t(ω)
σ−1
σ dω)

σ
σ−1 (1.9)

These varieties are produced by perfectly competitive �rms using labor Ln,t, land Hn,t and
intermediate inputs Zn,t. With the assumption of a Cobb-Douglas production function, the unit
cost of production for a �rm in region n producing variety ω with productivity An,tϕ is

cn,t(ϕ) =
1

An,tϕ
wη1n,tr

η2
n,tP

η3
n,t (1.10)

where wn,t is the wage, rn,t is the rental cost of land and Pn,t is the price of purchased intermediate
inputs which is the same as the price of the �nal good Yn,t. η1, η2 and η3 are the shares of costs
spent on wage expense, land rental and input purchase respectively. Assume that the �rm speci�c
productivity is distributed Fréchet with CDF F (ϕ) = e−ϕ

−θ where θ is the dispersion parameter.
An,t is the regional productivity that is enjoyed by all �rms producing in n at t. As in Ahlfeldt

et al. (2015), I assume it to be composing of an exogenous production fundamental component,
An, and an endogenous production externality component, Υn,t:

An,t = An(Υn,t)
ρ (1.11)
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where ρ determines the magnitude of the production agglomeration force. Production externalities,
Υn,t, is further modeled as a travel-time, ι, weighted sum of employment density in other regions:

Υn,t ≡
N∑
s=1

e−διsn(
Ls,t

Hs

) (1.12)

An captures all fundamentals (e.g. climatic conditions) rendering a region more or less produc-
tive that are not related to the employment density of its surrounding regions. Υn,t structures
the productivity spillovers across regions. Speci�cally, the productivity spillovers from region s
to region n decline with travel time, ιsn, through an iceberg factor e−διsn ∈ (0, 1]. δ determines
the spatial decay rate of productivity spillovers. Traveling within each region is instantaneous:
ιss = 0 for all region s. To interpret the two productivity spillover parameters ρ and δ, a positive
value of ρ indicates increasing returns to scale and agglomeration economies. The larger ρ is, the
stronger the production agglomeration force. As for δ, if δ is 0, then productivity spillovers are
perfect across geographic space. The larger δ is, the quicker productivity spillovers decay with
travel time and hence the smaller productivity spillovers’ spatial scope.

Trade faces the standard iceberg costs: in order for 1 unit of product to arrive in region n
from region i, τin > 1 units of products need to be produced and shipped. τii = 1 for all i.
Assuming away arbitrage we have consumer price of variety ω for goods produced in region
i and sold in region n as pin,t(ω) = τinci,t(ω). Consumers source from the cheapest producer:
pn,t(ω) = mini{pin,t(ω)}.

To model international trade, I divide the regions in China into two mutually exclusive groups:
port regions and inland regions. A port region a can trade directly with the ROW (indexed by c)
and face the iceberg trade costs discussed above, τac. An inland region b, on the other hand, needs
to �rst ship its goods to the closest port region and then trade with the ROW: τbc = τbaτac.

1.3.4 Unbalanced Trade and Market Clearing

To accommodate the trade imbalance as is evident in the interregional IO data, I assume exogenous
trade surpluses and de�cits that are proportional to the region’s total labor income. Speci�cally,
let Sn,t denote region n’s trade surplus at time t, then Sn,t = χnwn,tLn,t and

∑N+1
n=1 Sn,t = 0. A

trade surplus works as a capital out�ow that shrinks the nominal income of the region: vn,tLn,t =

wn,tLn,t + rn,tHn − Sn,t.
Markets for �nal goods, labor and housing clear during each time period t. The �nal goods
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market clearing condition implies

Xn,t = αvn,tLn,t + η3

N+1∑
i=1

πin,tXi,t (1.13)

where Xn,t denotes the total expenditures by region n and πin,t denotes the fraction of region i’s
spending allocated to goods produced in region n. The �rst item on the right-hand side is total
demand of the goods by local workers and the second item is total demand by both local and
non-local producers as intermediate inputs.

Labor market clearing condition for region n implies

wn,tLn,t = η1

N+1∑
i=1

πin,tXi,t (1.14)

and the housing market clearing implies

rn,tHn = (1− α)vn,tLn,t + η2

N+1∑
i=1

πin,tXi,t (1.15)

where the �rst item on the right-hand side is total demand of land by workers for residential
purposes and the second item is total demand by producers as industrial land.

1.3.5 Model Solution

Substituting vn,tLn,t = wn,tLn,t + rn,tHn − Sn,t into Equation (1.15) and combining the result
with Cobb-Douglas production technologies yield the following representation for the total land
income in region n:

αrn,tHn = (1− α +
η2

η1

)wn,tLn,t − (1− α)χnwn,tLn,t (1.16)

This equation suggests that given the model setup we can compute equilibrium land rental price
directly from equilibrium wage rate and labor distribution. Moreover, we can arrive at a concise
proportional relationship between wage income wn and total nominal income vn:

vn,t =
1 + η2

η1
− χn

α
wn,t (1.17)
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Competition implies that the price paid for a particular variety ω in region n is given by the
minimum unit cost across regions after accounting for trade costs:

pn,t(ω) = mini{τinci,t(ϕi(ω))} = mini{
τin

Ai,tϕi(ω)
wη1i,tr

η2
i,tP

η3
i,t } (1.18)

Given the Fréchet distribution, the aggregate price index in region n is:

Pn,t ∝ [
N+1∑
i=1

(τinw
η1
i,tr

η2
i,tP

η3
i,t )
−θAθi,t]

−1/θ (1.19)

Then the fraction of region n’s spending allocated to goods produced in region i is

πni,t =
(τinw

η1
i,tr

η2
i,tP

η3
i,t )
−θAθi,t∑N+1

m=1(τmnw
η1
m,tr

η2
m,tP

η3
m,t)

−θAθm,t
(1.20)

1.3.6 Equilibrium

The distribution of labor {Lt} characterizes the endogenous state of the economy during each
time period. Time-invariant fundamentals of the economy include stock of land {Hn}, exogenous
regional productivity fundamentals {An}, amenity fundamentals {Bn}, bilateral trade costs {τin},
migration costs {κin} and travel time {ιin}. The parameters assumed constant across all time
include the �nal consumption expenditure share on goods (α), share of labor costs, land costs,
intermediate goods costs in production inputs (η1, η2, η3), trade elasticity (θ), discount factor (β),
migration elasticity (ν), magnitude of production agglomeration force (ρ) and spatial decay rate of
productivity spillovers (δ).

Denote Θ as the time-invariant fundamentals. Then a temporary equilibrium is a vector of wages
w(Lt,Θ) that satis�es the equilibrium conditions of the static subproblem outlined in (1.13)-(1.20).
The temporary equilibrium is identical to the solution of a static new economic geography model. A
sequential competitive equilibrium is a sequence of {Lt, µt, Vt, wt(Lt,Θ)}∞t=0 that solves equilibrium
conditions (1.5) to (1.7) and the temporary equilibrium at each t given (L0,Θ). µt, Vt, L0 are the
migration shares, lifetime utilities and initial labor distribution respectively. Finally, a stationary
equilibrium is a sequential competitive equilibrium such that {Lt, µt, Vt, wt(Lt,Θ)}∞t=0 are constant
for all t. In the stationary equilibrium, no endogenous variables change over time. Note that labor
distribution staying unchanged in the stationary equilibrium simply means the labor in�ow and
out�ow of each market exactly o�set each other. It does not suggest that workers stop moving.
In other words, stationary equilibrium could still have positive and even large gross labor �ows
between cities as long as the net labor �ows remain zero.
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1.4 Parameterization

To link the model to data, there are eight parameters to be determined {α, η1, η2, η3, θ, β, ν, δ, ρ}.
I calibrate the consumption expenditure share on goods α to China Statistical Yearbook (0.85 in
2010) and match the shares of various inputs in production, η1, η2 and η3, to the 2010 inter-regional
input output table (0.32, 0.05 and 0.63 respectively). I set the productivity dispersion parameter or
trade elasticity θ to 4 following Simonovska and Waugh (2014) and the discount factor β for a
5-year period to 0.8. I estimate the migration elasticity ν, magnitude of production agglomeration
force ρ and spatial decay rate of productivity spillovers δ based on the following methods.

1.4.1 Migration Elasticity ν

Unlike trade elasticity, there is not a commonly used value for the income elasticity of domestic
migration in developing countries to the best of my knowledge. To estimate such a migration elas-
ticity ν, I follow Artuç, Chaudhuri and McLaren (2010) (henceforth ACM) to derive an estimating
equation from the structural model that relates migration �ows in the current period to the spot
utilities in the following period as well as future migration �ows19:

ln(
µni,t
µnn,t

) = Const1 + βν(ui,t+1 − un,t+1) + βln(
µni,t+1

µnn,t+1

) + εt+1 (1.21)

µni,t is the share of workers in prefecture n migrating to prefecture i at the end of period t, ui,t+1

is the spot utilities for working in prefecture i during period t+ 1, β is the predetermined discount
factor and ν is the variable of interest.

There are three issues to be addressed before bringing Equation (1.21) to the data. First, the
migration data only contain province-to-prefecture migration �ow information whereas the two
labor markets, i and n, in Equation (1.21) are supposed to be at the same aggregation level20.
Simply treating a prefecture and a province as the destination and origin regions would require
additional assumptions on how to aggregate prefecture-level variables to province-level. To avoid
enforcing extra assumptions, I transform the estimation equation so that it compares the migration
�ows from a province to two prefectures, namely:

ln(
µpk→i,t
µpk→n,t

) = Const2 + βν(ui,t+1 − un,t+1) + βln(
µpk→i,t+1

µpk→n,t+1

) + εt+1 (1.22)

where pk denotes any province, and i and n are two distinct prefectures in the same province
19See the online appendix of ACM for derivation details.
20The migration data consist of the 2000, 2010 China National Population Census and the 2005, 2015 Population

Micro Census (1% random sample survey). I assume migration shares for workers are the same as those for total
population due to data availability.
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other than pk.
The second issue lies in the data availability of the spot utilities term ui,t+1

21. By Equation (1.4),
ui,t+1 is composed of a prefecture-speci�c amenity fundamentals term Bi, nominal income per
worker vi,t+1 and price index Pi,t+1 = Pα

i,t+1r
1−α
i,t+1. The goods market clearing condition assures

that nominal income in the model and nominal GDP per worker are equivalent and the latter is
observable from the data. However, there is no data counterpart for Bi. Also the CPI data only
document CPI changes across years for each prefecture and are not useful for between-prefecture
comparison in a given year. To overcome these data shortages, I modify the previous estimation
equation by replacing the variables with their intertemporal changes as following22:

ln(
•
µpk→i,t
•
µpk→n,t

) = Const3 + βνln(
•
vi,t+1/

•
Pi,t+1

•
vn,t+1/

•
Pn,t+1

) + βln(
•
µpk→i,t+1
•
µpk→n,t+1

) +$t+1 (1.23)

where •
xt = xt/xt−1. Taking intertemporal changes in the spot utilities cancels out the unobserv-

able time-invariant amenity fundamentals and utilizes the CPI movements of each prefecture
which are readily available from the data. Intuitively, migration �ow changes contain information
on expected values that depend on future real income changes and the changes in option value of
migration across markets, while the latter are re�ected by future migration �ow changes. Equation
(1.23) is my preferred estimation equation and will be used in the empirical analysis.

The third issue is that the residuals term, $t+1, contains the shock revealed in t+ 1 and hence
is highly likely to be correlated with the regressors. I propose two instrumental variables, both of
which are supposedly not correlated with the new information revealed in t+ 1. The �rst IV is
lagged migration �ow changes •µpk→i,t−1. As in ACM, my model implies past values of endogenous
variables are valid instruments. For the second IV, I use a Bartik-style expected income instrument
based on national average income changes by sector weighted by each prefecture’s employment
distribution across sectors. In other words, ςi,t+1 =

∑3
j=1 l

j
i,t

•
v̄jt+1 instruments for prefecture i’s

income changes using its employment share of sector j in the starting year, lji,t, and national
average income changes in the three sectors,

•
v̄jt+1

23. Table 1.3 shows the intertemporal changes of
migration shares between eight aggregate regions in China24. Table 1.4 reports the employment
shares across the three sectors averaging over prefectures within each of the aggregate region.

After dealing with these issues, I implement the estimation strategy by selecting Year 2010 as
21In ACM’s model, the spot utilities term is composed of wages only and hence there is no data availability issue.
22See Appendix A.3 for detailed derivation.
23I rely on the 2005 Population Micro Census for prefecture-level employment shares by detailed industry and

aggregate them to the three sectors: primary sector (agriculture), secondary sector (construction, utilities and
manufacturing) and tertiary sector (service). See Appendix for a list of industries by sectors.

24The eight regions of China are: Northeast, North Municipalities, North Coast, Central Coast, South Coast, Central,
Northwest and Southwest. See Appendix for a list of provinces by region.
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Table 1.3: Internal Migration Shares of China
Destination

North- North North Central South Central North- South-
Origin east Muni Coast Coast Coast west west
2005-2010/2000-2005
Northeast 0.99 1.58 1.31 1.68 2.46 1.84 2.82 2.23
North Municipalities 1.92 0.99 1.38 1.09 1.43 1.13 2.07 0.92
North Coast 1.83 1.90 0.99 2.00 2.29 2.28 3.05 1.77
Central Coast 2.12 1.39 1.32 0.99 2.12 1.23 1.95 1.14
South Coast 2.36 2.06 2.10 1.62 1.00 1.13 2.14 0.94
Central 2.01 1.80 1.61 1.56 2.48 0.95 2.03 1.82
Northwest 1.55 1.94 1.47 2.25 2.32 2.20 0.99 1.68
Southwest 2.30 1.42 1.10 1.45 2.91 1.78 1.77 0.95

2010-2015/2005-2010
Northeast 1.00 1.09 0.74 0.96 0.53 1.50 1.01 1.50
North Municipalities 1.33 0.99 1.41 1.20 0.92 1.70 1.79 1.30
North Coast 0.75 1.13 1.00 0.89 0.43 1.44 0.98 1.53
Central Coast 0.65 1.18 0.99 1.00 0.63 1.37 1.03 1.98
South Coast 0.73 0.84 0.98 0.73 1.00 1.12 1.09 1.27
Central 0.84 1.20 1.19 0.72 0.27 1.05 0.98 1.17
Northwest 0.93 1.12 1.01 0.98 0.31 1.29 1.00 1.42
Southwest 1.44 1.48 1.39 0.69 0.27 1.29 0.72 1.06

Notes: Table shows the intertemporal changes of share of population in each of the origin region migrating to
each of the destination region. Reported values are the ratios between current �ve-year migration shares and
previous �ve-year migration shares. Data sources: 2010 National Population Census of China and 2005, 2015
Population Micro Census.

the base year (t = Y ear2010) and �ve years as the time interval (t+ 1 = Y ear2015). I restrict the
destination prefectures in the sample to be non-autonomous, leading to a nonrepetitive sample
of 39,741 observations25. Each observation consists of an origin province and two destination
prefectures.

I obtain a coe�cient of 0.75 for βν, implying ν = 0.94 (standard deviation 0.09). I use this
number in my empirical analysis below. Though to the best of my knowledge there is no benchmark
value for this �ve-year migration elasticity, this estimate is in line with the literature. ACM and
Caliendo et al. (2019), for example, both study the inter-state inter-sector mobility in the United
States with a dynamic labor market model and empirically employ lagged migration �ows and
wages as instruments. Their estimates based on the March CPS correspond to a counterpart of ν
being 0.53 and 0.50 respectively at an annual frequency. My estimate at the �ve-year frequency is
larger than theirs. Intuitively, lower frequencies lead to a larger elasticity of migration �ows to

25Non-autonomous prefectures are prefectures consisting most of the Han Chinese, the majority ethnicity group in
China. 304 out of the 334 prefectures in my data are non-autonomous.
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Table 1.4: Employment Share across Sectors
Primary Sector Secondary Sector Tertiary Sector

Region
Northeast 0.20 0.42 0.38
North Municipalities 0.02 0.43 0.55
North Coast 0.13 0.55 0.32
Central Coast 0.10 0.53 0.37
South Coast 0.17 0.45 0.38
Central 0.18 0.46 0.36
Northwest 0.21 0.42 0.37
Southwest 0.26 0.38 0.36

Notes: Reported employment shares are the average across prefectures within each region
as of 2005.

changes in income, thus larger ν. Tombe and Zhu (2019) is also comparable. They work on the
2000 and 2005 migration across provinces and sectors in China and obtain a migration elasticity
corresponding to the ν in my model being 1.48. It is reasonable that they have a larger migration
elasticity as they identify migrants as workers with a current residence location di�erent from
birthplace, whereas I work on a �ve-year migration frequency.

1.4.2 Joint Estimation of Productivity Spillover Parameters ρ and δ

A strong productivity spillover between cities could be due to a large regional agglomeration force
(large ρ) or a less frictional spatial transfer (small δ), while my data are not su�cient to disentangle
these two channels. Thus I follow a structural estimation strategy similar to the one in Ahlfeldt
et al. (2015) to jointly estimate ρ and δ. The idea is to �rst derive a closed-form solution for the
production fundamentals An with only observable data and model parameters, and then use it to
develop moment conditions that exploit the exogenous variation in prefectural HSR linkage time.

Speci�cally, I start with the equilibrium trade share equation (1.20) and show that

ln(
XnF,t

X̃F,t

) = −θln(
τnF
τ̃F

)− θη1ln(
wn,t
w̃t

)− θη2ln(
rn,t
r̃t

)− θη3ln(
Pn,t

P̃t
) + θln(

An,t

Ãt
) (1.24)

whereXnF,t is the export value of prefecture n in year t (F denotesROW ) and all the denominators
with tilde are geometric mean of the respective variables (e.g. X̃F,t = exp{ 1

N

∑N
i=1 lnX̃iF,t}).

Taking time di�erences (to di�erence out unobservable trade costs) and combining with the
speci�cation (1.11) that regional productivity An,t is composed of production fundamentals An
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and production externalities Υn,t, I derive the following closed-form solution for An:

∆ln(
An,t

Ãt
) = η1∆ln(

wn,t
w̃t

) + η2∆ln(
rn,t
r̃t

) + η3∆ln(
Pn,t

P̃t
) +

1

θ
∆ln(

XnF,t

X̃F,t

)︸ ︷︷ ︸
∆ln(An,t/Ãt)

−ρ∆ln(
Υn,t(δ)

Υ̃t(δ)
)

(1.25)
The �rst three terms on the right-hand side are factor prices changes and the fourth term is
export value changes which are all observable from data26. The last term is the production
externality changes where by speci�cation (1.12) all components are observable except ρ and
δ—the two parameters to be estimated. Therefore, equation (1.25) reveals that the changes in
production fundamentals are one-to-one functions of observable data and model parameters27.
This relationship is robust to time-invariant factors (by taking time di�erences) and year �xed
e�ects that are common across all cities (by dividing by geometric means).

Next I build moment conditions which impose that cities do not have systematic changes in
their production fundamentals after controlling for the exogenous HSR linkage time. In other
words, for cities linked by HSR during the same period, the systematic changes in their regional
productivities, ∆ln(An,t/Ãt), are fully explained by the changes in their production externalities,
∆ln(Υn,t/Υ̃t). I capture the exogenous HSR linkage time by dividing the cities into three groups:
connected to the HSR network by 2010, connected between 2010 and 2015, and not connected
by 2015. I thus generate three moment conditions, each of which imposes the group mean of the
production fundamental changes is close to zero. Or formally, the moment conditions are

E[Ik ×∆ln(An,t/Ãt)] = 0 (1.26)

where Ik : k ∈ {1, 2, 3} are the indicators for the three city groups. I then implement the
Generalized Method of Moments (GMM) to jointly estimate ρ and δ.

Except jointly pinning down two parameters, the GMM strategy here is essentially similar
to an IV estimation that estimates the productivity spillover parameters by regressing regional
productivity changes on production externality changes while instrumenting with HSR linkage
time. The production fundamental changes are acting as the structural residuals. The estimation
equation could be written as

∆ln(An,t/Ãt) = ρ∆ln(Υn,t(δ)/Υ̃t(δ)) + ε (1.27)

with ε = ∆ln(An,t/Ãt) and the instrument variable being Ik. The exclusion restriction for the
26Empirically, I use time di�erence of the corresponding variables between 2010 and 2015.
27In the model, production fundamentals An do not change across time. Here I allow the empirical counterparts of

An to �uctuate between 2010 and 2015 and treat the changes as structural residuals to be minimized.

25



Table 1.5: Calibrated Model Parameters
Parameter Value Description
Calibrated Independently
α 0.85 Share of goods in consumption
(η1, η2, η3) (0.32, 0.05, 0.63) Share of factor inputs in production
θ 4 Trade elasticity
β 0.8 Discount factor

Calibrated in Equilibrium
ν 0.94 Migration elasticity
ρ 0.056 Magnitude of production agglomeration
δ 0.058 spatial decay rate of productivity spillover
κni Table 1.6 Migration costs
τni Table 1.6 Trade costs

IV estimation, which in this case plays the same role as the moment conditions in the GMM
estimation, is that the HSR linkages a�ect regional productivities only through their impact on
production externalities. Or HSR linkages are uncorrelated with production fundamental changes.
As the HSR network is planned and administered by the Chinese central government, it is plausible
that the HSR linkages are exogenous to the local cities.

With the above GMM estimation strategy, I �nd substantial and statistically signi�cant produc-
tion agglomeration force with an estimated ρ = 0.056 (standard deviation 0.006). The estimated
spatial decay rate of productivity spillover between cities is δ = 0.058 (standard deviation 0.012)28,
suggesting for cities that are 60 minutes away 97% of the production externalities would decay
on the road and for cities that are 120 minutes away the productivity spillovers are negligible.
My estimate of the elasticity of productivity with respect to city size (ρ = 0.056) is within the
range of 0.02 to 0.10 generally reported in the literature, e.g., Rosenthal and Strange (2004), Melo
et al. (2009), Combes et al. (2012) and Ahlfeldt et al. (2015). My estimate of spatial decay rate of
productivity spillovers (δ = 0.058) is also consistent with the literature studying geographical
scope of knowledge transmission, e.g., Conley et al. (2003) �nd that knowledge transmission
between people vanishes when they are 90-120 minutes away.

1.5 Inferring Migration and Trade Costs

In this section, I �rst estimate the inter-prefecture domestic migration costs using the 2010
National Population Census of China. The 2010 National Population Census asks participants for

28The standard deviation calculations for ρ and δ do not account for spatial or serial correlation and hence are likely
under-biased. I conduct a sensitivity analysis on the value of δ in Section 1.7.2, but leave a more robust estimation for
these two productivity spillover parameters for future research.
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the prefecture they currently reside in and the province they lived in �ve years ago. In other words,
it only documents the province-to-prefecture migration �ows. To infer the prefecture-to-prefecture
migration frictions needed for the quantitative analysis, I use a nested nonlinear least square
procedure to jointly estimate migration costs and prefecture-speci�c lifetime utility based on the
strategies in Fan (2019). Similarly, the 2010 Interregional Input-Output table used as trade data is
at provincial level while the quantitative analysis requires prefectural-level trade information. To
solve this issue, I jointly infer the inter-prefectural trade costs and prefecture-speci�c production
unit costs.

1.5.1 Migration Costs

I �rst specify the migration cost of moving from prefecture n to prefecture i as

ln(κni) =
4∑

k=1

λkIk + λ5distni + λ6Cdistni + residual (1.28)

where I1−I4 are dummy variables. I1 indicates if n and i belong to di�erent prefectures within the
same province. I2 indicates if they belong to di�erent provinces within the same large region. I3

indicates if they belong to di�erent large regions. I4 indicates if they belong to adjacent provinces
(provinces sharing a border). distni is the great-circle distance andCdistni is the historical cultural
distance between the two prefectures. Cdistni is smaller if they have similar compositions of
ethnic minorities29. Migration costs of stayers are normalized to be 0: ln(κnn) = 0.

I then use a nested nonlinear least square procedure to jointly estimate Equation (1.28) and
recover the location-speci�c lifetime utilities in 2010, {Vi,2010}. The procedure consists of two
loops. In the inner loop, I choose {Vi,2010} so that given migration frictions {κni} and migration
elasticity ν the labor distribution of each prefecture matches the data. Intuitively, the higher
lifetime utilities a prefecture provides the more workers it attracts. In the outer loop, I choose {λ}
to minimize the deviations of province-to-prefecture migration �ows in the model from the 2010
Population Census data.

Speci�cally, the inner loop takes a guess of {κni} and solves for {Vi,2010} based on

Ldatai,2010 =
N∑
n=1

V βν
i,2010κ

−ν
ni∑N

m=1 V
βν
m,2010κ

−ν
nm

Ldatan,2005 (1.29)

which can be derived from Equation (1.6) and (1.7). The migration elasticity ν is determined in
Section 1.4.1 and the discount factor β is preset to 0.8. Proposition 1 assures the feasibility of this

29The historical cultural distance is constructed as 1− corr(Cn, Ci), where Cn is a vector representing the ethnic
composition of prefecture n in the 1990 National Population Census. I use Fan (2019)’s cultural distance data.
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step by proving the existence and uniqueness of {Vi,2010} (up to a normalization).

Proposition 1. Given migration costs {κni}, migration elasticity ν and discount factor β, there
exists a unique set of {Vi,2010} (up to a normalization) such that the model-predicted labor distribution
matches the data, i.e. Equation (1.29) holds.

Proof. See Appendix.

The outer loop aggregates the migration origins to the provincial level and compares it with
the data. Or formally, it minimizes the following loss function

min{λ}
∑
pk∈P,n

(ln(
∑
i∈pk

µin,2005L
data
i,2005)− ln(µdatapk→n,2005L

data
pk,2005))2

where pk ∈ P denotes the individual province in China, i and n denote the prefectures, µin,2005 =
V βνi,2010κ

−ν
ni∑N

m=1 V
βν
m,2010κ

−ν
nm

is the migration share calculated from the inner loop.

1.5.2 Trade Cost

The trade cost estimation strategy is similar to the one used for migration cost estimation. I �rst
specify the iceberg domestic trade cost of shipping a good from prefecture n to iwith the following
log-linear function form:

ln(τni) =
4∑

k=1

γkIk + γ5distni + residual (1.30)

where I1− I4 and distni are the same variables as in the migration cost estimation equation. Trade
costs of within-prefecture trade are normalized to be 0: ln(τnn) = 0. All trade between Chinese
prefectures and the ROW need to go through one of the port prefectures30. I specify the trade
cost between a Chinese inland prefecture and the ROW as the sum of two components: the trade
cost between that prefecture and its nearest port prefecture, and an export-friction parameter ζ
that captures tari� and non-tari� barriers to international trade. Or formally, ln(τinland,ROW ) =

ln(τinland,port) + ζ .
To quantify {τni}, I again use a nonlinear least square procedure that consists of two loops. In

the inner loop, I choose location-speci�c production unit costs, {ci,2010}, so that the �nal good
markets clear and the expenditures of each prefecture consist with the data. Intuitively, the smaller
unit costs �rms in a prefecture incur the more total output they would have. In the outer loop, I

30I identify 39 port prefectures according to Export Ports and Routes of China (Zhang 2005). Refer to Appendix for
the list.
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choose {γ1 − γ5, ζ} to minimize the deviations of model-predicted inter-provincial trade �ows
and prefectural international trade from their data counterpart.

Speci�cally, the inner loop takes a guess of {τni} and solves for {ci,2010} based on

Xdata
n,2010 =

N+1∑
i=1

c−θn,2010τ
−θ
ni∑N+1

m=1 c
−θ
m,2010τ

−θ
mi

Xdata
i,2010 − Sdatan,2010 (1.31)

where Xn,2010 is the total expenditure of prefecture n in year 2010 that can be backed out from the
GDP data31. Sn,2010 is n’s trade surplus given by data and θ is the trade elasticity predetermined
to be 4. Proposition 2 supports the feasibility of this step by proving the existence and uniqueness
of {ci,2010} (up to a normalization).

Proposition 2. Given trade costs {τni}, trade surplus {Sn,2010} and trade elasticity θ, there exists
a unique set of {ci,2010} (up to a normalization) such that the �nal good markets clear and the
model-predicted expenditures of all regions match the data, i.e. Equation (1.31) holds.

Proof. See Appendix.

The outer loop aggregates the inter-prefectural trade to inter-provincial trade and then ap-
proaches it as well as the prefectural import and export to the data. Or formally, it minimizes the
following loss function

min{γ},ζ
∑

pk,pj∈P

(ln(
∑

i∈pk,n∈pj

πin,2010X
data
i,2010)− ln(Xdata

pj→pk,2010))2

+
∑
i

(ln(πiROW,2010X
data
i,2010)− ln(Xdata

ROW→i,2010))2

+
∑
i

(ln(πROWi,2010X
data
ROW,2010)− ln(Xdata

i→ROW,2010))2

where pk, pj ∈ P denote the individual provinces in China. i and n denote the prefectures in pk
and pj respectively. πin,2010 =

c−θn,2010τ
−θ
ni∑N+1

m=1 c
−θ
m,2010τ

−θ
mi

is the trade share calculated from the inner loop.
The inter-provincial trade Xpj→pk,2010, prefectural import XROW→i,2010 and prefectural export
Xi→ROW,2010 are from the data.

1.5.3 Estimation Results

Table 1.6 reports the migration cost and trade cost estimation results. As shown in the �rst column,
all coe�cients in the migration cost estimation model are statistically signi�cant. The coe�cients
being positive except the dummy capturing moving between cities in adjacent provinces suggests

31Cobb-Douglas production function together with the zero-pro�t condition gives Xn,t =
GDPn,t

η1+η2
.
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that institutional, geographic and cultural barriers all impede the domestic labor mobility in China.
Migrating an additional 1000 kilometers adds the migration costs by 80 log points. Increasing
the cultural distance from 25th to 75th percentile leads to another 26 log points raise in migration
costs given the interquartile range of culture distance being 0.5. The institutional barrier for
moving between provinces, either within the same region (712 log points) or across regions (692
log points), is much stronger than moving within province (31 log points). Such a large migration
friction for crossing a provincial border is expected due to the existence of Hukou. Compared
to moving between provinces in the same region, moving across regions is more a�ected by the
geographic barrier due to longer distance but slightly less a�ected by the institutional barrier.
However, the di�erence in the institutional barrier is so small that it is dominated by the frictions
for crossing provincial border. This again is expected as the Hukou policy is administered and
implemented at the provincial level rather than at the regional level.

My migration cost estimates, especially for the institutional barriers, are larger than those
of Fan (2019) who also estimates inter-prefecture migration frictions in China using a similar
nested nonlinear least square procedure. The main reason to the di�erences is that my migration
elasticity estimate is smaller than Fan (0.94 compared to 4). As migration elasticity and bilateral
migration costs jointly determine the migration frictions, a smaller migration elasticity naturally
leads to larger migration cost estimates.

The second column of Table 1.6 presents trade cost estimates. The coe�cients being statistically
signi�cant and positive except the dummy capturing trade between cities in adjacent provinces
suggest that institutional and geographic barriers raise the domestic trade costs in China. The
institutional barriers for trade across provinces or regions, 92 and 94 log points respectively, are
much larger than that for trade between cities within a province, 15 log points. The geographic
distance increases trade costs by 18 log points with each additional 1000 kilometers. These trade
friction coe�cients are in line with the literature studying interregional trade within China (e.g.,
Fan 2019). Compared to trade barrier estimates for the U.S. (e.g., Crafts and Klein 2014), the
larger institutional barrier estimates here suggest that China as a developing country still faces
outstanding barriers to trade �ows at provincial border.

1.6 Solution Algorithm

The entire dynamic sequential competitive equilibrium is characterized by the following set of
equations:

Li,t =
N∑
n=1

V βν
i,t κ

−ν
ni∑N

m=1 V
βν
m,tκ

−ν
nm

Ln,t−1 (1.32)
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Table 1.6: Estimates of Migration Costs and Trade Costs
Migration Trade

I1 (Di�erent Prefectures, Same Province) 0.31 0.15
(0.13) (0.08)

I2 (Di�erent Provinces, Same Region) 7.12 0.92
(0.13) (0.08)

I3 (Di�erent Regions) 6.92 0.94
(0.09) (0.05)

I4 (Adjacent Provinces) -0.33 -0.15
(0.08) (0.05)

I5 (Great-circle Distance) 0.80 0.18
(0.05) (0.03)

I6 (Culture Distance) 0.53
(0.11)

ζ (Export Friction) 1.13
(0.04)

Observations 9990 1566
R2 0.54 0.58
Notes: Standard errors in parentheses. Great-circle Distance is measured in

1000 km. Cultural Distance is measured as one minus the correlation in his-
torical ethnic minority shares between cities. For trade cost estimation, R2

is 0.69 when matching the inter-provincial IO data and 0.43 when matching
the prefectural international trade data.

V ν
n,t = (

1 + η2/η1 − χn
α

)ν(wn,tξn,t)
ν [

N∑
i

V ν
i,t+1κ

−ν
ni ]β (1.33)

wn,tLn,t =
N+1∑
i=1

c−θn,tτ
−θ
ni∑N+1

m=1 c
−θ
m,tτ

−θ
mi

(1− η1χi)wi,tLi,t (1.34)

ci,t =
wη1i,tr

η2
i,tP

η3
i,t

Ai,t
(1.35)

Ai,t = Ai[
N∑
s=1

e−διsi(
Ls,t

Hs

)]ρ (1.36)

αrn,tHn = (1− α +
η2

η1

)wn,tLn,t − (1− α)χnwn,tLn,t (1.37)

ξn,t =
Bn

Pα
n,tr

1−α
n,t

(1.38)
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Pn,t ∝ [
N+1∑
i=1

(τinw
η1
i,tr

η2
i,tP

η3
i,t )
−θAθi,t]

−1/θ (1.39)

Only the �rst two equations involve intertemporal changes in the state variables and hence are
the key to capture the dynamic feature of the labor market. The remaining equations concern
solely with the temporary equilibrium at each time period t.

Variables and parameters determined outside this solution algorithm are elasticities (ν, θ, ρ, δ),
share of goods in consumption and shares of various inputs in production (α, η1, η2, η3), discount
factor (β), land area (Hi), ratio of trade surplus to wage income (χi), bilateral migration frictions,
trade frictions and travel time (κni, τni, ιni), as well as the initial distribution of state variables
(Li,0, Vi,0, wi,0, ci,0). Assuming these variables and parameters are known and the economy takes
T ≥ 0 periods to converge to the steady state, we can jointly solve the equilibrium paths for the
endogenous variables of interest ({Li,t}Tt=1, {wi,t}Tt=1, {Ai,t}Tt=1) as well as identify production
fundamentals and amenities (Ai, Bi) with the following steps (see Appendix for details). Note that
in my empirical analysis I calibrate t = 0 to the 2010 China economy and set each time interval to
be �ve years, nevertheless, the solution algorithm presented here is not speci�c to my context and
could well �t other economies and time frequencies.

I. Solve Ai using initial observables. Land market clearing condition ensures that the ini-
tial rental price ri,0 is identi�ed once wage and labor distribution are known (Eq (1.37)). The zero
pro�t condition (Eq (1.34-1.35)) together with the aggregate price index decomposition (Eq (1.39))
pins down the initial price level Pi,0 up to a normalization, which can then be plugged back into
Eq (1.35) to get initial regional productivities Ai,0. By Eq (1.36), Ai can be identi�ed by dividing
regional productivities by the productivity agglomeration force.

II. Solve steady state equilibrium. First make a guess for the region-speci�c time-invariant
amenities B(1)

i
32. The "(1)" superscript in this section indicates the variable is conditional on the

�rst iteration of B. We will deal with the identi�cation of Bi in Step IV.
i) Guess steady state wage distribution w∗(1)

i
33 and �nd the steady state labor distribution

L
∗(1)
i that agrees with it by guessing and updating L∗(1)

i in a nonlinear �xed point problem34.

32Normalize B(1)
i as the dynamic labor market equation is homogeneous of degree 0 in B.

33Normalize w∗(1)
i as the labor demand equation is homogeneous of degree 1 in w and the dynamic labor market

equation is homogeneous of degree 0 in w.
34Solution algorithm for the nonlinear �xed point problem works as following: i) Guess steady state labor distribu-

tion L∗(1)
i . ii) Use Eq (1.36)-(1.37) to calculate the productivities Â∗

i and rental price r̂∗i that consist with the guessed
wage and labor distribution. iii) Plug {w∗(1)

i , Â∗
i , r̂

∗
i } into Eq (1.39) and solve a nonlinear �xed point problem for

the price level for �nal goods P̂ ∗
i up to a normalization. iv) Use Eq (1.38) to calculate the price-adjusted amenities
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ii) Based on the computed labor distribution, calculate the wage needed to satisfy the labor
demand condition (Eq (1.34)). Check if it is close to the wage guess from Step i). If not, update the
wage guess and repeat Step i)-ii) until convergence. Denote the resulting steady state variable
values as {w(1)

i,ss, L
(1)
i,ss, V

(1)
i,ss}.

III. Solve for the dynamic transition. The model suggests that given B
(1)
i , the labor dis-

tribution should start from Li,0 and converge to L(1)
i,ss after a su�ciently long T periods (L

(1)
i,t=0 =

Li,0, L
(1)
i,t=T = L

(1)
i,ss).

i) Guess the full transition path of labor distribution {L(1)
i,t }T−1

t=1 and �nd the wage path
{w(1)

i,t }T−1
t=1 that consists with it by guessing and updating {w(1)

i,t }T−1
t=1 in a nonlinear �xed point

problem. Compute the price-adjusted amenities {ξ(1)
i,t }T−1

t=1 based on the labor and wage path.
ii) For each 0 < t ≤ T − 1, use w(1)

i,t , ξ
(1)
i,t , V

(1)
i,t+1 and Eq (1.33) to solve backwards for V (1)

i,t
35.

Then use V (1)
i,t+1, L

(1)
i,t+1 and the dynamic labor market equation (Eq (1.32)) to solve backwards for

L
(1)
i,t . This delivers a new transition path for labor distribution. Compare the new path with the

guess in Step i). Check if these two paths are close, if not, update the guess and repeat Step i) and
ii) until convergence.

IV. Solve the amenity fundamentals Bi. Step II and III equip us with an algorithm to solve for
the full dynamic path of {{L(1)

i,t }Tt=1, {w
(1)
i,t }Tt=1, {V

(1)
i,t }Tt=1} given any guess for amenity fundamen-

tals B(1)
i . To identify Bi, we approach the initial lifetime utilities suggested by the above dynamic

transition path V (1)
i,0 to the values calibrated to the observed data Vi,0. Speci�cally, combining Eq

(1.33) and (1.38) gives

Bi =
α

1 + η2/η1

(
V ν
n,0

[
∑N

i V
ν
i,1κ
−ν
ni ]β

)1/ν/
wi,0

Pα
i,0r

1−α
i,0

(1.40)

All variables on the right-hand side of Eq (1.40) are from the data or calibrated directly to the data
except Vi,1. Intuitively, after controlling for real income, migrants are more attracted to the cities
with better amenities or higher expected option values of relocating in the future. The �nal step is
to replace Vi,1 with V (1)

i,1 computed in Step III and obtain a new value for Bi. Check if it is close to
the initial guess B(1)

i . If not, update the guess for B and repeat Step II-IV until convergence.

ξ̂∗i . v) Plug {w∗(1)
i , ξ̂∗i } into Eq (1.33) and solve a nonlinear �xed point problem for the lifetime utility V̂ ∗

i up to a

normalization. vi) Use V̂ ∗
i and compute the right-hand side of Eq (1.32) as L̂∗(1)

i . Check if L̂∗(1)
i is close to the guess

from Step i). If not, update the guess and repeat Step ii) to vi) until convergence. Refer to Appendix for more details.
35Note that we start from t = T − 1 where V (1)

i,t+1 = V
(1)
i,ss and L(1)

i,t+1 = L
(1)
i,ss are known from Step II.
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1.7 Counterfactual Analysis

In this section, I undertake two counterfactuals to explore quantitatively the role of productivity
spillovers across cities in the distribution of economic activities in mainland China. The �rst
exercise aims to quantify the distributional impacts of the HSR network completed before 2015
on mainland China’s economy in the medium and long run. The second exercise assumes a
counterfactual world where productivity spillovers decay 30% slower (δnew = 0.7∗δ) and examines
how labor distribution (L), regional productivities (A) and real income (v/P ) would respond.

Before conducting these two exercises, I �rst characterize a baseline economy to 2010 mainland
China following the solution algorithm outlined in Section 1.6. The baseline economy assumes
all the model parameters {α, η1, η2, η3, θ, β, ν, δ, ρ}, production fundamentals and residential
amenities {{Ai}, {Bi}} as well as the migration and trade costs, {{κni}, {τni}}, to take the 2010
value and stay constant thereafter, and the inter-city passenger travel time {ιni} to take the 2015
value and stay constant thereafter. The initial year is 2010 (t = 0 indicates Y ear2010) and each
time interval is �ve years (e.g. t = 1 indicates Y ear2015).

1.7.1 Distributional Impacts of HSR

The �rst quantitative exercise studies the impacts of HSR on labor distribution, regional productiv-
ities and real income in mainland China by answering the following question: what would have
happened di�erently across China if there were no HSR? Speci�cally, I simulate a counterfactual
economy where all the exogenous variables and initial endogenous variables are identical to the
baseline economy except that the inter-city passenger travel time stays forever at the pre-HSR
level. I then solve for both the long run equilibrium (steady state) and the transition path of such
a no-HSR economy.

Figure 1.3 presents the long run di�erences in labor, regional productivity and real income by
comparing the baseline economy (with HSR) to the counterfactual economy (without HSR) for
the 333 Chinese prefectural cities. At the aggregate level, HSR reshu�es the labor distribution of
mainland China by a�ecting the location choice of 1.33% of the total workforce or 10.11 million
workers. It also enlarges the between-city inequality in regional productivities and real income by
1.94% and 3.16% respectively based on interquartile range (IQR) calculation.

In particular, Figure 1.3(a) shows that HSR incentivizes workers in the northeastern and
northwestern regions to migrate to and settle in the southern, central and southeastern regions.
For instance, the three northeastern provinces (Heilongjiang, Jilin and Liaoning) have a mean value
of -0.05 across their 36 prefectures, indicating 5% of their workforce will relocate elsewhere due to
HSR. Guangxi province located along the southern coast, on the other hand, gains the most among
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Figure 1.3: Distributional Impacts of HSR

(a) Labor

(b) Regional Productivity (c) Real Income

Notes: The �gures present the long run di�erences in labor (Panel a), regional productivity (Panel b) and real income
(Panel c) by comparing the baseline economy to the counterfactual no-HSR economy for the 333 prefectural cities.
Red shaded areas are with positive values and blue shaded areas are with negative values. Gray shaded areas are
excluded from the analysis due to limited data. The 10 legends correspond to the deciles (with the decile closest to
zero adjusted to zero to separate positive and negative values).

all provinces with its 14 prefectures on average creating 8.59% more jobs due to HSR. The labor
relocation pattern generally matches the distributional impacts of HSR on regional productivities
and real income per worker as shown in Figure 1.3(b) and 1.3(c) respectively. In the southern,
central and southeastern regions, HSR substantially strengthens the productivity spillovers across
cities as both prefectural cities and HSR routes are densely located. Such agglomeration e�ects
assure higher regional productivities which lead to higher income and hence attract migrants.
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Figure 1.4: Impacts of HSR on Labor Relocation

Note: The �gure presents the impact of HSR on labor relocation measured as the number of workers with
di�erent location choices between the baseline economy (with HSR) and the counterfactual economy
(without HSR) over total workforce.

The western and northern regions, on the contrary, tend to have cities being so far away from
each other that the inter-city passenger travel time remains considerable even after HSR. The
productivity spillovers across cities there are thus much less signi�cant.

Figure 1.4 illustrates the dynamic impacts of HSR on labor relocation by plotting the share of
total workforce choosing di�erent prefectural cities between the baseline economy (with HSR) and
the counterfactual economy (without HSR). My quantitative results indicate that HSR is expected
to change the location choice of 0.49% of total workforce (3.73 million workers) in 20 years and
0.74% of total workforce (5.64 million workers) in 50 years.

1.7.2 Sensitivity Analysis on the Strength of Productivity Spillovers

In the second quantitative exercise, I examine the in�uence of the strength of productivity spillovers
on distribution of economic activities by constructing a counterfactual world where the productiv-
ity spillovers across cities are stronger than those estimated in Section 1.4.2. Speci�cally, I reduce
the spatial decay rate of productivity spillovers, δ, by 30%, recompute the associated stationary
equilibrium based on Section 1.6 and compare the resulting economy to the baseline economy36.

The results indicate that at the aggregate level, a 30% decrease in spatial decay rate of produc-
tivity spillovers a�ects the location choice of 1.43% of the total workforce or 10.85 million workers.
It also enlarges the between-city inequality in regional productivities and real income by 2.49%
and 1.58% respectively based on interquartile range (IQR) calculation. Figure 1.5 presents the
prefectural-level di�erences between the counterfactual economy (δnew = 0.041) and the baseline

36With δnew = 0.041, cities that are 60 minutes away have 91% of the production externalities between them decay
on the road and cities that are 120 minutes away remain to have negligible productivity spillovers.
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Figure 1.5: Slower Spatial Decay Rate of Productivity Spillovers

(a) Labor

(b) Regional Productivity (c) Real Income

Notes: The �gures present the long run di�erences in labor (Panel a), regional productivity (Panel b) and real income
(Panel c) by comparing the counterfactual economy where spatial decay rate of productivity spillovers is reduced by
30% to the baseline economy for the 333 prefectural cities. Red shaded areas are with positive values and blue shaded
areas are with negative values. Gray shaded areas are excluded from the analysis due to limited data. The 10 legends
correspond to the deciles (with the decile closest to zero adjusted to zero to separate positive and negative values).

economy (δ = 0.058). Stronger productivity spillovers again bene�t the southern, central and
southeastern cities more than the northeastern and northwestern cities. This �nding is expected as
cities are more densely located in the southern regions and hence the productivity spillovers across
cities are ampli�ed—similar reasoning as the �rst counterfactual exercise on the distributional
impacts of HSR.
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1.8 Conclusion

This paper establishes that productivity spillovers across cities are non-negligible by using the
rapid expansion of high-speed rail (HSR) in China as a natural experiment. HSR shortens inter-city
passenger travel time, makes face-to-face communication easier and thus facilitates knowledge
spillovers. With a dynamic spatial general equilibrium model, I quantify the distributional impacts
of the HSR network completed in mainland China before 2015 and �nd that HSR will a�ect
the location choice of 1.33% of the total workforce in the long run. It bene�ts southern and
southeastern regions where both cities and HSR routes are densely located substantially more
than the northern or western regions in terms of labor in�ow, regional productivities and real
income.

It is worth pointing out the following limitations when interpreting the quantitative results.
First, the analysis does not account for the impacts of HSR on migration frictions with the argument
that the migration frictions in mainland China are largely driven by its migration policy, Hukou,
rather than transportation costs. However, as discussed by several studies on the economic
geography of China (e.g. Fan 2019 and You and Wu 2020), the Chinese government is easing
the Hukou policy especially in small- and middle-size cities during recent years. The actual role
that HSR plays in migration is likely more important than assumed in this project. Second, this
paper assumes HSR has no impacts on trade costs as it does not allow freight transportation.
This is admittedly a strong assumption as HSR facilitates information transmission and is likely
lowering trade costs for goods and services. Therefore, this paper’s quantitative results regarding
the contributions of HSR on mainland China are recommended to be taken as a lower bound.

There are some other interesting and important topics about the in�uence of HSR on the
distribution of economic activities. For example, HSR might have heterogeneous impacts across
di�erent sectors or di�erent types of workers. Also a more comprehensive understanding of a
large-scale infrastructure project as HSR requires a thorough cost-bene�t analysis. I abstract from
these discussions in this paper and leave them to future research.
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1.9 Appendix

1.9.1 Theoretical Appendix

Derivation of Dynamic Labor Market Equation (Eq (1.6))

The lifetime utility for a worker o working in market n at the end of period t is

ln(V o
n,t) = Maxi U(Bn, C

o
n,t, H

o
n,t) + βE(ln(V o

i,t+1))− ln(κni) +
1

ν
εoi,t

The homogeneous consumption preference assumption assures that Co
n,t and Ho

n,t are the same
for all workers in the same market and hence we can replace U(Bn, C

o
n,t, H

o
n,t) with Un,t. The

expected lifetime utility of a random worker in n at t then becomes

ln(Vn,t) = E[ln(V o
n,t)] = E[Maxi Un,t + βln(Vi,t+1)− ln(κni) +

1

ν
εoi,t]

To �nd ln(Vn,t), I assume that the idiosyncratic shock ε is i.i.d. over time and distributed based
on the Gumbel distribution, speci�cally with a CDF F (ε) = exp(−(exp(−ε − γ)) where γ =∫∞
−∞ xexp(−x− exp(−x))dx is the Euler–Mascheroni constant. Let Xni,t = Un,t + βln(Vi,t+1)−
ln(κni), then

Pr[Maxi Xni,t +
1

ν
εoi,t <= x] =

∏
i

Pr[Xni,t +
1

ν
εoi,t <= x]

= exp{
∑
i

lnPr[Xni,t +
1

ν
εoi,t <= x]}

= exp{
∑
i

lnPr[εoi,t <= ν(x−Xni,t)]}

cdf for ε
= exp{

∑
i

−exp[ν(Xni,t − x)]}

= exp{−exp[−
x− 1

ν
ln
∑

i exp(νXni,t)

1/ν
]}

The fourth equation uses the de�nition of CDF for Gumbel distribution and drops the constant
term. The last equation is identical to the CDF of a Gumbel distribution with a location pa-
rameter 1

ν
ln
∑

i exp(νXni,t) and a scale parameter 1
ν
. The expectation of it can be written as

1
ν
ln
∑

i exp(νXni,t) + γ
ν
. Substitute the computed expectation into the expected lifetime utility
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equation to get

ln(Vn,t) =
1

ν
ln
∑
i

exp[νUi,t + βνln(Vi,t+1)− νln(κni)]

From the model setup, we know ln(Vn,t) = Un,t + βln(Vn,t+1) and hence

ln(Vn,t) = Un,t + βln(Vn,t+1) = Un,t + β(
1

ν
ln
∑
i

exp[νUi,t+1 + βνln(Vi,t+2)− νln(κni)]

= Un,t + β(
1

ν
ln
∑
i

exp[νln(Vi,t+1)− νln(κni))]

Rearrange, take exponentials and replace Un,t with un,t we get

V ν
n,t = [exp(un,t)]

ν [
∑
i

V ν
i,t+1κ

−ν
ni ]β

With the speci�cation un,t = ln( Bnvn,t

Pαn,tr
1−α
n,t

), the above equation can be further expanded as

V ν
n,t = [

Bnvn,t

Pα
n,tr

1−α
n,t

]ν [
∑
i

V ν
i,t+1κ

−ν
ni ]β

Derivation of Migration Share Equation (Eq (1.7))

Share of workers in region n that migrate to region i at the end of period t is equal to the
probability that the expected lifetime utility of moving to region i exceeds that of any other region.
Or formally,

µni,t = Pr{E[βln(V o
i,t+1)− ln(κni) +

1

ν
εoi,t] ≥ E(maxm 6=iβln(V o

m,t+1)− ln(κnm) +
1

ν
εom,t)}

= Pr{βln(Vi,t+1)− ln(κni) +
1

ν
εi,t ≥ maxm 6=iβln(Vm,t+1)− ln(κnm) +

1

ν
εm,t}

By assuming the idiosyncratic shocks are distributed Gumbel as in previous section, we get

µni,t =

∫ ∞
−∞

f(εi,t)
∏
m 6=i

F{βν[ln(Vi,t+1)− ln(Vm,t+1)]− ν[ln(κni)− ln(κnm)] + εi,t}dεi,t

Let λi,t = log
∑

m exp[−βν(lnVi,t+1− lnVm,t+1)− ν[ln(κni)− ln(κnm)] and ŷi,t = εi,t + γ − λi,t
where γ is again the Euler–Mascheroni constant. Applying the de�nition for Gumbel distribution,
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the above equation can then be written as

µni,t =

∫ ∞
−∞

exp(−εi,t − γ)exp[−exp(−εi,t − γ)exp(λi,t)]dεi,t

=

∫ ∞
−∞

exp(−ŷi,t − λi,t)exp[−exp(−ŷi,t − λi,t + λi,t)]dŷi,t

= exp(−λi,t)
∫ ∞
−∞

exp(−ŷi,t − exp(−ŷi,t))dŷi,t

The integral term in the last equation equals to 1 since it �ts the standard Gumbel distribution
with ŷi,t being the random variable. Plugging back λi,t, we obtain

µni,t = exp(−log
∑
m

exp[−βν(lnVi,t+1 − lnVm,t+1)− ν[ln(κni)− ln(κnm)])

= −
∑
m

exp[ln(
V βν
i,t+1κ

−ν
ni

V βν
m,t+1κ

−ν
nm

)]

=
V βν
i,t+1κ

−ν
ni∑N

m=1 V
βν
m,t+1κ

−ν
nm

Derivation of Migration Elasticity Estimation Equation (Eq (1.23))

Following ACM, we can derive an estimation equation that relates migration �ows in the current
period to the spot utilities in the following period as well as future migration �ows:

ln(
µni,t
µnn,t

) = Const1 + βν(ui,t+1 − un,t+1) + βln(
µni,t+1

µnn,t+1

) + εt+1

Since the data only contain province-to-prefecture migration information, we transform the above
equation so that it compares the migration �ows from a province to two distinct prefectures:

ln(
µpk→i,t
µpk→n,t

) = Const2 + βν(ui,t+1 − un,t+1) + βln(
µpk→i,t+1

µpk→n,t+1

) + εt+1

where pk denotes any province, and i and n denote distinct prefectures. With the speci�cation for
ui,t+1, we can further express the equation as

ln(
µpk→i,t
µpk→n,t

) = Const2 + βνln(

Bivi,t+1

Pi,t+1

Bnvn,t+1

Pn,t+1

) + βln(
µpk→i,t+1

µpk→n,t+1

) + εt+1
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where Pi,t+1 = Pα
i,t+1r

1−α
i,t+1. Similarly, we have the relationship holds for the previous period

ln(
µpk→i,t−1

µpk→n,t−1

) = Const2′ + βνln(

Bivi,t
Pi,t

Bnvn,t
Pn,t

) + βln(
µpk→i,t
µpk→n,t

) + εt

Subtracting these two equations gives

ln(
µpk→i,t/µpk→i,t−1

µpk→n,t/µpk→n,t−1

) = Const3 + βνln(

Bivi,t+1

Pi,t+1
/
Bivi,t
Pi,t

Bnvi,t+1

Pi,t+1

Bnvn,t
Pn,t

) + βln(
µpk→i,t+1/µpk→i,t
µpk→n,t+1µpk→n,t

) +$t+1

Or,

ln(
•
µpk→i,t
•
µpk→n,t

) = Const3 + βνln(
•
vi,t+1/

•
Pi,t+1

•
vn,t+1/

•
Pn,t+1

) + βln(
•
µpk→i,t+1
•
µpk→n,t+1

) +$t+1

where •
xt = xt/xt−1.

Proof of Propositions

Proposition 1. Given migration costs {κni}, migration elasticity ν and discount factor β, there
exists a unique set of {Vi,2010} (up to a normalization) such that the model-predicted labor distribution

matches the data, i.e. Ldatai,2010 =
∑N

n=1

V βνi,2010κ
−ν
ni∑N

m=1 V
βν
m,2010κ

−ν
nm
Ldatan,2005 holds.

Proof. By Eq (6) and (7) we know that

Li,t+1 =
N∑
n=1

µni,tLn,t

where µni,t =
V βνi,t+1κ

−ν
ni∑N

m=1 V
βν
m,t+1κ

−ν
nm

. Setting t+ 1 = 2010 and �ve-year as the time interval, we can tell
Li,t+1 and Li,t from the data. Migration costs {κni}, migration elasticity ν and discount factor β
are also predetermined and hence the only unknowns in the equation is {Vi,2010}.

De�ne the worker de�cit in each labor market i as Di(Vi,t+1) = Li,t+1 −
∑N

n=1 µni,tLn,t. To
prove Proposition 1, I �rst show the following four conditions are met:
1. {Di(Vi,t+1)} is continuous.
2. {Di(Vi,t+1)} is homogeneous of degree 0.
3.
∑N

i=1Di(Vi,t+1) = 0,∀Vi,t+1 ∈ RN
+ .

4. {Di(Vi,t+1)} exhibits gross substitute property.
Condition 1 is satis�ed by construction. Condition 2 is easily satis�ed by noticingµ is homogeneous
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of degree 0 in V . Condition 3 can be shown by noticing
∑N

i=1 µni,t = 1,∀n and
∑N

i=1 Di(Vi,t+1) =∑N
i=1 Li,t+1 −

∑N
i=1

∑N
n=1 µni,tLn,t =

∑N
i=1 Li,t+1 −

∑N
n=1 Ln,t = 0. To show Condition 4, I

calculate the derivatives:

∂Di(Vi,t+1)

∂Vi,t+1

= −
N∑
n=1

∂µni,t
∂Vi,t+1

Ln,t = −
N∑
n=1

βνV βν−1
i,t+1 κ

−ν
ni

∑
m6=i V

βν
m,2010κ

−ν
nm

(
∑N

m=1 V
βν
m,t+1κ

−ν
nm)2

Ln,t < 0

∂Di(Vi,t+1)

∂Vm,t+1

= −
N∑
n=1

∂µni,t
∂Vm,t+1

Ln,t = −
N∑
n=1

−βνV βν
i,t+1κ

−ν
ni V

βν
m,2010κ

−ν
nm

(
∑N

m=1 V
βν
m,t+1κ

−ν
nm)2

Ln,t > 0

The next steps of the proof follow Michaels, Redding and Rauch (2012) and Ahlfeldt et al. (2015).
Condition 1 and 2 guarantee the existence of a solution. By Condition 2, we can normalize {Vi,t+1}
to the simplex {Vi,t+1 ∈ R+,∀i :

∑N
i=1 Vi,t+1 = 1}. Construct Di(Vi,t+1)+ = max{0, Di(Vi,t+1)}

and f(Vi,t+1) =
Vi,t+1+D+

i (Vi,t+1)∑
i(Vi,t+1+D+

i (Vi,t+1))
, then f serves as a continuous function mapping the unit

simplex onto itself. The existence of a solution to Vi,t+1 = f(Vi,t+1) then follows from the
Brouwer’s �xed point theorem. Condition 3 and 4 guarantee the uniqueness of the solution (refer
to Ahlfeldt et al. (2015) for detailed discussion).

Proposition 2. Given trade costs {τni}, trade surplus {Sn,2010} and trade elasticity θ, there exists a
unique set of {ci,2010} (up to a normalization) such that the �nal good markets clear and the model-

predicted expenditures of all regions match the data, i.e. Xn,2010 =
∑N+1

i=1

c−θn,2010τ
−θ
ni∑N+1

m=1 c
−θ
m,2010τ

−θ
mi

Xi,2010 −
Sdatan,2010 holds.

Proof. Similar to the proof for Proposition 1, while here we prove the existence and uniqueness of
{ci,2010}.
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1.9.2 Empirical Appendix

Net Domestic Migration in China

Table 1.7: Domestic Migration in China
mean 25% 50% 75% max

Prefecture-level
Intra-province Migrant Stock (millions) 0.18 0.04 0.09 0.18 2.50
Intra-province Migrant Share 0.03 0.02 0.03 0.06 0.22
Inter-province Migrant Stock (millions) 0.19 0.02 0.04 0.10 4.30
Inter-province Migrant Share 0.02 0.00 0.01 0.03 0.26

Province-level (in absolute value)
Net Inter-province Migrant Flows (millions) 1.8 0.5 1.38 2.61 8.67
Net Inter-province Migrant Share 0.04 0.02 0.03 0.05 0.16

United States (in absolute value)
Net Inter-state Migrant Share 0.005 0.001 0.002 0.005 0.06
Notes: Migrants are de�ned as citizens with a di�erent residence prefecture in China (county in U.S.) from

�ve years ago. Data sources: 2015 Population Micro Census and the 2011-2015 American Community
Survey (bottom row).

A large scale of domestic labor �ows has been an outstanding feature of the Chinese economy
over the past decades. Table 1.7 presents the total number of inter- and intra-provincial migrants
in China between 2010 and 2015 as well as their shares of total population37. In 2015, a Chinese
prefecture with median level of domestic migration would see 92 thousand of its population lived
in another prefecture within the same province and another 43.5 thousand lived in a di�erent
province �ve years ago. In terms of shares of total population, a Chinese city in 2015 would on
average have 5% of its population moved from another prefecture during the past �ve years.

Another feature with the domestic migration patterns of China is its signi�cant imbalance in
migration �ows. The middle panel of Table 1.7 reports the net province-to-province migration
�ows, which are aggregated from the province-to-prefecture migration �ow information in the
population census. Net migration �ows here are de�ned as the absolute di�erence between gross
migration in�ows and out�ows of a province during the past �ve years. In 2015, provinces in
China on average faced a number of net migrants as large as 4% of their total population, and the
share was 16% for the most mobile province. As for comparison, the U.S. concurrent share of net
�ve-year inter-state migrants in population was 0.5% averaging across states38. This observation

37As the publicly available 2015 Population Micro Census data do not contain individual-level employment status,
migrants de�ned here include both workers and non-workers. This project makes the (admittedly strong) assumption
that workers have the same migration pattern as the population.

38Author’s calculation based on the 2011-2015 county-to-county ACS migration �ows data.
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acts as a strong signal that the labor market in China is not at steady state where labor gross
in�ows and out�ows balance each other, and hence motivates a model with dynamic labor markets.

Segmentation

Table 1.8: List of Provinces by Region
Region Provinces

Northeast (36) Heilongjiang (13), Jilin (9), Liaoning (14)

North Municipalities (2) Beijing (1), Tianjin (1)

North Coast (28) Hebei (11), Shandong (17)

Central Coast (25) Jiangsu(13), Shanghai (1), Zhejiang (11)

South Coast (33) Fujian (9), Guangdong (21), Hainan (3)

Central (84) Shanxi (11), Henan (18), Anhui (16),
Hubei (14), Hunan (14), Jiangxi (11)

Northwest (64) Neimenggu (12), Shannxi (10), Gansu (14),
Qianghai (8), Ningxia (5), Xinjiang (15)

Southwest (61) Sichuan (21), Chongqing (1), Yunnan (16)
Guizhou (9), Guangxi (14)

Notes: Numbers in parentheses indicate the amount of prefectures within the correspond-
ing geographic division.
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Table 1.9: List of Industries by Sector
Sector Industry

Primary Farming, Forestry, Animal Husbandry and Fishery

Secondary Mining and Quarrying
Manufacturing
Production and Supply of Electricity Gas and Water
Construction

Tertiary Geological Prospecting and Water Conservancy
Transport, Storage, Post & Telecommunication Services
Wholesale and Retail Trade & Catering Services
Finance and Insurance
Real Estate
Social Services
Health Care, Sports & Social Welfare
Education, Culture and Arts, Radio, Film and Television
Scienti�c Research and Polytechnic Services
Government Agencies, Party Agencies and Social Organizations
Other Services

Notes: This sector division is based on the 2005 Population Micro Census.

Table 1.10: List of Port Prefectures by Province
Province Prefecture

Tianjin (1) Tianjin
Hebei (3) Tangshan, Qinhuangdao, Cangzhou
Liaoning (4) Dalian, Dandong, Yingkou, Huludao
Shanghai (1) Shanghai
Jiangsu (4) Suzhou, Nantong, Lianyungang, Yancheng
Zhejiang (5) Hangzhou, Ningbo, Wenzhou, Zhoushan, Taizhou
Fujian (3) Fuzhou, Xiamen, Quanzhou
Shandong (4) Qingdao, Yantai, Weihai, Rizhao
Guangdong (8) Guangzhou, Shenzhen, Zhuhai, Shantou, Jiangmen,

Zhanjiang, Maoming, Zhongshan
Guangxi (3) Beihai, Fangchenggang, Qinzhou
Hainan (3) Haikou, Sanya, Shengzhixia

Notes: Numbers in parentheses indicate the amount of port prefectures within the
corresponding province.
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Construction of Least Cost Path Spanning Trees

This section describes construction of the least cost path and Euclidean spanning tree hypothetical
HSR networks depicted in Figure 1.2b. Here I just sketch the key steps given the procedure
follows Faber (2014) closely. I de�ne 34 nodal cities with the 30 provincial capital cities and 15
sub-provincial municipalities (11 of the 15 sub-provincial municipalities are also provincial capital
cities). These politically important and economically prosperous cities are targeted by the Chinese
planners when placing the HSR network ("The Medium- and Long-Term Railway Network Plan
(2004)"). Both hypothetical HSR networks aim to answer the question of which HSR routes the
Chinese central government would have built if their only objective had been to connect all
targeted nodal cities while minimizing the total construction cost.

For the least cost path spanning tree network (Figure 1.2b) construction, I �rst de�ne a linear
construction cost function39:

cn = 1 + slopen + 20 ∗Developedn + 30 ∗Watern + 30 ∗Wetlandn

where cn is the incurred construction cost if HSR passes a pixel of land n, slopen is the average
slope gradient of land n, Developedn,Watern and Wetlandn are dummy variables indicating
whether n is covered by arti�cial structures, water body and wetland respectively. The cost
speci�cation implies that low construction costs are associated with shorter and �atter routes
that avoid arti�cial structures, water bodies or wetlands. I use 1-km resolution raster data of the
elevation and land use for mainland China in 2005 from the Resource and Environment Science
Data Center, Chinese Academy of Sciences. Figure 1.6 depicts the resulting construction cost
surface with darker regions indicating lower construction costs.

I then proceed to construct the least cost HSR paths between each of the 561 (34*33/2) possible
bilateral pairs of targeted nodal cities. After extracting the 561 individual least cost HSR paths, the
�nal step is to apply Kruskal’s minimum spanning tree algorithm to �nd the single hypothetical
HSR network that connects all nodal cities while minimizing aggregate construction costs.

39I adapt the simple linear cost function form from the highway construction literature (Faber 2014) and select
the cost coe�cients based on the World Bank report on HSR construction costs in China (Ollivier et al. 2014). As
robustness checks, I choose alternative values (15, 25, 50) for the cost coe�cients and the resulting HSR construction
cost surfaces are very similar.
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Figure 1.6: Construction Cost Raster
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1.9.3 Robustness Checks for Reduced-form Analysis

De�ne top-50 cities based on 2010 GDP level

Table 1.11: Robustness Check I for Impact of HSR Construction on Prefectural Economic Development
2010-2017 2000-2007

Dependent variable OLS OLS LCP IV LCP IV OLS OLS LCP IV LCP IV
∆ln(rGDP/worker) (1) (2) (3) (4) (5) (6) (7) (8)
∆ BigCityAccess 0.047*** 0.045*** 0.134** 0.106** -0.005 -0.006 0.063 0.056

(0.014) (0.016) (0.068) (0.052) (0.018) (0.019) (0.072) (0.071)
lngdppw10 -0.194*** -0.198*** -0.220*** -0.216*** 0.171*** 0.170*** 0.151*** 0.152***

(0.045) (0.044) (0.047) (0.046) (0.045) (0.044) (0.045) (0.046)
∆ lnMP 4.586** 4.491** 1.151 1.054

(2.221) (1.869) (1.420) (1.277)

First stage F-Stat 16.90 14.17 16.90 14.17
Obs 333 333 333 333 333 333 333 333
R2 0.87 0.88 0.94 0.94
Notes: All regressions include province �xed e�ects. ∆BigCityAccess is the change in number of top 50 cities

(rank based on 2010 GDP level) within 1-hour radius. LCP refers to the least cost path spanning tree network.
lngdppw10 is log of GDP per worker in 2010. ∆lnMP is log change of market access between 2010 and 2017. Standard
errors are clustered at the province level. ***1%, **5%, and *10% signi�cance levels.

Count number of top-50 cities within 2-hour radius

Table 1.12: Robustness Check II for Impact of HSR Construction on Prefectural Economic Development
2010-2017 2000-2007

Dependent variable OLS OLS LCP IV LCP IV OLS OLS LCP IV LCP IV
∆ln(rGDP/worker) (1) (2) (3) (4) (5) (6) (7) (8)
∆ BigCityAccess 0.011* 0.009 0.056* 0.047 -0.004 -0.004 -0.002 -0.004

(0.005) (0.005) (0.034) (0.032) (0.007) (0.006) (0.021) (0.021)
lngdppw10 -0.184*** -0.188*** -0.199*** -0.201*** 0.171*** 0.170*** 0.170*** 0.170***

(0.045) (0.045) (0.049) (0.050) (0.046) (0.045) (0.043) (0.043)
∆lnMP 4.579* 4.237** 1.180 1.177

(2.339) (1.982) (1.409) (1.314)

First stage F-Stat 3.26 3.10 3.26 3.10
Obs 333 333 333 333 333 333 333 333
R2 0.87 0.88 0.94 0.94
Notes: All regressions include province �xed e�ects. ∆BigCityAccess is the change in number of top 50 cities

(rank based on 2010 employment density) within 2-hour radius. LCP refers to the least cost path spanning tree
network. lngdppw10 is log of GDP per worker in 2010. ∆lnMP is log change of market access between 2010 and
2017. Standard errors are clustered at the province level. ***1%, **5%, and *10% signi�cance levels.
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Regress GDP growth on full set of initial prefecture-level control variables

Table 1.13: Regressions of Income Growth on Initial Economic Conditions
Dependent variable OLS OLS
∆ln(rGDP/worker) (1) (2)
lngdp10 0.230 0.356

(0.206) (0.226)
lngdppw10 -0.448** -0.576**

(0.188) (0.219)
lnpop10 -0.175 -0.307

(0.172) (0.196)
lnempden10 0.014 0.021

(0.019) (0.019)
lntotimpexp10 0.027** 0.028**

0.011 (0.012)
lninvest10 0.062 0.067*

(0.041) (0.038)
lnindout10 -0.068** -0.073***

(0.027) (0.025)
lngovtrev10 0.010 0.009

(0.047) (0.048)
agsh10 0.003 -0.032

(0.192) (0.186)
collegesh10 0.244 0.242

(0.583) (0.616)
lnMP10 4.805***

(1.677)

Obs 333 333
R2 0.89 0.90

Notes: Dependent variable is log change of real GDP per worker between 2010 and 2017. All explanatory variables take
2010 value. lngdp10 is log of GDP. lngdppw10 is log of GDP per worker. lnpop10 is log of population. lnempden10 is
log of employment density. lntotimpexp10 is log of total import and export value. lninvest10 is log of investment
in �xed assets. lnindout10 is log of industrial output. lngovtrev10 is log of government revenue. agsh10 is share of
agriculture employment in total prefecture employment. collegesh10 is share of college-educated workers. lnMP10 is
log of market potential. Both regressions include province �xed e�ects. Standard errors are clustered at the province
level. ***1%, **5%, and *10% signi�cance levels.
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Add more prefecture-level control variables

Table 1.14: Robustness Check III for Impact of HSR Construction on Prefectural Economic Development
2010-2017 2000-2007

Dependent variable OLS OLS LCP IV LCP IV OLS OLS LCP IV LCP IV
∆ln(rGDP/worker) (1) (2) (3) (4) (5) (6) (7) (8)
∆ BigCityAccess 0.037** 0.043*** 0.103*** 0.093 0.027 0.027 0.047 0.046

(0.017) (0.015) (0.039) (0.035) (0.026) (0.027) (0.046) (0.045)
lngdppw10 -0.288*** -0.291*** -0.298*** -0.299*** 0.210*** 0.209*** 0.207*** 0.207***

(0.058) (0.059) (0.058) (0.058) (0.047) (0.047) (0.045) (0.045)
lntotimpexp10 0.035*** 0.038*** 0.034*** 0.037*** -0.006 -0.006 -0.007 -0.006

(0.012) (0.012) (0.011) (0.011) (0.013) (0.012) (0.012) (0.011)
lnindout10 0.003 0.001 -0.003 -0.003 -0.046** -0.046** -0.048** -0.048**

(0.024) (0.022) (0.022) (0.019) (0.022) (0.022) (0.021) (0.021)
lnMP10 0.033 0.021 0.037* 0.023 0.103*** 0.102*** 0.105*** 0.103***

(0.023) (0.022) (0.022) (0.020) (0.022) (0.023) (0.021) (0.022)
∆lnMP 4.385** 4.646*** 0.392 0.490

(1.909) (1.655) (0.953) (0.897)

First stage F-Stat 19.18 20.79 19.18 20.79
Obs 333 333 333 333 333 333 333 333
R2 0.89 0.89 0.94 0.94
Notes: All regressions include province �xed e�ects. ∆BigCityAccess is the change in number of top 50 cities

(rank based on 2010 employment density) within 1-hour radius. LCP refers to the least cost path spanning tree
network. lngdppw10 is log of GDP per worker in 2010. lntotimpexp10 is log of total import and export value in 2010.
lnindout10 is log of industrial output in 2010. lnMP10 is log of market potential in 2010. ∆lnMP is log change of
market access between 2010 and 2017. Standard errors are clustered at the province level. ***1%, **5%, and *10%
signi�cance levels.
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1.9.4 Quanti�cation Appendix

Detailed Solution Algorithm

The entire dynamic sequential competitive equilibrium is characterized by the following set of
equations:

Li,t =
N∑
n=1

V βν
i,t κ

−ν
ni∑N

m=1 V
βν
m,tκ

−ν
nm

Ln,t−1 (1.41)

V ν
n,t = (

1 + η2/η1 − χn
α

)ν(wn,tξn,t)
ν [

N∑
i

V ν
i,t+1κ

−ν
ni ]β (1.42)

wn,tLn,t =
N+1∑
i=1

c−θn,tτ
−θ
ni∑N+1

m=1 c
−θ
m,tτ

−θ
mi

(1− η1χi)wi,tLi,t (1.43)

ci,t =
wη1i,tr

η2
i,tP

η3
i,t

Ai,t
(1.44)

Ai,t = Ai[
N∑
s=1

e−διsi(
Ls,t

Hs

)]ρ (1.45)

αrn,tHn = (1− α +
η2

η1

)wn,tLn,t − (1− α)χnwn,tLn,t (1.46)

ξn,t =
Bn

Pα
n,tr

1−α
n,t

(1.47)

Pn,t ∝ [
N+1∑
i=1

(τinw
η1
i,tr

η2
i,tP

η3
i,t )
−θAθi,t]

−1/θ (1.48)

Note that only the �rst two equations involve intertemporal changes in the state variables and
hence are the key to capture the dynamic feature of the labor market. The remaining equations
concern solely with the temporary equilibrium at each time period t.

Variables and parameters determined outside this solution algorithm are elasticities (ν, θ, δ, ρ),
consumption share and input shares (α, η1, η2, η3), discount factor (β), land area (Hi), ratio of
trade surplus to wage income (χi), bilateral migration frictions, trade frictions and travel time
(κni, τni, ιni), as well as the initial distribution of state variables (Li,0, Vi,0, wi,0, ci,0). Assuming
these variables and parameters are known and the economy takes T ≥ 0 periods to converge
to the steady state, we can jointly solve the equilibrium paths for the endogenous variables of
interest ({Li,t}Tt=1, {wi,t}Tt=1, {Ai,t}Tt=1) as well as identify production and amenity fundamentals
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(Ai, Bi) as following:

A. Production Fundamentals Ai

Productivity of any region i at any time t, Ai,t, can be decomposed into a region-speci�c time-
invariant part,Ai, as well as a time-variant part that represents the production agglomeration force
the region is experiencing in that period. Ai can be backed out by �tting the initial distribution of
state variables into the algorithm below:

I. Plug wi,0 and Li,0 into Eq (1.46) to solve for the initial rental price ri,0.
II. Use Eq (1.44) and (1.48) to solve for the initial price level Pi,0 up to a normalization. A

normalization for P is needed since the equation set characterizing the sequential competitive
equilibrium is homogeneous of degree 0 in P .

III. Use Eq (1.44) again to solve for initial regional productivities Ai,0.
IV. Plug Ai,0 into Eq (1.45) to get Ai.

B. Steady State

The steady state is de�ned as when all the endogenous variables stop changing. That in steady
state labor distribution stays unchanged simply means the labor in�ow and out�ow of each region
exactly o�set each other. It does not suggest that workers stop moving. In other words, in steady
state the gross labor �ows of each region could still be positive and even large, while the net labor
�ows of them are zero. A strategy to solve for the steady state takes the following steps:

I. Make a guess for region-speci�c time-invariant amenitiesB(1)
i and normalize. We are allowed

to do the normalization as the dynamic labor market equation is homogeneous of degree 0 in B.
II. Make a guess for steady state wage distribution w∗(1)

i and normalize40. The normalization is
innocuous since the labor demand equation is homogeneous of degree 1 in w and the dynamic
labor market equation is homogeneous of degree 0 in w.

III. Find the steady state labor distribution L∗(1)
i that agrees with the guessed wage distribution.

i) Make a guess for steady state labor distribution L∗(1)
i . 41

ii) Use Eq (1.45) and (1.46) to calculate the productivities Â∗i and rental price r̂∗i that are
consistent with the guessed wage and labor distribution.

iii) Plug {w∗(1)
i , Â∗i , r̂

∗
i } into Eq (1.48) and solve a nonlinear �xed point problem for the

price level for �nal goods P̂ ∗i up to a normalization. 42

40The "(1)" superscript means the variable is conditional on the �rst iteration of B, B(1)
i .

41Note that total number of workers in China and in ROW should both be �xed:
∑N
i=1 L

∗(1)
i =

∑N
i=1 Li,0 and

L
∗(1)
ROW = L∗

ROW,0.
42Solution algorithm for the nonlinear �xed point problem here works as following: (1) Make a guess for P ∗

i and
normalize. (2) Compute the right-hand side of Eq (1.48) and normalize it as in Step (1). (3) Check if the result from
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iv) Use Eq (1.47) to calculate the price-adjusted amenities ξ̂∗i .
v) Plug {w∗(1)

i , ξ̂∗i } into Eq (1.42) and solve a nonlinear �xed point problem for the lifetime
utility V̂ ∗i up to a normalization.43

vi) Use V̂ ∗i and compute the right-hand side of Eq (1.41) as L̂∗(1)
i . Check if L̂∗(1)

i is close to
the guess from Step i). If not, update the guess and repeat Step ii) to vi) until convergence.

IV. Denote the resulting steady state distributions of endogenous variables calculated from
Step III as {L∗i (w

∗(1)
i ), A∗i (w

∗(1)
i ), r∗i (w

∗(1)
i ), P ∗i (w

∗(1)
i )}. Use Eq (1.43) and (1.44) to calculate the

wage needed to satisfy the labor demand condition44:

w∗n,update = (
N+1∑
i=1

c∗n
−θτ−θni∑N+1

m=1 c
∗
m
−θτ−θmi

w∗i,guessL
∗
i − χnw∗n,guessL∗n)/L∗n

c∗i =
w∗i,guess

η1r∗i
η2P ∗i

η3

A∗i

V. Check if w∗(1)
i,update is in equilibrium with the wage guess from Step II. If not, update the wage

guess and repeat Step III and IV until convergence.

At the end of this section, we have solved the steady state equilibrium given the guess
for region-speci�c time-invariant amenities B(1)

i . Denote the steady state variable values as
{w(1)

i,ss, L
(1)
i,ss, V

(1)
i,ss}. Next section we work towards solving the full sequential competitive equilib-

rium given the steady state economy and the amenity fundamentals.

C. Dynamic Transition

The model suggests that given B(1)
i , the labor distribution should start from Li,0 (L

(1)
i,t=0 = Li,0)

and converge to L(1)
i,ss after a su�ciently long T periods (L

(1)
i,t=T = L

(1)
i,ss):

I. Make a guess for the full transition path of labor distribution {L(1)
i,t }T−1

t=1 .
II. Use Eq (1.45) to solve for the transition path of regional aggregate productivities {A(1)

i,t }T−1
t=1

based on {L(1)
i,t }T−1

t=1 .
III. Find the path of wage distribution {w(1)

i,t }T−1
t=1 that consists with the labor transition path.

i) For each period t, make a guess for the wage as w(1)
i,t and normalize.

Step (2) is in equilibrium with the guess from Step (1). If not, update the guess and repeat Step (2) and (3) until
convergence.

43Solution algorithm for the nonlinear �xed point problem here works as following: (1) Make a guess for V ∗
i and

normalize. (2) Compute the right-hand side of Equation (1.42) as V̂ ∗
i

ν
, convert it back to V̂ ∗

i and normalize as in Step
(1). Note that in steady state Vi,t = Vi,t+1 = V ∗

i . (3) Check if the result from Step (2) is in equilibrium with the guess
from Step (1). If not, update the guess and repeat Step (2) and (3) until convergence.

44Condition on w∗(1)
i and the "(1)" superscripts are omitted in the following two expressions for clarity.
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ii) Plug w(1)
i,t and L(1)

i,t into Equation (1.46) to get rental price r(1)
i,t .

iii) Fit r(1)
i,t and L(1)

i,t into the nonlinear �xed point problem elaborated in B.III.iii) to calculate
the distribution of �nal goods price P (1)

i,t .
iv) Calculate the wage distribution implied by the labor demand condition based on Equa-

tion (1.43) and (1.44)45. Check if the result is close to the initial guess. If not, update the wage
guess and repeat Step ii) through iv) until convergence. Denote the �nal result as {w(1)

i,t }T−1
t=1 .

IV. Given {L(1)
i,t }T−1

t=1 and {w(1)
i,t }T−1

t=1 , calculate price-adjusted regional amenities {ξ(1)
i,t }T−1

t=1

according to Equation (1.46)-(1.48)46.
V. For each 0 < t ≤ T − 1, use w(1)

i,t , ξ
(1)
i,t , V

(1)
i,t+1 and Eq (1.42) to solve backwards for V (1)

i,t
47.

VI. For each 0 < t ≤ T − 1, use V (1)
i,t+1, L

(1)
i,t+1 and Eq (1.41) to solve backwards for L(1)

i,t . This
delivers a new transition path for labor distribution. Compare the new path with the guess in Step
I. Check if these two paths are close, if not, update the guess and repeat Step II through VI until
convergence.

D. Amenity Fundamentals Bi

Step B and Step C equip us with an algorithm to solve for the full dynamic path of {L(1)
i,t , w

(1)
i,t , V

(1)
i,t }Tt=1

given a guess for amenity fundamentals B(1)
i . This section identi�es Bi by approaching the initial

lifetime utilities suggested by the above dynamic transition path V (1)
i,0 to the values calibrated to

the observed data Vi,0.
Speci�cally, combining Eq (1.42) and (1.47) gives

Bi =
α

1 + η2/η1

(
V ν
n,0

[
∑N

i V
ν
i,1κ
−ν
ni ]β

)1/ν/
wi,0

Pα
i,0r

1−α
i,0

(1.49)

All variables on the right-hand side of Eq (1.49) are from the data or calibrated directly to the data
except Vi,1. The �nal piece of the solution algorithm works as following: obtain an updated value
for B using

B
(2)
i =

α

1 + η2/η1

(
V ν
n,0

[
∑N

i V
(1)ν
i,1 κ−νni ]β

)1/ν/
wi,0

Pα
i,0r

1−α
i,0

where V (1)
i,1 is computed in Step C based on B(1)

i . Check if B(2)
i is close to the initial guess B(1)

i . If
not, update the guess for B and repeat Step B-C until convergence.

45As in Step B.IV.
46As in Step B.III.ii) through B.III.iv).
47Note that we start from t = T − 1 where V (1)

i,t+1 = V
(1)
i,ss and L(1)

i,t+1 = L
(1)
i,ss are known from Step B.
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Chapter 2

Does Comparative Advantage Predict
Future Growth?

Co-authored with Dominick Bartelme

2.1 Introduction

In this paper, we quantitatively examine whether a country’s disaggregated export-revealed
comparative advantage structure can be used to predict its GDP growth. The idea that the
sectoral composition of a country’s export basket a�ects its income has always been at the core
of international economics. As early as in the 19th century, David Ricardo in his book, On the
Principles of Political Economy and Taxation, articulated that to maximize income countries should
engage in international trade by exporting according to their comparative advantage. During
recent years along with numerous theoretical work trying to pin down the exact mechanisms
at play, economists are also exploring various empirical measures of the comparative advantage
structure and trying to �nd a robust way to apply it when forecasting income growth.

One of the most in�uential empirical attempts during the past two decades is Hausmann,
Hwang and Rodrik (2007), which has been widely acknowledged and applied by both economists
and policy makers due to its strong predictive power and straight-forward interpretation (e.g.,
Berg, Ostry, and Zettelmeyer 2012; Hallak and Schott 2011). Speci�cally, Hausmann and his
coauthors construct an aggregate index, EXPY, measuring the productivity level associated with
a country’s export basket. They analyze the changes of EXPY over time for some of the largest
exporting countries, discuss potential fundamental determinants of cross-country EXPY variation
and �nally predict economic growth with it. Though such an aggregate index is desirable for its
easiness to implement, we notice that the functional form used to construct EXPY is arbitrary and
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lacks a disciplined theoretical foundation. Also the aggregation of sectoral data into a single index
inevitably loses a lot of information re�ecting detailed comparative advantage structure.

We start our analysis by empirically replicating the work of Hausmann et al. (2007) and testing
the predictive power of EXPY over GDP growth. We construct EXPY using trade data from UN
COMTRADE and real income changes data from the Penn World Table 9.0. The �nal dataset
contains trade and socioeconomic information for 127 countries in 268 sectors between 1965 and
2015. To evaluate the prediction performance, we follow a common practice in the forecasting
literature (Hyndman and Athanasopoulos 2021) to separate the available data into two mutually
exclusive sections, training and test data. We implement two separation methods: i) hold-out
randomly 10% of all country-sector-period observations as the test data and ii) hold-out the last
period as the test data. In both scenarios we use the training data only to �t the prediction models
and the test data only to evaluate their prediction performance. We refer to the predictions given
by the prediction model when �tting the training dataset as in-sample results and those given by
the prediction model when �tting the test dataset as out-of-sample results. The out-of-sample
results are generally the focus of a prediction task as they provide a more reliable indication of
how well the model performs on new data.

After these data preparations, we run the same linear regressions as in Hausmann et al. (2007)
but �nd that the predictive power of EXPY over GDP growth only exists in in-sample results. For
out-of-sample GDP growth forecasts which is one of the key questions of the economic growth
studies, the Diebold-Mariano test results suggest we cannot reject the null hypothesis that EXPY
has no statistically signi�cant predictive power after controlling for the initial GDP level. We
propose two possible explanations for this observation. First, the observable export data may
encompass more information than just the comparative advantage structure of the exporting
country. For instance, they also speak to the demand changes of trade partners that are external to
the home country as pointed out by Bartelme, Lan and Levchenko (2021)1. To �lter the comparative
advantage structure out from the export data, we control for cross-country variations in external
demand by using their external �rm market access (FMA).

Second, an aggregate index as EXPY may miss certain fundamental information contained
only in the sector-level export data. We need to directly investigate the linkage between the
disaggregated sector-level export-revealed comparative advantage structure and GDP growth. A
primary challenge with using data at the sectoral level is that the high dimensionality (hundreds of
explanatory variables) often leads to nonnegligible econometric issues such as multicollinearity to
common regression methods including Ordinary Least Squares (OLS). To deal with this problem, we
employ machine learning techniques—Random Forests in particular. Random Forests is considered

1We do not aim to theoretically decompose export structure in this paper. Readers interested in this subject may
refer to Bartelme, Lan and Levchenko (2021) for detailed discussions.
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as one of the most powerful and interpretable machine learning methods. It has been applied
and tested across numerous natural and social science �elds (e.g. ecology: Prasad, Iverson and
Liaw 2006, chemistry: Svetnik et al. 2003; political science: McAlexander and Mentch 2020). In
economics, the popularity of Random Forests is also rising and economists are actively examining
their econometric properties—e.g. Athey and Wager (2018) have proven the asymptotic normality
for random forests under some mild conditions.

Equipped with both classic econometric regression model (OLS) and machine learning regres-
sion model (Random Forests), we continue our empirical analysis by comparing the out-of-sample
prediction performance of EXPY, FMA-adjusted EXPY as well as the sector-level FMA-adjusted
export basket that represents the disaggregated comparative advantage structure. We �nd that
the disaggregated sector-level comparative advantage structure outperforms the others in both
�ve-year and ten-year panels, as well as for both hold-out randomly (cross validation) and hold-out
last period (one-period ahead forecast) scenarios. Its outperformance over EXPY stands even
after we control for the initial GDP level which is a strong predictor of GDP growth by itself.
As for robustness checks, we add in human capital index and region dummies as additional
control variables. These two macro variables are widely-acknowledged GDP growth predictors
(Sala-i-Martin et al. 2004). The predictive power of the disaggregated comparative advantage
structure becomes not as strong as before, though remains in some prediction scenarios especially
the one-period ahead forecasts. We conclude that the sector-level export-revealed comparative
advantage structure serves as a better GDP growth predictor than EXPY, although its predictive
power is still limited when controlling for a few standard macro variables.

In terms of literature contribution, this paper belongs to the large literature studying the linkage
between trade patterns and income growth, e.g., Matsuyama (1992), Grossman and Helpman (1993),
Hidalgo et al. (2007), Hausmann and Hidalgo (2011), Jarreau and Poncet (2012), and Hausmann et
al. (2014). The most closely related one is a recent working paper by Bartelme, Lan and Levchenko
(2021), which examines the impacts of foreign sectoral demand and supply shocks on income
growth. Our paper di�ers from theirs in that we focus on applying machine learning techniques to
nonparametrically uncover the predictive power of sector-level comparative advantage structure
rather than an econometric estimation of shock elasticities.

This paper also contributes to the growing literature in applied macro and international
economics that employs machine learning techniques to forecast macro variables. For example,
Tkacz (2001) and Nakamura (2005) are early attempts to apply neural networks to forecast Canadian
GDP growth and in�ation respectively. Cook and Smalter Hall (2017) use deep learning to forecast
unemployment. Sermpinis et al. (2014) use Support Vector Machine regressions to forecast
in�ation and unemployment. Döpke et al. (2015) and Ng (2014) aim to use random forests and
boosting techniques to predict recessions. Machine learning has been used extensively in the
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�elds of statistics and computer science, but far less in economics. Athey (2018), Mullainathan
and Spiess (2017) and Coulombe et al. (2020) provide excellent discussions about the potential
contributions of machine learning to empirical economic research.

The rest of this paper is structured as following. Section 2.2 brie�y reviews Hausmann et al.’s
construction of EXPY. Section 2.3.1 replicates Hausmann et al.’s empirics with our own data and
discusses the in-sample signi�cance of EXPY. Section 2.3.2 tests the predictive power of EXPY for
out-of-sample GDP growth forecasts. Section 2.4 more generally investigates the predictive power
of export-revealed comparative advantage structure. Speci�cally, in Section 2.4.1, we modify EXPY
by controlling for countries’ external �rm market access and examine the performance of this
modi�ed EXPY in out-of-sample prediction tasks. In Section 2.4.2, we focus on the disaggregated
sector-level comparative advantage structure and evaluate its predictive power with machine
learning techniques. Section 2.5 runs robustness checks by controlling for a few additional standard
macro variables such as human capital and region dummies. Section 2.6 concludes.

2.2 EXPY

Hausmann, Hwang and Rodrik (2007), henceforth HHR, examine the proposition that the export
basket of a country may have important implications for its economic growth. Empirically, they
construct an index of the “income level of a country’s exports" or EXPY and show that this
aggregate index is capable of capturing the predictive power of export-revealed comparative
advantage structure for GDP growth.

HHR �rst de�ne an index PRODY for each product k that represents the income level
associated with it. Formally, PRODY is constructed with the weighted average of the per capita
GDPs of countries exporting that product:

PRODYk =
∑
j

(xjk/Xj)∑
j′ (xj′k/Xj′)

Yj (2.1)

xjk,Xj and Yj denote country j’s export of product k, total export and per capita GDP respectively.
The weights are normalized share of product k in country j’s export basket. From there, HHR
de�ne a country i’s EXPY index as the weighted average of PRODY corresponding to its export
structure:

EXPYi =
∑
k

(
xik
Xi

)
PRODYk (2.2)

They then show the explanation power of EXPY on GDP growth using various regression
speci�cations in the empirical section and argue that EXPY serves as a robust predictor for GDP
growth.
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2.3 Replication and Extension of HHR

2.3.1 In-sample Performance

We replicate HHR’s empirics with our own data to validate the in-sample predictive power of
EXPY over income growth. We use the UN Comtrade Database for the sector-level trade data and
pick the time range to be between 1965 and 2015. To mitigate the in�uence of outliers, we use
the 3-year average trade volume for every 5 years and concord 786 4-digit Standard International
Trade Classi�cation (SITC) products to sectors. We end up with a sample of 127 countries and 268
sectors. Data for real GDP per capita and human capital come from Penn World Table version 9.0.

Table 2.1 presents the results of our in-sample replication exercise. We adopt the same panel
data regression speci�cations as in HHR: regressing average per-capita GDP growth for the next
5 and 10 years on EXPY while controlling for initial per-capita GDP level and human capital. The
�rst and third columns are the OLS regression results using our data, while the second and fourth
columns are the original OLS regression results taken from HHR2. All regressions include period
�xed e�ects. In their paper, HHR also perform IV, two-way �xed e�ects (with both period and
country dummies) and GMM regressions to show the robustness of the statistical signi�cance
of EXPY. Given our OLS results are su�cient to validate the in-sample statistical signi�cance of
EXPY, we omit the results with the other regression methods3.

Our estimates of the coe�cients on EXPY are statistically signi�cant with a positive sign in
both 5-year and 10-year panels, con�rming HHR’s argument regarding the in-sample predictive
power of EXPY over income growth. These estimates suggest that a 10% increase in EXPY raises
per capita GDP by 0.12-0.13 percentage points. Scales of our estimates are smaller, but comparable
to those of HHR’s. The other explanatory variables, initial per capita GDP level and human capital,
are also found to have strong predictive power on GDP growth as expected.

2.3.2 Out-of-sample Performance

This section tests the predictive power of EXPY over GDP growth in out-of-sample prediction
tasks. Out-of-sample evaluations are necessary as in-sample predictions are often subject to
over�tting—corresponding too closely to the particular choice of training data and hence failing
to �t additional data or predict future observations reliably. We take the initial GDP level as
a baseline predictor and compare the prediction performance of using it alone versus using it
together with EXPY. If EXPY has a signi�cant out-of-sample predictive power as claimed by HHR,

2Column (1) and Column (5) from Table 9 in Hausmann et al. (2007).
3Compared to OLS, IV and GMM regressions give larger coe�cients for EXPY while the statistical signi�cance

levels are about the same.
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Table 2.1: Panel growth regressions, OLS

5-year panel 10-year panel

Our data HHR 2007 Our data HHR 2007
log initial GDP/cap -.012 -.012 -.014 -.013

(10.25)∗∗ (4.39)∗∗ (9.96)∗∗ (4.42)∗∗
log initial EXPY .012 .029 .013 .029

(4.94)∗∗ (5.38)∗∗ (4.51)∗∗ (5.22)∗∗

log human capital .037 .007 .042 .008
(10.48)∗∗ (3.27)∗∗ (9.82)∗∗ (3.75)∗∗

Constant .002 -.115 .000 -.108
(2.29)∗∗ (4.08)∗∗ (0.18) (3.68)∗∗

Observations 1065 604 523 299

Note: Robust t-statistics in parentheses. *Signi�cant at 10% level. **Signi�cant
at 5% level. All equations include period dummies.

we should see that adding EXPY as an additional predictor improves the predictive accuracy.
To prepare the out-of-sample data exercises, we divide our data into a training dataset and

a test dataset. We use only the training dataset to run the regressions (or �t machine learning
models in later sections) and use only the test dataset to evaluate the out-of-sample prediction
performance. Such a division generally mitigates the over�tting concern as the test dataset is
untouched during the �tting process (Hyndman and Athanasopoulos 2021). We do the division
in two ways. One is to randomly select 90% of all the country-sector-period observations as the
training dataset and keep the remaining as the test dataset. To deal with the issue that a speci�c
choice of training data set may generate biased predictions, we repeat this selection 100 times
and report the average values. This kind of resampling procedure is commonly known as cross
validation in statistics and computer science. The other division way is to simply hold out the last
period—similar to the standard one-period ahead forecasting task4.

Another empirical challenge is that we need a systematic and disciplined way to compare the
predictive accuracy given by two di�erent sets of forecasts. A common approach is to select the
forecast that has the smaller error measurement based on a loss function such as the Root Mean
Square Error (RMSE). However, this type of approach does not speak to whether the di�erence
between the two sets of forecasts is statistically signi�cant, or it is simply due to a speci�c choice of
data values in the sample. To address this issue, we propose to complement the RMSE comparison
with the Harvey-Leybourne-Newbold Diebold-Mariano (HLN-DM) statistical test. This test is a
�nite-sample modi�ed version given by Harvey, Leybourne and Newbold (1998) on the general
Diebold and Mariano (1995) test. Speci�cally, the HLN-DM test works as following:

4We demeaned every variable by year to account for the period �xed e�ects.
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De�ne the forecast errors as
eit = ŷit − yt (2.3)

where ŷit, i = 1, 2 are the two forecast sets and yt is the true value. Both ŷit and yt are vectors.
Let g(.) be the loss function and denote the loss di�erential between these two forecast sets by

dt = g(e1t)− g(e2t) (2.4)

The null hypothesis is that the two forecast sets have equal accuracy. With the observation that
ŷ1t and ŷ2t have equal accuracy if and only if the expectation of the loss di�erential is zero, we
can write the null hypothesis formally as

Ho : E(dt) = 0,∀t (2.5)

Diebold and Mariano (1995) then derive a test statistic accordingly. For one-period ahead forecasts
as in our case, the DM test statistic could be written as

DM = d̄/

√∑T
t=1(dt − d̄)2

T 2
(2.6)

where d̄ is the sample mean of the loss di�erential and T is the number of observations in the test
dataset. Noticing that the DM test seems to reject too often when having a �nite small sample,
Harvey, Leybourne, and Newbold (1997) improve on it by developing a bias correction to the
DM test statistic and comparing the resulting statistic with the Student-t distribution instead of
the standard normal. Again when dealing with one-period ahead forecasts as in our case, the
HLN-DM test statistic is simply

√
T−1
T
DM .

Table 2.2 summarizes our out-of-sample prediction results. We again conduct the exercise for
both 5-year and 10-year panels. The �rst two rows show the out-of-sample root mean square
errors (RMSE) associated with these two sets of predictors. The last row presents the HLN-DM
test statistics which follow the Student-t distribution asymptotically. For hold-out randomly cases,
reported values are the mean and standard errors of the RMSEs across 100 simulations.

In exercises (i), (iii) and (iv), hold-out randomly of the 5-year panel, hold-out randomly or
last period of the 10-year panel, predicting with initial GDP and EXPY generates slightly smaller
RMSEs than predicting with initial GDP only. However, the HLN-DM test results suggest that
these two forecast sets are not statistically signi�cantly di�erent from each other. This �nding can
also be con�rmed by noticing that the di�erences in mean RMSEs (< 0.01) are smaller than their
respective standard errors (0.02-0.03). While for case (ii), hold-out last period of the 5-year panel,
with a higher RMSE and HLN-DM test stat larger than 1.645, we are 90% con�dent that predicting
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Table 2.2: Out-of-sample Performance

5-year panel 10-year panel

Hold-out Hold-out Hold-out Hold-out
Randomly (i) Last Period (ii) Randomly (iii) Last Period (iv)

Initial GDP
RMSE 0.1609 0.1220 0.2527 0.2176

(0.02) (0.03)

Initial GDP+EXPY
RMSE 0.1597 0.1257 0.2497 0.2163

(0.02) (0.03)

HLN-DM 0.60 1.95∗ 0.78 0.34

Note: Hold-out randomly cases: reported values are the mean and standard errors across
100 simulations. HLN-DM test stats: * signi�cant at 10% level. **signi�cant at 5% level.

with initial GDP and EXPY together is less accurate than predicting with initial GDP only.
In conclusion, adding HHR’s EXPY as an additional predictor to the initial GDP level does not

statistically signi�cantly improve the forecast over GDP growth in any of the four data exercises.
We cannot validate the out-of-sample predictive power of EXPY on GDP growth with our data.

2.4 Export-revealed CA Structure

In this section, we more generally investigate the relationship between export-revealed com-
parative advantage structure and GDP growth. Speci�cally, we aim to understand the failure of
EXPY in out-of-sample prediction tasks by examining the following two hypotheses. First, the
observable export data contain more information than just the comparative advantage structure
of the home country, and that other information is diluting the predictive power of comparative
advantage structure. Second, to build an aggregate index as EXPY we have to enforce a functional
form when bringing the sector-level data together. It might be that the sector-level information
lost during the aggregation procedure have a strong linkage with GDP growth.

2.4.1 Adjusted EXPY

To address the �rst hypothesis, we start with an adjustment on PRODY—an index quantifying
the productivity level of each exporting product and serving as the building block of EXPY. HHR
de�ne PRODY of a product k as the weighted average of per capita GDPs of countries exporting
k. They set the weights as the normalized export shares of product k in each country’s export
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basket. Or formally,

PRODYk ≡
∑
j

(
Xjk∑
k′ Xjk′

)
∑

j′

(
Xj′k∑
k′ Xj′k′

)Yj (2.7)

However, the export share of product k in the home country’s export basket also speaks to the
demand changes of its trade partners that are external to the home country5. Thus to reveal the
comparative advantage structure of the home country from its observable export data, we need
to control for cross-country variations in external demand. Empirically we propose to use the
country-sector speci�c �rm market access (FMA) to capture the external foreign demand shocks.
Our formal de�nition of the adjusted PRODY for product k is

Adj PRODYk ≡
∑
j

(
Xjk/FMAjk∑
k′ Xjk′/FMAjk′

)
∑

j′

(
Xj′k/FMAj′k∑
k′ Xj′k′/FMAj′k′

)Yj (2.8)

where Xjk and Yj represent country j’s export of product k and per capita GDP level respectively.
We follow an identical way to HHR when constructing the adjusted EXPY from the adjusted

PRODY. Substituting the PRODY term in HHR’s EXPY formulation with our adjusted PRODY gives

Adj EXPYi ≡
∑
k

(
Xik∑
iXik

)
Adj PRODYk (2.9)

Adj EXPY is our preferred aggregate index representing a country’s comparative advantage
structure. In the empirical section we will use both EXPY and Adj EXPY and test to see their
prediction performance.

2.4.2 Sector-level CA Structure

Controlling for FMA targets the �rst hypothesis. To test the second hypothesis, we relax the
parametric functional form needed for constructing an aggregate index as EXPY. In other words,
we predict GDP growth directly with the disaggregated, sectoral, and FMA-adjusted export shares.
We name such a country-sector speci�c index of comparative advantage structure as ICA

ICAik ≡
Xik/FMAik∑
k′ Xik′/FMAik′

(2.10)

An empirical challenge with using sector-level ICA directly as explanatory variables is that its
high dimensionality (268 sectors) brings a number of econometric issues such as multicollinearity

5See Appendix for a detailed discussion as well as a toy model.
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to common regression methods including Ordinary Least Squares (OLS). To alleviate this concern,
we employ nonparametic machine learning techniques—Random Forests in particular6.

Random Forests algorithm builds upon the idea of decision tree (Quinlan 1993) which recur-
sively partitions the training dataset into small boxes and then makes the prediction for a new
observation based on the box it falls into. Observing that the decision trees are often a�ected
heavily by the speci�c choice of training dataset (over�tting), Breiman (1996) proposes a bagging
algorithm that obtains bootstrap samples by sampling with replacement from the training dataset
and performs a decision tree analysis on each sample. Nevertheless, bagging does not entirely
resolve the over�tting issue as there might be strong predictors that are shared by all trees in
a bagging algorithm. These strong predictors will make all the decision trees look very similar
and hence increase the correlation among them. Noticing this problem, Breiman (1999) further
improves bagging with the Random Forests algorithm, which is essentially a bagging but considers
only a random subset of explanatory variables instead of all variables at each split7. Since then,
Random Forests has become one of the most commonly used machine learning algorithms known
for its simplicity and generality (Athey and Wager 2018).

2.4.3 Prediction Results

With Adj EXPY and ICA, we are �nally ready to perform the out-of-sample prediction exercises
same as in Section 2.3.2 and test our two hypotheses. We again add in predicting with initial GDP
level only as the baseline and predicting with HHR’s original de�nition of EXPY for comparison.
Table 2.3 and Table 2.4 present the out-of-sample root mean square errors (RMSE) and HLN-DM
test stats respectively. For each predictor set, we run both OLS and Random Forest regressions. We
carry the forecasts given by the regression method with smaller RMSE forward to the HLN-DM
tests.

We �rst evaluate the out-of-sample predictive performance of Adj EXPY. Compared to the
baseline, adding Adj EXPY as an additional predictor generates smaller RMSE in both hold-out
randomly cases, (i) and (iii), as well as in the hold-out last period for the 10-year panel case, (iv). It
generates slightly larger RMSE than the baseline in the hold-out last period for the 5-year panel
case, (ii). Nevertheless, the di�erences between these two predictor sets are not signi�cant in any
of the four cases, as the HLN-DM test stats are all below 1.645. We are not able to conclude that
Adj EXPY has statistically signi�cant out-of-sample predictive power on GDP growth.

To check whether controlling for external foreign demand shocks helps with the predictive
performance, we compare the out-of-sample predictive power of Adj EXPY and HHR’s original

6We present results using other machine learning techniques such as Support Vector Machine and Gaussian
Process Regression in the appendix.

7See Appendix for a detailed introduction to Random Forests.
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de�nition of EXPY, labelled (2) and (3) in the result tables. As shown in Table 2.3, Adj EXPY
generates smaller out-of-sample RMSEs than EXPY in the hold-out last period cases (ii) and (iv)
but generates larger RMSEs than EXPY in the hold-out randomly cases (i) and (iii). Nevertheless,
the HLN-DM test stats, 0.20, 0.56, 0.29 and 1.16 for the four cases respectively, again indicate we
cannot reject the null hypothesis that these two predictor sets have same predictive accuracy in
any case. The Adj EXPY does not outperform HHR’s EXPY signi�cantly. Our �rst hypothesis that
the information besides the comparative advantage structure hidden in the observable export data
is impeding the predictive performance is not su�cient8.

To examine the second hypothesis that disaggregated sector-level comparative advantage
structure is better at predicting GDP growth than an aggregate index, we turn our attention to the
prediction results given by ICA, labelled (4) in Table 2.3 and Table 2.4. With about 270 explanatory
variables, OLS becomes not capable of providing accurate predictions as can be seen from its high
RMSEs. The usage of machine learning techniques such as Random Forests is necessary.

ICA generates the smallest out-of-sample RMSEs compared with the other three predictor sets
across all four cases. If focusing on the RMSE results given by Random Forests only, the superior
predictive performance of ICA is even more outstanding—suggesting its predictive power is mainly
driven by the disaggregated sector-level explanatory variable rather than a speci�c choice of the
regression method9. Together with the HLN-DM test stats between (1) the baseline and (4) ICA,
we are 95% con�dent that ICA has signi�cant out-of-sample predictive power for GDP growth
in all cases except the hold-out last period in the 5-year panel. Based on the HLN-DM test stats
between predictor sets (2) and (4), we are also 90% con�dent that ICA signi�cantly outperforms
HHR’s original de�nition of EXPY except in the hold-out randomly case of the 5-year panel.

In conclusion, the disaggregated sector-level ICA has signi�cant out-of-sample predictive
power on GDP growth. Our second hypothesis that an aggregate index misses some fundamental
linkage between the sectoral comparative advantage structure and GDP growth holds. In the next
section, we conduct robustness checks to further examine whether the predictive power of ICA is
strong and universal.

8It is worth pointing out Adj EXPY ’s lack of predictive power does not entirely nullify our �rst hypothesis. One
explanation could be controlling for foreign demand shocks is not enough to �lter the information contained in the
export data that is orthogonal to the CA structure. We leave a further discussion of this issue to future researchers.

9See Appendix for RMSE results using several other machine learning techniques. ICA generally outperforms the
other predictor sets.
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Table 2.3: RMSE Report, Controlling for Initial GDP

5-year panel 10-year panel

Hold-out Hold-out Hold-out Hold-out
Randomly (i) Last Period (ii) Randomly (iii) Last Period (iv)

(1) Initial GDP
OLS 0.1609† 0.1220† 0.2527† 0.2176†

(0.02) (0.03)
RF 0.1678 0.1445 0.2568 0.2529

(0.02) (0.03)

(2) Initial GDP+EXPY
OLS 0.1597 0.1257† 0.2497 0.2163†

(0.02) (0.03)
RF 0.1570† 0.1339 0.2397† 0.2313

(0.02) (0.03)

(3) Initial GDP+Adj EXPY
OLS 0.1589† 0.1248† 0.2486 0.2122†

(0.02) (0.03)
RF 0.1597 0.1360 0.2426† 0.2299

(0.02) (0.03)

(4) Initial GDP+ICA
OLS 0.2181 0.2125 0.3462 0.3589

(0.03) (0.06)
RF 0.1496† 0.1191† 0.2188† 0.2028†

(0.02) (0.03)

Note: All regressions include period dummies. Hold-out randomly cases: reported
values are the mean and standard errors (in parentheses) across 100 simulations. †
indicates the smaller RMSE given by the two regression methods.
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Table 2.4: HLN-DM Test Stats, Controlling for Initial GDP

Hold-out Randomly Hold-out Last Period
(2) (3) (4) (2) (3) (4)

5-year panel
(1) Initial GDP 0.49 0.69 2.03∗∗ 1.95∗ 1.30 1.00
(2) Initial GDP+EXPY 0.20 1.23 0.56 1.91∗
(3) Initial GDP+Adj_EXPY 1.50 1.51
(4) Initial GDP+ICA

10-year panel
(1) Initial GDP 0.97 0.73 3.03∗∗ 0.34 1.21 2.19∗∗
(2) Initial GDP+EXPY 0.29 1.81∗ 1.16 1.87∗
(3) Initial GDP+Adj_EXPY 2.02∗∗ 1.29
(4) Initial GDP+ICA

Note: Hold-out randomly cases: reported values are the mean across 100 simulations.
HLN-DM test stats: * signi�cant at 10% level. **signi�cant at 5% level.

2.5 Robustness Checks

We test the out-of-sample predictive power of HHR’s original de�nition of EXPY, Adj EXPY and
ICA while controlling for a few additional standard macro variables. Besides the initial GDP level
as done in previous sections, we �rst add in human capital and then change to region dummies.
Human capital is the same control variable used in Hausmann et al. (2007). Region dummies,
including East Asia, Latin America, Africa and Europe, are widely used predictors that have high
correlation with GDP growth (Sala-i-Martin et al. 2004). The argument is that if a predictor still
holds signi�cant out-of-sample predictive power after controlling for these variables, then there
must be some unique linkage shared by that predictor and GDP growth while not captured by the
other standard macro predictors. We would be con�dent in claiming that predictor helps with the
predictive accuracy if people add it into their GDP growth predictor set.

Top half of Table 2.5 and Table 2.6 respectively present the out-of-sample RMSE and HLN-DM
test results when we control for initial GDP level and human capital10. Baseline here is predicting
with initial GDP and human capital. Both EXPY and Adj EXPY fail to add statistically signi�cant
out-of-sample predictive power in any of the four cases—reinforcing our �ndings in Section 2.4.
Moreover, EXPY and Adj EXPY are signi�cantly worse than the baseline in the hold-out last period
with 5-year panel case, as shown by their higher RMSEs and the HLN-DM test stats larger than

10We calculate the Human Capital (HC) variable as log of the country-speci�c human capital data from Penn World
Table 9.0.
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1.645. For ICA, though generating the smallest RMSEs across all four cases, it only signi�cantly
improves the predictive power over baseline in the hold-out randomly with the 5-year panel case.
In sum, this robustness check exercise again suggests that our second hypothesis is more likely to
hold than our �rst hypothesis. However, we note that the out-of-sample predictive power of the
disaggregated sector-level comparative advantage structure drops after adding human capital as
another control variable.

Bottom half of Table 2.5 and Table 2.7 respectively present the out-of-sample RMSE and
HLN-DM test results when we control for initial GDP level and region dummies. Baseline here
is predicting with initial GDP and the four region dummies. EXPY fails to have signi�cant
out-of-sample predictive power in any of the four cases as before. Adj EXPY, on the other
hand, has signi�cant predictive power in the hold-out last period with the 10-year panel case.
ICA signi�cantly outperforms the baseline, EXPY as well as the Adj EXPY in both the hold-
out last period cases, (i) and (iii), while not signi�cantly in the two hold-out randomly cases.
This robustness check exercise con�rms that our second hypothesis is more probable than the
�rst hypothesis. The predictive power of the disaggregated sector-level comparative advantage
structure remains signi�cant in out-of-sample prediction tasks, though less strong, after controlling
for several additional standard macro variables.

74



Table 2.5: RMSE Reports for Robustness Checks

5-year panel 10-year panel

Hold-out Hold-out Hold-out Hold-out
Randomly (i) Last Period (ii) Randomly (iii) Last Period (iv)

(1)Initial GDP+HC
OLS 0.1512(0.02)† 0.1167† 0.2264(0.02)† 0.1961†
RF 0.1561(0.02) 0.1266 0.2284(0.02) 0.2210

(2)Initial GDP+HC+EXPY
OLS 0.1502(0.02)† 0.1203† 0.2229(0.02) 0.1947†
RF 0.1523(0.02) 0.1216 0.2194(0.02)† 0.2059

(3)Initial GDP+HC+Adj_EXPY
OLS 0.1502(0.02)† 0.1204† 0.2240(0.02) 0.1948†
RF 0.1519(0.02) 0.1220 0.2205(0.02)† 0.2055

(4)Initial GDP+HC+ICA
OLS 0.2158(0.04) 0.1970 0.3279(0.05) 0.3135
RF 0.1472(0.02)† 0.1133† 0.2087(0.02)† 0.1837†

(5)Initial GDP+Regions
OLS 0.1517(0.02) 0.1268† 0.2292(0.03) 0.2170†
RF 0.1503(0.02)† 0.1290 0.2224(0.03)† 0.2243

(6)Initial GDP+Regions+EXPY
OLS 0.1506(0.02) 0.1284 0.2262(0.03) 0.2120†
RF 0.1489(0.02)† 0.1273† 0.2189(0.03)† 0.2174

(7)Initial GDP+Regions+Adj_EXPY
OLS 0.1507(0.02) 0.1270† 0.2272(0.03) 0.2120†
RF 0.1499(0.02)† 0.1297 0.2197(0.03)† 0.2202

(8)Initial GDP+Regions+ICA
OLS 0.2149(0.04) 0.2102 0.3356(0.07) 0.3569
RF 0.1485(0.02)† 0.1192† 0.2134(0.03)† 0.1954†

Note: All regressions include period dummies. Hold-out randomly cases: reported
values are the mean and standard errors (in parentheses) across 100 simulations. †
indicates the smaller RMSE given by the two regression methods.
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Table 2.6: HLN-DM Test Stats, Controlling for Initial GDP and Human Capital

Hold-out Randomly Hold-out Last Period
(2) (3) (4) (2) (3) (4)

5-year panel
(1) Initial GDP+HC 0.49 0.45 0.75 1.79∗ 2.18∗∗ 1.01
(2) Initial GDP+HC+EXPY 0.17 0.53 0.09 1.98∗∗
(3) Initial GDP+HC+Adj_EXPY 0.61 2.01∗∗
(4) Initial GDP+HC+ICA

10-year panel
(1) Initial GDP+HC 0.91 0.74 1.89∗ 0.35 0.36 1.49
(2) Initial GDP+HC+EXPY 0.25 1.09 0.05 1.21
(3) Initial GDP+HC+Adj_EXPY 1.12 1.26
(4) Initial GDP+HC+ICA

Note: Hold-out randomly cases: reported values are the mean across 100 simulations.
HLN-DM test stats: * signi�cant at 10% level. **signi�cant at 5% level.

Table 2.7: HLN-DM Test Stats, Controlling for Initial GDP and Region Dummies

Hold-out Randomly Hold-out Last Period
(6) (7) (8) (6) (7) (8)

5-year panel
(5) Initial GDP+Regions 0.85 0.33 0.50 0.92 0.18 2.17∗∗
(6) Initial GDP+Regions+EXPY 0.41 0.19 1.06 2.37∗∗
(7) Initial GDP+Regions+Adj_EXPY 0.39 2.08∗∗
(8) Initial GDP+Regions+ICA

10-year panel
(5) Initial GDP+Regions 1.31 1.01 1.26 1.46 2.11∗∗ 3.47∗∗
(6) Initial GDP+Regions+EXPY 0.34 0.79 0.01 2.36∗∗
(7) Initial GDP+Regions+Adj_EXPY 0.88 2.56∗∗
(8) Initial GDP+Regions+ICA

Note: Hold-out randomly cases: reported values are the mean across 100 simulations. HLN-DM
test stats: * signi�cant at 10% level. **signi�cant at 5% level.
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2.6 Conclusion

In this paper we show that for out-of-sample GDP growth forecasts, an aggregate index summariz-
ing the comparative advantage structure of a country such as Hausmann et al. (2007)’s EXPY does
not have a statistically signi�cant predictive power. We also demonstrate by using nonparametric
machine learning techniques that the disaggregated sector-level comparative advantage structure
better predicts GDP growth, though its predictive power is limited when controlling for a few
additional standard macro variables. A more comprehensive understanding of the linkage between
comparative advantage and GDP growth requires both a theoretical breakthrough, and a more
robust empirical method to tell comparative advantage structure from the observable trade data.
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2.7 Appendix

A. Toy Model

In this section we present a toy model to illustrate how we reveal the unobserved comparative
advantage structure of a country from its observable sectoral export data. We show the theoretical
foundation of the external �rm market access (FMA), which we then empirically use as a controller
for the cross-country variations in external demand. We suggest readers interested in a more
thorough discussion of this topic to refer to Bartelme, Lan and Levchenko (2021).

Assume an Armington framework with N countries and K sectors. Labor is the only pro-
duction factor. Workers are perfectly mobile across sectors but immobile across countries. Con-
sumption preferences follow constant elasticity of substitution. Then as in the standard gravity
formulation, we can write the total exports of the home country H in sector k, XHk, with a
function of the unit production cost, cHk, and an external �rm market access term, FMAHk:

XHk =
∑
n∈N

pHnkqHnk = c1−σ
Hk

∑
n∈N

τ 1−σ
Hnk

Enk

P 1−σ
nk

= c1−σ
Hk FMAHk (2.11)

N includes all foreign export destinations. pHnk is the price a customer in country n pays for the
good k shipped from country H . τHnk > 1 is iceberg trade cost. Enk indicates country n’s total
expenditure on good k as �nal consumption or intermediate production materials. We use k to
denote a sector or a good interchangeably11. P 1−σ

nk =
∑

j∈N∪H (cjkτHjk)
1−σ is sectoral price index.

σ > 1 is the Armington elasticity of substitution. As we can see from the derivation, FMAHk is
linked to the demand changes of foreign trade partners but is exogenous to the home country.

We further express the unit production cost cHk as the ratio of the labor cost of the home
country, wH , to the productivity of the home country in sector k, THk.

cHk =
wH
THk

(2.12)

By productivity THk, we mean how many units of good k a representative worker in country H
can produce. Labor is perfectly mobile across sectors and hence the wage is constant across all
sectors within a country. Given these assumptions, we can further express THk with a function of
country H’s wage, sectoral export and FMA:

T σ−1
Hk = wσ−1

H

(
XHk

FMAHk

)
(2.13)

11This is innocuous since by Armington assumption each sector has one unique good.
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In our empirical section, we use a normalized country-sector speci�c productivity, named
index of comparative advantage (ICA), to represent the sector-level export-revealed comparative
advantage structure:

ICAHk =
T σ−1
Hk∑
k′ T

σ−1
Hk′

=
XHk/FMAHk∑
k′XHk′/FMAHk′

(2.14)

To interpret the second equal sign, if the external demand conditions for a country remain constant
(FMA stays �xed), an increase in the productivity of sector k relative to other sectors is expected
to raise the share of sector k in the country’s export basket. Empirically, we construct the ICA
index for each country-sector-period pair.
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B. Random Forest

Random forest builds upon the idea of “decision tree”. A decision tree, as formalized by Quinlan
(1993), is a tree-like �owchart consisting of a root (the starting point, which is usually the whole
training dataset12), branches (splitting rules) and leaves (splitting outcomes). It starts from the
root, asks a question about one independent variable to split the training dataset into two groups
and then repeats this procedure for every nonterminal leaf (leaves that have not met the stopping
rules).

A commonly used splitting rule is to go over each explanatory variable and pick the one that
gives the smallest sum of squared prediction errors:

min SSE =
∑
i∈S1

(yi − ȳ1)2 +
∑
i∈S2

(yi − ȳ2)2 , (2.15)

where i refers to the observation, yi is the true outcome, S1 and S2 are the two observation groups
split according to the splitting rules and ȳ1 and ȳ2 are the average outcomes of the observations
in each group respectively. The stopping rules depend on the minimum leaf size (number of
observations on a leaf) speci�ed by the programmers. A split will not happen if either one of
the two divided groups is left with fewer observations than the minimum leaf size benchmark
after the split. Otherwise, the split process keeps running. In the end, a decision tree recursively
partitions the entire training dataset into small leaves with pre-speci�ed leaf sizes. It then makes
the prediction for a new observation (from the test dataset) based on the leaf it falls onto—normally,
the simple average of the outcomes of all other observations belonging to the same leaf.

Figure 2.1 illustrates the mechanism of a decision tree. After training, the decision tree splits
the training dataset �rst according to Sector 1 ICA value, then according to Sector 3 ICA value
and lastly according to Sector 2 ICA value. If comes in a new observation from the test dataset
whose Sector 1 ICA is larger than 0.01, Sector 3 ICA smaller than 0.05 and Sector 2 ICA smaller
than 0.02, then it will be placed onto the leaf associated with Group 2. If all other observations on
this leaf have an average value of -0.02% for GDP growth, the outcome variable, then the decision
tree will predict the new observation’s GDP growth to be -0.02%.

12In applied statistics and computer sciences, a dataset is usually divided into a training dataset, which is used to �t
the parameters of the models, and a test dataset, which is used to evaluate out-of-sample prediction performance. A
typical exercise takes three steps. First, run regressions using only the training dataset while leaving the test dataset
untouched. Second, plug the values of the explanatory variables from the test dataset into the �tted models from the
�rst stage to make predictions. Third, compare the predicted values with the true values of dependent variable in the
test dataset to assess the predictive accuracy.
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Figure 2.1: Decision Tree Illustration
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Decision trees often face the problem of over�tting (Hastie et al. 2009). Their prediction results
tend to be a�ected heavily by the speci�c choice of training dataset. To deal with this problem,
Breiman (1996) proposes a bagging algorithm that obtains bootstrap samples by sampling with
replacement from the training dataset and performs a decision tree analysis on each sample. The
�nal decision is made by the simple average of prediction results across these trees. Bagging
outperforms a single decision tree since it results in a much lower variance while not a�ecting the
bias (Breiman 1996).

Nevertheless, bagging does not entirely resolve the over�tting issue as there might be strong
predictors that are shared by all trees in a bagging algorithm. These strong predictors will make
all the decision trees look very similar and hence increase the correlation among them. Noticing
this problem, Breiman (1999) further improves bagging with the Random Forest algorithm, which
is essentially a bagging but considers only a random subset of explanatory variables instead
of all variables at each split. Since then Random forests have been considered one of the most
competitive regression methods and applied and tested among various �elds.

In terms of statistical properties, Athey and Wager (2018) validate the asymptotic normality
for random forests under some mild conditions.
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C. Results Using other Machine Learning Techniques

SVM(linear): Support Vector Machine (default)
SVM(Gaussian): Support Vector Machine with a Gaussian kernel function
GPR: Gaussian Process Regression

Table 2.8: RMSE Report, Controlling for Initial GDP

5-year panel 10-year panel

Hold-out Hold-out Hold-out Hold-out
Randomly (i) Last Period (ii) Randomly (iii) Last Period (iv)

(1) Initial GDP
OLS 0.1609(0.02) 0.1220 0.2527(0.03) 0.2176
RF 0.1678(0.02) 0.1445 0.2568(0.03) 0.2529
SVM(linear) 0.1614(0.02) 0.1250 0.2533(0.03) 0.2293
SVM(Gaussian) 0.1585(0.02) 0.1294 0.2457(0.03) 0.2287
GPR 0.1564(0.02) 0.1275 0.2409(0.03) 0.2169

(2) Initial GDP+EXPY
OLS 0.1597(0.02) 0.1257 0.2497(0.03) 0.2163
RF 0.1570(0.02) 0.1339 0.2397(0.03) 0.2313
SVM(linear) 0.1603(0.02) 0.1257 0.2505(0.03) 0.2230
SVM(Gaussian) 0.1560(0.02) 0.1307 0.2406(0.03) 0.2247
GPR 0.1555(0.02) 0.1317 0.2367(0.03) 0.2191

(3) Initial GDP+Adj EXPY
OLS 0.1589(0.02) 0.1248 0.2486(0.03) 0.2122
RF 0.1597(0.02) 0.1360 0.2426(0.03) 0.2299
SVM(linear) 0.1594(0.02) 0.1260 0.2493(0.03) 0.2185
SVM(Gaussian) 0.1564(0.02) 0.1332 0.2407(0.03) 0.2264
GPR 0.1562(0.02) 0.1338 0.2387(0.03) 0.2193

(4) Initial GDP+ICA
OLS 0.2181(0.03) 0.2125 0.3462(0.06) 0.3589
RF 0.1496(0.02) 0.1191 0.2188(0.03) 0.2028
SVM(linear) 0.1594(0.02) 0.1204 0.2465(0.03) 0.2210
SVM(Gaussian) 0.1581(0.02) 0.1228 0.2393(0.03) 0.2104
GPR 0.1617(0.02) 0.1234 0.2528(0.03) 0.2215

Note: All regressions include period dummies. Hold-out randomly cases: reported
values are the mean and standard errors (in parentheses) across 100 simulations.
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Table 2.9: RMSE Report, Controlling for Initial GDP and Human Capital

5-year panel 10-year panel

Hold-out Hold-out Hold-out Hold-out
Randomly (i) Last Period (ii) Randomly (iii) Last Period (iv)

(1)Initial GDP+HC
OLS 0.1512(0.02) 0.1167 0.2264(0.02) 0.1961
RF 0.1561(0.02) 0.1266 0.2284(0.02) 0.2210
SVM(linear) 0.1512(0.02) 0.1157 0.2267(0.02) 0.1952
SVM(Gaussian) 0.1528(0.02) 0.1210 0.2283(0.02) 0.2069
GPR 0.1515(0.02) 0.1198 0.2227(0.02) 0.1947

(2)Initial GDP+HC+EXPY
OLS 0.1502(0.02) 0.1203 0.2229(0.02) 0.1947
RF 0.1523(0.02) 0.1216 0.2194(0.02) 0.2059
SVM(linear) 0.1502(0.02) 0.1186 0.2234(0.02) 0.1911
SVM(Gaussian) 0.1522(0.02) 0.1230 0.2249(0.02) 0.2001
GPR 0.1514(0.02) 0.1235 0.2206(0.02) 0.1966

(3)Initial GDP+HC+Adj_EXPY
OLS 0.1502(0.02) 0.1204 0.2240(0.02) 0.1948
RF 0.1519(0.02) 0.1220 0.2205(0.02) 0.2055
SVM(linear) 0.1503(0.02) 0.1178 0.2245(0.02) 0.1937
SVM(Gaussian) 0.1511(0.02) 0.1237 0.2247(0.02) 0.1983
GPR 0.1526(0.02) 0.1248 0.2227(0.02) 0.1954

(4)Initial GDP+HC+ICA
OLS 0.2158(0.04) 0.1970 0.3279(0.05) 0.3135
RF 0.1472(0.02) 0.1133 0.2087(0.02) 0.1837
SVM(linear) 0.1534(0.02) 0.1152 0.2238(0.02) 0.1972
SVM(Gaussian) 0.1528(0.02) 0.1180 0.2239(0.02) 0.1932
GPR 0.1578(0.02) 0.1194 0.2237(0.02) 0.1998

Note: All regressions include period dummies. Hold-out randomly cases: reported values are
the mean and standard errors (in parentheses) across 100 simulations.
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Table 2.10: RMSE Report, Controlling for Initial GDP and Region Dummies

5-year panels 10-year panels

Hold-out Hold-out Hold-out Hold-out
Randomly (i) Last Period (ii) Randomly (iii) Last Period (iv)

(1)Initial GDP+Regions
OLS 0.1517(0.02) 0.1268 0.2292(0.03) 0.2170
RF 0.1503(0.02) 0.1290 0.2224(0.03) 0.2243
SVM(linear) 0.1519(0.02) 0.1271 0.2282(0.03) 0.2189
SVM(Gaussian) 0.1584(0.02) 0.1290 0.2354(0.03) 0.2204
GPR 0.1492(0.02) 0.1320 0.2170(0.03) 0.2112

(2)Initial GDP+Regions+EXPY
OLS 0.1506(0.02) 0.1284 0.2262(0.03) 0.2120
RF 0.1489(0.02) 0.1273 0.2189(0.03) 0.2174
SVM(linear) 0.1507(0.02) 0.1281 0.2257(0.03) 0.2151
SVM(Gaussian) 0.1537(0.02) 0.1286 0.2196(0.03) 0.1982
GPR 0.1495(0.02) 0.1352 0.2149(0.03) 0.2046

(3)Initial GDP+Regions+Adj_EXPY
OLS 0.1507(0.02) 0.1270 0.2272(0.03) 0.2120
RF 0.1499(0.02) 0.1297 0.2197(0.03) 0.2202
SVM(linear) 0.1510(0.02) 0.1265 0.2269(0.03) 0.2165
SVM(Gaussian) 0.1556(0.02) 0.1333 0.2224(0.03) 0.2213
GPR 0.1506(0.02) 0.1355 0.2175(0.03) 0.2115

(4)Initial GDP+Regions+ICA
OLS 0.2149(0.04) 0.2102 0.3356(0.07) 0.3569
RF 0.1485(0.02) 0.1192 0.2134(0.03) 0.1954
SVM(linear) 0.1538(0.02) 0.1277 0.2278(0.03) 0.2165
SVM(Gaussian) 0.1527(0.02) 0.1241 0.2208(0.03) 0.1971
GPR 0.1548(0.02) 0.1294 0.2205(0.03) 0.2050

Note: All regressions include period dummies. Hold-out randomly cases: reported values are
the mean and standard errors (in parentheses) across 100 simulations.
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