# Some Results on Homogeneity Results for $G L_{n}$ 

by<br>Yiwang Chen

A dissertation submitted in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
(Mathematics)
in The University of Michigan
2022

Doctoral Committee:
Professor Stephen DeBacker, Chair
Professor Tasho Kaletha
Assistant Professor Karol Koziol
Assistant Professor Heng Liu

# Yiwang Chen <br> yiwchen@umich.edu <br> ORCID iD: 0000-0002-4262-1812 

(C) Yiwang Chen 2022

All Rights Reserved

To my friends, my family, my dear Jiahou, and my most precious Clementine

## ACKNOWLEDGEMENTS

First and foremost, I am grateful to Jiahou, who have always been a constant and reliable source of support in my life. I am also very glad that my daughter Clementine can join me through this journey, I thank her for focusing my attention all the time. I also want to thank my parent Guohao Chen and Chun Yin, for their uncountable many love in me.

I owe an incalculable gratitude to my advisor Stephen Debacker. This thesis would not have been possible without his beyond infinite support, guidance and encouragement, both in math and in life. I am grateful to him for giving me problems, for meeting with me regularly and teaching me most of the mathematics I learned during my time here. Thank you Stephen, for reading each one of my awkward works carefully, and making invaluable suggestions. Thank you for encouraging me to talk to other mathematicians which helped me befriend many amazing people.

I am also very fortunate to meet A.J. Hildebrand, Philipp Hieronymi in my undergraduate life, who not only taught me math, but also spark the excitement of math.

I feel very fortunate to have amazing friends, near and far. Hao Sun, Zhan Jiang, Ruian Chen, Feng Liang, Angus Chung, Jacob Haley, Yuxin Wang, to name a few.

Thank you for your friendship and making my time during graduate school enjoyable.

I am grateful to my professors, mentors and colleagues over the years, including Tasho

Kaletha, Jeff Lagarias, Karol Koziol, Jessica Fintzen for teaching me various topics, and discussing mathematics with me. Finally, I want to thank Mobi, a cute and handsome rough collie, for his accompany during countless working nights. There is not enough margin for me to name you all, but it is my pleasure to thank all of you who I met in my life.

## TABLE OF CONTENTS

DEDICATION ..... ii
ACKNOWLEDGEMENTS ..... iii
CHAPTER
I. Introduction ..... 1
1.1 Introduction ..... 1
1.1.1 Basic Notation ..... 1
1.1.2 Apartments, Bruhat-Tits building, and related nota- tions ..... 3
1.1.3 Moy-Prasad Filtration ..... 5
1.2 History and Introduction ..... 6
1.2.1 Notation and the analogous conjectures ..... 9
II. Moy-Prasad Filtrations ..... 11
2.1 Generalized r-facets ..... 11
2.2 Chain orders and fundamental strata ..... 13
2.2.1 Lattices ..... 13
2.2.2 Lattice Chain ..... 13
2.2.3 Waldspurger type result ..... 18
III. Homogeneity result ..... 19
3.1 Descent and recovery ..... 19
3.1.1 Nice Elements ..... 19
3.1.2 Descent and Recovery ..... 23
3.2 Homogeneity Results for GL3 ..... 35
3.2.1 Conventions and notation for Section 3.2 ..... 36
3.2.2 Two results ..... 36
3.2.3 On depth $r=0^{+}$ ..... 38
3.2.4 On depth $r=1 / 3^{+}$ ..... 43
3.2.5 On depth $r=1 / 2^{+}$ ..... 49
3.2.6 On depth $r=2 / 3^{+}$ ..... 55
3.2.7 Counting ..... 59
BIBLIOGRAPHY ..... 61

## Abstract

Let $K$ be a nonarchimedian local field with a ring of integers $R$ and prime ideal $\mathfrak{p}$. Let $G$ be the group of $K$-points of a connected reductive algebraic group defined over $K$ with Lie algebra $\mathfrak{g}$. In one of DeBacker's papers, he established a range of validity for the Harish-Chandra-Howe local expansion for characters of admissible irreducible representations of G under some conditions, and he established an analogous homogeneity result on the Lie algebra of G, again with some restrictions. These restrictions are, essentially, restrictions on the characteristic of the residue field $k$ of $K$. While the hope of removing the characteristic restriction for $G$ in general is not bright, in the case where $G=G L_{n}$ we can be more positive. Our primary goal here is to move towards a proof of a special type of case for a certain key step which plays a prominent role for the homogeneity result of $G L_{n}$ without restrictions on the characteristic. Finally, in the end, we provide a full written proof of the homogeneity result for $G L_{3}$.

# CHAPTER I 

## Introduction

### 1.1 Introduction

### 1.1.1 Basic Notation

Suppose $K$ is a nonarchimedian local field with ring of integers $R$ and prime ideal $\mathfrak{p}=\varpi R$, where $\varpi$ is a uniformizer. We will also let $\mathbb{F}_{q} \simeq R / \mathfrak{p}$ be the residue field. Let $\bar{K}$ denote a separable closure of $K$ and let $K^{\text {un }}$ denote the maximal unramified extension of $K$ in $\bar{K}$. We let $v_{K}$ denote a valuation on $K$ normalized so that $v_{K}(K)=\mathbb{Z}$. We fix an additive character, $\Lambda$, on $K$ that is trivial on $\mathfrak{p}$ and nontrivial on $R$.

Let $\mathbb{G}$ be a connected reductive group defined over $K$ with Lie algebra Lie( $\mathbb{G})$. Let $G=\mathbb{G}(K)$ be the group of $K$ rational points of $\mathbb{G}$, and denote the Lie Algebra of $\mathbb{G}$ by $\mathfrak{g}$. Since our main focus will be $G L_{n}$, we will often abuse notation and not distinguish between $\mathbb{G}$ and $G$.

The main focus of this paper is the general linear group $G L_{n}$. For a commutative ring $S$, we will denote by $G L_{n}(S)$ the set of $n \times n$ invertible matrices with entries in $S$, and by $M_{n}(S)$ the set of $n \times n$ matrices with entries in $S$. We will also denote by $Z$ the center of $G L_{n}(K)$, and by $\mathfrak{z}$ the center of $M_{n}(K)=\mathfrak{g l}(K)$.

We will also use the floor function $\lfloor\cdot\rfloor$ and the ceiling function $\lceil\cdot\rceil$; when they are applied to a number $x$, the floor function outputs the largest integer less than or equal to $x$, and the ceiling function outputs the smallest integer that is greater than or equal to $x$.

Let Ad be the Adjoint representation of $G$ on $\mathfrak{g}$, and ad be the adjoint representation of $\mathfrak{g}$ on $\mathfrak{g}$ inherited from Ad. For $g \in G, X \in \mathfrak{g}$, we will write ${ }^{g} X$ for $\operatorname{Ad}(g) X$. For $g \in G, S \subseteq \mathfrak{g}$, we will set ${ }^{g} S=\left\{{ }^{g} X \mid X \in S\right\}$.

Suppose $X \in \mathfrak{g}$, we will denote the centralizer of $X$ in $G$ by $C_{G}(X)$, and the centralizer of $X$ in $\mathfrak{g}$ by $C_{\mathfrak{g}}(X)$.

Let $X_{*}(\mathbb{G})$ denote the set of cocharacters or, to say, the set of 1 -parameter subgroups of $\mathbb{G}$ defined over $K$, and let $X^{*}(\mathbb{G})$ denote the set of characters defined over $K$, so $X_{*}(\mathbb{G})=\operatorname{Hom}\left(G L_{1}, \mathbb{G}\right)^{\operatorname{Gal}(\bar{K} / K)}$ and $X^{*}(\mathbb{G})=\operatorname{Hom}\left(\mathbb{G}, G L_{1}\right)^{\operatorname{Gal}(\bar{K} / K)}$. An element $X \in \mathfrak{g}$ is said to be nilpotent if there exists $\lambda \in X_{*}(\mathbb{G})$, such that $\lim _{t \rightarrow 0}{ }^{\lambda(t)} X=0$, and we will denote the set of nilpotent elements in $\mathfrak{g}$ by $\mathcal{N}$. Note that in the case of $G L_{n}$, $\mathcal{N}$ can be also defined as the set of all the elements in $\mathfrak{g}$ for which the Zariski closure of their $\mathbb{G}$-orbits contains zero (see [Kempf (1978)]).

Let $d g$ denote a fixed Haar measure on $G$, and let $C_{c}^{\infty}$ denote the space of complexvalued, locally constant, compactly supported functions on $G$. Suppose $(\pi, V)$ is an admissible representation of $G$. That is, $V$ is a complex vector space and for all compact open subgroups $K$ of $G$ we have that $V^{K}$, the space of $K$-fixed vectors in $V$, is finite dimensional. We let $\Theta_{\pi}$ denote the distribution character of $\pi$, that is, the $\operatorname{map} C_{c}^{\infty} \rightarrow \mathbb{C}$ given by $\Theta_{\pi}(f):=\operatorname{tr}(\pi(f))$, where $\pi(f)$ is the operator on $V$ given by

$$
\pi(f) v:=\int_{G} f(g) \pi(g) v d g
$$

for $v \in V$.

When $\mathbb{G}$ is of rank $r$, we say an element $g \in G$ is regular semisimple provided that the coefficient of $t^{r}$ in $(\operatorname{det}(t-1+A d(g)))$ is non zero, and we denote the regular semisimple elements of $G$ by $G^{\text {reg }}$, similarly, we denote the set of regular semisimple elements of $\mathfrak{g}$ by $\mathfrak{g}^{\text {reg }}$.

Note that in this paper, we will make no assumption on the (prime) residual characteristic of $K$.

### 1.1.2 Apartments, Bruhat-Tits building, and related notations

Let $\mathbb{T}$ be a maximal $K$-split torus in $\mathbb{G}$ and recall that there is a perfect pairing $<,>: X^{*}(\mathbb{T}) \times X_{*}(\mathbb{T}) \rightarrow \mathbb{Z}$. Fix a minimal parabolic subgroup subgroup $\mathbb{P}_{\varnothing}$ of $\mathbb{G}$ so that $\mathbb{T} \subseteq P_{\varnothing}$. Let $T=\mathbb{T}(K)$ and $P_{\varnothing}=\mathbb{P}_{\varnothing}(K)$.

The choice of $\mathbb{T}, \mathbb{P}_{\varnothing}$, and $\mathbb{G}$ gives us:

- An irreducible reduced root system $\bar{\Phi}=\bar{\Phi}(\mathbb{T}, \mathbb{G}) \subset X^{*}(\mathbb{T}) \otimes \mathbb{R}$. The parabolic $\mathbb{P}_{\varnothing}$ determines a basis $\Delta$ and a set of positive roots to be denoted $\bar{\Phi}^{+}$.
- A family of morphisms $\left(U_{\alpha}\right)_{\alpha \in \Phi}$ such that for each ordering $\bar{\Phi}^{+}=\left(\alpha_{i}\right)_{i=1,2, \ldots, n}$, the natural map:

$$
T \times \prod_{i=1, \ldots, n} \mathbb{G}_{a} \xrightarrow{i d \times \prod_{i=1,2, \ldots n} U_{\alpha_{i}}} P_{\varnothing}
$$

is an isomorphism.

- For each $\alpha \in \bar{\Phi}(\mathbb{T}, \mathbb{G}), n \in \mathbb{Z}$, we can define an affine root $\alpha_{n}: X_{*}(\mathbb{T}) \otimes \mathbb{R} \rightarrow \mathbb{R}$ by the affine functional given by

$$
\alpha_{n}: v \otimes r \mapsto r<\alpha, v>+n
$$

and we will denote the set of affine roots by $\Phi=\Phi(\mathbb{G}, \mathbb{T}, \nu)$.

With the above definition, we can define the standard apartment $\mathcal{A}$ as $X_{*}(\mathbb{T}) \otimes_{\mathbb{Z}} \mathbb{R}$, and the hyperplane $H_{\psi}:=\{v \in \mathcal{A} \mid \psi(v)=0\}$ for $\psi \in \Phi$. These hyperplanes partition the apartment into facets, which are poly-simplicial. For any facet $F \subset \mathcal{A}$, we will denote by $G_{F}$ the parahoric attached to the facet $F$, and its pro-unipotent radical will be denoted by $G_{F}^{+}$. For $x \in \mathcal{A}$, we will denote the parahoric subgroup as $G_{x}$, and it pro-unipotent radical as $G_{x}^{+}$. The quotient $\overline{G_{x, 0}}:=G_{x} / G_{x}^{+}$is the group of $\mathbb{F}_{q}$-points of a connected reductive $\mathbb{F}_{q^{-}}$-group $\mathrm{G}_{x}$.

One has the following theorem:

Theorem 1.1.1 (Goldman-Iwahori[Goldman and Iwahori(1963)],
Iwahori-Matsumoto[Iwahori and Matsumoto(1965)], Bruhat-Tits[Bruhat and Tits(1967)]). One can associate a polysimplicial complex $\mathcal{B}(G)=\mathcal{B}(\mathbb{G}, K)$ to $G$, called the BruhatTits building of $G$, with the following properties:

1. There exists a proper continuous action of $G$ on $\mathcal{B}(G)$ and $\forall g \in G$, the action of $g$ on $\mathcal{B}(G)$ is a polysimplicial isomorphism.
2. $\mathcal{B}(G)$ is contractable and finite dimensional.
3. $\mathcal{B}(G)$ is locally finite(i.e. each simplex is adjacent to finitely many neighbor simplices).

When there is no possibility for confusion, let $\mathcal{B}$ denote the Bruhat-Tits building of $G$, and we will refer readers to $[\mathrm{BT} 1],[\mathrm{BT} 2]$ for further details. One of the more concrete definitions is to define $\mathcal{B}$ as the set $\mathcal{B}(\mathbb{G}, K)=G \times \mathcal{A} / \sim$, where the equivalence relation is given by $(g, x) \sim(h, y)$ if there exists $n \in N_{G}(T)$ such that $n x=y$ and $g^{-1} h n \in G_{x}$.

### 1.1.3 Moy-Prasad Filtration

Following [Prasad and Moy(1994)], [Prasad and Moy(1996)], for each point $x \in \mathcal{B}(G, K)$, we can associate a parahoric group $G_{x}$ that is a subgroup of the stablizer of this point, we also denote the Lie algebra of $G_{x}$ by $\mathfrak{g}_{x}=\mathfrak{g}_{x, 0}$.

Moy and Prasad then introduced filtrations of these parahoric groups denoted $G_{x, r}$ and $\mathfrak{g}_{x, r}$ for $r \geq 0$. Note $G_{x, r} \unlhd G_{x, 0}:=G_{x}$ and $\mathfrak{g}_{x, r} \unlhd \mathfrak{g}_{x, 0}$.

Moreover, since $G_{x, s} \subseteq G_{x, r}$ for $s>r$, we can define

$$
G_{x, r^{+}}=\bigcup_{s>r} G_{x, s}, \text { and } \mathfrak{g}_{x, r^{+}}=\bigcup_{s>r} \mathfrak{g}_{x, s},
$$

and $G_{x, r^{+}}$is a normal subgroup of $G_{x, r}$. So it makes sense for us to consider quotient groups. Specifically, recall that for $r=0$, we have that

$$
\overline{G_{x, 0}}=\overline{G_{x}}=G_{x, 0} / G_{x, 0^{+}}
$$

is the group of $\mathbb{F}_{q}$ points of a a reductive $\mathbb{F}_{q}$-group $\mathrm{G}_{x}$ that is defined over the residue field. For $r>0$, we have the quotient groups given by

$$
G_{x, r} / G_{x, r^{+}} \cong \mathfrak{g}_{x, r} / \mathfrak{g}_{x, r^{+}}=\overline{\mathfrak{g}_{x, r}} .
$$

Let $(\pi, V)$ denote an irreducible admissible representation of $G$, and we denote the depth of the representation $(\pi, V)$ by

$$
\rho(\pi):=\inf \left\{r \in \mathbb{R}_{\geq 0} \mid V^{G_{x, r+}} \neq 0 \text { for some } x \in \mathcal{B}(G)\right\} .
$$

For $r \geq 0$, we define:

$$
\mathfrak{g}_{r}=\bigcup_{x \in \mathcal{B}(G)} \mathfrak{g}_{x, r} \text { and } G_{r}=\bigcup_{x \in \mathcal{B}(G)} G_{x, r}
$$

These objects have been well studied, and they are $G$-domains, which means that they are $G$-invariant, open and closed subset of $\mathfrak{g}$ (or $G$, respectively). Futhermore, if we denote the set of nilpotent elements in $\mathfrak{g}$ as $\mathcal{N}$ and the set of unipotent elements in $G$ as $\mathcal{U}$, we have

$$
\mathfrak{g}_{r}=\bigcap_{x \in \mathcal{B}(G)} \mathfrak{g}_{x, r}+\mathcal{N} \text { and } G_{r}=\bigcap_{x \in \mathcal{B}(G)} G_{x, r} \cdot \mathcal{U} .
$$

Similarly, we also define

$$
\mathfrak{g}_{r^{+}}=\bigcup_{x \in \mathcal{B}(G)} \mathfrak{g}_{x, r^{+}} \text {and } G_{r^{+}}=\bigcup_{x \in \mathcal{B}(G)} G_{x, r^{+}}
$$

### 1.2 History and Introduction

In Howe's paper [Howe(1973a)], he proposed two finiteness conjectures which are now what people call Howe's conjectures. One of them, which is Howe's conjecture for the Lie Algebra, states the following:

$$
\operatorname{dim}_{\mathbb{C}} \operatorname{res}_{C_{c}(\mathfrak{g} / \mathcal{L})} J(\omega)<\infty .
$$

Here $\omega$ is any compactly generated, invariant and closed subset of $\mathfrak{g}, J(\omega)$ is the space of invariant distributions on $\mathfrak{g}$ supported on $\omega$, and $\operatorname{res}_{C_{c}(\mathfrak{g} / \mathcal{L})} J(\omega)$ denotes the restriction of $J(\omega)$ to the subspace of $C_{c}^{\infty}$ consisting of locally constant functions that are translation invariant by the lattice $\mathcal{L}$ in $\mathfrak{g}$. Howe proved the conjecture for $G L_{n}$ in the 1970s.

On the other hand, Harish-Chandra proved that for an admissible representation $(\pi, V)$ of $G$, the distribution character $\Theta_{\pi}$ can be represented by a locally constant function $F_{\pi}$ on the set of regular elements $G^{r e g}$, which is to say,

$$
\Theta_{\pi}(f)=\int_{G} f(g) F_{\pi}(g) d g, \forall f \in C_{c}^{\infty}\left(G^{r e g}\right)
$$

Note that throughout this paper, we will abuse notation and denote both the distribution character and the function representing it by $\Theta_{\pi}$.

Suppose now we have $G=G L_{n}(K)$ or $K$ has characteristic zero and we have a nice map e from $\mathfrak{g}$ to $G$ in a neighborhood of zero (we can take the exponential map in the later case). Generalizing Howe's work for $G L_{n}$ (in [Howe(1974)]), Harish-Chandra showed (Theorem 16.3 in [Harish-Chandra et al.(1999)Harish-Chandra, DeBacker, and Sally]) that $\Theta_{\pi}$ is a linear combination of Fourier transforms of nilpotent orbits in a sufficiently small neighborhood of zero in $\mathfrak{g}$, i.e. there exist constants $c_{\mathcal{O}}(\pi)$ for each nilpotent orbit $\mathcal{O}$ in $\mathfrak{g}$ respectively, such that

$$
\Theta_{\pi}(\mathrm{e}(X))=\sum_{\mathcal{O} \in \mathcal{O}(0)} c_{\mathcal{O}}(\pi) \hat{\mu}_{\mathcal{O}}(X)
$$

This asymptotic expansion is valid for all regular semisimple element $X$ in the Lie algebra of $\mathfrak{g}$ that are sufficiently close enough to 0 . Moreover, the sum here is taken over the set of nilpotent orbits $\mathcal{O}$ in $\mathfrak{g}, \hat{\mu}_{\mathcal{O}}$ is the locally constant integrable function associated to the Fourier Transform of the orbital integral $\mu_{\mathcal{O}}$ and the functions $\hat{\mu}_{\mathcal{O}}$ are independent of the representation. For $G L_{n}$, the Fourier transform of $f \in C_{c}^{\infty}$ is defined by

$$
\hat{f}(X)=\int_{\mathfrak{g}} f(Y) \Lambda(\operatorname{tr}(X Y)) d Y
$$

where $d Y$ is a fixed $G$-invariant measure on $\mathfrak{g}$.

This asymptotic expansion is referred to as the Harish-Chandra-Howe local expansion. Much information about the representation $\pi$ can be obtained from the Harish-Chandra-Howe local character expansion, both qualitatively and quantatively. For example, when $\pi$ is a discrete series representation, denoting the Steinberg Representation by $S t$, we have the formal degree of $\pi$ is given by $(-1)^{r} c_{0}(\pi)$, where $c_{0}(\pi)=$ $\frac{(-1)^{r} \operatorname{deg}(\pi)}{\operatorname{deg}(S t)}$ is the zero orbit coefficient in the local character expansion and $r$ is the split rank of $\mathbb{G}$ over $K([$ Harish-Chandra et al.(1999)Harish-Chandra, DeBacker, and Sally] and [Rogawski(1980)]).

At this point, a natural question arises. The expansion gives a qualitive result, and does not mention the size of the neighborhood in $\mathfrak{g}$ on which the local character expansion is valid.

Since many questions in harmonic analysis in $G$ will need a quantitive result, it would be good to have more information about where the expansion is valid. A conjecture of Thomas Hales, Allen Moy, and Gopal Prasad (at the end of $\S 1$ in [Prasad and Moy(1994)]) states that the Harish-Chandra-Howe local character expansion should be valid on a region that depends on the depth, $\rho(\pi)$, of the representation $\pi$. For example, in the case where $(\pi, V)$ is of depth zero, it means that there exists a parahoric subgroup $H \subseteq G$, such that $V^{H^{+}} \neq\{0\}$, where $H^{+}$is the pro-unipotent radical of $H$.

Conjecture 1.2.1. (Hales-Moy-Prasad)

Given an irreducible admissible representation ( $\pi, V$ ) of $G$, the Harish-Chandra-Howe local character expansion is valid on $G^{r e g} \cap G_{\rho(\pi)^{+}}$.

Under some hypothesis on the group and the base field, J.-L. Walspurger ([Waldspurger (1993)], [Waldspurger(1995)]) proved this conjecture for integral depth representations of "classical unramified groups." Stephen DeBacker ([DeBacker(2002)]) verified the
conjecture for general $\mathbb{G}$ under some hypotheses.

### 1.2.1 Notation and the analogous conjectures

We let $R$ be the ring of integers of $K$ and $\varpi$ a uniformizer so that $\mathfrak{p}=\varpi R$ where $\mathfrak{p}$ is the prime ideal.

We realize $G L_{n}(K)$ as the group of $n \times n$ invertible matrices with entries in $K$. Moreover, we define $A$ to be the diagonal subgroup of $G L_{n}(K)$.

We denote by $\mathfrak{g}$ the Lie algebra of $G L_{n}(K)$, which is the vector space of $n \times n$ matrices with the normal bracket operation, and we denote the nilpotent matrices in $\mathfrak{g}$ by $\mathcal{N}$. Then we have that $G L_{n}(K)$ acts on $\mathcal{N}$ and we let $\mathcal{O}(0)$ denote the corresponding set of nilpotent orbits.

Recall that $\mathcal{B}$ is the reduced Bruhat-Tits building of $G L_{n}(K)$, and let $\mathcal{A} \subseteq \mathcal{B}$ be the apartment associated to the torus $A$. Also, we associate to every $x \in \mathcal{B}$ and $r \in \mathbb{R}$ a lattice $\mathfrak{g}_{x, r}$, and for $r \geq 0$, we associated a compact open subgroup $G_{x, r}$ which, in the case of $G L(n, K)$, can be realized as $G_{x, 0}=\mathfrak{g}_{x, 0}^{\times}$when $r=0$ and $G_{x, r}=1+\mathfrak{g}_{x, r}$ for $r>0$. Note that $\varpi \mathfrak{g}_{x, r}=\mathfrak{g}_{x, r+1}$ and $\mathfrak{g}_{x, s} \subseteq \mathfrak{g}_{x, r}$ for $s>r$.

Conjecture 1.2.2. Recall that

$$
\mathfrak{g}_{r}=\bigcup_{z \in B(G)} \mathfrak{g}_{z, r}=\bigcap_{y \in B(G)}\left(\mathfrak{g}_{y, r}+\mathcal{N}\right) .
$$

Consider $D_{r}=\sum_{z \in B(G)} C_{c}\left(\mathfrak{g} / \mathfrak{g}_{z, r}\right)$, we conjecture that

$$
\operatorname{res}_{D_{r}} J\left(\mathfrak{g}_{r}\right)=\operatorname{res}_{D_{r}} J(\mathcal{N}),
$$

for $G L_{n}(K)$ in all characteristic and for $r=0,1 / n, \ldots,(n-1) / n$. Here $J(\omega)$, for
$\omega=\mathcal{N}$ or $\mathfrak{g}_{r}$, is defined to be the invariant distributions with support in the closed $G$-invariant subset $\omega \subset G$.

Conjecture 1.2.3. The stronger statement

$$
\operatorname{res}_{D_{r}} \tilde{J}_{r^{+}}=\operatorname{res}_{D_{r}} J(\mathcal{N})
$$

holds. Here, we denote

$$
\tilde{J}_{x, s, r^{+}}=\left\{T \in J(\mathfrak{g}) \mid \forall f \in C\left(\mathfrak{g}_{x, s} / \mathfrak{g}_{x, r^{+}}\right), \mathfrak{g}_{s^{+}} \cap \operatorname{supp}(f)=\varnothing \Longrightarrow T(f)=0\right\}
$$

and

$$
\tilde{J}_{r^{+}}=\bigcap_{x \in \mathcal{B}} \bigcap_{s \leq r} \tilde{J}_{x, s, r^{+}} .
$$

Note that $J(\mathcal{N}) \subseteq \tilde{J}_{r^{+}}$.

## CHAPTER II

## Moy-Prasad Filtrations

### 2.1 Generalized r-facets

Recall that in subsection 1.1.3, we introduced the Moy-Prasad filtration subgroups and lattices attached to a point $x \in \mathcal{B}(G)$ and $r \in \mathbb{R}_{\geq 0}$. We denoted them as

$$
G_{x, r} \subseteq G_{x, 0}=G_{x} \text { and } \mathfrak{g}_{x, r} \subseteq \mathfrak{g}_{x, 0}
$$

and we also defined

$$
G_{x, r^{+}}=\bigcup_{s>r} G_{x, s}, \text { and } \mathfrak{g}_{x, r^{+}}=\bigcup_{s>r} \mathfrak{g}_{x, s} .
$$

In this subsection we will partition the points in $\mathcal{B}$ into $r$-facets that are defined in [DeBacker(2004)] using the information above, and we will give some of their properties that will be used later.

Definition 2.1.1. For $x \in \mathcal{B}(G)$ and $r \in \mathbb{R}$, we define a generalized $r$-facet by

$$
\begin{aligned}
F^{*}(x) & :=\left\{y \in \mathcal{B}(G) \mid \mathfrak{g}_{x, r}=\mathfrak{g}_{y, r} \text { and } \mathfrak{g}_{x, r^{+}}=\mathfrak{g}_{y, r^{+}}\right\} \\
& =\left\{y \in \mathcal{B}(G) \mid G_{x,|r|}=G_{y,|r|} \text { and } G_{x,|r|^{+}}=G_{y,|r|^{+}}\right\} .
\end{aligned}
$$

and we denote

$$
\mathcal{F}(r):=\left\{F^{*}(x) \mid x \in \mathcal{B}(G)\right\}
$$

this is the set of generalized $r$-facets.

Moreover, since $\mathfrak{g}_{x, r}, \mathfrak{g}_{x, r^{+}}, G_{x,|r|}, G_{x,|r|^{+}}$depend only on the facet $F^{*}$ that contains $x$, if $x \in F^{*} \in \mathcal{F}(r)$ we can define

$$
\begin{gathered}
\mathfrak{g}_{F^{*}}:=\mathfrak{g}_{x, r}, \mathfrak{g}_{F^{*}}^{+}:=\mathfrak{g}_{x, r^{+}} \\
G_{F^{*}}:=G_{x,|r|}, G_{F^{*}}^{+}:=G_{x,|r|^{+}} \\
\mathfrak{g}_{F^{*},-r}:=\mathfrak{g}_{x,-r}, \quad V_{F^{*}}:=\mathfrak{g}_{x, r} / \mathfrak{g}_{x, r^{+}}
\end{gathered}
$$

Remark 2.1.2. Following [DeBacker(2004)], the generalized $r$-facets satisfy the following properties:

Given $F_{1}^{*}, F_{2}^{*} \in \mathcal{F}(r)$ :
1.

$$
\begin{gathered}
N_{G}\left(G_{F_{1}^{*}}\right) \cap N_{G}\left(G_{F_{1}^{*}}^{+}\right)=\operatorname{stab}_{G}\left(F_{1}^{*}\right) . \\
N_{G}\left(\mathfrak{g}_{F_{1}^{*}}\right) \cap N_{G}\left(\mathfrak{g}_{F_{1}^{*}}^{+}\right)=\operatorname{stab}_{G}\left(F_{1}^{*}\right) .
\end{gathered}
$$

2. If $F_{1}^{*} \cap \overline{F_{2}^{*}} \neq \varnothing$, then

$$
F_{1}^{*} \subset \overline{F_{2}^{*}}
$$

3. If $F_{1}^{*} \subset \overline{F_{2}^{*}} \neq \varnothing$, then

$$
\mathfrak{g}_{F_{1}^{*}}^{+} \subset \mathfrak{g}_{F_{2}^{*}}^{+} \subset \mathfrak{g}_{F_{2}^{*}} \subset \mathfrak{g}_{F_{1}^{*}}
$$

and

$$
G_{F_{1}^{*}}^{+} \subset G_{F_{2}^{*}}^{+} \subset G_{F_{2}^{*}} \subset G_{F_{1}^{*}} .
$$

### 2.2 Chain orders and fundamental strata

### 2.2.1 Lattices

Let $V$ be a $K$-vector space of finite dimension $n$. An $R$-lattice in $V$ is a finitely generated $R$-submodule $L$ of $V$ such that the $K$-linear span $K L$ of $L$ is $V$.

In particular, we can find a $K$-basis $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $V$ such that

$$
L=\sum_{i=1}^{n} R x_{i} .
$$

And, moreover, an $R$-lattice $L$ is a compact open subgroup of $V$ and the set of all such lattices give a fundamental system of open neighbourhoods of 0 in $V$.

More generally, we can define a lattice in $V$ to be a compact open subgroup of $V$, and for any lattice $L$, we can always find $R$-lattices $L_{1}$ and $L_{2}$ such that $L_{1} \subseteq L \subseteq L_{2}$.

Note that in the case that this note is going to be dealing with, we have that $G L_{n}(R) \subseteq$ $G L_{n}(K)$ is the unique, up to $G L_{n}(K)$-conjugacy, maximal compact open subgroup of $G$.

### 2.2.2 Lattice Chain

We now can define $R$-lattice chains. Take $V=K^{n}$, then we have that $G=G L_{n}(K)=$ $A^{\prime} t_{K}(V)$ and that $\mathfrak{g}=\operatorname{End}_{K}(V)=\mathfrak{g l}_{n}(V)$.

Now define an $R$-lattice chain to be a non-empty set $\mathcal{L}$ consisting of $R$-lattices in $V$ that is linearly ordered under inclusion and is stable under multiplication by $K^{\times}$.

Moreover, we can enumerate the elements of $\mathcal{L}$ such that

$$
\mathcal{L}=\left\{L_{i}: i \in \mathbb{Z}\right\}, L_{i} \nsupseteq L_{i+1},
$$

and, furthermore, the stability condition implies that there exist an integer $e_{\mathcal{L}}$ such that $x L_{i}=L_{i+e_{\mathcal{L}} * v_{K}(x)}$ for all $i \in \mathbb{Z}$ and $x \in K^{\times}$.

Moreover, lattice chains are relatively easy to completely describe, as we can exhaust all the cases through direct computation.

We have the following proposition.

Proposition 2.2.1. (See [Bushnell and Kutzko(1993)]) Let $\mathcal{L}=\left\{L_{i}\right\}_{i \in \mathbb{Z}}$ be an R-lattice chain in $V=K^{n}$. Defining $e_{\mathcal{L}}$ to be the integer such that $L_{i+e_{\mathcal{L}}}=L_{i}$ for any $L_{i} \in \mathcal{L}$, then we have that $e_{\mathcal{L}}$ can be taken from $1,2, \ldots n$, and, moreover, we can categorize all the lattice chains up to a left action of $g \in G$ for some $g$, so that the equivalence classes bijectively correspond to the partitions of $n$.

Example 2.2.2. In the case of $G L_{3}$, there are only three partitions up to left actions. Therefore, there are only three types of lattice chains of interest.

1. $[1,1,1]$.

A lattice chain that corresponds to this partition is

$$
\mathcal{L}=\left\{\ldots \subseteq\left[\begin{array}{l}
\mathfrak{p} \\
\mathfrak{y} \\
\mathfrak{p}
\end{array}\right] \subseteq\left[\begin{array}{l}
R \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right] \subseteq\left[\begin{array}{l}
R \\
R \\
\mathfrak{p}
\end{array}\right] \subseteq\left[\begin{array}{l}
R \\
R \\
R
\end{array}\right] \subseteq \ldots\right\}
$$

2. $[2,1]$.

A lattice chain that corresponds to this partition is

$$
\mathcal{L}=\left\{\ldots \subseteq\left[\begin{array}{c}
\mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}^{2}
\end{array}\right] \subseteq\left[\begin{array}{c}
R \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right] \subseteq\left[\begin{array}{c}
R \\
R \\
\mathfrak{p}
\end{array}\right] \subseteq \ldots\right\} .
$$

3. [3].

A lattice chain that corresponds to this partition is

$$
\mathcal{L}=\left\{\ldots \subseteq\left[\begin{array}{l}
\mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right] \subseteq\left[\begin{array}{l}
R \\
R \\
R
\end{array}\right] \subseteq \ldots\right\} .
$$

Definition 2.2.3. By inclusion, we can form a partially ordered set with all chains of lattices in $V$, which we will denote as $\hat{\Delta}$.

Moreover, we will denote a frame of $V$ to be a collection of $\left\langle v_{i}\right\rangle$, the 1-dimensional $K$-subspaces spanning $V$, where $i \in\{1,2, \ldots, n\}$. Moreover, we denote the subcomplex $\hat{\Sigma}\left(v_{1}, \ldots, v_{n}\right)$ to be the set of all chains with $\left(v_{1}, \ldots, v_{n}\right)$ as basis.

Note that it is well known that $\hat{\Delta}$ is an affine building of $G L_{n}(K)$, with the system of apartments given by $\hat{\Sigma}\left(v_{1}, \ldots, v_{n}\right)$ that runs through all frames of $V$, and one can associate the facets of the affine building with the lattices[Garrett(1997)][Bruhat and Tits(1984)].

Moreover, the stablizer group of a lattice chain $\mathcal{L}$ contains a maximal (in the stabilizer) parahoric subgroup, and we denote this parahoric by $\mathfrak{g}_{\mathcal{L}}$.

Up to conjugacy there are only three conjugacy classes of $\mathfrak{g}_{\mathcal{L}}$ :

1. $\mathfrak{g}_{[3]}=\left[\begin{array}{rrr}R & R & R \\ R & R & R \\ R & R & R\end{array}\right] \cap G L_{3}(K)$.
2. $\mathfrak{g}_{[2,1]}=\left[\begin{array}{ccc}R & R & R \\ R & R & R \\ \mathfrak{p} & \mathfrak{p} & R\end{array}\right] \cap G L_{3}(K)$.
3. $\mathfrak{g}_{[1,1,1]}=\left[\begin{array}{ccc}R & R & R \\ \mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R\end{array}\right] \cap G L_{3}(K)$.

One can furthermore associate the barycenters of these facets of the affine building with the lattices and we can write down the Moy-Prasad filtration subgroups of these points, we denote these subgroups by $\mathfrak{g}_{\mathcal{L}, r}$ and $\mathfrak{g}_{\mathcal{L}, r^{+}}$.

|  | [3] | [2, 1] | [1, 1, 1] |
| :---: | :---: | :---: | :---: |
| 0 | $\left[\begin{array}{llll}R & R & R \\ R & R & R \\ R & R & R\end{array}\right]$ | $\left[\begin{array}{llll}R & R & R \\ R & R & R \\ p & p & R\end{array}\right]$ | $\left[\begin{array}{llll}R & R & R \\ \mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R\end{array}\right]$ |
| 0+ | [ | $\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \boldsymbol{p} & R \\ \mathfrak{p} & R \\ \mathrm{p}\end{array}\right]$ |  |
| 1/3+ |  |  | [趣 |
| 1/2+ |  | [ |  |
| 2/3+ |  |  |  |

Table 2.1: $\left(\mathfrak{g l}_{3}\right)_{x, r}, x$ in the standard alcove.

We exhibit the Moy-Prasad filtration lattices $\mathfrak{g}_{x, r}$ for $G L_{3}$, up to translation by $\tilde{w}$ and conjugation, in the following figure. The figure illustrate how the lattices $\mathfrak{g}_{x, r}$ vary as $x$ and $r$ vary for $x$ near 0 .

Since the apartment to which $x$ belongs to can be interpreted as a copy of $\mathbb{R}^{2}$, we can thus present the figure as a picture in $\mathbb{R}^{3}$. Here the dotted hyperplanes are the graphs of $r=\alpha(x)$ for an affine root $\alpha \in \Psi$. We only present five cross sections here corresponding to $r=0, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}$.

The hyperplanes here divide $\mathbb{R}^{3}$ into polyhedrons, and we color the polyhedrons that corresponds to different lattices with different colors.


Figure 2.1: $\left(\mathfrak{g l}_{3}\right)_{x, r}, x$ in the standard alcove.

### 2.2.3 Waldspurger type result

Recall that $D_{r^{+}}:=\sum_{x \in \mathcal{B}(G)} C_{c}\left(\mathfrak{g} / \mathfrak{g}_{x, r^{+}}\right)$. We define $D_{r^{+}}^{r} \subset D_{r^{+}}$by $D_{r^{+}}^{r}:=\sum_{x \in \mathcal{B}(G)} C_{c}\left(\mathfrak{g}_{x, r} / \mathfrak{g}_{x, r^{+}}\right)$. The main result of this thesis is, either (1) under a specific conjecture or (2) in the case of $G L_{3}$ :

Theorem 2.2.4. For $G L_{n}(F), \operatorname{res}_{D_{r^{+}}} \tilde{J}_{r^{+}}=\operatorname{res}_{D_{r^{+}}} J(\mathcal{N})$.

More specifically, this result follows from the statements below:

1. $\operatorname{res}_{D_{r^{+}}} \tilde{J}_{r^{+}}$is completely determined by $\operatorname{res}_{D_{r^{+}}^{r}} \tilde{J}_{r^{+}}$.
2. $\operatorname{dim}_{\mathbb{C}}\left(\operatorname{res}_{D_{r^{+}}}\right) \tilde{J}_{r^{+}} \leq|\mathcal{O}(0)|$.

Proof. We assume that (1) and (2) hold to show the main statement holds.

Since (1) and (2) are true, we have

$$
|\mathcal{O}(0)|=\operatorname{dim}_{\mathbb{C}}\left(\operatorname{res} D_{r^{+}} J(\mathcal{N})\right) \leq \operatorname{dim}_{\mathbb{C}} \operatorname{res}_{D_{r^{+}}} \tilde{J}_{r^{+}} \leq \operatorname{dim}_{\mathbb{C}} \operatorname{res}_{D_{r^{+}}^{r}} \tilde{J}_{r^{+}} \leq|\mathcal{O}(0)| .
$$

where the first equality is true thanks to Howe [Howe(1974)]. The second equality follows from the fact that $J(\mathcal{N}) \subset \tilde{J_{r^{+}}}$and the other two inequalities follow from (1) and (2) respectively.

Since $J(\mathcal{N}) \subset \tilde{J_{r^{+}}}$, this forces the inequalities to be equalities and we have our desired result: $\operatorname{res}_{D_{r^{+}}} \tilde{J}_{r^{+}}=\operatorname{res}_{D_{r^{+}}} J(\mathcal{N})$.

## CHAPTER III

## Homogeneity result

### 3.1 Descent and recovery

### 3.1.1 Nice Elements

To prove Theorem 2.2.4, we first state and prove several results that we will use in the proof of the theorem.

Recall that our choice of $G$ is $G L_{n}$ and thus $\mathfrak{g}=\mathfrak{g l}_{n}=M_{n}(K)$.

Given $x \in \mathcal{B}(G)$ and $s \in \mathbb{R}$, we define $\mathfrak{g}_{x, s, s_{+}}=\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}$. Moreover, for $r \geq 0$, and $X \in \mathfrak{g}_{x, r, r_{+}} \cap \mathcal{N}$, there is a maximal $K$-split torus $T$ and $\lambda \in X_{*}(T)$ such that $x \in \mathcal{A}(T)$ and $\bar{\lambda}(t) \bar{X} \rightarrow 0$, where $\bar{X}$ is the image of $X$ in $\mathfrak{g}_{x, r} / \mathfrak{g}_{x, r^{+}}$and $\bar{\lambda}$ is the image of $\lambda$ in $X_{*}\left(T_{0} / T_{0}^{+}\right) \subseteq X_{*}\left(\overline{G_{x, 0}}\right)$. Let $\Phi(T)$ denote the affine roots of $G$ with respect to $T$ and the valuation $v$. Recall that $\bar{\Phi}(T)$ denotes the roots of $G$ with respect to $T$.

We define the set of affine roots of level $r$ with respect of $x$, by $\Phi(T, r, x)=\{\psi \in$ $\Phi(T) \mid \psi(x)=r\}$. Moreover, since $G=G L_{n}$, we can, without lost of generality, fix the torus $T$ to be the group of diagonal elements in $G L_{n}(K)$. We then have that the
set of simple roots is given by

$$
\Delta=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n-1}\right\} \text { where } \alpha_{j}\left(\operatorname{Diag}\left(a_{1}, \ldots, a_{n}\right)\right)=\frac{a_{j}}{a_{j+1}}
$$

Let $x_{0}$ be the vertex in $\mathcal{A}$ such that $G_{x_{0}, 0}=G L_{n}(R)$. With this notation, a basis for $\Phi(T)$ is given by $\left\{\alpha_{1}+0, \alpha_{2}+0, \ldots, \alpha_{n-1}+0,-h+1\right\}$, where $h=\sum_{i=1}^{n-1} \alpha_{i}$ is the highest root. We denote the elements of this basis by $\psi_{1}, \psi_{2}, \ldots, \psi_{n}$ where

$$
\psi_{i}= \begin{cases}\alpha_{i}+0 & 0<i<n \\ -h+1 & i=n\end{cases}
$$

and $\psi_{i}\left(x_{0}\right)=0$ for $0<i<n$ and $\psi_{n}\left(x_{0}\right)=1$.
We denote by $\dot{C}$ the open hull of the fundamental alcove in $G L(n)$ defined by this choice of simple basis. That is, $\dot{C}$ is, as a set, $\left\{x \mid \psi_{i}(x)>0, \forall i \in\{1,2, \ldots, n\}\right\}$. Note that $x_{0}$ is in the closure of $\dot{C}$.

Definition 3.1.1. For $W \in \mathfrak{g}_{x, r}$, denote by $\bar{W}$ the image of $W$ in $\mathfrak{g}_{x, r} / \mathfrak{g}_{x, r+}$, which we identify in the natural way with a vector subspace of $\operatorname{Mn}\left(\mathbb{F}_{q}\right)$. We can then define $r^{*}(W):=\overline{\operatorname{rank}}(W)=\operatorname{rank}_{\mathbb{F}_{q}}(\bar{W})$. Let also $n^{*}(W)$ denote the number of non-zero entries in the matrix representation of $\bar{W}$.

Remark 3.1.2. Note that if $X \in \mathfrak{g}_{x, r} \cap \mathcal{N}$, then $0 \leq r^{*}(X)<n$. Now we define an element $M \in \mathfrak{g}_{x, r}$ to be nice provided that $r^{*}(X)=n^{*}(X)$. For a nice matrix $M$, there is at most one nontrivial entry in each column or row of $\bar{M}$.

Proposition 3.1.3. Suppose $X \in \mathcal{N} \cap g_{x, r}$, where $x$ is in $\dot{C}$. Then $X$ is nice. In other words, $\bar{X}$ does not have more than one non-zero entry in any row or column.

We need some preliminary work before proving Proposition 3.1.3.
Proposition 3.1.4. If $x \in \stackrel{\circ}{C}$, then $|\Phi(T, x, r)| \leq n$.

Proof. Suppose there are $n+1$ elements in $\Phi(T, x, r)$, which we denote by $\phi_{i}$ where $i$ runs from 1 to $n+1$. Without loss of generality, we may assume $0 \leq r<1$.

Since a basis for $\Phi(T)$ is given by $\left\{\psi_{i}\right\}_{i=1,2, \ldots n}$ and $0 \leq r<1$, we have $\phi_{i}=\sum_{j=1}^{n} \alpha_{i, j} \psi_{j}$ for some $\alpha_{i, j} \in\{0,1\}$.

Moreover, since $\phi_{i}$ has $\dot{\phi}_{i} \in \bar{\Phi}(T)$, we have that $\exists k_{a, i}, k_{b, i} \in \mathbb{Z}$ such that $1 \leq k_{a, i} \leq n$ and $k_{a, i} \leq k_{b, i} \leq 2 n$, and $\alpha_{i, \overline{k_{a, i}}}=\alpha_{i, \overline{k_{a, i}+1}}=\ldots=\alpha_{i, \overline{k_{b, i}}}=1$, and $\alpha_{i, j}=0$ otherwise. Here $\bar{k} \in\{1,2,3, \ldots, n\}$ is congruent to $k \bmod n$.

For example, consider the case $\phi_{i}=\psi_{1}+\psi_{3}$ for $G L_{3}$. Then $k_{l, i}=3$ and $k_{r, i}=4$ in this case.

To complete the proof, it will be enough to show that if there exist $\phi_{i_{1}}, \phi_{i_{2}} \in\{\phi \in$ $\Phi(T) \mid \phi(x)=r\}$ with $k_{a, i_{1}}=k_{a, i_{2}}$, then $\phi_{i_{1}}=\phi_{i_{2}}$.

If $\phi_{i_{1}}=\phi_{i_{2}}$, there is nothing to prove. So suppose $\phi_{i_{1}} \neq \phi_{i_{2}}$.

We know that for for some $t \in \mathbb{Z} \cap[1, n], \phi_{i_{1}}=\sum_{j=1}^{n} \alpha_{i_{1}, j} \psi_{j}$ and $\phi_{i_{2}}=\sum_{j=1}^{n} \alpha_{i_{2}, j} \psi_{j}$, with $\alpha_{i_{1}, t} \neq \alpha_{i_{2}, t}$. Since we are assuming $k_{b, i_{1}} \neq k_{b, i_{2}}$, without loss of generality, we can assume $k_{b, i_{1}}<k_{b, i_{2}}$, and then

$$
\tilde{\phi}=\phi_{i_{2}}-\phi_{i_{1}}=\sum_{j=1}^{n} \beta_{j} \psi_{j},
$$

with $\beta_{j} \geq 0$ for all $j \in\{1,2, \ldots\}$ and

$$
\tilde{\phi}(x)=\left(\phi_{i_{2}}-\phi_{i_{1}}\right)(x)=\phi_{i_{2}}(x)-\phi_{i_{1}}(x)=r-r=0 .
$$

Since $x$ is in $\dot{C}$, we have $\psi_{j}(x)>0$ for all $j \in\{1, \ldots, n\}$ and therefore, $\beta_{j}=0$ for all $j \in\{1, \ldots, n\}$.

Corollary 3.1.5. If $\phi_{1}, \phi_{2}, \ldots, \phi_{m} \in \Phi(T, r, x)$ are distinct, then $m \leq n$.

We actually know more than the above. Using the same idea as above, we prove:

Proposition 3.1.6. Recall the definition of $k_{b, i}$ in the proof of Proposition 3.1.4. If $\exists i_{1}, i_{2} \in \mathbb{Z}$, such that for $\phi_{i_{1}}, \phi_{i_{2}} \in\{\phi \in \Phi(T) \mid \phi(x)=r\}$ we have $k_{b, i_{1}}=k_{b, i_{2}}$, then $\phi_{i_{1}}=\phi i_{2}$.

Proof. If $\phi_{i_{1}}=\phi_{i_{2}}$, there is nothing to prove. So suppose $\phi_{i_{1}} \neq \phi_{i_{2}}$, we know that $\alpha_{i_{1}, t} \neq \alpha_{i_{2}, t}$ for some $t \in \mathbb{Z} \cap[1, n]$, and thus since $k_{b, i_{1}}=k_{b, i_{2}}$, we conclude that $k_{a, i_{1}} \neq k_{a, i_{2}}$.

Without lost of generality, we can assume $k_{a, i_{1}}>k_{a, i_{2}}$, and then

$$
\tilde{\phi}=\phi_{i_{2}}-\phi_{i_{1}}=\sum_{j=1}^{n} \beta_{j} \psi_{j},
$$

with $\beta_{j} \geq 0$ for all $j \in\{1,2, \ldots\}$ and

$$
\tilde{\phi}(x)=\left(\phi_{i_{2}}-\phi_{i_{1}}\right)(x)=\phi_{i_{2}}(x)-\phi_{i_{1}}(x)=r-r=0 .
$$

Since $x \in \dot{C}$, we have $\psi_{j}(x)>0$ for all $j \in\{1, \ldots, n\}$ and therefore, $\beta_{j}=0$ for all $j \in\{1, \ldots, n\}$.

Corollary 3.1.7. Suppose $x$ is in $\dot{C}$. Recall from the proof of Proposition 3.1.4 that for $\phi_{i}=\sum_{j=1}^{n} \alpha_{i, j} \psi_{j} \in \Phi(T, r, x)$, there exists $k_{a, i}, k_{b, i} \in \mathbb{Z}$ such that $1 \leq k_{a, i} \leq n$ and $k_{a, i} \leq k_{b, i} \leq 2 n$, and $\alpha_{i, \overline{k_{a, i}}}=\alpha_{i, \overline{k_{a, i}+1}}=\ldots=\alpha_{i, \overline{k_{b, i}}}=1$, and $\alpha_{i, j}=0$ otherwise. Suppose $\Phi(T, r, x)=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{m}\right\}$ and to each $\phi_{k} \in \Phi(T, r, x)$ we denote the associated root group by $R_{\phi_{k}}$. Then for all $X \in \mathfrak{g}_{x, r, r^{+}}$, we can write $X=\sum_{k=1}^{m} X_{\phi_{k}} \bmod \mathfrak{g}_{x, r^{+}}$, where $X_{\phi_{k}} \in R_{\phi_{k}} \cap \mathfrak{g}_{x, r}$.

The set $\left\{X_{\phi_{k}}\right\}$ defines a set of pair of integers by $\left(i_{k}, j_{k}\right):=\left(k_{a, k}, k_{b, k} \bmod n\right)$. Given $k, k^{\prime} \in\{1,2, \ldots, n\}$, we have

- $i_{k}=i_{k^{\prime}} \Longrightarrow \phi_{k}=\phi_{k^{\prime}}$.
- $j_{k}=j_{k^{\prime}} \Longrightarrow \phi_{k}=\phi_{k^{\prime}}$.

Example 3.1.8. Let us consider an example of the case where $x \in \mathscr{C}$ is in a sufficiently small $\epsilon_{1}$ neighborhood of the origin of $\mathcal{A}(T)$. We have $\mathfrak{g}_{x, 0}=\mathfrak{g}_{x, \epsilon_{2}}=\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & R \\ \hline\end{array}\right]$ and $\mathfrak{g}_{x, \epsilon_{2}^{+}} \neq\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{R}\end{array}\right]$, for some small $\epsilon_{2}>0$.

Since $x \in \dot{C}$, there are only three possibilities for what $\mathfrak{g}_{x, \epsilon_{2}^{+}}$can be. $\mathfrak{g}_{x, \epsilon_{2}^{+}}=\left[\begin{array}{ll}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]$ or $\mathfrak{g}_{x, \epsilon_{2}^{+}}=\left[\begin{array}{ccc}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$ or $\mathfrak{g}_{x, \epsilon_{2}^{+}}=\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$, thus $\mathfrak{g}_{x, \epsilon_{2}, \epsilon_{2}^{+}}=\left[\begin{array}{ccc}0 & R \text { 角 } & 0 \\ 0 & 0 & R \mathfrak{p} \\ 0 & 0 & 0\end{array}\right]+\mathfrak{g}_{x, \epsilon_{2}^{+}}$or $\mathfrak{g}_{x, \epsilon_{2}, \epsilon_{2}^{+}}=$ $\left[\begin{array}{ccc}0 & R \vee p & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]+\mathfrak{g}_{x, \epsilon_{2}^{+}}$or $\mathfrak{g}_{x, \epsilon_{2}, \epsilon_{2}^{+}}=\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & R>\mathfrak{p} \\ 0 & 0 & 0\end{array}\right]+\mathfrak{g}_{x, \epsilon_{2}^{+}}$respectively.

Since $X \in \mathcal{N} \cap \mathfrak{g}_{x, \epsilon_{2}, \epsilon_{2}^{+}}$, we see that $X$ will have to satisfies the conclusion of Corollary 3.1.7.

We can now prove Proposition 3.1.3:

Proof. By Corollary 3.1.7 we have that for $X \in \mathcal{N} \cap \mathfrak{g}_{x, r, r^{+}}$, where $x$ is in $\dot{C}, X$ is a nice matrix, and we can thus assume our $X$ is nice.

### 3.1.2 Descent and Recovery

Now that we have the above results, we may proceed dealing with only the nice elements $X$.

Proposition 3.1.9. Suppose $x$ is in $\stackrel{\circ}{C}$ and $X$ is a nice nilpotent element $X=\sum_{\phi} X_{\phi}$ in $\mathfrak{g}_{x, r} / \mathfrak{g}_{x, r^{+}}$, with each $X_{\phi} \notin \mathfrak{g}_{x, r^{+}}$for $\phi \in \Phi(T, r, x)$ and $X_{\phi} \in R_{\phi}$, the root group corresponding to $\phi$.

There's a way to define a one parameter subgroup $\lambda$ of a torus $T$ such that:
(a) we have that $\langle\lambda, \phi\rangle=2$ for the $\phi$ occurring in the sum,
(b) Suppose $\psi \in \Phi(T)$, the set of affine roots of $G$ with respect to $T$ and $v$. If $\psi(x)>r$, $Y_{\psi} \in \mathfrak{g}_{\psi} \backslash \mathfrak{g}_{\psi^{+}}$and $<\lambda, \psi \gg 0$, then there exists $C \in \mathfrak{g}_{x, 0^{+}}$such that $[C, X]=Y_{\psi}$ $\bmod \mathfrak{g}_{\psi^{+}}$.
Note that this is equivalent to the statement that if $<\dot{\psi}, \lambda \gg 0, \mathfrak{g}_{\psi} \backslash \mathfrak{g}_{\psi^{+}} \subset$ $\left[X, \mathfrak{g}_{x, 0^{+}}\right] \backslash \mathfrak{g}_{x, \psi^{+}} \subseteq \mathfrak{g}_{x, r^{+}}$.

Before starting the proof, I want to define a more general version of Jordan block notation that will be used in the proof of the main proposition.

Definition 3.1.10. Given $X$ a nice nilpotent matrix in $M_{n}(K)$, we can define a Jordan chain as follows:

Consider the space $K^{n}$, where $K$ is the base field. For $t \in \mathbb{N}$, we define

$$
\operatorname{ker}^{t}(X)=\left\{v \in K^{n} \mid X^{t}(v)=0\right\}
$$

and we let $d_{t}$ denote the dimension of $\operatorname{ker}^{t}(X)$. We know that $\operatorname{ker}^{a}(X) \subseteq \operatorname{ker}^{b}(X)$ if $a \leq b$ and we have a chain $V$ of vector space maps of length $L \leq n$, where $L$ is the minimum integer $k$ such that $X^{k}=0$ :

$$
0 \hookrightarrow \operatorname{ker}^{1}(X) \hookrightarrow \operatorname{ker}^{2}(X) \hookrightarrow \ldots \hookrightarrow \operatorname{ker}^{L-1}(X) \hookrightarrow \operatorname{ker}^{L}(X) \cong K^{n}
$$

Note that for $A \in \operatorname{ker}^{a}(X) \backslash \operatorname{ker}^{a-1}(X)$, we have $X(A) \in \operatorname{ker}^{a-1}(X) \backslash \operatorname{ker}^{a-2}(X)$. We look at sub-filtrations $\mathcal{U}$ of $V$ of the form $\{0\}=U_{0} \varsubsetneqq U_{1} \varsubsetneqq \ldots \varsubsetneqq U_{s}$ such that for $1 \leq t \leq s$ we have $U_{t} \subseteq \operatorname{ker}^{t}(X), U_{t} / U_{t-1} \simeq K$, and $X\left(U_{t+1}\right)=U_{t}$. We also require that each $U_{t}$ be spanned by a $t$ element subset of the standard basis of $K^{n}$, denoted by $U_{t}=\operatorname{span}\left\langle e_{w_{t}}, \ldots, e_{w_{1}}\right\rangle$. We call such a sub-filtration $\mathcal{U}$ a Jordan chain provided that the only sub-filtration of $V$ that contains $\mathcal{U}$ and has these properties
is the chain $\mathcal{U}$ itself. We can associate to the sub-filtration $\mathcal{U}$ the ordered datum $[\mathcal{U}]=\left[w_{1}, w_{2}, \ldots, w_{s}\right]$, note that the $w_{i}$ are positive integers.

Remark 3.1.11. There will be at most finitely many Jordan chains associated to $X$, and thus we can enumerate them as $\mathcal{U}^{1}, \mathcal{U}^{2}, \mathcal{U}^{3}, \ldots, \mathcal{U}^{M(X)}$.

With this definition, we can associate to any integer $N \in\{1,2 \ldots, n\}$ a unique Jordan Chain $\mathcal{U}^{i}$ indexed by $i \in I=\{1,2, \ldots, M(X)\} \subset \mathbb{N}$, with length $s_{i}$, and a unique $c \in\left\{1,2, \ldots, s_{i}\right\}$, such that $N=w_{i, c} \in\left[\mathcal{U}^{i}\right]$.

Note that if $X$ happens to be in Jordan block form, then the set of Jordan chains is giving us exactly the same information that the Jordan blocks of $X$ carry.

Moreover, we can associate a Young tableau to a Jordan Chain of the matrix $X$. A Young tableau is a Young diagram of size $n$ filled with integers in the range $\{1,2, \ldots, n\}$. We fill the $i$-th row of the Young Tableau with datum $\left[\mathcal{U}^{i}\right]$ in order, as illustrated in the following example.

Example 3.1.12. Suppose

$$
X=\left[\begin{array}{lllllll}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Notice that, in this case, there are only two Jordan chains, namely $\left[\mathcal{U}^{1}\right]=[1,2,3,4,5,6]$ and $\left[\mathcal{U}^{2}\right]=[7]$, which correspond to the two Jordan Blocks. We also have $w_{1,1}=1$, $w_{1,2}=2, w_{1,3}=3, w_{1,4}=4, w_{1,5}=5, w_{1,6}=6$ and $w_{2,1}=7$.

Recall that every Jordan block can be denoted $J_{\lambda, d}$ where $d$ is its dimension, and $\lambda$ is the corresponding eigenvalue. We can denote the Jordan block that corresponds to $\mathcal{U}^{1}$ by $J_{0,6}=\left[\begin{array}{lllll}0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0\end{array}\right]$ and the one that corresponds to $\mathcal{U}^{2}$ by $J_{0,1}=[0]$.

In this case, the corresponding Young Tableau is:

| 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 7 |  |  |  |  |  |
|  |  |  |  |  |  |

Example 3.1.13. Suppose

$$
X=\left[\begin{array}{lllll}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & \varpi & 0 & 0 & 0
\end{array}\right] .
$$

Notice that there is only one Jordan chain here, namely the chain attached to the datum $[1,3,5,2,4]$.

In this case, the corresponding Young Tableau is:

| 1 | 3 | 5 | 2 | 4 |
| :--- | :--- | :--- | :--- | :--- |

Example 3.1.14. Suppose

$$
X=\left[\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \varpi & 0 & 0 & 0 & 0
\end{array}\right]
$$

Notice that, there are two Jordan chains here, namely $\left[\mathcal{U}^{1}\right]=[1,3,5]$ and $\left[\mathcal{U}^{2}\right]=$ $[6,2,4]$. Note that we also have $\left[\mathcal{U}^{2}\right]$ is not $[4,2,6]$ as order matters in the definition, and $\operatorname{ker}^{1}(X)=\operatorname{span}\left\langle e_{1}, e_{6}\right\rangle$. We also have:

$$
w_{1,1}=1, w_{1,2}=3, w_{1,3}=5, \text { and } w_{2,1}=6, w_{2,2}=2, w_{2,3}=4 .
$$

In this case, the corresponding Young Tableau is:

| 1 | 3 | 5 |
| :--- | :--- | :--- |
| 6 | 2 | 4 |

Definition 3.1.15. Fix $X$ that is nice. From $X$ we have Jordan chains $\left[\mathcal{U}^{i}\right]=$ $\left[w_{i, 1}, \ldots, w_{i, s_{i}}\right]$ for $i \in I=\{1,2, \ldots M(X)\}$ with $\sum_{i=1}^{k} s_{k}=n$. Recall that for each $N \in\{1, \ldots, n\}$, we can associate a unique $i \in I$ and a unique $c \in\left\{1,2, \ldots, s_{i}\right\}$ such that $N=w_{i, c}$.

We use this to define $\lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right): G L_{1} \rightarrow \operatorname{Diag}_{n} \rightarrow G L_{n}$ by

$$
\lambda_{j}(t)=\lambda_{w_{i, c}}(t)=t^{s_{i}-2 c+1}
$$

for $0 \leq j \leq n$.

Example 3.1.16. Suppose

$$
X=\left[\begin{array}{lllll}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & \varpi & 0 & 0 & 0
\end{array}\right]
$$

The $\lambda$ that is associated to this element is

$$
\lambda: t \mapsto\left[\begin{array}{ccccc}
t^{4} & 0 & 0 & 0 & 0 \\
0 & t^{-2} & 0 & 0 & 0 \\
0 & 0 & t^{2} & 0 & 0 \\
0 & 0 & 0 & t^{-4} & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

There is only one Jordan chain here, namely the one with associated datum [1, 3, 5, 2, 4], and thus $\lambda(t)=\operatorname{Diag}\left[t^{4}, t^{-2}, t^{2}, t^{-4}, 0\right], \sum_{k=1}^{M(X)} s_{k}=s_{1}=n=5$.

Example 3.1.17. Suppose

$$
X=\left[\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \varpi & 0 & 0 & 0 & 0
\end{array}\right] .
$$

The $\lambda$ that is associated to this element is

$$
\lambda: t \mapsto\left[\begin{array}{cccccc}
t^{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & t^{-2} & 0 & 0 \\
0 & 0 & 0 & 0 & t^{-2} & 0 \\
0 & 0 & 0 & 0 & 0 & t^{2}
\end{array}\right] .
$$

Note that here there are two chains, namely $[1,3,5]$ and $[6,2,4]$, and we have that $n=6=s_{1}+s_{2}=3+3$.

We now prove Proposition 3.1.9.

Proof. Since $X$ is a nice nilpotent element, we can define $\lambda$ using Definition 3.1.15. By the definition of $\lambda$, we have $\langle\lambda, \phi\rangle=2$. This proves $(a)$.

Fix $\psi \in \Phi(T)$ such that $<\lambda, \psi \gg r$.

Since $X$ is a nice nilpotent element, we can denote $X=\left[X_{i, j}\right]$, where

$$
X_{i, j}= \begin{cases}u \varpi^{v\left(\mathfrak{g}_{x, r, i, j}\right)} & u \in R^{\times} \text {and } i=w_{\tilde{i}, c}, j=w_{\tilde{i}, c+1} \\ & \text { for some } \tilde{i} \in I=\{1,2, \ldots M(X)\} \text { and } w_{i, c} \neq w_{i, c+1}, \\ 0 & \text { else. }\end{cases}
$$

Here $v\left(\mathfrak{g}_{x, r, i, j}\right):=\min \left(\left\{v\left(X_{i, j}\right) \mid X \in \mathfrak{g}_{x, r}\right\}\right)$.

We will now prove (b): Take $C=\Delta_{i, j}=\left[a_{k l}\right]$, where

$$
a_{k l}= \begin{cases}\varpi^{|\psi(x)-r|} & i=k, j=l \\ 0 & \text { else }\end{cases}
$$

and we are going to prove that, fixing $Y_{\psi} \in \mathfrak{g}_{\psi} \backslash \mathfrak{g}_{\psi^{+}}$, we can find $C$ such that $[C, X]=$ $Y_{\psi}$.

Without loss of generality, this is equivalent to the following claim: For any $Q \in$ $\{1,2, \ldots, n\}$, let $\Lambda_{Q}=\operatorname{ord}_{t}\left(\lambda(t)_{Q, Q}\right) \in \mathbb{Z}$, the order of the $Q$-th diagonal entry of $\lambda(t)$. Now, for any $O, P \in\{1,2, \ldots, n\}$, if $\Lambda_{O}-\Lambda_{P}>0$, then there exists a matrix $C$ that is in the form $\Delta_{i, j}$ such that $[C, X]_{\ell, m} \neq 0$ if and only if $\ell=O$ and $m=P$. Moreover, if the gradient of $\psi$ corresponds to the root space indexed by $(O, P)$, then $[C, X] \in \mathfrak{g}_{\psi} \backslash \mathfrak{g}_{\psi}^{+}$.

To prove this claim, we first prove two lemmas.
Lemma 3.1.18. If $C=\Delta_{i, j}$, then using the notation $\delta_{f, g}=\left\{\begin{array}{ll}1 & f=g \\ 0 & \text { else }\end{array}\right.$, we have that

$$
[C, X]_{O, P}=\varpi^{\lfloor\psi(x)-r\rfloor}\left(\delta_{i, O} X_{j, P}-X_{O, i} \delta_{P, j}\right)
$$

for $1 \leq O, P \leq n$.

Proof. Since $C=\Delta_{i, j}$ from the definition of $X$ we have,

$$
\begin{aligned}
{[C, X]_{O, P} } & =\sum_{m}\left(C_{O, m} X_{m, P}-X_{O, m} C_{m, P}\right) \\
& =C_{O, j} X_{j, P}-X_{O, i} C_{i, P}
\end{aligned}
$$

The result follows.

Recall that for any $N \in\{1,2, \ldots, n\}$ we can find appropriate $i, c$, so that $N=w_{i, c}$. Now we denote $i$ by $i_{N}$ and $c$ by $c_{N}$ so we can denote $\Lambda_{O}=s_{i_{O}}-2 c_{O}+1$ and $\Lambda_{P}=s_{i_{P}}-2 c_{P}+1$, but then since $\Lambda_{O}>\Lambda_{P}$, we have that $s_{i_{O}}-2 c_{O}+1>s_{i_{P}}-2 c_{P}+1 \Longleftrightarrow s_{i_{O}}-s_{i_{P}}>$ $2\left(c_{O}-c_{P}\right)$. Notice that here we have $1 \leq c_{O} \leq s_{i_{O}}$ and $1 \leq c_{P} \leq s_{i_{P}}$.

Lemma 3.1.19. Suppose $1 \leq O, P \leq n$ and $\Lambda_{O}>\Lambda_{P}$. We have $O \neq w_{i_{0}, s_{i} O}$ or $P \neq w_{i_{P}, 1}$.

Proof. Suppose we have $O=w_{i_{O}, s_{i_{O}}}$ for some $i_{O} \in I$ and $P=w_{i_{P}, 1}$.

Recall that for each $N \in\{1, \ldots, n\}$, we can associate $i \in I, c \in\left\{1,2, \ldots, s_{i}\right\}$, such that $N=w_{i, c}$, and $\Lambda_{N}=\Lambda_{w_{i, c}}=s_{i}-2 c+1$.

Therefore, we have $\Lambda_{O}=s_{i_{O}}-2 s_{i_{O}}+1=1-s_{i_{O}}$ and $\Lambda_{P}=s_{i_{P}}-2+1=s_{i_{P}}-1$, and so we have $1-s_{i_{O}} \leq 0 \leq s_{i_{P}}-1$ since $s_{\tilde{i}}>0$ for all $\tilde{i} \in I$, and thus a contradiction of the assumption $\Lambda_{O}>\Lambda_{P}$.

We complete the proof of Proposition 3.1.9:

Note that since $X$ is nice, to show that $[C, X]_{\ell, m} \neq 0$ if and only if $\ell=O$ and $m=P$, it is enough to show that $[C, X]_{O, P} \neq 0$. As a result of Lemma 3.1.19, either $X_{j, P} \neq 0$ or $X_{O, i} \neq 0$ for some $i$ and $j$. So we can take $C=\Delta_{w_{i_{0}, c_{O+1}, P}}$ in the first case and $C=\Delta_{O, w_{i_{P}, c_{P}-1}}$ in the second case. Since $X_{O, i} \neq 0$ in the first case and $X_{j, P} \neq 0$ in the second case, we conclude that $[C, X]_{O, P} \neq 0$. The element $C$ has been chosen so that $[C, X]_{O, P}$ lies in the proper lattice.

Example 3.1.20. Let's go back to one of the examples above:

$$
X=\left[\begin{array}{llllll}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \varpi & 0 & 0 & 0 & 0
\end{array}\right]
$$

Recall that we can define the $\lambda$ that is associated to this element by

$$
\lambda: t \mapsto\left[\begin{array}{cccccc}
t^{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & t^{-2} & 0 & 0 \\
0 & 0 & 0 & 0 & t^{-2} & 0 \\
0 & 0 & 0 & 0 & 0 & t^{2}
\end{array}\right] .
$$

And we will have the weight spaces:

$$
\left[\begin{array}{cccccc}
0 & 2 & 2 & 4 & 4 & 0 \\
-2 & 0 & 0 & 2 & 2 & -2 \\
-2 & 0 & 0 & 2 & 2 & -2 \\
-4 & -2 & -2 & 0 & 0 & -4 \\
-4 & -2 & -2 & 0 & 0 & -4 \\
0 & 2 & 2 & 4 & 4 & 0
\end{array}\right]
$$

Recall that here are two chains, namely $[1,3,5]$ and $[6,2,4]$. Note that if

$$
C=\left[\begin{array}{cccccc}
d_{1} & a & b & 0 & 0 & e w^{-1} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & d_{4} & c & 0 \\
0 & 0 & 0 & d & d_{5} & 0 \\
f & g & h & 0 & 0 & d_{6}
\end{array}\right]
$$

then we have

$$
[C, X]=\left[\begin{array}{cccccc}
0 & e & d_{1} & a & b & 0 \\
0 & 0 & 0 & -d_{4} & -c & 0 \\
0 & 0 & 0 & -d & -d_{5} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & d_{6} w & f & g & h & 0
\end{array}\right] .
$$

Thus, by choosing the entries of $C$ in the appropriate lattices in $K$, we can recover $\mathfrak{g}_{\psi}$ for all $\psi \in \Phi$ for which $\psi(x)>r$ and $\langle\dot{\psi}, \lambda\rangle>0$.

Now that we proved Proposition 3.1.9, we may now prove a version of descent and recovery and then prove the theorem.

We begin by unraveling the definitions.

Let us consider $f \in D_{r^{+}}$with $f=\sum_{i} f_{i}$ where $f_{i} \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x_{i}, r^{+}}\right)$. Using the linearity of $T$, without loss of generality, we can assume $f \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x, r^{+}}\right)$for some $x \in \mathcal{B}(G)$. We can then write $f=\sum_{\bar{Z} \in \mathfrak{g} / \mathfrak{g}_{x, 0^{+}}} c_{\bar{Z}}\left[Z+\mathfrak{g}_{x, 0^{+}}\right]$, where we have $\left[Z+\mathfrak{g}_{x, 0^{+}}\right]$is the characteristic function on the corresponding cosets and all but finitely many $c_{\bar{Z}}=0$. Since $T$ is linear, we can assume, without loss of generality, that $f:=\left[Z+\mathfrak{g}_{x, r^{+}}\right]$.

Now that $Z+\mathfrak{g}_{r, r^{+}} \subset \mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}$, for some $s<r$. Since we have $T \in \operatorname{res}_{D_{0}^{+}} \tilde{J}_{0^{+}}$, we have $T(f)=0$ if $\operatorname{supp}(f) \cap\left(\mathfrak{g}_{x, s^{+}}+\mathcal{N}\right)=\varnothing$, and thus $T(f)=0$ unless $\left(Z+\mathfrak{g}_{r, s^{+}}\right) \cap \mathcal{N} \neq \varnothing$.

Therefore, without loss of generality, we may assume $Z=X+Y$ with $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s}\right.$ \ $\left.\mathfrak{g}_{x, s^{+}}\right)$and $Y \in \mathfrak{g}_{x, s^{+}}$.

Theorem 3.1.21. (Descent and Recovery) Given $\mathrm{G}=G L_{n}$. Recall that we have $x \in B(G)$, and $x$ is in the interior of the standard alcove. Suppose $s<r$. Suppose $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$. In the case where $X$ is nice, there exists $\lambda \in X_{*}^{k}(S)$ such that for all sufficiently small $\epsilon>0$ we have:

1. $X \in \mathfrak{g}_{x+\epsilon \cdot \lambda, s^{+}}$for sufficiently small $\epsilon>0$.
2. $\forall Y^{\prime} \in \mathfrak{g}_{x, s^{+}}, X+Y^{\prime}+\mathfrak{g}_{x+\epsilon \lambda, r^{+}} \subset{ }^{G_{x, r-s}}\left(X+Y^{\prime}+\mathfrak{g}_{x, r^{+}}\right)$.

Remark 3.1.22. Notice that we know that $X$ is nice from Proposition 3.1.3, thus we know that the result holds for the interior of the fundamental alcove $C$.

Proof. From the definition of the Moy-Prasad lattices, for sufficiently small $\epsilon>0$, we have $\mathfrak{g}_{x, s^{+}} \subset \mathfrak{g}_{x+\epsilon \cdot \lambda, s^{+}}$. Choose $\lambda$ as in Proposition 3.1.9. Note that $X=\sum_{\phi} X_{\phi}$ and $\langle\lambda, \phi\rangle=2$ for all such $\phi$, and we have

$$
\phi(x+\epsilon \cdot \lambda)=\phi(x)+\epsilon \cdot\langle\dot{\phi}, \lambda>=s+2 \epsilon>s .
$$

Therefore, we have $X \in \mathfrak{g}_{x+\epsilon \cdot \lambda, s^{+}}$for $\epsilon>0$.

For the second statement, we know by definition that ${ }^{G_{x,(r-s)}} Y^{\prime} \subset Y^{\prime}+\mathfrak{g}_{x, r^{+}}$. We now
take $C \in \mathfrak{g}_{x, r-s}, 1+C \in G_{x, r-s}$, and compute

$$
\begin{aligned}
{ }^{1+C} X & =(1+C) X\left(1-C+C^{2}-C^{3}+\ldots\right) \\
& =1+[C, X]+\left(X, C^{2}\right)+\ldots \\
& \equiv 1+[C, X] \bmod \mathfrak{g}_{x, r^{+}}
\end{aligned}
$$

Thus it suffices to show $X+\mathfrak{g}_{x+\epsilon \cdot \lambda, r^{+}} \subset X+\left[X, \mathfrak{g}_{x, r-s}\right]+\mathfrak{g}_{x, r^{+}}$.

By Proposition 3.1.9, we have that if $\phi \in \Phi(x, r)$, and $\phi(x+\epsilon \cdot \lambda)=r+2 \epsilon>r \Longleftrightarrow<$ $\dot{\phi}, \lambda \gg 0$, then $X+\mathfrak{g}_{\phi} \subset X+\left[X, \mathfrak{g}_{x, r-s}\right]$. Since $\phi(x+\epsilon \lambda)>r$ if and only if $\langle\phi, \lambda\rangle>0$, we conclude

$$
X+\mathfrak{g}_{x+\epsilon \cdot \lambda, r^{+}} \subset X+\left[X, \mathfrak{g}_{x, r-s}\right]+\mathfrak{g}_{x, r^{+}}
$$

as needed.

Conjecture 3.1.23. Theorem 3.1.19 holds not only for $x$ such that $x$ is in the open hull of the standard alcove $\dot{C}$, but also for $x$ on the boundary of $C$.

If Conjecture 3.1.23 holds, then we can replace Lemma 2.3.1 in [DeBacker(2002)] with this conjecture, and, with the same proof developed in section 2.4 in [DeBacker(2002)], one can show that $\operatorname{res}_{D_{r^{+}}} \tilde{J}_{r^{+}}$is completely determined by $\operatorname{res}_{D_{r^{+}}^{r}} \tilde{J}_{r^{+}}$. Thus one can complete the proof of Theorem 2.2.4, which is the desired homogeneity result.

### 3.2 Homogeneity Results for GL3

We will prove the complete homogeneity result in the case of $G L_{3}$.

The study of homogeneity for $G L_{3}$ was initiated by Stephen DeBacker in his Ph.D. thesis [DeBacker(1997)]. However, few details were provided. I will fill in the details
that are not in his thesis.

### 3.2.1 Conventions and notation for Section 3.2

We adopt the following notation and conventions.

We will consistently use $u, v$ to denote elements that are from $R^{\times}$.

Let $T_{m}$ denote the subgroup of $T$ where each diagonal entry lies in $1+\wp^{m}$. For $1 \leq i \neq j \leq 3$ and $m \in \mathbb{Z}$ we let $U_{i j}\left(\wp^{m}\right)$ denote the subgroup of $G L_{3}$ consisting of matrices with entries from $\wp^{m}$ in the $i j^{\text {th }}$ entry, ones on the diagonal, and zeros in all other entries. For example, $U_{21}\left(\wp^{m}\right)$ is the group consisting of matrices of the form $\left[\begin{array}{lll}1 & 0 & 0 \\ z & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ with $z \in \mathfrak{p}^{m}$.

We use the following computation frequently during the process, and we record it here to reduce the length of the exposition.

For $a \in R, b \in R$, and $m \in \mathbb{Z}_{>0}$ we have

$$
\begin{aligned}
\frac{1+\varpi^{m} a}{1+\varpi^{m} b} \bmod \varpi^{m+1} & =\left(1+\varpi^{m} a\right)\left(1-\varpi^{m} b\right) \bmod \varpi^{m+1} \\
& =1+(a-b) \varpi^{m} \bmod \varpi^{m+1}
\end{aligned}
$$

### 3.2.2 Two results

There are two propositions that we need to prove before discussing the calculation phase of our proof.

Proposition 3.2.1. For $G=G L_{n}, \operatorname{res}_{D_{r}} \tilde{J}_{r^{+}}=\operatorname{res}_{D_{r+\epsilon}} \tilde{J}_{r+\epsilon^{+}}$and res ${D_{r^{+}}^{r}}^{\tilde{J}_{r^{+}}}=\operatorname{res}_{D_{r+\epsilon^{+}}^{r+\epsilon}} \tilde{J}_{r+\epsilon^{+}}$ unless $r=\frac{k}{m}$, where $k, m, n \in \mathbb{Z}$ and $0 \leq k<m<n$, where in the case of $G L_{3}$, these $r$ values are from $\left\{0, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}\right\}$.

Proof. We want to first simplify the problem, so that the only points we have to consider are the barycenters of the facets.

Proposition 3.2.2. Without loss of generality, res $_{D_{r^{+}}^{r}} \tilde{J}_{r^{+}}$can be determined by looking at functions supported at barycenters.

Proof. Let us first recall the definition of optimal points. To our fixed alcove $C \subset$ $\mathcal{A}(T)$, we can associate a basis $\Sigma_{C}$ of our affine roots $\Phi$ by

$$
\Sigma_{C}=\{\psi \in \Phi \mid \forall x \in \bar{C}, 0 \leq \psi(x) \leq 1\} .
$$

Given any nonempty subset $\Xi \subset \Sigma_{C}$, we define the function $f_{\Xi}: \bar{C} \rightarrow \mathbb{R}$, by $f_{\Xi}(x)=$ $\min \{\psi(x) \mid \psi \in \Xi\}$. Then the set of optimal points in $\bar{C}$ are the set of points

$$
\left\{x_{\Xi} \in \bar{C} \mid \varnothing \neq \Xi \subset \Sigma_{C} \text { and } f_{\Xi} \text { attains its maximum value at } x_{\Xi}\right\} .
$$

Recall that by Moy and Prasad [Prasad and Moy(1996)], the set

$$
\mathcal{O}:=\{x \in \bar{C} \mid x \text { is the barycenter of a facet }\}
$$

is the set of optimal points in the case of type $A_{n}$. Moreover, for $z \in \bar{C}$ and $r \in \mathbb{R}$ there exists $x, y \in \mathcal{O}$, such that $\mathfrak{g}_{x, r} \subset \mathfrak{g}_{z, r} \subset \mathfrak{g}_{y, r}$ and $\mathfrak{g}_{x, r^{+}} \supset \mathfrak{g}_{z, r^{+}} \supset \mathfrak{g}_{y, r^{+}}$, which means $\mathfrak{g}_{r}=\bigcup_{x \in \mathcal{O}}\left({ }^{G} \mathfrak{g}_{x, r}\right)$ and $\mathfrak{g}_{r^{+}}=\bigcup_{x \in \mathcal{O}}\left({ }^{G} \mathfrak{g}_{x, r^{+}}\right)$. It also means

$$
D_{r^{+}}=\sum_{z \in G \mathcal{O}} C_{c}\left(\mathfrak{g} / \mathfrak{g}_{z, r^{+}}\right)
$$

and

$$
C\left(\mathfrak{g}_{z, r} / \mathfrak{g}_{z, r^{+}}\right) \subset C\left(\mathfrak{g}_{y, r} / \mathfrak{g}_{y, r^{+}}\right) .
$$

Since for $G L_{n}$ we have that the set $\mathcal{O}$ is in bijective correspondence with the set of optimal points, we have that $r e s_{D_{r^{+}}^{r}} \tilde{J}_{r^{+}}$and $r e s_{D_{r^{+}}} \tilde{J}_{r^{+}}$can be determined by looking at functions supported at the barycenters of the facets of $\bar{C}$.

Since $\mathfrak{g}_{x, r} \neq \mathfrak{g}_{x, r^{+}}$for $x$ that are barycenters of facets only if $r=\frac{k}{m}$, where $k, m, n \in \mathbb{Z}$ and $0 \leq k<m<n$, Proposition 3.2.1 follows.

### 3.2.3 On depth $r=0^{+}$

We will begin our discussion with the case where $r=0$.

## Proposition 3.2.3.

$$
\operatorname{res}_{D_{0^{+}}} \tilde{J}_{0^{+}}=\operatorname{res}_{D_{0^{+}}^{0}} \tilde{J}_{0^{+}} .
$$

Proof. Fix $f \in D_{0^{+}}$with $f=\sum_{i} f_{i}$ such that $f_{i} \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x_{i}, 0^{+}}\right)$. Since $T$ is linear, without loss of generality we can assume $f \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x, 0^{+}}\right)$for some $x \in \mathcal{B}$. Therefore, we can write

$$
f=\sum_{\bar{Z} \in \mathfrak{g} / \mathfrak{g}_{x, 0^{+}}} c_{\bar{Z}}\left[Z+\mathfrak{g}_{x, 0^{+}}\right],
$$

where we have [ $Z+\mathfrak{g}_{x, 0^{+}}$] is the characteristic function on the corresponding coset and all but finitely many $c_{\bar{Z}}=0$. Since $T$ is linear, we can assume, without loss of generality, that $f:=\left[Z+\mathfrak{g}_{x, 0^{+}}\right]$.

Choose $s$ so that $Z+\mathfrak{g}_{x, 0^{+}} \subset \mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}$. Since $T \in \tilde{J}_{0^{+}}$, we have $T(f)=0$ if $\operatorname{supp}(f) \cap$ $\left(\mathfrak{g}_{x, s^{+}}+\mathcal{N}\right)=\varnothing$, and thus $T(f)=0$ unless

$$
\left(Z+\mathfrak{g}_{x, s^{+}}\right) \cap \mathcal{N} \neq \varnothing .
$$

Therefore, without loss of generality, we may assume $Z=X+Y$ with $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s}\right.$ \
$\left.\mathfrak{g}_{x, s^{+}}\right)$and $Y \in \mathfrak{g}_{x, s^{+}}$.

Up to conjugacy, we need only those three cases where $f$ is invariant with respect to $\mathfrak{g}_{[1,1,1], 0^{+}}=\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right], \mathfrak{g}_{[2,1], 0^{+}}=\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathrm{p} \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right]$, or $\mathfrak{g}_{[3], 0^{+}}=\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$. These three cases correspond to the three conjugacy classes of barycenters of facets.

We will examine these three cases here.

1. $\mathcal{L}_{x}=[3]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 0^{+}}$, where $x$ is the corner of $C$ corresponding to [3] as on page $17, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<0$, and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m$, for $m \in \mathbb{Z}_{>0}$.

Since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & v \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
(a) Suppose $X=\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& =\frac{1}{q^{2}} \sum_{\alpha, \beta \in R / \mathfrak{p}} T\left[\left(X+\left[\begin{array}{lll}
0 & \alpha & 0 \\
0 & 0 & \beta \\
0 & 0 & 0
\end{array}\right]+Y\right)+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{2}} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{3}} \sum_{\bar{u} \in U_{12}\left(\mathfrak{p}^{m}\right) / U_{12}\left(\mathfrak{p}^{m+1}\right)} T\left[{ }^{u} X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & R \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{3}} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

Note that $X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ll}\mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{y} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{y} & R & R \\ \mathfrak{y} & R & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [1, 1, 1]-filtration than $\left[X+Y+\left[\begin{array}{c}\mathfrak{p} \mathfrak{p}_{\mathfrak{p}} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right.$.
(b) Suppose $X=\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]=\frac{1}{q} \sum_{\bar{u} \in U_{21}\left(\wp^{m}\right) / U_{21}\left(\wp^{m+1}\right)} T\left[{ }^{u} X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q} \sum_{\alpha \in R / \mathfrak{p}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & \alpha \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

Therefore, we have

$$
\begin{aligned}
& =\frac{1}{q^{2}} \sum_{\beta \in R / \mathfrak{p}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & \beta \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{2}} T\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \text {. }
\end{aligned}
$$

Note that $X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ll}\mathfrak{y} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p} & R\end{array}\right]\right]$, which has support closer to the origin with respect to the [2, 1]-filtration than $\left[X+Y+\left[\begin{array}{c}\mathfrak{p} \\ \mathfrak{j} \mathfrak{p}_{\mathfrak{p}} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.
2. $\mathcal{L}_{x}=[2,1]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 0^{+}}$, where $x$ is the barycenter of an edge of $C$ and $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<0$ and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m+1 / 2$ or $s=-m$, for $m \in \mathbb{Z}_{>0}$.
(a) Suppose $s=-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$
we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\left.\begin{array}{rl}
T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p}
\end{array}\right]\right.
\end{array}\right]=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left[\begin{array}{lll}
t & \left.X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q} \sum_{\alpha \in R / \mathfrak{p}} T\left[X+\left[\begin{array}{lll}
0 & \alpha & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & R \\
\mathfrak{p} & R \\
\hline
\end{array}\right]\right] \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{array}\right.
$$

Note that $X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p} & R\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\begin{array}{ll}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{R}\end{array}\right]\right]$ had with respect to the [2, 1]-filtration.
(b) Suppose $s=-m+1 / 2$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & v & 0\end{array}\right]$.
i. Assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We then have

$$
\begin{aligned}
& T\left[X+Y+\left[\begin{array}{ll}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & R \\
\mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right]=\frac{1}{q} \sum_{\bar{u} \in U_{32}\left(\wp^{m}\right) / U_{32}\left(\mathfrak{p}^{m+1}\right)} T\left[\begin{array}{l}
\left.{ }^{u} X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & R \\
\mathfrak{p} & R
\end{array}\right]\right]
\end{array}\right] \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

Note that $X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $[X+Y+$ $\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$, which has support closer to the origin with respect to the $[1,1,1]$-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & R\end{array}\right]\right]$ had with respect to the $[2,1]$ filtration.
ii. Assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & v \varpi & 0\end{array}\right]$. We have

$$
\begin{aligned}
T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} \mathfrak{p} & R \\
\mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] & =\frac{1}{q} \sum_{\bar{u} \in U_{32}\left(\mathfrak{p}^{m}\right) / U_{32}\left(\mathfrak{p}^{m+1}\right)} T\left[\begin{array}{ll}
\left.{ }^{u} X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{array}\right] .
\end{aligned}
$$

Note that $X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{y} & R \\ \mathfrak{y} & \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{y} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & R\end{array}\right]\right.$ p $\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$, which has support closer to the origin with respect to the $[1,1,1]$-filtration than $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \hline\end{array}\right]\right]$ had with respect to the $[2,1]$ filtration.
3. $\mathcal{L}_{x}=[1,1,1]$. In this case we are looking at the coset $X+Y+\mathfrak{g}_{x, 0^{+}}$, where $x$ is the barycenter of $C$ and $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<0$ and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=1 / 3-m$ or $s=2 / 3-m$, for $m \in \mathbb{Z}_{>0}$.
(a) Suppose $s=1 / 3-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. In both cases we have

$$
T\left[X+Y+\left[\right]\right]=\sum_{\alpha \in \mathfrak{p} / \mathfrak{p}^{2}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
$$

Note that $\left[\begin{array}{ccc}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=g\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathrm{p} \\ \mathfrak{p} & \mathrm{p} & \mathfrak{p}\end{array}\right] g^{-1}$ where $g=\left[\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & 1 \\ & 0 & 0\end{array}\right]$. Note that $\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha & 0 & 0\end{array}\right] \epsilon$ $\left[\begin{array}{lll}R & R & \mathfrak{p}^{-1} \\ \mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R\end{array}\right]$ while $Y \in\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathrm{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$ and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$. Therefore, $X+Y+$ $\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]={ }^{g} \mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $[X+$ $\left.Y+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{llll}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha & 0 & 0\end{array}\right]+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the $g \cdot[2,1]$-filtration than $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[1,1,1]$-filtration.
(b) Suppose $s=2 / 3-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$
we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ v \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. In both cases we have

$$
T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right]=\frac{1}{q^{3}} \sum_{\alpha, \beta, \gamma \in R / \mathfrak{p}} T\left[X+\left[\begin{array}{ccc}
0 & \alpha & 0 \\
0 & 0 & 0 \\
\beta \varpi & \gamma \varpi & 0
\end{array}\right]+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right] .
$$

Note that $\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]=g\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right] g^{-1}$ where $g=\left[\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & 1 \\ \hdashline & 0 & 0\end{array}\right]$. Moreover $\left[\begin{array}{ccc}0 & \alpha & 0 \\ 0 & 0 & 0 \\ \beta \omega & \gamma \omega & 0\end{array}\right] \epsilon$ $\left[\begin{array}{lll}R & R & \mathfrak{p}^{-1} \\ R & R & \mathfrak{p}^{-1} \\ \mathfrak{p} & \mathfrak{p} & R\end{array}\right]$, while $Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]$ and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & R \\ \hline\end{array}\right]$. Therefore, $X+Y+\left[\begin{array}{ccc}0 & \alpha & 0 \\ 0 & 0 & 0 \\ \beta \varpi & \gamma \varpi & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]={ }^{2} \mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $[X+Y+$ $\left[\begin{array}{ccc}0 & \alpha & 0 \\ 0 & 0 & 0 \\ \beta w & \gamma w & 0\end{array}\right]+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]$, which has support closer to the origin with respect to the $g \cdot[3]$-filtration than $\left[X+Y+\left[\right.\right.$| $\mathfrak{p}$ | $R$ | $R$ |
| :--- | :--- | :--- |
| $\mathfrak{p}$ |  |  |
| $\mathfrak{p}$ | $R$ |  |
| $\mathfrak{p}$ |  |  |$\left.]\right]$ had with respect to the [1, 1, 1]-filtration.

### 3.2.4 On depth $r=1 / 3^{+}$

Proposition 3.2.4. For $G L_{3}, \operatorname{res}_{D_{1 / 3^{+}}} \tilde{J}_{1 / 3+}=\operatorname{res}_{D_{1 / 3^{+}}} J(\mathcal{N})$.

Proof. Fix $f \in D_{1 / 3^{+}}$with $f=\sum_{i} f_{i}$ such that $f_{i} \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x_{i}, 1 / 3^{+}}\right)$. Since $T$ is linear, without loss of generality we can assume $f \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x, 1 / 3+}\right)$ for some $x \in \mathcal{B}$.

Therefore, we can write

$$
f=\sum_{\bar{Z} \in \mathfrak{g} / \mathfrak{g}_{x, 1 / 3^{+}}} c_{\bar{Z}}\left[Z+\mathfrak{g}_{x, 1 / 3^{+}}\right],
$$

where $\left[Z+\mathfrak{g}_{x, 1 / 3^{+}}\right]$is the characteristic function on the corresponding cosets and all but finitely many $c_{\bar{Z}}=0$. Since $T$ is linear, we can assume, without loss of generality, that $f:=\left[Z+\mathfrak{g}_{x, 1 / 3^{+}}\right]$.

Choose $s$ so that $Z+\mathfrak{g}_{x, 1 / 3^{+}} \subset \mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}$. Since $T \in \operatorname{res}_{D_{1 / 3}^{+}} \tilde{J}_{1 / 3^{+}}, T(f)=0$ if $\operatorname{supp}(f) \cap$
$\left(\mathfrak{g}_{x, s^{+}}+\mathcal{N}\right)=\varnothing$, and thus $T(f)=0$ unless

$$
\left(Z+\mathfrak{g}_{x, s^{+}}\right) \cap \mathcal{N} \neq \varnothing .
$$

Therefore, without loss of generality we may assume $Z=X+Y$ with $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s}\right.$ ) $\left.\mathfrak{g}_{x, s^{+}}\right)$and $Y \in \mathfrak{g}_{\mathfrak{g}_{x, s^{+}}}$.

In addition to the three cases that correspond to the conjugacy classes of barycenters of facets, we need to take up a fourth case (indexed by $z$ which is introduced in (3(a)i) on page 46 below).

We now examine the four cases.

1. $\mathcal{L}_{x}=$ [3]. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 1 / 3^{+}}$, where $x$ is at a vertex of $C$ and $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<\frac{1}{3}$ and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m$, for $m \in \mathbb{Z}_{\geq 0}$.

Since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 2 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
(a) $X=\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & v \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p}_{\mathfrak{p}} \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p} \mathfrak{p}
\end{array}\right]\right]=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left[{ }^{t}(X+Y)+\left[\begin{array}{l}
\mathfrak{p} \mathfrak{p} \mathfrak{p}_{\mathfrak{p}} \\
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{2}} \sum_{\alpha, \beta \in R / \mathfrak{p}} T\left[\left(X+\left[\begin{array}{lll}
0 & \alpha & 0 \\
0 & 0 & \beta \\
0 & 0 & 0
\end{array}\right]+Y\right)+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{2}} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{3}} \sum_{\bar{u} \in U_{12}\left(\mathfrak{p}^{m}\right) / U_{12}\left(\mathfrak{p}^{m+1}\right)} T\left[{ }^{u} X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & R & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & R \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{3}} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

Note that $X+Y+\left[\begin{array}{ll}\mathfrak{p} \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{y}\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{y} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{y} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & R & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [1, 1, 1]-filtration than $\left[X+Y+\left[\begin{array}{l}\mathfrak{p} \\ \mathfrak{y} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{y} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.
(b) $X=\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left(\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{y} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right)=\frac{1}{q^{3}} \sum_{\bar{t} \in T_{m} / T_{m+1}} T\left(\left[\begin{array}{l}
t \\
\end{array}\right.\right. \\
& =\frac{1}{q} \sum_{\alpha \in R / \mathfrak{p}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & \alpha \\
0 & 0 & 0 \\
0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right) \\
& =\frac{1}{q} T\left(\left[X+Y+\left[\begin{array}{lll}
\mathfrak{y} & \mathfrak{p} & R \\
\mathfrak{y} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q} \sum_{\beta \in \mathfrak{p} / \mathfrak{p}^{2}} T\left(\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\beta & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note that \(X+Y+\left[\begin{array}{lll}0 \& 0 \& 0 <br>
0 \& 0 \& 0 <br>

\beta \& 0 \& 0\end{array}\right] \subset \varpi^{-m}\left[\right.\)| $\mathfrak{p}$ | $R$ | $R$ |
| :--- | :--- | :--- |
| $\mathfrak{p}$ | $\mathfrak{p}$ | $R$ |
| $\mathfrak{p}$ |  |  |$]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{c}\mathfrak{p} \\ \mathfrak{y} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{y} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} \mathfrak{p}_{\mathfrak{p}} \\ \mathfrak{p} & \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.

2. $\mathcal{L}_{x}=[2,1]$.

In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 1 / 3^{+}}$, where $x$ is the barycenter of an edge of $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<\frac{1}{3}$, and $Y \in \mathfrak{g}_{x, s^{+}}$.

Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m+1 / 2$ or $s=-m$, for $m \in \mathbb{Z}_{\geq 0}$.
(a) Suppose $s=-m$. Since $T$ is $G$-invariant, thus after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. Then:

$$
T\left(X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & R & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right)=\frac{1}{q^{2}} \sum_{\alpha, \beta \in R / \mathfrak{p}} T\left(\left[X+Y+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 \\
\mathfrak{w} \beta & 0 & \alpha
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\hline
\end{array}\right]\right) .\right.
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathcal{p} \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$ and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$ as well. Thus $X+Y+\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & \alpha \\ \beta \varpi & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathcal{p} \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[2,1]$-filtration.
(b) Suppose $s=-m+1 / 2$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & v & 0\end{array}\right]$. We have

$$
T\left(X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{y} & R \\
\mathfrak{p} & R
\end{array}\right]\right)=\frac{1}{q^{2}} \sum_{\alpha, \beta \in R / \mathfrak{p}} T\left[X+Y+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \alpha \\
\beta \varpi 0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{y} & R \\ \mathfrak{y} & \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$ and $X \in \varpi^{-m}\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$ as well. Thus $X+Y+\left[\begin{array}{cccc}0 & 0 & 0 \\ 0 & 0 & \alpha \\ \beta \varpi & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{y} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [1, 1, 1]-filtration than $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[2,1]$-filtration.
3. $\mathcal{L}_{x}=[1,1,1]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 1 / 3^{+}}$, where $x$ is the barycenter of $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<\frac{1}{3}$, and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=1 / 3-m$ or $s=2 / 3-m$, for $m \in \mathbb{Z}_{\geq 0}$.
(a) Suppose $s=1 / 3-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ u \varpi & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & u \\ v \varpi & 0 & 0\end{array}\right]$.
i. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ u \varpi & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
T\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right]= & \left.\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left[\begin{array}{l}
t \\
{ }^{2}
\end{array}\right)+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & R \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p}, \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

There is a unique point, call it $z$, on the geodesic between the barycenter of $C$ and the vertex corresponding to [3] such that

$$
\mathfrak{g}_{z, 2 / 3}=\mathfrak{g}_{z, 1 / 2^{+}} \mp \mathfrak{g}_{z, 1 / 2}=\mathfrak{g}_{z, 1 / 3^{+}}
$$

and

$$
\mathfrak{g}_{z, 1 / 2^{+}}=\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} & \mathfrak{y} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]
$$

while

$$
\mathfrak{g}_{z, 1 / 2}=\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right] .
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{y} \\ \mathfrak{p}\end{array}\right]$, and we also have $X=$ $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ u \varpi & 0 & 0\end{array}\right] \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$. Thus $X+Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{z, s^{+}}=\mathfrak{g}_{z, 1 / 2-m}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\mathfrak{g}_{z, 1 / 3^{+}}\right]$, which has support closer to the origin with respect to the $z$-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathcal{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[1,1,1]$-filtration.
ii. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & u \\ v \varpi & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left[\begin{array}{l}
t \\
\end{array}\right. \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{y} & \mathfrak{y} & R \\
\mathfrak{p} & R & \mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

Thus $X+Y \subset \varpi^{-m}\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [2,1]-filtration than $\left[X+Y+\left[\begin{array}{cc}\mathfrak{y} & \mathfrak{y} \\ \mathfrak{y} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[1,1,1]$-filtration.
(b) Suppose $s=2 / 3-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 & 0 \\ 0 & v & 0\end{array}\right]$
i. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left(\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right)=\frac{1}{q} \sum_{\bar{u} \in U_{32}\left(\mathfrak{p}^{m}\right) / U_{32}\left(\mathfrak{o}^{m+1}\right)} T\left(\left[\begin{array}{l}
u \\
\end{array}{ }^{u} X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} R \\
\mathfrak{y} & R \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q} T\left(\left[X+Y+\left[\begin{array}{ll}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{2}} \sum_{\alpha \in R / \mathfrak{p}} T\left(\left[X+Y+\left[\begin{array}{lll}
0 & 0 & \alpha \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

In this, we have that $Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{y} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{ll}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]$ and $X \in \varpi^{-m}\left[\begin{array}{ll}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]$. Thus $X+Y+\left[\begin{array}{lll}0 & 0 & \alpha \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{y} & \mathfrak{p} \\ \mathfrak{j} & R \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [3]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[1,1,1]$-filtration.
ii. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 & 0 \\ 0 & v \varpi & 0\end{array}\right]$. We have

$$
\begin{aligned}
& =\frac{1}{q} T\left(\left[X+Y+\left[\begin{array}{ll}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{2}} \sum_{\alpha \in R / \mathfrak{p}} T\left(\left[X+Y+\left[\begin{array}{lll}
0 & 0 & \alpha \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{y} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

 Thus $X+Y+\left[\begin{array}{lll}0 & 0 & \alpha \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [3]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[1,1,1]$-filtration.
4. The point $z$. In this case, we are looking at the $\operatorname{coset} X+Y+\mathfrak{g}_{z, 1 / 3^{+}}$, where $z$ is
as in (3(a)i) on page 46 above, $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<\frac{1}{3}$, and $Y \in \mathfrak{g}_{x, s^{+}}$. From (3(a)i) we know we are only interested in the case when $s=-m+1 / 2$ for $m \in \mathbb{Z}_{>0}$. So, we assume we are in this situation. Since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & u & 0 \\ v & 0 & 0 \\ v & 0 & 0\end{array}\right]$.
(a) $X=\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
T\left(X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & R \\
\mathfrak{p} \mathfrak{p} & R
\end{array}\right]\right)=\sum_{\alpha \in R / \mathfrak{p}} T\left(\left[X+Y+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
\varpi \alpha & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right) .\right.
$$

Note that $X+Y \in X+\varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{y} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus $X+Y+$ $\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha \infty & 0 & 0\end{array}\right] \subset \mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]+\mathfrak{g}_{[1,1,1], 1 / 3^{+}}\right]$, which has support closer to the origin with respect to the $[1,1,1]$-filtration than $[X+Y+$ $\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$ had with respect to the $z$-filtration.
(b) $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ v \varpi & 0 & 0\end{array}\right]$. We have

$$
T\left(X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right)=\sum_{\alpha \in R / \mathfrak{p}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & \alpha \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
$$

Note that $X+Y \in X+\varpi^{-m}\left[\begin{array}{c}\mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}^{2} \mathfrak{p} \\ \mathfrak{p} \\ \hline\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{c}\mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \mathfrak{p} \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[3], s^{+}}$. Thus $X+Y+$ $\left[\begin{array}{lll}0 & 0 & \alpha \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}0 & 0 & \alpha \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]+\mathfrak{g}_{[3], 1 / 3^{+}}\right]$, which has support closer to the origin with respect to the [3]-filtration than $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right.$. with respect to the $z$-filtration.

### 3.2.5 On depth $r=1 / 2^{+}$

Proposition 3.2.5. For $G L_{3}, \operatorname{res}_{D_{1 / 2^{+}}} \tilde{J}_{1 / 2^{+}}=\operatorname{res}_{D_{1 / 2^{+}}} J(\mathcal{N})$.

Proof. Fix $f \in D_{1 / 2^{+}}$with $f=\sum_{i} f_{i}$ such that $f_{i} \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x_{i}, 1 / 2^{+}}\right)$. Since $T$ is linear, without loss of generality we can assume $f \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x, 1 / 2^{+}}\right)$for some $x \in \mathcal{B}$. Therefore, we can write

$$
f=\sum_{\bar{Z} \in \mathfrak{g} / \mathfrak{g}_{x, 1 / 2^{+}}} c_{\bar{Z}}\left[Z+\mathfrak{g}_{x, 1 / 2^{+}}\right],
$$

where we have $\left[Z+\mathfrak{g}_{x, 1 / 2^{+}}\right]$is the characteristic function of the corresponding coset and all but finitely many $c_{\bar{Z}}=0$. Since $T$ is linear, we can assume, without loss of generality, that $f:=\left[Z+\mathfrak{g}_{x, 1 / 2^{+}}\right]$.

Now, we can choose $Z+\mathfrak{g}_{x, 1 / 2^{+}} \subset \mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}$. Since $T \in \tilde{J}_{1 / 2^{+}}$, we have $T(f)=0$ if $\operatorname{supp}(f) \cap\left(\mathfrak{g}_{x, s^{+}}+\mathcal{N}\right)=\varnothing$, and thus $T(f)=0$ unless

$$
\left(Z+\mathfrak{g}_{x, s^{+}}\right) \cap \mathcal{N} \neq \varnothing .
$$

Therefore, without loss of generality we may assume $Z=X+Y$ with $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s}\right)$ $\left.\mathfrak{g}_{x, s^{+}}\right)$and $Y \in \mathfrak{g}_{\mathfrak{g}_{x, s^{+}}}$.

Up to conjugacy, we need to consider four cases. These include the usual three cases where $f$ is invariant with respect to $\mathfrak{g}_{[1,1,1], 1 / 2^{+}}=\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$, $\mathfrak{g}_{[2,1], 1 / 2^{+}}=\left[\begin{array}{cc}\mathfrak{y} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} \\ \mathfrak{p}\end{array}\right]$, or $\mathfrak{g}_{[3], 1 / 2^{+}}=\left[\begin{array}{c}\mathfrak{p} \mathfrak{p}_{\mathfrak{p}}^{\mathfrak{p}} \mathfrak{p} \\ \mathfrak{p} \mathfrak{p} \\ \boldsymbol{p}\end{array}\right]$ and an additional case for the-filtration associated to $z$ (introduced in (3(a)i) on page 46).

We now consider these three cases.

1. $\mathcal{L}_{x}=[3]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 1 / 2^{+}}$, where $x$ is a vertex of $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<\frac{1}{2}$, and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m$, for $m \in \mathbb{Z}_{\geq 0}$.

Since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
(a) $X=\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
T\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right]=\frac{1}{q^{2}} \sum_{\alpha, \beta \in \mathfrak{p} / \mathfrak{p}^{2}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\alpha & \beta & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right] .
$$

Thus $X+Y+\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha & \beta & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathcal{p} \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [2, 1]-filtration than $\left[X+Y+\left[\begin{array}{c}\mathfrak{p} \mathfrak{p}_{\mathfrak{p}} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.
(b) $X=\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & v \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]=\sum_{\alpha \in \mathfrak{p} / \mathfrak{p}^{2}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\alpha & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \\
\hline
\end{array}\right]\right] \\
& =\frac{1}{q} \sum_{\bar{u} \in U_{12}\left(\wp^{m}\right) / U_{12}\left(\wp^{m+1}\right)} T\left[{ }^{u} X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\alpha & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\alpha & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .
\end{aligned}
$$

Note that $X+Y+\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{c}\mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{y} \mathfrak{p}_{\mathfrak{p}} \\ \mathfrak{p} \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} R \\ \mathfrak{y} & R \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right.$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\begin{array}{c}\mathfrak{p}_{\mathfrak{p}}^{\mathfrak{p}} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.
2. $\mathcal{L}_{x}=[2,1]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 1 / 2^{+}}$, where $x$ is the barycenter of an edge in $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$, and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m+1 / 2$ or $s=-m$, for $m \in \mathbb{Z}_{\geq 0}$.
(a) Suppose $s=-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right] \\
& =\frac{1}{q^{2}} \sum_{\bar{u} \in U_{23}\left(\wp^{m}\right) / U_{23}\left(\wp^{m+1}\right)} \sum_{\bar{v} \in U_{31}\left(\wp^{m}\right) / U_{31}\left(\wp^{m+1}\right)} T\left(\left[{ }^{u v} X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right. \\
& =\frac{1}{q^{2}} T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}
\end{array}\right]\right] .\right.
\end{aligned}
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & R\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$ and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$. Thus $X+Y+\left[\begin{array}{lll}0 & 0 & 0 \\ \alpha & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\right.\right.$| $\mathfrak{p}$ | $\mathfrak{p}$ | $R$ |
| :---: | :---: | :---: |
| $\mathfrak{y}$ |  |  |
| $\mathfrak{p}^{2}$ | $\mathfrak{p}^{2}$ | $\mathfrak{p}$ |$\left.]\right]$ had with respect to the $[2,1]$-filtration.

(b) Suppose $s=-m+1 / 2$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & v & 0\end{array}\right]$.
i. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & v & 0 \\ 0\end{array}\right]$. We have

$$
\begin{aligned}
T\left(\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} \mathfrak{p}
\end{array}\right]\right]\right) & =\frac{1}{q^{3}} \sum_{\bar{\epsilon} T_{m} / T_{m+1}} T\left(\left[\begin{array}{l}
t \\
\end{array} \left\lvert\,+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right.\right]\right) \\
& =\frac{1}{q} T\left(\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} R \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{\prime} & \mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right] \subseteq\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$, and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]$. Thus $X+$ $Y+\left[\begin{array}{lll}0 & 0 & 0 \\ \alpha & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{y} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the $[1,1,1]$-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ had with respect to the [2, 1$]$-filtration.
ii. $X=\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. Recall the point $z$ of $C$ that was introduced in (3(a)i
on page 46). We have

$$
\begin{aligned}
& T\left(\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right)=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left(\left[{ }^{t} X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{y} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{2}} T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & R \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Let $\Pi=\left[\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ \varpi & 0 & 0\end{array}\right]$. Note that $X+Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{\Pi z, s^{+}}$and $\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & R \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]=$ $\mathfrak{g}_{\Pi z, 1 / 2^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ in terms of $T$ evaluated at $\left[X+Y+\mathfrak{g}_{\Pi z, 1 / 2^{+}}\right]$, which has support closer to the origin with respect to the $\Pi z$-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{y}\end{array}\right]\right]$ had with respect to the [2, 1]-filtration.
3. $\mathcal{L}_{x}=[1,1,1]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 1 / 2^{+}}$, where $x$ is the barycenter of $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$, and $Y \in \mathfrak{g}_{x, s^{+}}$with $s \leq 1 / 2$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=1 / 3-m$ for $m \in \mathbb{Z}_{\geq 0}$ or $s=2 / 3-m$, for $m \in \mathbb{Z}_{>0}$.
(a) Suppose $s=1 / 3-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ u & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & u \\ v & 0 & 0\end{array}\right]$. In both cases we have

$$
T\left(\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\hline
\end{array}\right]\right]\right)=\sum_{\alpha \in R / \mathfrak{p}, \beta \in \mathfrak{p} / \mathfrak{p}^{2}} T\left(\left[X+Y+\left[\begin{array}{ccc}
0 & \alpha \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) .
$$

Note $X+Y \subset \varpi^{-m}\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{y} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [2,1]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the [1, 1, 1]-filtration.
(b) Suppose $s=2 / 3-m$. In this case, since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & u \varpi & 0\end{array}\right]$
i. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right)\right. \\
&\left.=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left(\left[\begin{array}{lll}
t \\
{ }^{2}
\end{array}\right]+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) \\
&=\frac{1}{q} T\left(\left[X+Y+\left[\begin{array}{lll}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note that $X+Y \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $[X+Y+$ $\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{y} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]$, which has support closer to the origin with respect to the
 filtration.
ii. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & u \varpi & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right)=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left(\left[\begin{array}{lll}
t
\end{array}+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right)\right.\right. \\
& =\frac{1}{q^{2}} T\left(\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}^{2} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{3}} \sum_{\bar{u} \in U_{21}\left(\mathfrak{p}^{m}\right) / U_{21}\left(\mathfrak{\wp}^{m+1}\right)} T\left(\left[{ }^{u} X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{3}} \sum_{\alpha \in R / \mathfrak{p}} T\left(\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note that $X+Y \subset \varpi^{-m}\left[\begin{array}{c}\mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \hline\end{array}\right]=\mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ll}\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [3]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ had with respect to the [1, 1,1$]$-filtration.
(c) The point $z$. From (2(b)ii) we need only handle the case where $s$ is chosen such that

$$
\mathfrak{g}_{[1,1,1], 2 / 3^{+}}=\mathfrak{g}_{z, s^{+}} \mp \mathfrak{g}_{z, s}=\mathfrak{g}_{z, 1 / 2^{+}} .
$$

Since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(z)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & u \varpi & 0\end{array}\right]$. In either case we have

$$
\begin{aligned}
T\left(\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{y} \mathfrak{p} \\
\mathfrak{p}^{2} \mathfrak{p} \mathfrak{p}
\end{array}\right]\right]\right) & \left.=\frac{1}{q} \sum_{\bar{u} \in U_{32}\left(\mathfrak{p}^{m}\right) / U_{32}\left(\mathfrak{p}^{m+1}\right)} T\left({ }^{u} X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}^{2} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p}
\end{array}\right]\right]\right) \\
& \left.=\frac{1}{q} T\left(X+Y+\left[\begin{array}{l}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note that $X+Y \subset \varpi^{-m}\left[\begin{array}{c}\mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{y} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y++\mathfrak{g}_{z, 1 / 2^{+}}\right]$in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{l}\mathfrak{p} \mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [3]-filtration than $\left[X+Y++\mathfrak{g}_{z, 1 / 2^{+}}\right]$had with respect to the $z$-filtration.

### 3.2.6 On depth $r=2 / 3^{+}$

Proposition 3.2.6. For $G L_{3}$, $\operatorname{res}_{D_{2 / 3^{+}}} \tilde{J}_{2 / 3^{+}}=\operatorname{res}_{D_{2 / 3^{+}}} J(\mathcal{N})$.

Proof. Fix $f \in D_{2 / 3^{+}}$with $f=\sum_{i} f_{i}$ such that $f_{i} \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x_{i}, 2 / 3^{+}}\right)$. Since $T$ is linear, without loss of generality we can assume $f \in C_{C}\left(\mathfrak{g} / \mathfrak{g}_{x, 2 / 3^{+}}\right)$for some $x \in \mathcal{B}$. Therefore, we can write

$$
f=\sum_{\bar{Z} \in \mathfrak{g} / \mathfrak{g}_{x, 2 / 3^{+}}} c_{\bar{Z}}\left[Z+\mathfrak{g}_{x, 2 / 3^{+}}\right],
$$

where we have $\left[Z+\mathfrak{g}_{x, 2 / 3^{+}}\right]$is the characteristic function of the corresponding coset and all but finitely many $c_{\bar{Z}}=0$. Since $T$ is linear, we can assume, without loss of generality, that $f:=\left[Z+\mathfrak{g}_{x, 2 / 3^{+}}\right]$.

Now, we can choose $Z+\mathfrak{g}_{x, 2 / 3^{+}} \subset \mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}$. Since $T \in \tilde{J}_{2 / 3^{+}}$, we have $T(f)=0$ if $\operatorname{supp}(f) \cap\left(\mathfrak{g}_{x, s^{+}}+\mathcal{N}\right)=\varnothing$, and thus $T(f)=0$ unless

$$
\left(Z+\mathfrak{g}_{x, s^{+}}\right) \cap \mathcal{N} \neq \varnothing .
$$

Therefore, without loss of generality we may assume $Z=X+Y$ with $X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s}\right)$ $\left.\mathfrak{g}_{x, s^{+}}\right)$and $Y \in \mathfrak{g}_{\mathfrak{g}_{x, s^{+}}}$.

Up to conjugacy, we need only those three cases where $f$ is invariant with respect to $\mathfrak{g}_{[1,1,1], 2 / 3^{+}}=\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right], \mathfrak{g}_{[2,1], 2 / 3^{+}}=\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]$, or $\mathfrak{g}_{[3], 2 / 3^{+}}=\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\ \mathfrak{p}, \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]$. These three cases correspond to the three conjugacy classes of barycenters of facets.

We now consider these three cases.

1. $\mathcal{L}_{x}=[3]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 2 / 3^{+}}$, where $x$ is a vertex of $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$with $s<\frac{2}{3}$, and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m$, for $m \in \mathbb{Z}_{\geq 0}$.

Since $T$ is $G$-invariant, after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
(a) $X=\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
T\left[X+Y+\left[\begin{array}{ll}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]=\frac{1}{q^{2}} \sum_{\alpha, \beta \in \mathfrak{p} / \mathfrak{p}^{2}} T\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\alpha & \beta & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right] .
$$

Thus $X+Y+\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ \alpha & \beta & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ eval-
 which has support closer to the origin with respect to the [2, 1]-filtration than $\left[X+Y+\left[\begin{array}{c}\mathfrak{p} \\ \mathfrak{p} \mathfrak{p}_{\mathfrak{p}} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.
(b) $X=\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & v \\ 0 & 0 & 0\end{array}\right]$. We have

$$
T\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]=\sum_{\alpha, \beta, \gamma \in \mathfrak{p} / \mathfrak{p}^{2}} T\left[X+Y+\left[\begin{array}{ccc}
0 & 0 & 0 \\
\gamma & 0 & 0 \\
\alpha & \beta & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right] .\right.
$$

Thus $X+Y+\left[\begin{array}{lll}0 & 0 & 0 \\ \gamma & 0 & 0 \\ \alpha & \beta & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$
evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right.$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [1, 1, 1]-filtration than $\left[X+Y+\left[\begin{array}{c}\mathfrak{p}_{\mathfrak{p}}^{\mathfrak{p}} \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ had with respect to the [3]-filtration.
2. $\mathcal{L}_{x}=[2,1]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 2 / 3^{+}}$, where $x$ is the barycenter of an edge in $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$, and $Y \in \mathfrak{g}_{x, s^{+}}$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=-m+1 / 2$ or $s=-m$, for $m \in \mathbb{Z}_{\geq 0}$.
(a) Suppose $s=-m$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & u & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
T\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]=\sum_{\alpha \in \mathfrak{p} / \mathfrak{p}^{2}} T\left(\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
\alpha & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) .
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{y} & R \\ \mathfrak{p} & \mathfrak{y} \\ \mathfrak{p}\end{array}\right] \subseteq \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} & \mathfrak{p}\end{array}\right]$, and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$. Thus $X+Y+\left[\begin{array}{lll}0 & 0 & 0 \\ \alpha & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & R & R \\ \mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{y} & \mathfrak{y} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \hline\end{array}\right]\right.$ phat with respect to the [2, 1]-filtration.
(b) Suppose $s=-m+1 / 2$. Since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{lll}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & u \\ 0 & 0 & 0 \\ 0 & v & 0\end{array}\right]$. In both cases we have

$$
T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right)=\sum_{\alpha \in \mathfrak{p} / \mathfrak{p}^{2}} T\left(\left[X+Y+\left[\begin{array}{lll}
0 & 0 & 0 \\
\alpha & 0 & 0 \\
0 & 0 & 0
\end{array}\right]+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) .
$$

Note that $Y \in \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right] \subseteq\left[\begin{array}{ccc}\mathfrak{y} & \mathfrak{p} & R \\ \mathfrak{p} & \mathrm{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2}\end{array}\right]$, and $X \in \varpi^{-m}\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]$. Thus $X+$ $Y+\left[\begin{array}{lll}0 & 0 & 0 \\ \alpha & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & R \\ \mathfrak{p} & \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[1,1,1], s^{+}}$. Thus, we expressed $T$ evaluated at
$\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [1,1,1]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the $[2,1]$-filtration.
3. $\mathcal{L}_{x}=[1,1,1]$. In this case, we are looking at the coset $X+Y+\mathfrak{g}_{x, 2 / 3^{+}}$, where $x$ is the barycenter of $C, X \in \mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)$, and $Y \in \mathfrak{g}_{x, s^{+}}$with $s \leq 2 / 3$. Note that we have $\mathcal{N} \cap\left(\mathfrak{g}_{x, s} \backslash \mathfrak{g}_{x, s^{+}}\right)=\varnothing$ unless $s=1 / 3-m$ for $m \in \mathbb{Z}_{\geq 0}$ or $s=2 / 3-m$ for $m \in \mathbb{Z}_{>0}$.
(a) Suppose $s=1 / 3-m$. Since $T$ is $G$-invariant, thus after conjugating by $\operatorname{stab}_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ u \varpi & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & u \\ v \varpi & 0 & 0\end{array}\right]$. In both cases we have

$$
\begin{aligned}
T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right)\right. & =\frac{1}{q} \sum_{\bar{u} \in U_{23}\left(\mathfrak{p}^{m}\right) / U_{23}\left(\mathfrak{p}^{m+1}\right)} T\left(\left[\begin{array}{ll}
u
\end{array}\right)\right. \\
& =\frac{1}{q} T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note $X+Y \subset \varpi^{-m}\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} R \\ \mathfrak{y} & R \\ \mathfrak{p} & R \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}^{2} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [2,1]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p} & \mathfrak{p}\end{array}\right]\right]$ had with respect to the [1, 1, 1]-filtration.
(b) Suppose $s=2 / 3-m$. In this case, since $T$ is $G$-invariant, after conjugating by $s t a b_{G L_{3}}(x)$ we can assume that $X$ is $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ or $\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & u \varpi & 0\end{array}\right]$
i. $X=\varpi^{-m}\left[\begin{array}{ccc}0 & 0 & 0 \\ u \varpi & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. We have

$$
\left.\left.\begin{array}{rl}
T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} \mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right.\right.
\end{array}\right]\right) \text { ( }
$$

Note that $X+Y \subset \varpi^{-m}\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[2,1], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ in terms of $T$ evaluated at $[X+Y+$ $\left[\begin{array}{lll}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{y} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]$, which has support closer to the origin with respect to the $[2,1]$-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$ had with respect to the $[1,1,1]-$ filtration.
ii. $X=\varpi^{-m}\left[\begin{array}{rrr}0 & 0 & 0 \\ v \varpi & 0 & 0 \\ 0 & u \varpi & 0\end{array}\right]$. We have

$$
\begin{aligned}
& T\left(\left[X+Y+\left[\begin{array}{ccc}
\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}^{2} \mathfrak{p}
\end{array}\right]\right]\right)=\frac{1}{q^{3}} \sum_{\bar{\epsilon} \in T_{m} / T_{m+1}} T\left(\left[\begin{array}{l}
t
\end{array}+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{2}} T\left(\left[X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} & \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right)\right. \\
& =\frac{1}{q^{3}} \sum_{\bar{u} \in U_{21}\left(\wp^{m}\right) / U_{21}\left(\wp^{m+1}\right)} T\left(\left[{ }^{u} X+Y+\left[\begin{array}{cc}
\mathfrak{p} & \mathfrak{p} \mathfrak{p} \\
\mathfrak{p} \mathfrak{p} \\
\mathfrak{p}^{2} & \mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) \\
& =\frac{1}{q^{3}} \sum_{\alpha \in R / \mathfrak{p}} T\left(\left[X+Y+\left[\begin{array}{c}
\mathfrak{p} \mathfrak{p} \mathfrak{p} \\
\mathfrak{y} \mathfrak{p} \\
\mathfrak{p} \\
\mathfrak{p}
\end{array}\right]\right]\right) .
\end{aligned}
$$

Note that $X+Y \subset \varpi^{-m}\left[\begin{array}{c}\mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]=\mathfrak{g}_{[3], s^{+}}$. Thus, we expressed $T$ evaluated at $\left[X+Y+\left[\begin{array}{cc}\mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$ in terms of $T$ evaluated at $\left[X+Y+\left[\begin{array}{l}\mathfrak{p} \mathfrak{p} \mathfrak{p} \mathfrak{p} \\ \mathfrak{p} y \mathfrak{p} \\ \mathfrak{p} \\ \mathfrak{p}\end{array}\right]\right]$, which has support closer to the origin with respect to the [3]-filtration than $\left[X+Y+\left[\begin{array}{ccc}\mathfrak{p} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p} & \mathfrak{p} \\ \mathfrak{p}^{2} & \mathfrak{p}^{2} & \mathfrak{p}\end{array}\right]\right.$,

### 3.2.7 Counting

To complete the proof of the homogeneity result for $G L_{3}$, we need to show that statement 2 of Theorem 2.2.4 holds for $G L_{3}$. By the definition of $\tilde{J}_{r^{+}}$, it is enough to show that an element $T \in \tilde{J}_{r^{+}}$is determined by its values on at most three functions of the form $\left[X+\mathfrak{g}_{x, r^{+}}\right]$where $X \in \mathcal{N} \cap \mathfrak{g}_{x, r}$. It is enough to show that this is true for $x \in\{[1,1,1],[2,1],[3]\}$ and $r \in\{0,1 / 3,1 / 2,2 / 3\}$.

1. The case when $r=1 / 3$ or $r=2 / 3$. Here the only point we need to consider is
$[1,1,1]$ and, as we have seen above, up to conjugacy there are two nontrivial functions of the form $\left[X+\mathfrak{g}_{[1,1,1], r^{+}}\right]$and one trivial one.
2. The case when $r=0$. Since

$$
C\left(\mathfrak{g}_{[1,1,1], 0} / \mathfrak{g}_{[1,1,1], 0^{+}}\right) \subset C\left(\mathfrak{g}_{[3], 0} / \mathfrak{g}_{[3], 0^{+}}\right)
$$

and

$$
C\left(\mathfrak{g}_{[2,1], 0} / \mathfrak{g}_{[2,1], 0^{+}}\right) \subset C\left(\mathfrak{g}_{[3], 0} / \mathfrak{g}_{[3], 0^{+}}\right),
$$

it is enough to consider functions in $C\left(\mathfrak{g}_{[3], 0} / \mathfrak{g}_{[3], 0^{+}}\right)$. Since $G L_{3}\left(\mathbb{F}_{q}\right)$ has exactly three nilpotent orbits in its Lie algebra, the result follows.
3. The case when $r=1 / 2$. Here the only point we need to consider is $[2,1]$ and, as we have seen above, up to conjugacy there are two nontrivial functions of the form $\left[X+\mathfrak{g}_{[1,1,1], r^{+}}\right]$and one trivial one.
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