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Abstract—For robots to be of use to humans, they first must be accepted. One important variable that might impact this acceptance is a robot’s personality. To date, results of studies examining robot personality have produced mixed results. One method of making sense of these results is meta-analysis. Therefore, to examine the potential relationship between robot personality and human acceptance, the authors conducted a review of the human–robot interaction literature and leveraged this review for use in a comprehensive meta-analysis. In doing so, this study contributes to the literature in three ways. First, this study found that a robot’s personality does appear to influence humans’ acceptance of robots. Second, this paper provides an introduction to meta-analysis and detailed methodology that can be applied by other researchers. Third, it identifies gaps within the existing literature and presents opportunities for future research.

I. INTRODUCTION

Robots are increasingly positioned to work collaboratively with humans. This collaboration holds many potential benefits including lower human workload [1], increased safety [2], and improved physical and psychological well-being [3]. To date, however, it is unclear whether humans will accept robots [4]–[6]. A lack of human acceptance would undermine any potential benefits associated with human–robot collaboration. Therefore it is important that robot designers implement methods to encourage humans to accept robots.

Incorporating personality into the design of robots is one way to promote acceptance [7]; yet the literature remains largely mixed about whether a robot’s personality actually promotes acceptance. Personality can be defined as an individual’s “characteristic pattern of behaviors in a broad sense (including thoughts, feelings, and motivation)” [8, Pg.527]. A robot’s personality is based on a human interpretation of the robot’s behavior through the human’s observations, interactions, and expectations of the robot [9], [10]. These interpretations have been shown to decrease and other times to increase the acceptance of robots as measured by a wide range of outcomes [9], [11]–[22]. This makes problematic to form any high-level conclusions on the impact of a robot’s personality on acceptance.

To address this problem, we conducted a meta-analysis on robot personality and human acceptance. In particular, we sought to answer the following question: What is the relationship between a robot’s personality and human acceptance? A meta-analysis is an appropriate method to overcome the limitations of any single study. A meta-analysis overcomes such limitations by quantitatively combining the results of multiple studies in order to build an overall estimation of the relationship between variables (i.e., effect size) across a body of literature [23], [24]. In adopting a meta-analytical approach to answering our research question, we contribute findings that go above and beyond existing works such as narrative reviews [7] on this topic. Narrative reviews struggle to make sense of mixed or conflicting results and are largely limited to qualitative interpretation of studies rather than quantitative analysis of the studies [23, Pg.14]. To date, such an analysis exists for humans’ personality and acceptance [5], but no meta-analysis has been conducted of robots’ personality and acceptance. As a result, the findings of this paper contribute to the literature by providing novel insights into whether robot personality can be used to promote robot acceptance.

In addition we also provide a detailed account of how to conduct a meta-analysis. The motivation behind this is twofold. First, meta-analyses are best implemented with an eye to reproducibility because additional data points will inevitably emerge over time and meta-analyses can be built on by future scholars seeking to incorporate new findings [25]. Second, it is our opinion that the field of human–robot interaction (HRI) is ripe for meta-analyses. The number of HRI studies is increasing and their results at times can conflict with one another, leaving unanswered or poorly answered questions. Therefore, in an effort to assist prospective HRI meta-analysts, we detail not only our methodological approach in general but also the specific decisions and choices made while conducting this meta-analysis and why those decisions were made. As a result, this paper contributes to the literature beyond answering a pressing question in HRI by also acting as an introduction to meta-analysis.

This paper is structured as follows. First, we provide a general summary of our methodology used to identify the papers included in our analysis. Second, we detail the meta-analytical approach used and provide justifications and details regarding the different decisions made during this process. Third, we discuss the results of both our review of the literature and our meta-analysis. Finally, we conclude with a discussion of these results and highlight where additional research is needed.
II. Methodology

The general progression of a meta-analysis begins with a thorough review of the literature. This is necessary because a meta-analysis is only as reliable as the review that supports it. Below, we provide a step-by-step description of the process used to conduct such robust reviews of the literature.

A. Inclusion/Exclusion Criteria

The first step to any review is defining its scope. To accomplish this, we set inclusion and exclusion criteria. Specifically, we used a multi-level approach where our inclusion criteria became progressively stricter as we advanced through the screening process. At the highest level, studies were eligible for inclusion if they were classified as academic works (peer-reviewed publications, theses, dissertations, etc.), written in English, and their titles or abstracts contained the terms “robot” and “personality.” We excluded non-English articles primarily because of the relative dominance of the English language in the databases searched and the lack of a specialist translator on the study team. At the second level, studies were eligible if they met all previous requirements, were empirical in nature and design, focused on embodied physical action robots, and included interactions between at least one human and at least one robot. At the third level, we included studies if they met all previous requirements and directly examined robot personalities. Finally, we included studies at the fourth level if they met all previous requirements and used robot personality as an independent variable in their study designs.

In addition to these inclusion criteria, we established a set of exclusion criteria. These exclusion criteria were applied at all points in the screening process. Specifically, we excluded studies if they focused on embodied virtual action agents (e.g., chat-bots), focused on telepresence robots, manipulated a robot’s personality without examining its impact on human subjects, or focused on the negative attitudes toward robots (NARS) measure as the personality of interest. The exclusion of studies that used the NARS scale was based on this scale’s use as a control variable in many studies [7], [26].

B. Search Process

With the inclusion/exclusion criteria in mind, we then needed to conduct a robust search. This requires establishing inclusive search terms, de-duplicating the results, and screening said results based on our inclusion and exclusion criteria. For this study, we searched across multiple search engines and databases with the same search terms. Specifically, we conducted this search in 2019 and relied on Google Scholar, the ACM Digital Library, IEEE Explore, and Scopus.

C. Search Terms

To identify studies that examined robot personality, we used the following search terms: “human,” “robot,” “human–robot interaction,” “HRI,” and “personality.” These terms offered a broad search based on previous ad hoc searches and experience with the databases used in this study. We manually screened the results returned from searches using these terms, based on our stage one inclusion criteria and general exclusion criteria. This screening took the form of paging through each results page until no relevant studies were returned. On average, each page contained 10–25 results by default. In total, we found 1,819 results across all of our searches before accounting for duplicate entries.

D. De-duplication

Given the breadth of our search and the use of multiple search engines that index from the same databases, duplicate studies were likely. As a result, we used a de-duplication strategy relying on the “publish or perish” application [27] and the revtools package in R [28]. In short, we exported search results in .bib format using native export options where possible (ACM Digital Library, IEEE Explore, and Scopus) and the “publish or perish” application where they were not (Google Scholar). The resulting .bib files were then imported into R and merged into a singular data-frame for processing. Duplicates were identified by title via fuzzy matching and followed up with manual screening. After removing duplicates, we were left with 1,069 total unique studies.

E. Screening Procedure

Screening was conducted on the 1,069 unique studies returned from our search as well as an additional 50 studies identified by cross-referencing existing reviews on personality in HRI (see: [7]). We screened studies first based on title, second on abstract, and third on their full-text content. Title screening relied on our first- and second-stage inclusion criteria and general exclusion criteria. We did this manually in the revtools environment, which presented only the titles of articles, with author names and publication names hidden to reduce bias. Studies were then subjected to two abstract screenings. For the first abstract screening, we used the first- and second-stage inclusion criteria and general exclusion criteria. For the second abstract screening, we used the first-, second-, and third-stage inclusion criteria and general exclusion criteria. Studies were then screened one final time, during which we examined their full-text content. For this screening, we used our fourth-stage inclusion criteria as well as all previous stages and our general exclusion criteria, resulting in a total of 13 studies. A summary of this screening procedure with counts at each stage is presented in figure 1 and the studies are displayed in table I.

III. Meta-Analytical Approach

With the literature review conducted, we then considered meta-analyzing the data from these papers. In particular, for this study we used correlations and adopted a psychometric meta-analytical approach. This involves correcting the distributions of observed correlation coefficients to estimate the distribution of population correlation coefficients. This analysis was conducted in the R environment and relied on the psychmeta package [29]. Using this package, we extracted effect size data and calculated the overall effect sizes weighted by n. In addition, we conducted corrections to these values.
A. Identification of Personality Traits

For our meta-analysis to effectively examine the impact of a robot personality on acceptance, we needed an average effect size of the various measures of robot personality across studies. Results of our review, however, indicated that though various measures were present, there was little variety in terms of the personality traits across the literature and even less that contained sufficient data for inclusion in our meta-analysis. Specifically, only three studies looked at personality traits other than extroversion and dominance and, of those, none reported sufficient data for inclusion in our meta-analysis. This indicates a strong need for additional research because personality traits other than extroversion and dominance could not be incorporated into this meta-analysis even though they were present in the broader literature. For the purposes of this paper, we proceeded with our analysis keeping in mind that only a subset of personality traits (extroversion and dominance) were used in the meta-analysis.

B. Identification of Acceptance Outcomes

The outcome of interest for this meta-analysis was robot acceptance. Because acceptance is complex, we first needed to establish a classification for outcomes related to acceptance so the studies’ results could be binned (i.e., coded) appropriately. For this meta-analysis, we adopted the perspective of Heerink et al. (2009) [31], who extended the Universal Theory of Acceptance and Use of Technology (UTAUT) model originally proposed by Venkatesh et al. (2003) [32]. This model defines 13 sub-components of acceptance: anxiety, attitude, facilitating conditions, intention to use, perceived adaptability, perceived enjoyment, perceived ease of use, perceived sociability, perceived usefulness, social influence, social presence, trust, and use/usage. From this list of sub-components, we classified the various acceptance-related outcomes presented across studies.

C. Calculation of Effect Sizes

Effect sizes reflect the magnitude to a treatment effect or the relative strength of a relationship [23]. In a meta-analysis, effect sizes are the primary data point used to consolidate multiple studies and establish an overall effect size between two variables. For this meta-analysis, we utilized correlations ($r$) values. We obtained these directly from each study’s results where available, and where they were not, we calculated them based on the data reported. The specific calculations depended on what data were reported in each study. Generally, we used the available data across studies to calculate Cohen’s $D$ and converted this value to $r$ as recommended by Borenstein et al. (2011) [23]. For specific equations and further explanation of effect size calculations, see [23] or similarly [24].

D. Reliability

Given that this meta-analysis was conducted in the psychometric tradition, we also examined measurement error (i.e., reliability). Reliability is the ratio of “true” to total variance present in the measurement of a variable of interest [23]. To account for reliability, we took the reliabilities reported across
studies – typically in the form of $\alpha$ values – and incorporated those data points into our overall analysis via R and psychmeta. Where reliability was not reported, we imputed the data from existing reliability data via the recommendations of the psychmeta package [29].

E. Variance Estimates

Variance estimation is critical to a robust meta-analysis because it allows the meta-analyst to make sense of the pattern of effects observed [23]. It does so by examining the degree of consistency across the effect sizes reported and illustrating to what degree these effect sizes result from random error versus genuine differences among studies. Practically, a large degree of unaccounted variance might be attributed to aspects or characteristics of a given study that function as moderators between the predictor and the outcome [23], [24]. Therefore, accounting for the variance present between effect sizes is useful because it can indicate whether moderators are present.

To measure variance between effect sizes, this study used two measures of heterogeneity. Both relied on the Hunter-Schmidt method of variance calculation [33] using the equations recommended by [34]. These produced both a $Q$ statistic and an $I^2$ value. For $Q$ statistic $P$ values, significant values of $p < 0.05$ indicated that the variability across effect sizes was “real” and not caused by measurement or random error [24] while for $I^2$ we used the thresholds provided by [35]. Specifically, they state that an $I^2$ of 0% to 40% indicates that heterogeneity might not be important; 30% to 60% might represent moderate heterogeneity; 50% to 90% may represent substantial heterogeneity; and 75% to 100%, is considerable heterogeneity [35]. We adopted both approaches given the popularity of $Q$ statistics and the relative strength of $I^2$ values.

IV. RESULTS OF LITERATURE REVIEW

Literature reviews provide useful information in their own right aside from merely setting the groundwork for a meta-analysis. To highlight this, we summarize the literature identified in our review by first describing the characteristics of these studies and then discussing their general findings. Table I provides a list of these studies, where they are incorporated in this paper, and their abbreviations.

A. Study Characteristics

By reviewing the literature on a given topic we can discover not only what has been found relative to independent and dependent variables (IVs/DVs) but also the characteristics of different studies. Specifically, we can determine what IVs and DVs were examined and how. Determining this sets the stage for future research by identifying gaps from both a methodological and conceptual perspective. To this end, the following sections report sampling information and discuss the IVs and DVs examined across the literature. We detail the gaps that emerged from this examination in section VII.

1) Sample Sizes & Diversity: The average sample size across studies was 67, with a standard deviation of 58. Within these samples, gender was not reported by two studies ([18], [20]), with one additional study providing only partial data ([13]). Across the studies that did report gender information, the average ratio of men to women was 48%, indicating a relatively high average level of gender diversity. Figure 2 illustrates these findings. For age groups, five studies ([12], [15], [18]–[20]) did not report this information. The remaining eight studies sampled individuals primarily between ages 18 and 44 ([9], [11], [13], [16], [21], [22]), with only one study examining 45- to 64-year-olds ([14]) and one studying people ages 65+ ([17]). From these results, it appears that the diversity in the ages of samples was relatively low, thus providing an opportunity for additional research.

Fig. 2. Bar graph showing sample sizes by study

2) Personality Traits (IVs): The independent variable of interest for this review was robot personality. Results showed that a majority of studies examined personality via the trait of extroversion (k=10) with a minority of studies examining dominance (k=2), openness (k=1), “blame personality” (k=1), and a combination of personality and emotionality (k=1). Measures of robot personality largely relied on custom or new measures of personality (k=4), while established measures such as the Big Five [36], [37] (k=2) and Wiggins scales [38] (k=2) were used less frequently. This finding is similar to that of [10]: extroversion appears to be the most common personality trait examined within the domain of HRI. Table II summarizes these personality traits by study and outcome.

3) Acceptance (DVs): Acceptance was measured via a range of different scales and the majority of studies used more than one measure per sub-component of acceptance. In all, 29 different outcomes related to acceptance were reported. From these, we grouped together outcomes via [31]’s 13 sub-components of acceptance. This produced eight outcomes across these studies. Table II summarizes these outcomes by personality trait and study.

B. Study Findings

Another important contribution of reviews is their capacity for summarizing the existing literature’s results. In doing
so, reviews adopt an interpretivistic approach whereas meta-analyses adopt an empirical approach. Reviews can paint broad pictures of existing literature but often struggle with mixed results, as is the case across the robot personality and acceptance literature. In particular, five studies in our review found that a robot’s personality has a significant impact on acceptance ([11], [12], [14], [18], [19]), two found no significant relationship ([15], [20]), and the remaining six studies found mixed results ([13], [16], [21], [22]) or results that were moderated by a robot’s role ([9], [17]). These results are broken down by sub-component in table II.

Because of these mixed results, this review is somewhat limited. In particular, it can produce a general description of the literature’s findings but it cannot fully determine the presence or relative strength of the relationship between a robot’s personality and human acceptance of the robot. While reporting and summarizing the existing literature are certainly warranted, we now move to our meta-analysis, the larger focus of this paper.

A. Main Effect of Robot Personality on Acceptance

Table III and figure 3 show the results of a meta-analysis examining the impact of robots’ personalities on acceptance outcomes. In table III, \( K \) indicates the number of studies while \( N \) represents the number of subjects across studies and the “mean R” indicates the average correlation between robot personality and acceptance. Figure 3 visually represents these results via a forest plot, where the correlation between acceptance and personality is depicted as a point bounded by its confidence interval (lines to the left and right of the point). This was repeated once for each study included in the analysis and can help illustrate whether the effects across studies tend to line up or vary substantially from one study to the next.

V. RESULTS OF META-ANALYSIS

Leveraging the results of our literature review, we found that of the 13 studies identified, only 9 were eligible for meta-analysis. The other four studies were excluded from the meta-analysis because there was insufficient data reporting such that an effect size could not be calculated ([15]), the effects of robot’s personality could not be isolated ([12], [16]), or the study reported one-off personality traits ([11]). While nine studies is on the lower end of the spectrum for meta-analyses, the number is still sufficient because the canonical minimum number of studies needed for a meta-analysis is only two [39]. Much like sample sizes in experimental studies, however, the power of an analysis can play an important role in determining the minimum number of studies required for a meta-analysis [40]. Because meta-analysis allows us to critically evaluate and statistically combine the results of these nine studies, we can increase the number of observations and therefore the statistical power present in our analysis. This improves the estimates of the effect size of the treatments. For example, the average power across studies was an \( \alpha = 0.44 \), but when these studies were combined into a meta-analysis, the meta-analysis possessed a power of \( \alpha = 0.94 \). Given that the meta-analysis possessed sufficient power and accurately represented the literature, we considered it sufficient as a standalone meta-analysis for the purposes of this paper.

| Table II |

<table>
<thead>
<tr>
<th>Acceptance Sub-component</th>
<th>Study</th>
<th>Personality</th>
<th>Outcome</th>
<th>Effect</th>
<th>Dom</th>
<th>Agr</th>
<th>Opn</th>
<th>Sig</th>
<th>Moderators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance</td>
<td>Lower et al., 2010</td>
<td>x</td>
<td>Y</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Attitude</td>
<td>Lower et al., 2008</td>
<td>x</td>
<td>Y</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Efferent Use</td>
<td>Lower et al., 2012</td>
<td>x</td>
<td>N</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Usefulness</td>
<td>Lower et al., 2012</td>
<td>x</td>
<td>N</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Social Influence</td>
<td>Lower et al., 2012</td>
<td>x</td>
<td>N</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Social Presence</td>
<td>Lower et al., 2010</td>
<td>x</td>
<td>N</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Trust</td>
<td>Lower et al., 2010</td>
<td>x</td>
<td>N</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table III: RESULTS OF META-ANALYSIS INVESTIGATING THE RELATIONSHIP BETWEEN ROBOT PERSONALITY AND ACCEPTANCE

<table>
<thead>
<tr>
<th>Analysis Type</th>
<th>Predictor</th>
<th>Outcome</th>
<th>sig</th>
<th>k</th>
<th>N</th>
<th>Mean R</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>Robot Personality</td>
<td>Acceptance</td>
<td>Y</td>
<td>9</td>
<td>770</td>
<td>0.23</td>
<td>[0.15,0.39]</td>
</tr>
</tbody>
</table>

Fig. 3. Forrest plot with effect sizes between robot personality & acceptance.

These results indicate that the estimated corrected score (i.e., “true score”) relationship between robot personality and acceptance is significant and positive (\( k=9, r^2=0.23, 95\% \text{ CI} [0.15, 0.39] \)). Specifically, it appears that a robot’s personality has a significant impact on humans’ acceptance of robots and that this impact might be positive. While this result in and of itself is insightful, it is also useful to check for moderators.
To accomplish this, we conducted an analysis of heterogeneity based on $Q$ and $I^2$ statistics. Results of this analysis showed that moderators are unlikely. This was the case because we observed a non-significant $Q$ statistic ($Q = 11.78, p=0.16$) and a relatively low $I^2$ value ($I^2 = 32.1$).

B. Robustness Checks

To assess the overall robustness of our meta-analytical results, we investigated the potential for publication bias and assessed the individual impact of any study to skew our results. To do this, we used a funnel plot and also conducted a leave-one-out sensitivity analysis. Next, we explain each approach in detail along with its results.

1) Publication Bias: Publication bias is the degree to which “the research that appears in the published literature is systematically unrepresentative of the population of completed studies” [41, Pg.1]. To determine the publication bias present in this meta-analysis, we used funnel plots instead of the fail-safe N or file-drawer analysis. Unlike the funnel plots, the fail-safe or file-drawer analysis methods do not “directly acknowledge the average size of, or the variation in, effects that have been observed” [42, Pg.123]. Further, “different versions of the fail-safe N produce very different results” [42, Pg.124], which frequently leads to misinterpretation and provides only vague indications of publication bias [42].

The funnel plot analysis (in figure 4) shows that there is a greater number of studies with higher correlation ($r$) values indicating that positive correlations are published more frequently than negative correlations. Each dot in figure 4 represents a single study; the y-axis is the standard error of the estimate while the x-axis is the correlation. Studies with higher power are placed closer to the top and those with lower power are placed toward the bottom of the figure. Investigations of these plots can reveal publication bias when the dots (studies) are grouped together and are found more frequently on the right (positive correlation) side of the straight horizontal line than on the left (negative correlation) side.

Based on this study’s results, it appears that publication bias is present and outlets tend to favor strong and positive correlations. The degree of bias, however, appears to be relatively moderate. This is because some studies appear in the low-to-no-correlation range, indicating that weaker results are also reported. The plot is somewhat asymmetrical, but this is not especially pronounced. Asymmetrical groupings imply the presence of unpublished results, and the stronger the asymmetry, the stronger the publication bias presented. Therefore, it appears that the literature is biased but that the degree of this bias is not extreme.

2) Leave-One-Out Sensitivity Analysis: To further assess the robustness of our results, we conducted a leave-one-out sensitivity analysis. This analysis assists in the identification of outliers because we can determine the impact that the exclusion of any single study has on our overall findings. This analysis acts by running nine separate meta-analyses (one per study), excluding a different study each time. Figure 5 presents the results of this analysis, including the mean $\rho$ or correlation coefficient of a meta-analysis conducted with the named study left out of the analysis. The point is the mean $\rho$ bounded by 95% and 80% confidence intervals. The point repeats for each study until the analysis has been run once for each excluded study. Inspection of these results shows shifts from the exclusion of different studies, but these shifts are small, indicating that it is unlikely that any individual study produced an out-size effect on our overall findings.

VI. Summary of Findings

In this literature review and meta-analysis, we investigated the impact of robot personality on acceptance. To do so, we screened more than 1,800 studies, eventually including 13 studies in the qualitative synthesis and nine studies in the quantitative meta-analysis. Results of this meta-analysis indicated that robot personality appears to have a significant and positive impact on acceptance ($k=9, r^2=0.23, 95\%\ CI:[0.15,0.39]$).

VII. Discussion & Contributions

In this paper, we set out with the primary goal of answering the question: What is the relationship between a robot’s personality and human acceptance? To accomplish this, we conducted a meta-analysis and detailed our methodology to provide a step-by-step example on how to conduct a meta-analysis. In doing so, we produced two sets of contributions to the literature. The first of these is the results of our meta-analysis itself and the second is the associated methodological outline provided. Next we discuss each of these contributions.
A. Robot Personality and Human Acceptance Insights

The results of the meta-analysis provide evidence that robot personality is significantly and positively related to acceptance but that the effect size is small ($r < 0.30$) [43], [44]. Based on the existing literature, one might have concluded that the relationship was small and negative ($r = -0.1$) [17] or even large and positive ($r = 0.7$) [13]. This would mislead researchers and designers to either abandon or over-rely on robot personality for promoting human acceptance. Results of this study show that robot personality is an important factor to consider but that it would be a mistake to solely rely on it to promote a human’s acceptance of robots. For practitioners, this means that when attempting to promote robot acceptance, a robot’s personality is one important factor but that other factors should be considered as well.

Aside from this primary finding, our meta-analysis found no evidence of moderators among this set of studies. This was the case because the heterogeneity statistics were non-significant. However, this could be a result of the lack of diversity in the studies’ samples. For example, the participants’ ages ranged mostly between 18 years and 44 years and did not incorporate minors or older adults (65+). Furthermore, the social context that the human–robot interaction is embedded within has been shown to be an important factor [45]. However, few studies in our meta-analysis clearly defined this social context, nor did these studies examine a wide variety of social contexts. Therefore additional studies with more diverse samples and a wider range of social contexts are needed before we can rule out the possibility of moderators.

Finally, the majority of studies included in our meta-analysis looked at extroversion, with only two examining dominance. Therefore the results of this meta-analysis might speak more to extroversion’s impact on acceptance than robot personality generally. It is possible that other personality traits such as neuroticism, openness, agreeableness, or conscientiousness could have a different relationship with acceptance. To determine this, future studies are warranted that examine other personality traits.

B. Meta-Analyses & HRI

To help spur research, in this paper we provide a detailed methodology for meta-analysts in HRI. We do so because the field of HRI has seen a growing influx of research in recent years leading to a great wealth of papers and experimental results. This large sum of literature presents an opportunity for those seeking to make sense of the often disjointed and mixed results found in the HRI literature. It is no surprise, then, that meta-analysis has been used by a handful of scholars to examine topics such as trust [46], [47], anthropomorphism [48], [49], and human personality [5]. There still, however, remain many unanswered questions. As a result, additional contributions to the HRI literature in the form of new meta-analyses on pressing topics such as anthropomorphism, trust repair, individual differences, and more have the potential to produce significant advancements in our understanding of HRI.

C. Limitations & Future Work

While our paper provides a valid approach to meta-analysis, this approach is not without limitations. Specifically, it is possible that additional papers have been published on this topic in 2020 and beyond. These additional papers might not only impact the qualitative synthesis of this literature but also the meta-analytic results. In addition, the studies included in this meta-analysis were written in the English language. Future researchers might wish to investigate non-English-language publications, as well, to determine whether these studies exist and, if so, how their results compare to those found in this paper. Finally, the measures of acceptance and personality used across studies in our meta-analysis varied among studies. While these measures were ultimately similar, a certain degree of variance might be attributable to the differences that do exist. Therefore, future meta-analyses could examine this variance.
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