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Abstract—Trust is vital for effective human–robot teams. Trust is unstable, however, and it changes over time, with decreases in trust occurring when robots make mistakes. In such cases, certain strategies identified in the human–robot literature can be deployed to repair trust, including apologies, denials, explanations, and promises. Whether these strategies work in the human–robot domain, however, remains largely unknown. This is primarily because of the fragmented and dispersed state of the current literature on trust repair in HRI. As a result, this paper brings together studies on trust repair in HRI and presents a more cohesive view of when apologies, denials, explanations, and promises have been seen to repair trust. In doing so, this paper also highlights possible gaps and proposes future work. This contributes to the literature in several ways but primarily provides a starting point for future research and recommendations for studies seeking to determine how trust can be repaired in HRI.

I. INTRODUCTION

Human–robot teams hold great potential to extend the capabilities of human flexibility, adaptability, and creativity by coupling these with a robot’s capacity for accuracy, speed, and consistency [1], [2], [3], [4]. As a result, human–robot teams are beginning to emerge in a variety of work environments [5], [6]. For example, a range of fast-food chains and restaurants have added robots to their teams [7], [8], [9] and retailers have deployed shelf-scanning robots [10], [11]. Trust, however, is required for the success of these human–robot teams [12], [13], [14], [6], [15]. Trust, or accepting the vulnerability associated with relying on others, is vital for human–robot teams but is often decreased by trust violations [16], [17], [18]. Trust is dynamic and changes over time, with significant decreases in trust occurring when robots inevitably make mistakes (i.e. trust violations) [19], [20], [21]. Researchers have studied various approaches to mitigating the negative impacts of trust violations via various trust repair strategies such as apologies, denials, explanations, or promises [22].

In recent years, a number of HRI trust repair studies have emerged, yet it is not clear whether or when a particular trust repair strategy is effective. As a result, designers and researchers are unable to reliably determine whether and when certain trust repairs are effective. In response, we complemented and built upon prior discussions of trust repair in the HRI literature [19] by conducting an up-to-date and systematic review of the literature on this topic and highlighting where future work is needed.

II. BACKGROUND

To contextualize the results of the HRI literature we now introduce and discuss the concepts of trust violations and repair. To this end, we first provide a summarization of trust violations and how they have been categorized. Second, we define trust repairs and provide a description of the various strategies used to repair trust.

A. Trust Violations

Trust violations are events that reduce a trusting’s perceptions of trustworthiness and trust in a trustee [23], [24]. This reduction in trust has been shown to negatively impact a team’s collaborative potential, regardless of whether that team is made of humans [25] or includes robots [19], [20]. In HRI, three categories of trust violations have been defined: violations of ability, integrity, and benevolence [26].

Ability-based trust violations occur when a robot violates a human’s expectations of the robot’s performance. Examples of this type of violation in the HRI literature are instances where a robot makes a mistake unintentionally [27]. Integrity-based trust violations occur when a robot violates a human’s expectations of the robot’s honesty and ethical consistency. Examples of integrity-based violations in the HRI literature take the form of a robot acting against a teammate during collaborative tasks, even when they promised not to [27]. Benevolence-based trust violations occur when a robot fails to meet a human’s expectations of the robot’s purpose (i.e. who the robot is designed for). Benevolence-based violations differ from integrity-based violations in that benevolence-based violations indicate a degree of malice or ill will, whereas integrity-based violations do not. The HRI literature has not explicitly examined violations of benevolence. Possible forms of this type of violation, however, might include a robot undermining a human teammate in service of another, a robot rejecting or ignoring feedback, or a robot acting in direct conflict with a human’s desires. Ultimately, all of these types of violations lead to reductions in trust.

B. Trust Repairs

Trust repairs can be defined as efforts undertaken to restore trust following an actual or perceived trust violation [28], [29], [30]. Trust repair strategies typically take one of four forms: apologies, denials, explanations, or promises [22], [31], [32]. Overall each of these strategies has been seen as generally effective, but various theoretical justifications
Apologies are attempts to re-frame the trustee after a violation of trust has occurred [33], [34], [35]. Specifically, apologies are a type of verbal trust repair strategy that seeks to express remorse for a relational or social transgression coupled with an explicit or implicit admission of guilt [36], [22], [35]. For example, the phrase “I’m sorry I did that” is an apology. On the other hand, denials are rejections of culpability coupled with one or more external reasons as to why a violation of trust was committed [19, Pg. 30:16]. The goal of a denial is to shift blame from the trustee to somewhere else [37], [35]. For example, “I didn’t mess up... something else must have happened” is a denial.

Explanations are explicit verbal statements made with the goal of providing the reasons why an action has occurred [38]. An example of an explanation might be, “I see, my sensors were not calibrated so I missed the object.” Explanations provide transparency, which helps others understand the inner workings or logic behind why an event happened [39], [37], [40], [22], [41]. Promises are assertions by a trustee designed to convey positive intentions about future acts [31]. An example of a promise is the statement, “I promise I’ll do this correctly next time.” A full literature review on trust repair in HRI has not been conducted. To rectify this, we transition to a discussion of our methodology for identifying and reviewing appropriate works on this topic.

III. METHOD

A. Search Process

We identified studies by conducting repeated searches across three search engines. Specifically, we focused our search using Google Scholar, Scopus, and the ACM Digital Library. To define our search terms we first conducted a series of naive searches and through iteration settled on a fixed set of search terms and Boolean logic. In particular, our terms were: (Trust OR Trustworthiness) AND (Repair OR Recovery) AND (Robot OR “HRI” OR “Human Robot Interaction”). We then progressively paged through the results from these terms until no relevant results were present. Relevant results were results that contained the aforementioned search terms in their titles or abstracts. After conducting this search and removing duplicates, we identified 566 results. These results were then subject to a multi-stage screening process resulting in the identification of 22 total studies.

B. Study Screening

Studies in this review underwent a three-stage screening procedure during which we applied progressively stricter inclusion criteria. Studies were screened first based on title, second on abstract, and third on their full-text content. Title screening required that studies be classified as academic works (peer-reviewed publications, theses, dissertations, etc.), written in English, with their titles or abstracts containing one or more of our search terms. Studies were then subject to a second screening focused on their abstracts. Studies at this stage of screening were required to meet all previous criteria as well as being empirical, focusing on embodied physical action robots, and including interactions between at least one human and at least one robot. Finally, we screened studies based on their full-text content. This required studies to meet all prior screening criteria and explicitly report the impact of one or more trust repairs.

In addition to all of these screening criteria, we implemented a set of exclusion criteria. These exclusion criteria were applied at all points in the screening process. Specifically, we excluded studies if they focused on embodied virtual action (EVA) agents (e.g., chat-bots) or telepresence robots, or did not examine how trust repairs impact human subjects. Studies of EVA agents and telepresence robots were excluded as a result of this paper’s focus on robots as opposed to virtual agents and artificial intelligence in general. After conducting all screening, we identified 22 studies and incorporated them into this review.

IV. RESULTS OF LITERATURE REVIEW

A. Repair Strategies

Across the HRI trust repair literature, a range of trust repair strategies were examined. Across the 22 studies included in our review, 13 examined more than one trust repair strategy and 7 combined multiple strategies together. Of these strategies, the most popular was apologies (k=12), followed by explanations (k=5), denials (k=5), and promises (k=3). Aside from these, replacement [42], assurance of competency, gas-lighting [43], offering compensation [44], and requesting help [45] were examined by one study each. Regarding different combinations of repair strategies, apologies were combined with promises in three cases [46], [27], [47], and with explanations in four cases [48], [49], [50], [51]. Meanwhile, one study combined explanations with promises [52]. A breakdown of the repairs in the HRI literature is available in table [I].

B. Outcomes

The current state of the trust repair literature in HRI encompasses a wide range of outcomes. These outcomes can be grouped into four broad categories: trust, acceptance, anthropomorphism, and performance. Our review found that the most common of these categories was trust. Outcomes of this type measured trust and trustworthiness and/or focused on trust-relevant behaviors such as compliance. In all, 19 studies examined the impact of trust repair strategies on trust. The second most common outcome examined was acceptance. Outcomes falling into this group were those that either measured acceptance overall or focused on one or more sub-components of acceptance such as attitude, perceived usefulness, or perceived ease of use (see: [53] and [54]) and accounted for 7 studies.

Aside from the trust and acceptance outcomes, the impact of different trust repair strategies on performance as well as humans’ perceptions of a robot’s anthropomorphism were also investigated. Studies categorized as examining performance were those that measured task completion time,
The impact of apologies on trust in HRI has been largely mixed, with three studies finding that apologies repaired trust [46], [62], [58], two finding that apologies did not repair trust [44], [43], and one finding that apologies damaged trust [56]. One possible explanation for these mixed results could relate to different moderating factors, or moderators. In particular, timing has been examined and found to be influential. In such cases, apologies given closer to the event when trust was violated were found to be more effective than apologies withheld and given after time had passed [63], [64], [50]. Notably, no examination of apologies given after multiple trust violations and repairs has been conducted to date.

2) Denials: The impact of denials on trust repair appears mixed, with one study showing that denials were effective [58] and one showing that denials were ineffective [43]. Once again, moderators might explain these mixed results. To date, however, only one moderator has been explored, namely, the type of trust violation that occurred. To this end, [65] and [27] examined this potential moderator and found no significant differences in trust between denials given after ability-based versus integrity-based trust violations in the case of [27] and denials given after violations of logic, semantics, or syntax in the case of [65]. This conflicts with findings from the human-human literature that the type of violation is central to when a denial is likely to be effective [24], [22]. While this might indicate a fundamental difference between humans and robots in terms of denials and trust repair, these results could also be influenced by the relatively clear cause of the trust violations examined. This could be the case as given that the cause of the trust violations used in most HRI studies is clearly presented to subjects reducing the validity of denials. This is because denials build on a subject’s doubt to provide an alternative interpretation of events [24]. Given that no studies in the HRI literature to date have explicitly accounted for a user’s doubt of events or employed purposefully obscured causes for trust violations, much remains unknown as to the true suitability of denials as a trust repair strategy.

3) Explanations: The impacts of explanations on trust have been mixed, with one study indicating that explanations repair trust [62] and five studies showing that explanations do not [50], [43], [44], [56], [67]. Furthermore, two moderators appear to impact the efficacy of explanations, specifically, the severity of a trust violation [57] and the timing of an explanation [64], [50]. For severity, results were fairly straightforward in that the more severe the violation, the less effective explanations were [57]. However, for timing of explanations, studies produced conflicting findings; specifically, one study found that timing was an important variable [64] and one found that it was not [50]. A closer examination of these studies shows differences in sample sizes that might explain this disagreement. In particular, the study finding significant results [64] for timing employed sizably more subjects (n=39) than the study that found non-significant results (n=18) [50]. Regardless, this disagreement warrants further examination, and more studies on the effects of timing are needed.

4) Promises: Promises in the HRI trust repair literature have mostly been examined in combination with apologies

<table>
<thead>
<tr>
<th>Study</th>
<th>Task</th>
<th>Repair(s)</th>
<th>Outcome(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[46]</td>
<td>Target Identification</td>
<td>Apology, Apology &amp; Promise</td>
<td>Acceptance, Trust</td>
</tr>
<tr>
<td>[55]</td>
<td>Player in Competitive Game</td>
<td>Other</td>
<td>Trust</td>
</tr>
<tr>
<td>[56]</td>
<td>Guide Robot</td>
<td>Apology, Apology &amp; Explanation, Explanation</td>
<td>Acceptance, Trust</td>
</tr>
<tr>
<td>[57]</td>
<td>Host Tangram Game</td>
<td>Explanation</td>
<td>Trust</td>
</tr>
<tr>
<td>[45]</td>
<td>Player in Collaboration Game</td>
<td>Apology, Explanation</td>
<td>Acceptance, Anthropomorphism</td>
</tr>
<tr>
<td>[49]</td>
<td>Move objects</td>
<td>Apology &amp; Explanation</td>
<td>Acceptance, Trust</td>
</tr>
<tr>
<td>[44]</td>
<td>Lead evacuation</td>
<td>Apology, Denial, Explanation</td>
<td>Trust</td>
</tr>
<tr>
<td>[50]</td>
<td>Provide recommendations</td>
<td>Apology, Apology &amp; Explanation, Explanation</td>
<td>Trust</td>
</tr>
<tr>
<td>[44]</td>
<td>Identity and retrieve snacks</td>
<td>Apology, Compensation</td>
<td>Acceptance, Trust</td>
</tr>
<tr>
<td>[59]</td>
<td>Monitoring and notification</td>
<td>Other</td>
<td>Trust, Performance</td>
</tr>
<tr>
<td>[60]</td>
<td>Manufacturing Move Objects Task</td>
<td>Other</td>
<td>Trust</td>
</tr>
<tr>
<td>[61]</td>
<td>Driving</td>
<td>Other</td>
<td>Trust, Performance, Acceptance</td>
</tr>
<tr>
<td>[62]</td>
<td>Help solve math problems</td>
<td>Apology, Explanation</td>
<td>Trust</td>
</tr>
<tr>
<td>[63]</td>
<td>Lead evacuation</td>
<td>Apology</td>
<td>Trust</td>
</tr>
<tr>
<td>[42]</td>
<td>Move packages</td>
<td>Promise</td>
<td>Anthropomorphism, Attitudes, Trust</td>
</tr>
<tr>
<td>[51]</td>
<td>Player in Collaborative Game</td>
<td>Apology &amp; Explanation</td>
<td>Anthropomorphism</td>
</tr>
<tr>
<td>[27]</td>
<td>Player in Competitive Game</td>
<td>Apology &amp; Promise, Denial</td>
<td>Trust</td>
</tr>
<tr>
<td>[52]</td>
<td>Military Reconnaissance</td>
<td>Explanation &amp; Promise, Promise</td>
<td>Acceptance, Trust</td>
</tr>
<tr>
<td>[65]</td>
<td>Answer healthcare questions</td>
<td>Apology, Denial</td>
<td>Trust</td>
</tr>
<tr>
<td>[66]</td>
<td>Taxi dispatching recommendations</td>
<td>Apology, Denial</td>
<td>Trust</td>
</tr>
</tbody>
</table>

**TABLE 1**

**SUMMARY OF TASKS, REPAIRS, AND OUTCOMES EXAMINED IN THE HRI LITERATURE.**

reliability, and individual or team performance. Two studies across the literature examined performance outcomes. Studies with outcomes falling into the category of anthropomorphism measured how animate, warm, intelligent, intentional, or purposeful robots appeared. In total, 3 studies examined outcomes of this kind. Table 1 summarizes these outcomes.

C. Findings

The majority of outcomes associated with trust repairs in HRI focused on trust. Given the relative dominance of this outcome and its relevance to assessing the efficacy of various trust repair strategies, we therefore focused on trust as our outcome of interest. In particular, we examined the existing HRI trust repair literature with the goal of determining how trust repairs have impacted trust in HRI. Furthermore, we focused on the repair strategies of apologies, denials, explanations, and promises because these strategies overlap with the human–human trust repair literature and make up the majority of repairs used in HRI. Given this focus, the following subsections summarize how apologies, denials, explanations, and promises have been found to impact trust. A summary is given in table 1.

1) Apologies: The impact of apologies on trust in HRI has been largely mixed, with three studies finding that apologies repaired trust [46], [62], [58], two finding that apologies did not repair trust [44], [43], and one finding that apologies damaged trust [56]. One possible explanation for these mixed results could relate to different moderating factors, or moderators. In particular, timing has been examined and found to be influential. In such cases, apologies given closer to the event when trust was violated were found to be more effective than apologies withheld and given after time had passed [63], [64], [50]. Notably, no examination of apologies given after multiple trust violations and repairs has been conducted to date.

2) Denials: The impact of denials on trust repair appears mixed, with one study showing that denials were effective [58] and one showing that denials were ineffective [43]. Once again, moderators might explain these mixed results. To date, however, only one moderator has been explored, namely, the type of trust violation that occurred. To this end, [65] and [27] examined this potential moderator and found no significant differences in trust between denials given after ability-based versus integrity-based trust violations in the case of [27] and denials given after violations of logic, semantics, or syntax in the case of [65]. This conflicts with findings from the human-human literature that the type of violation is central to when a denial is likely to be effective [24], [22]. While this might indicate a fundamental difference between humans and robots in terms of denials and trust repair, these results could also be influenced by the relatively clear cause of the trust violations examined. This could be the case as given that the cause of the trust violations used in most HRI studies is clearly presented to subjects reducing the validity of denials. This is because denials build on a subject’s doubt to provide an alternative interpretation of events [24]. Given that no studies in the HRI literature to date have explicitly accounted for a user’s doubt of events or employed purposefully obscured causes for trust violations, much remains unknown as to the true suitability of denials as a trust repair strategy.

3) Explanations: The impacts of explanations on trust have been mixed, with one study indicating that explanations repair trust [62] and five studies showing that explanations do not [50], [43], [44], [56], [67]. Furthermore, two moderators appear to impact the efficacy of explanations, specifically, the severity of a trust violation [57] and the timing of an explanation [64], [50]. For severity, results were fairly straightforward in that the more severe the violation, the less effective explanations were [57]. However, for timing of explanations, studies produced conflicting findings; specifically, one study found that timing was an important variable [64] and one found that it was not [50]. A closer examination of these studies shows differences in sample sizes that might explain this disagreement. In particular, the study finding significant results [64] for timing employed sizably more subjects (n=39) than the study that found non-significant results (n=18) [50]. Regardless, this disagreement warrants further examination, and more studies on the effects of timing are needed.

4) Promises: Promises in the HRI trust repair literature have mostly been examined in combination with apologies
or explanations [27], [46], [52], [47]. Where promises have been examined independently, results have been mixed, with one study showing that promises effectively repair trust [42] and one showing that they do not [52]. One reason for these findings might once again stem from moderators. For example, promises have been argued to be influenced by timing, where promises given promptly after a violation have been found to be more effective than those given after a delay [64]. Ultimately, promises have potential as a repair strategy but there is a lack of robust examination of this repair strategy. In particular, more studies focusing on promises independent from apologies are needed. Such studies should account for not only timing but also violation type.

V. DISCUSSION & RESEARCH OPPORTUNITIES

The current literature on trust repair in HRI paints a complex and disjointed picture of whether and how robots can repair trust given that findings on the impacts of apologies, denials, explanations, and promises are largely mixed. Additionally, while moderating factors might help to explain these mixed results, the literature examining these moderators is often mixed, incomplete, or absent. As a result, it is hard to know what repair strategies are effective and when. Furthermore, studies have not thoroughly examined how trust repairs function (i.e. the mechanisms through which they act). As a result, future studies are warranted. In particular, studies are needed that examine repair strategies independently; compare those strategies to one another; consider theoretical mechanisms (i.e. mediators); and also account for timing, violation type, and possibly other influential moderators.

To this point, we now discuss four pressing gaps across the HRI trust repair literature in the hope of spurring future research. First, studies should incorporate trust violation type as a possible moderator. This is because trust violation type’s influence on trust repairs is supported in multiple places in the human–human literature [24], [22] as well as in the HRI literature [27], [65]. In the HRI literature, however, studies have only looked at denials and have not considered violations of benevolence alongside ability and integrity. Therefore, future work should consider the full range of possible violation types and how these might impact other repairs such as apologies, explanations, and promises.

Second, only one study examined the impact of perceptive violation severity as an influential moderator of trust repairs on trust [57]. Given that this study found a direct link between perceptions of violation severity and the efficacy of explanations, it is also possible that other repairs are similarly impacted. In particular, studies finding that trust repairs were ineffective might be using more severe violations of trust, while studies finding that repairs were effective might be using less severe violations of trust. As a result, it could be that researchers seeking to determine the individual impacts of trust repairs are, in fact, only seeing the impact of different trust violations. Future researchers should therefore investigate the relative severity of violations and seek to control for this variable when designing studies on trust and trust repair in HRI.

Third, the degree of doubt a trustor has regarding the cause of a trust violation has been argued to be a prime determinant of when denials are likely to be effective methods of trust repair [24]. This could have influenced results associated with denials leading to the observed mixed results. For example, the study finding that denials were effective at repairing trust used audio vignettes [58], whereas the study finding that denials were ineffective used videos [43]. It is possible that the use of audio produced more vague circumstances and left more to the imagination than the use of clear violations captured on video. As a result, the impacts of denials might have been obscured. Aside from denials, trust repair strategies of apologies, explanations, and promises were often associated with relatively clear trust violations. For example, Robinette et al. [64] had a robot violate trust by leading an individual to the wrong location, whereas Reig et al. [42] had users observe the robot physically make a mistake by dropping or misplacing a package. In both cases, the relative simplicity of the tasks and the clear association of the violation with the robot could have influenced trust repair. Therefore, future researchers might wish to account for the degree of confidence humans have in their interpretation of events prior to the violation and/or manipulate the relative clarity of events to determine whether this is influential, especially in the case of denials.

Fourth, studies examining denials have not considered timing. Given that apologies, explanations, and promises each have been shown to be influenced by the timing, it could be that timing is important to denials as well. In particular, it is possible that denials become more effective after time has passed between a violation and a repair strategy. For example, denials given well after the initial trust violation could be more effective because details regarding the trust violation have been forgotten or conflated with other events. This could create doubt and thus afford denials more material to work with in crafting an alternative narrative of events, as suggested in the human–human literature [22], [24]. Regardless, this moderator seems under-examined in the case of denials, and given its prominence related to apologies,

<table>
<thead>
<tr>
<th>Apology</th>
<th>Repairs Trust</th>
<th>Does Not Repair Trust</th>
<th>Damages Trust</th>
<th>Depends on Moderator(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denials</td>
<td>[46], [62], [38]</td>
<td>[43], [44]</td>
<td>[56]</td>
<td>Timing [64], [50]</td>
</tr>
<tr>
<td>[58]</td>
<td>[43]</td>
<td>-</td>
<td>Violation Type [65], [27]</td>
<td></td>
</tr>
<tr>
<td>Explanation</td>
<td>[62]</td>
<td>[50], [43], [56], [44], [67]</td>
<td>-</td>
<td>Severity [57] Timing [64]</td>
</tr>
<tr>
<td>Promise</td>
<td>[42]</td>
<td>[52]</td>
<td>-</td>
<td>Timing [64]</td>
</tr>
</tbody>
</table>

TABLE II

SUMMARY OF HRI TRUST REPAIR STUDIES FINDINGS BY STRATEGY.
promises, and explanations future researchers might wish to examine how timing impacts denials as well.

Finally, there is an overall lack of theoretical discussion across the HRI trust repair literature, with few studies suggesting or examining various theoretical mechanisms that might be at play. While there is one exception to this trend [65], more work is clearly needed. In particular, studies could reproduce the results of [65] by examining the attribution mechanisms of trust repair [68], [35] in light of moderators. Alternatively, studies might benefit from considering other mechanisms such as the relational and structural mechanisms of trust repair proposed in the human–human literature [23].

Presently the literature is mostly devoid of an overarching trust repair model or theoretical contributions stemming from existing work. This limits the overall generalizability and explanatory strength of what findings do exist in the HRI trust repair domain, and future work is needed to build on these findings and to construct models, frameworks, or theories relevant to the field.

VI. CONCLUSION

Trust is vital for effective human–robot collaborations. Trust changes over time and can be reduced after robot failures. This trust, however, can be restored through trust repair strategies. In particular, apologies, denials, explanations, and promises have been shown to restore trust in the human–human literature [22], but much remains unknown regarding trust repair in HRI. To this end, our paper contributes by first summarizing what has been studied in HRI in relation to trust repair and, second, by providing a list of future research considerations based on gaps identified across this literature. In particular, studies should continue to examine trust repairs but incorporate moderators such as violation type, severity, doubt, and timing. Furthermore, there is an apparent need for more theoretical work incorporating these moderators into prospective theoretical models.
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