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9.1 (a) Experimental setup. An ultra-cold sample of ${ }^{87} \mathrm{Rb}$ gas is trapped in a "magic" onedimensional optical lattice formed by a retro-reflected lattice beam $\Omega_{L}$ that is directed along the $x$ axis and polarized in the $y$ direction. Two excitation beams, $\Omega_{1}(420 \mathrm{~nm})$ and $\Omega_{2}$ (varying between 1013 nm and 1026 nm ) counter-propagate along the $x$ axis and are focused at the position of the atomic sample cloud with $\left(\frac{1}{e^{2}}\right)$ waists of 17 and $15 \mu \mathrm{~m}$, respectively. After a time delay $T_{s}$ following the excitation pulse, a retrieval field $\Omega_{A}$ generates a phase-matched output signal. The polarization of field $\Omega_{2}$ and the retrieval field $\Omega_{A}$ is fixed in the $z$-direction, whereas the polarization of field $\Omega_{1}$ has both $y$ and $z$ components that are adjusted to optimize the modulation depth of the output signal. The output signal has both $y$ - and $z$-components which are mixed with a half-wave plate, split by a polarizing beam splitter, and measured by singlephoton detectors $D_{1(2)}$. (b) Atomic level diagram showing the initial ( $\mid 5 s_{1 / 2}, F=$ $2, m=0\rangle$ ) state, intermediate ( $\left|6 p_{3 / 2}\right\rangle$ ), and Rydberg $\left|n s_{1 / 2}\right\rangle$ sublevels. The final state manifold consists of two, spectrally resolved Zeeman sub-manifolds, each containing four levels. Even in the presence of light shifts, $m_{F}=m_{J}+m_{I}$ remains a good quantum number. For this excitation scheme, the $m_{F}=0, \pm 1$ levels in each electronic Zeeman manifold are populated
9.2 Normalized signal $\eta \equiv F\left(T_{s}\right) / F\left(T_{s}=1 \mu s\right)$ as a function of storage time for principal quantum number $n=40$ with fitted trap depth $U_{0} / k_{B}=31 \mu K$ and temperature $T=10 \mu K$ for a single excited state (blue) and a triplet of states (red) using $\left(\theta_{i}, \theta_{d}\right)=(0,24)$ and $(32,24)$ respectively. Solid curves are based on our theoretical model.
9.3 Normalized signal $\eta$ utilizing the alternative excitation scheme via the intermediate $\left|5 p_{1 / 2}\right\rangle$ state and $\left(\theta_{i}, \theta_{d}\right)=(32,24)$ for the $m_{J}=-1 / 2$ electronic Zeeman component and principal quantum number $n=60$. Experimental data with best-fit values of temperature of $4 \mu K$ and trap depths of $U_{o} / k_{B}=22,18$ and $14 \mu K$ are shown as red circles, green diamonds, and blue squares, respectively, along with color-coded curves that represent the predictions of a theoretical model that take into account the statedependence of the optical potentials. The dashed gray curves correspond to a theory in which this state dependence is neglected and a single optical potential is used (that of the $m_{F}=0$ sublevel). The solid gray theory curves correspond to an excitation scheme in which field $\Omega_{1}$ is z-polarized.143
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10.1 Outline of the experiment. (a) Experimental setup: ultracold atomic gas is prepared in a crossed pair of focused YAG laser beams. A pair of lenses focuses $E_{1}$ and $E_{2}$ laser fields to drive a two-photon transition from the ground state $|g\rangle$ to the Rydberg state $|r\rangle$. A retrieval laser pulse $E_{R}$ leads to emission of atomic field which is split on a beam-splitter and directed onto photodetectors $\mathrm{D}_{1}$ and $\mathrm{D}_{2}$. A probe laser field with controllable frequency and delay is aligned into the spatial mode of the atomic emission. (b) Three main steps of the protocol: (i) an atomic ensemble is excited into a Rydberg atomic state $|r\rangle$; (ii) after a delay $T_{s}$, the atoms are driven into intermediate state $|e\rangle$, leading to emission on the $|e\rangle \leftrightarrow|g\rangle$ transition, with propagation direction determined by the phase-matching condition; (iii) an incoming probe field and atomic emission fields, with controllable delay between the two fields, are directed towards HBT measurement
10.2 Probing a collective (super-atom) state. (a) Probability of photoelectric detection event per trial $P$ as a function of two-photon detuning $\Delta_{2}=\omega_{r g}-\left(\omega_{E_{1}}+\omega_{E_{2}}\right)$ for the Rydberg state $|r\rangle=\left|87 S_{1 / 2}\right\rangle$. The solid curve is a Lorentzian fit. The 0.8 MHz (FWHM) width of the peak is determined by the $1 \mu$ s excitation pulse duration; (b) $P$ as a function of the collective Rabi angle $\theta$ displaying a period of a many-body (super-atom) Rabi oscillation. Solid curve is a theory curve for a collective Rabi oscillation with $\Omega_{2} / 2 \pi=1.5 \mathrm{MHz}$ and $\Omega_{1} / 2 \pi$ varied between 2 and 20 MHz . The best fit between theory and the data occurs for the number of atoms $N=234$; (c) Normalized photocounts $\widetilde{M}$ as a function of time $t$ for the probe pulse (red) and the atomic emission (blue). The error bars represent $\pm$ one standard deviation $(\sqrt{M})$ for $M$ photoelectric counting events.
10.3 Two-photon statistics for the upper atomic state $|r\rangle=\left|87 S_{1 / 2}\right\rangle$. (a) Coincidences in a 2-ns window $N_{c}\left(t_{21}\right)$ as a function of $t_{21}$ for detuning $\Delta / 2 \pi=-80 \mathrm{MHz}$ between the probe field and the field emitted by the atoms. (b) Normalized integrated coincidences $N_{c}$ as a function of the detuning $\Delta$ between the probe pulse and the pulse from the ensemble. (c) $N_{c}$ as a function of the delay $\tau$ between the probe pulse and the pulse from the ensemble. Solid curves in (a)-(c) are obtained using our theoretical model.168
10.4 Data and curves analogous to those shown in Fig. 3, but for the upper atomic state $|r\rangle=\left|50 S_{1 / 2}\right\rangle$.
11.1 Bragg scattering from a one-dimensional atomic chain. (a) A linear chain with $N=10$ atoms separated by $d=7.49 \mu \mathrm{~m}$ is aligned along the $z$ axis. An excitation laser with wave vector $\mathbf{k}_{\mathrm{exc}}$ is directed onto the chain at an angle $\theta_{\mathrm{exc}}=4^{\circ}$ with respect to the $z$ axis. The scattered light with wave vector $\mathbf{k}$ is detected as a function of spherical angles $(\theta, \phi)$. (b) Structure factor $S(\theta, \phi)$ for case of equal separation of atoms, and (c) in the presence of disorder of atomic positions with standard deviations $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0,0,0.3 \lambda)$, and (d) $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0.3 \lambda, 2.4 \lambda, 0.3 \lambda)$. Gray panels represent the $x-z$ plane in which the excitation laser propagates. To measure the scattered signal, we use a detector whose axis has polar angles $\left(\theta_{\text {det }}, 0\right)$.
11.2 Phase-matched emission from a single chain. (a) Averaged atomic fluorescence images of a linear chain containing $N_{\mathrm{t}}=20$ traps. The left image shows a configuration in which the atoms are aligned along with the detection mode axis, i.e. $\theta_{\text {det }}=0^{\circ}$. For the middle (right) image, the chain is prepared such that $\theta_{\text {det }} \approx 4^{\circ}\left(8^{\circ}\right)$. (b) The measured photocount rate as a function of $\theta_{\text {det }}$ for $N=4,8,12$. Each point is an average of randomly filled chains with a given $N$. Error bars represent one standard deviation of the observed photoelectric counting events. The green lines are the numerical results based on the Monte Carlo simulation with 1,000 runs. The shading on the line represents the standard deviation of the simulation divided by the square root of the averaged number of trials in the experiments. (c) The peak count rate as a function of $N$. Each point and its error bar represent the observed value at $\theta_{\text {det }}=\theta_{0}=4^{\circ}$. For the single-shot measurement of $N=15$, we associate a $\sqrt{M}$ Poissonian error for $M$ photoelectric count events. The solid (dashed) line represents the numerical simulation with (without) displacement of atomic positions due to imperfect positioning of the traps and finite temperature effects. The black dotted lines in (b, c) show the detection background measured without loading atoms.
11.3 Observation of constructive and destructive Bragg scattering from two chains. (a) Averaged fluorescence images of two linear chains under three different values of the chain separation $L=L_{\|} \sin \theta_{0}+L_{\perp} \cos \theta_{0}$. (b) Measured photon count rate as a function of $L_{\|}$for $N=4,8,12$. Error bars represent one standard deviation for $M$ photoelectric counting events. The green lines are the numerical simulation based on the Monte Carlo simulation with 1,000 runs. The shading on the line represents the standard deviation of the simulation divided by the square root of the averaged number of trials in the experiments. The black dotted lines show the detection background which is measured without loading atoms. (c) The observed scaling of the interference visibilities $\mathcal{V}$ as a function of the total number of atoms $N$. Each point is obtained by fitting the observed fringe by a sinusoidal function. Error bars indicate the fitting errors with $68 \%$ confidence intervals. The solid line is the result of the numerical simulation together with the standard error of the mean (shaded area).

11.4 Experimental layout for holographic arrays of optical microtraps (a) and an excitation
laser and a detection mode (b). ..... 179
11.5 Angular dependence of the Debye-Waller factors. (a) $f_{i}$ as a function of $\theta$ for various values of disorder $\sigma_{i}(i=x, z)$ for $\phi=0$ and $\theta_{\mathrm{exc}}=4^{\circ} \approx 0.022 \pi$, (b) $f_{i}$ as a function of $\phi$ for various values of disorder $\sigma_{i}(i=x, y)$ with $\theta=\theta_{\mathrm{exc}}$.183
11.6 Bragg scattering from a one-dimensional atomic chain with $N=10$ atoms. Two dimensional structure factor $S(\theta, 0)$ for (a) case of equal separation of atoms, (b) in the presence of disorder of atomic positions with standard deviations $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=$ $(0,0,0.3 \lambda)$, and (c) $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0.3 \lambda, 2.4 \lambda, 0.3 \lambda)$. They correspond to the emission patterns in the $x-z$ plane displayed in Fig. 1 (b-d) of the main text. (d) the structure factor in a single cone $S\left(\theta_{\mathrm{exc}}, \phi\right)$. The solid lines are the results of the Monte Carlo simulation in which each atomic position is randomly sampled with the standard deviations ( $\sigma_{x}, \sigma_{y}, \sigma_{z}$ ). The dashed lines represent the envelope of the maximum intensity obtained from $N+f_{\mathrm{DW}} N(N-1)$.183

11.7 Effect of random filling for a single chain. The normalized structure factor is plotted
as a function of $\theta$ for 20 traps and $N=4,8,12$ atoms.
11.8 Effect of random filling on the visibility for two chains as a function of $N$ for 40 traps. 187
12.1 Level scheme. The detuning $\delta_{2}=\omega_{32}-\omega_{2}$ is not indicated explicitly in the figure. . . 190
12.2 Fully-symmetric collective bare states. The left ladder consists of states $|N ; n, 0\rangle$ containing zero Rydberg excitations and up to $n=N$ level 2 excitations. The right ladder consists of states $|N ; n, 1\rangle$ containing one Rydberg excitation and up to $n=$ $(N-1)$ level 2 excitations. Coupling strengths are shown. Initially the atoms are in the ground state $|N ; 0,0\rangle$. The ladders are drawn for $\delta_{1}+\delta_{2}=0$.195
12.3 Population of the lowest state of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=1$, $\chi_{2}=10, \delta_{1}=-\delta_{2}=1000$, and $N=500$. The solid red curve is the exact result and the dashed blue curve is the two-level result given by Eq. (12.35a). For these parameters the two curves overlap.
12.4 Population of the lowest state of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=1$, $\chi_{2}=500, \delta_{1}=1000, \delta_{2}=-890$, and $N=500$. The solid red curve is the exact result and the dashed blue curve is the two-level result given by Eq. (12.35a).198
12.5 Fully-symmetric collective dressed states for constant amplitude fields when $\delta_{1}+\delta_{2}=$ 0 . In contrast to the bare state ladders, there is no longer any direct coupling up and down the ladders. However, initially there is now population in each of the states in the left ladder (represented by the shaded circles), with the relative populations determined from Eq. (12.56).
12.6 Imaginary part of the amplitude associated with the lowest level of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1, \delta_{1}=-\delta_{2}=100, N=10,000$. The exact (solid red curve) and approximate solution given by Eq. (12.58b) (dashed blue curve) overlap.204

12.7 Imaginary part of the amplitude associated with the lowest level of the Rydberg ladder
as a function of $\chi_{R N} t$ for $\chi_{1}=2, \chi_{2}=1, \delta_{1}=-\delta_{2}=50, N=100$. The exact (solid
red curve) and approximate solution given by Eq. (12.58b) (dashed blue curve) begin
to deviate from one another for large times. ..... 204
12.8 Imaginary part of the amplitude associated with the lowest level of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=2, \chi_{2}=30, \delta_{1}=-\delta_{2}=50, N=100$. The exact (solid red curve) and approximate solution given by Eq. (12.58b) (dashed blue curve) no longer agree. The black dotted solution is an approximate solution in the truncated subspace described in the appendix.
12.9 Graph of $\left|c_{n 1}^{N}(t)\right|^{2}$ as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1, \delta_{1}=-\delta_{2}=50, N=$ 10000 , and $n=0$ (large red spikes) and $n=16$ (smaller blue peaks).
12.10 Graph of the total Rydberg population $P_{R}(t)$ as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1$, $\delta_{1}=-\delta_{2}=50$, and $N=10000$. The exact (solid red curve) and approximate solution from Eq. (12.64) (dashed blue curve) are shown.
12.11 Fully-symmetric collective dressed state levels for adiabatic, time-dependent fields when $\delta_{1}+\delta_{2}=0$. In contrast to the constant amplitude dressed ladders, the only state populated initially is the $\mid \widetilde{N ; 0,0\rangle}$ state and the only final states populated are $\mid \widetilde{N ; 0,0\rangle}$ and $|\widetilde{N ; 0,1}\rangle$. Although not indicated explicitly, $\chi_{1}, \chi_{2}, \Omega$, and $\theta$ are functions of time. 209
12.12 Graph of $\left|c_{01}^{N}(\infty)\right|^{2}$ as a function of $\chi_{R N} T / \sqrt{2}$ for $\chi_{1}=30, \chi_{2}=2, \delta_{1}=-\delta_{2}=50$, and $N=100$. The blue, dashed curve is the adiabatic solution and the red solid curve is the exact solution.
13.1 (a) Experimental setup: an ultracold ${ }^{87} \mathrm{Rb}$ atomic ensemble is prepared in a onedimensional state-insensitive lattice trap (SILT) formed by a 1012 nm retro-reflected beam using atoms that have been transferred from a crossed far-off-resonance dipole trap (FORT) formed by focused yttrium aluminum-garnet (YAG) laser beams. Excitation fields $E_{1}(780 \mathrm{~nm})$ and $E_{2}(480 \mathrm{~nm})$ drive atoms from $|g\rangle$ to $|p\rangle$ and from $|p\rangle$ to $|r\rangle$, respectively. A retrieval pulse $E_{r}$ leads to phase-matched emission that is coupled into a pair of single-mode fibers and subsequently measured by singlephoton counting modules $\mathrm{SPCM}_{\mathrm{T}}$ and $\mathrm{SPCM}_{\mathrm{R}}$. (b) Single atom energy levels for ${ }^{87} \mathrm{Rb}:|g\rangle=\left|5 S_{1 / 2}, F=2, m_{F}=-2\right\rangle,|p\rangle=\left|5 P_{3 / 2}, F=3, m_{F}=-3\right\rangle$, and $|r\rangle=\left|n S_{1 / 2}, m_{J}=-1 / 2\right\rangle$. (c) Timing sequence for the ground-Rydberg spin-wave coherence measurement. (d) Normalized signal $\eta$ as a function of storage time $T_{s}$ for quantum number $n=75$. The storage efficiency is normalized to that at $1 \mu \mathrm{~s}$. Blue and red bands represent temperatures $40 \%$ lower and higher than the best-fit value, respectively
13.2 (a) Collective Rabi oscillation as function of the pulse duration $T_{p}$ for different numbers of atoms. Red: $N=109(2)$; green: $N=326(3)$; blue: $N=755(3)$; purple: $N=930(4)$. Here, $\Omega_{1} / 2 \pi=9.2 \mathrm{MHz}, \Omega_{2} / 2 \pi=10.8 \mathrm{MHz}, \Omega_{r} / 2 \pi=11.5$ MHz . The dashed lines are theoretical results using an effective two-state model. The error bars represent one standard deviation $(\sqrt{M})$ for $M$ photoelectric counting events. (b) probe transmission (orange square) and EIT (blue diamond) measurement for $N=755(9)$, consistent with an $\mathrm{OD}=3.5$. (c) The enhancement of the collective Rabi frequency $\Omega_{N} / \Omega$ as a function of number of atoms $N_{a}$ determined by the absorption measurement. The data are fit with a function $\Omega_{N}=\Omega N_{a}^{k}$ with the best-fit value $k=0.463(5)$. The error bars represent the standard errors of the respective fits.
13.3 Collective Rabi oscillation as function of the pulse duration for different Rabi frequency, (a) $\Omega_{1} / 2 \pi=4.7 \mathrm{MHz}, \Omega_{2} / 2 \pi=5.4 \mathrm{MHz}, N=797(7)$. (b) $\Omega_{1} / 2 \pi=9.2$ $\mathrm{MHz}, \Omega_{2} / 2 \pi=10.8 \mathrm{MHz}, N=553(2)$. The dashed line shows best fit from theory with dephasing and atom number fluctuations. The dotted line shows the simulation without dephasing, and the dash-dotted line shows the simulation without atom number fluctuations. The blue hollow circles represent the second-order intensity correlation function at zero delay $g^{(2)}(0)$, which is below 0.2 within the Rabi oscillations, suggesting a well-established Rydberg blockade.
13.4 Ramsey interferometry of the trapped qubit. (a) Schematic and timing sequence. (b) Evolution of the $|1\rangle$ state versus free evolution time $T_{f}$ between the two $\pi / 2$ pulses of detuning $\delta_{s} / 2 \pi=-0.3 \mathrm{MHz}$ and pulse width $0.45 \mu \mathrm{~s}$. Dashed line represents the sinusoidal fit with an exponential decay. The error bars represent one standard deviation ( $\sqrt{M}$ ) for $M$ photoelectric counting events. (c) The detuning extracted from the sinusoidal fit versus detuning set to $\omega_{1}$. The line represents the fitted result of $\delta_{e}=k \delta_{s}+b$ with $k=1.022(6)$ and $b=0.000(6) \mathrm{MHz}$. The error bar of each point is within the size of the marker.
13.5 Ramsey interferometry with dressing field light shift. (a) Ramsey interferometry with (blue circles) and without (red triangles) dressing field of $\Omega_{1} / 2 \pi=3.9 \mathrm{MHz}$. (b) Ramsey interferometry with (blue circles) and without (red triangles) dressing field of $\Omega_{2} / 2 \pi=10.8 \mathrm{MHz}$. The detuning of the $\pi / 2$ pulses is set to $\delta_{s} / 2 \pi=-0.3 \mathrm{MHz}$. (c) Light shift $\Delta E$ versus dressing field Rabi frequency $\Omega_{1}$ and $\Omega_{2}$. Red squares represent varying the $\Omega_{1}$ field and blue circles represent varying the $\Omega_{2}$ field. Black lines represent the theoretical curve of $\Delta E=\hbar\left(\Omega_{1}^{2}-\Omega_{2}^{2}\right) /(4 \Delta)$. . . . . . . . . . . . 228
13.6 Influence of laser phase noise. (a) Numerical simulations for Rabi oscillation in the presence of white frequency noise. The gray lines are individual realizations for 1000 numerical samples with random processes on $\phi(t)$ generation. The red line is the average of the 1000 samples. (b) Comparison of the simulations with different mechanisms. The red solid line is from the solution to the optical Bloch equations only with the white noise phase, same as in (a). The blue dashed line is from the solution to the master equations [Eq. 13.17] only with a dephasing rate $\gamma_{1}$. The orange dotted line is from the analytical function in Eq. 13.18 with a dephasing rate $\gamma_{1}$. Atom number $N=100$, the single-atom Rabi frequency $\Omega / 2 \pi=0.1 \mathrm{MHz}, h_{0}=0.08 \mathrm{MHz}$, the dephasing rate $\gamma_{1} / 2 \pi=0.04 \mathrm{MHz}$.
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#### Abstract

A principal goal of distributed quantum processing is the ability to generate, manipulate, and transfer quantum states between distant nodes of a quantum network. These protocols generally require connecting photonic and material carriers of quantum information. In this thesis, I present investigations of two experimental realizations of light-matter interfaces that allow for engineered atom-photon interactions in free-space settings.

First, we utilize reconfigurable arrays of trapped single atoms to study light scattering in lowdimensional systems. We observe noncollinear phase-matching geometries that have suppressed sensitivity to particle localization. We show that the scattered radiation can be controllably enhanced or diminished as a result of Bragg interference. Such scattering can be used for mapping collective states within an array of neutral atoms onto propagating light fields and for establishing quantum links between separated arrays.

Second, we utilize ensembles of trapped Rydberg atoms to study collective many-body phenomena that arise due to strong dipole-dipole interactions. To do so, we employ a magic-wavelength optical lattice that allows for the simultaneous trapping of both ground and Rydberg levels. Using the enhanced coherence times enabled by this trapping scheme, we measure the so-called magic lattice detunings and use them to extract the $\left|6 P_{3 / 2}\right\rangle-\left|n S_{1 / 2}\right\rangle$ reduced electric dipole matrix elements. Furthermore, we perform precision measurements of differential nuclear-spin dependent light shifts in the Paschen-Back regime in order to determine the hyperfine splitting of Rydberg levels.

We create a quasi-two-level system in a regime of Rydberg excitation blockade for a mesoscopic ensemble of several hundred atoms. Using this system, we study Hanbury Brown-Twiss interference between the field radiated by the atoms and an input probe field with a controllable relative phase. Finally, we demonstrate coherent driving and Ramsey interference measurements of light shifts, with timescales on the order of $\simeq 10 \mu s$. Whereas the coupling producing the Rabi oscillations is enhanced by a factor of $\sqrt{N}$, there is no corresponding enhancement for the light shifts. These results may prove useful in applying collective qubits with Rydberg interactions to scalable quantum networking architectures.


## CHAPTER 1

## Introduction

The continued increase of computational power has been one of the main driving forces for a plethora of technological and economic developments in the past few decades. Behind the exponential growth of processing power described by Moore's Law, is the ever-shrinking size of electrical components in the integrated circuits. However, transistors are rapidly approaching length scales in which quantum effects will severely limit their performance. If this exponential growth is to continue, it is critical that we develop new paradigms of information processing.

Quantum information processing is one of these paradigms. Rather than being limited by quantum effects, it leverages quantum mechanical superposition and entanglement to achieve exponentially faster performance of several classes of computational algorithms. Utilizing such quantum algorithms, a host of difficult problems that are not tractable using classical computation schemes may be tackled. Realizing an experimental platform capable of leveraging these unique resources to achieve a quantum advantage in practical applications has been an ongoing pursuit for the past few decades.

The term "Noisy Intermediate Scale Quantum" (NISQ), accurately summarizes current state-of-the-art quantum devices. "Noisy" refers to the fact that the quantum state manipulations necessary for logical operations are susceptible to errors, while quantum error correction (QEC) has only been experimentally implemented at a limited capacity. "Intermediate scale" means that these devices are comprised of up to a few hundred qubits, which is still far from the $10,000-1,000,000$ qubits estimated to demonstrate a quantum advantage in algorithms such as unstructured database searches and integer factorization.

Despite this fact, NISQ-era algorithms implemented on existing quantum devices have taken results out of the realm of pure scientific interest into the domain for practical use in the industrial setting. For example, extending beyond Google's quantum supremacy claim related to random number generation on their superconducting processor, Quantinuum is now generating quantum cryptographic keys on their trapped-ion device and distributing them through their QuantumOrigin product. Furthermore, generation of entangled Greenberger-Horne-Zeilinger states, quantum
phase estimation, and quantum approximate optimization algorithms (QAOA) has been demonstrated on the ColdQuanta neutral atom processor and have applications in optimization and quantum chemistry. While superconducting, trapped-ions, and neutral atoms are some of the more established technologies for quantum information processing, there are whole host of unique platforms that are being actively investigated in industry and academic settings. Figure 1.1 shows an overview of some of the predominant experimental platforms and the institutions at which they are being developed.

In addition to the technical and engineering complications that need to be overcome to move beyond the NISQ era, these platforms must also contend with two requirements imposed by the laws of quantum physics. These requirements seem to be in stark opposition with one another, and substantiate the difficulty of developing such an experimental platform.

First, preservation of sensitive quantum coherences requires that the qubits interact weakly with its surroundings, as radiative processes and interactions with its environment can destroy the fragile quantum coherence. A pristine environment often implies the use of ultra-high vacuum, cryogenics, and electromagnetic shielding technology. Even more important is a proper choice of an intrinsically stable quantum-mechanical system to be used as a qubit. The coherence properties of the qubit are often characterized by the $T_{1}, T_{2}^{\prime}$ and $T_{2}^{*}$ coherence times, corresponding to the longitudinal relaxation, polarization decay, and inhomogenous dephasing rates respectively. Second, for high fidelity control, the qubit must interact strongly with its control mechanisms, whether they be laser pulses, microwaves, or even other qubits. The rate at which at which quantum state manipulations can be performed must be much faster than the rate at which decoherence results in loss of quantum information.


Figure 1.1: Overview of the various experimental platforms being investigated for quantum control of qubits in the NISQ era. The inner circle indicates the physical quantum system used for the qubit, and the outer circle shows the institutions developing the technology.

For these reasons, strong and controllable interactions are a crucial ingredient for qubits in an high-fidelity quantum processor. This fact is what makes the neutral atom an attractive quantummechanical platform to realize a qubit. Due to charge neutrality, they interact weakly with stray electric fields and other atoms in their ground state. As a result, they possess excellent coherence properties, elucidated by the fact that they have been the industry standard for optical clocks, and underpinning the definition of the second for several decades. When strong interactions are required for logical operations, a neutral atom can be excited to highly excited Rydberg states. As a result of the strong van der Waals interaction, atom pairs can experience interactions with a strength 12 orders of magnitude larger than ground state atoms. Utilizing these attributes, high-fidelity quantum gates have been demonstrated, making them competitive with other leading platforms.

Another benefit to neutral atoms is their innate ability to scale. Neutral atoms can be prepared in a magneto optical trap, where millions of atoms are gathered into a dense atomic sample before being transferred into arrays of $100 \mathrm{~s}-1000$ s of individually addressable optical tweezers. There has been consistent progress on scaling the number of qubits in the local quantum devices by


Figure 1.2: A network architecture with (left) hybrid atomic array/ensemble quantum processor nodes, (middle) quantum repeater node consisting of a quantum memory, telecom/ near infrared (NIR) pair generators (PG) and telecom interfaces. (Right) Entanglement between qubits in remote nodes can be achieved by processing of photonic modes with subsequent joint measurements of photons emitted at these nodes.
confining atoms in optical lattices, as well as optical tweezer arrays generated by acousto-optic deflectors, and spatial light modulators.

Beyond fault-tolerant scalable quantum processors, neutral atoms show promise as foundational ingredients for a large-scale quantum information network. In this model, the existing system of telecommunication fibers will connect distant quantum processors in this quantum network, and photons will transmit information between nodes as in classical distributed computing. This will relax the technical requirements for an individual processor, and the continued addition of nodes to the network will enable long-term scaling. To utilize the distributed information processing capabilities of a quantum network, long distance entanglement between quantum processing nodes is required. One limitation is that attenuation within telecommunication optical fibers results in an exponential loss of entanglement fidelity. To overcome this restraint, the distance between two nodes is divided into lengths smaller than the attenuation length and connected by quantum repeaters. Entangled pairs of photons are sent to adjacent repeater stations and through multiple iterations of entanglement swapping, will extend entanglement the entire internodal distance.

Due to requirements imposed by the finite propagation speed of light and entanglementswapping protocols, quantum repeater nodes must have the following capabilities: storage of quantum information in excess of one second, efficient generation of entangled photons in the telecom wavelength, interfacing between matter and photonic qubits, and high fidelity local quantum state manipulations. Our lab, amongst others in the world, have realized long-lived quantum memories, atom-photon entanglement, and telecommunication conversion capabilities using ultra-cold neutral atoms and their highly excited Rydberg states. Figure 1.2 shows a high-level overview for how


Figure 1.3: Several different methods for engineeering the photonic density of states. A common approach is to utilize artificial dielectric structures such as optical cavities, nanophotonics, and microring resonators such that there is just a single electromagnetic mode interacting with the qubit. In this thesis, we will explore how the light-matter interaction can be enhanced utilizing interference properties of light as well as strong Rydberg interactions.
a quantum network based on neutral atom components may be realized.
For many of the aforementioned capabilities to be realized with high efficiency, strong interaction between the material and photonic carriers of quantum information is required. Many research groups around the world are pursuing different techniques to engineer this light-atom interaction, some of which are displayed in Figure 1.3. A common approach is by utilizing fabricated dielectric structures, which allow for the local photonic density of states surrounding the qubit to be manipulated. In the ideal setting, a single electromagnetic mode is dominant, thereby increasing the atom-light interaction with the qubit. Examples of such platforms include optical cavities, microring resonators, nanophotonic and nanofiber cavities. For these applications, precise positioning of optical traps within these dielectric structures is necessary, and dealing with the deleterious effects that can result from the interactions between the Rydberg atom with the dielectric surfaces is essential. In the Kuzmich lab, we investigate light matter interfaces in the free-space setting using two approaches. The first is by employing the inference properties of light in single-atom arrays and utilizing high numerical aperature (NA) optics. The second is by implementing state-insensitive optical lattices to confine ensembles of Rydberg atoms and utilizing collective-many body effects to achieve an enhancement of the atom-light interaction strength.

## CHAPTER 2

## Overview

This thesis will present investigations of the fundamental components of these light-matter interfaces. In these investigations, I was involved in various experimental design, fabrication, and data acquisition processes. I also was heavily engaged in the implementation of theoretical models to process, understand, and extract useful information from the experimental data. This thesis is divided into three parts, each of which are comprised of multiple chapters.

Part 1 will lay the foundation for the relevant physics discussed in the subsequent sections of the thesis. Here I will discuss a simple description of the light-matter interaction, and the fundamentals of optical dipole traps. These notions will be extended to describe how a state-insensitive trap can be used to equalize the trapping potentials for ground and Rydberg states of Rubidium. I will provide the theoretical background for understanding Rydberg atoms, their scaling properties, and explain how collective states of hundreds of atoms can be manipulated and described theoretically utilizing a Dicke state formalism.

Part 2 will be an overview of the experimental apparatus for generating reconfigurable arrays of trapped single-atoms. There I will explain how a spatial light modulator can be utilized to generate arrays of optical tweezers capable of confining single atoms. I will explain methods for improving the uniformity of traps via wavefront correction and iterative feedback protocols utilizing trap intensity, atomic fluorescence, and light-shift measurements. I will describe the process of characterizing the performance of high numerical aperature objective lenses. Finally I will describe the optical layouts and laser systems as well as provide an introduction to laser stabilization.

Part 3 will be a compilation of published works during the time of my PhD career:

## - "Long-lived coherence between ground and Rydberg levels in a magic wavelength lat-

 tice," J. Lampen, H. Nguyen, L. Li, P. R. Berman, and A. Kuzmich, Physical Review A 98, 033411 (2018).By confining atoms in a state-insensitive optical lattice, the lifetime of the ground-stateRydberg coherence is increased to $\geq 20 \mu s$, an order of magnitude improvement over previous experiments using freely diffusing atoms. Using these enhanced lifetimes, we measure
the so-called magic lattice wavelengths for Rb and use them to extract the $6 P_{3 / 2}-n S_{1 / 2}$ reduced electric dipole matrix elements. Good agreement is found with values obtained using an effective one-electron potential for principal quantum numbers $n$ between $n=30$ and $n=70$. We develop a theoretical model based on quantized motion to map out the ground-state-Rydberg coherence as a function of time that is in good agreement with the experimental results. The availability of long coherence times may present new opportunities for high-resolution spectroscopy and quantum information science.

- "Theory of coherent optical transients with quantized atomic motion," P. R. Berman, H. Nguyen, and A. Kuzmich, Physical Review A 99, 013427 (2019).

A theory of coherent transients is developed in which a sequence of optical pulses is incident on a sample of trapped atoms and gives rise to phase-matched emission from the sample. The trapping potential for the atoms can be state dependent, necessitating a quantum treatment of the center-of-mass motion. A source-field approach is followed, modified to account for the quantized motion of the atoms. The theory is illustrated with two examples, one involving the creation of ground-Rydberg level coherence in an optical lattice and the second Raman coherence between two ground-state sublevels of atoms in a dipole trap. For stateindependent potentials, a comparison is made with a theory in which the center-of-mass motion is treated classically.

## - "Differential nuclear-spin-dependent light shifts and state mixing of Rydberg atoms,"

 H. Nguyen, J. Lampen, P. R. Berman, and A. Kuzmich, Physical Review A 100, 033412 (2019).In this paper we present a detailed analysis of the nuclear-spin manifolds associated with the $n s$ Rydberg levels of ${ }^{87} \mathrm{Rb}$ atoms that interact with both magnetic and optical lattice fields. Eigenvalues and eigenkets for the Rydberg manifold are obtained and used to study the dynamics of phase-matched emission following illumination of an ensemble of cold atoms with excitation and readout laser pulses. By comparing the measured emission signal to predictions of a model that accounts for the quantized motion of atoms in a one-dimensional optical lattice potential, we are able to extract the Rydberg hyperfine and light shift contributions to the observed modulation frequencies. In this way the hyperfine splitting of Rydberg $n S$ levels is measured for $n$ in the range of 30 to 65 . Our results should be relevant for realizations of high-fidelity Rydberg qubits confined in optical potentials.

- "Hanbury Brown-Twiss Correlations for a Driven Superatom," J. Lampen, A. Duspayev, H. Nguyen, H. Tamura, P. R. Berman, and A. Kuzmich, Physical Review Letters 123, 203603 (2019).

Hanbury Brown-Twiss interference and stimulated emission, two fundamental processes in atomic physics, have been studied in a wide range of applications in science and technology. We study interference effects that occur when a weak probe is sent through a gas of twolevel atoms that are prepared in a singly excited collective (Dicke or "superatom") state and for atoms prepared in a factorized state. We measure the time-integrated second-order correlation function $g^{(2)}$ of the output field as a function of the delay $\tau$ between the input probe field and radiation emitted by the atoms and find that, for the Dicke state, $g^{(2)}$ is twice as large for $\tau=0$ as it is for $\gamma_{e} \tau \gg 1$ ( $\gamma_{2}$ is an excited state decay rate), while for the product state, this ratio is equal to $3 / 2$. The results agree with those of a theoretical model in which any effects related to stimulated emission are totally neglected-the coincidence counts measured in our experiment arise from Hanbury Brown-Twiss interference between the input field and the field radiated by the atoms.

- "Phase Matching in Lower Dimensions," H. Tamura, H. Nguyen, P. R. Berman, and A. Kuzmich, Physical Review Letters 125, 163601 (2020).

Phase matching refers to a process in which atom-field interactions lead to the creation of an output field that propagates coherently through the interaction volume. By studying light scattering from arrays of cold atoms, we show that conditions for phase matching change as the dimensionality of the system decreases. In particular, for a single atomic chain, there is phase-matched reflective scattering in a cone about the symmetry axis of the array that scales as the square of the number of atoms in the chain. For two chains of atoms, the phasematched reflective scattering can be enhanced or diminished as a result of Bragg scattering. Such scattering can be used for mapping collective states within an array of neutral atoms onto propagating light fields and for establishing quantum links between separated arrays.
-"Trapped Alkali-Metal Rydberg Qubit," Y. Mei, Y. Li, H. Nguyen, P.R. Berman, and A. Kuzmich, Physical Review Letters. 128, 123601 (2022).

Rydberg interactions of trapped alkali-metal atoms are used widely to facilitate quantum gate operations in quantum processors and repeaters. In most laboratory realizations using this protocol, the Rydberg states are repelled by the trapping laser fields, requiring that the fields be turned off during gate operations. Here we create a quasi-two-level system in a regime of Rydberg excitation blockade for a mesoscopic Rb ensemble of several hundred atoms confined in a magic-wavelength optical lattice. We observe many-body Rabi oscillations between the ground and collective Rydberg state. In addition we use Ramsey interference techniques to obtain the light shifts of both the lower and upper states of the collective qubit. Whereas the coupling producing the Rabi oscillations is enhanced by a factor of $\sqrt{N}$
, there is no corresponding enhancement for the light shifts. We derive an effective twolevel model which is in good agreement with our observations. Trapped Rydberg qubits and an effective two-level description are expected to have broad applicability for studies of quantum simulation and networking using collective encoding in ensembles of neutral atoms.

- "Theory of the Rydberg blockade with multiple intermediate-state excitations," P. R. Berman, H. Nguyen, and A. G. Rojo Phys. Rev. A 105, 043715 (2022).

We present a detailed theory of the Rydberg blockade, including contributions from multiple intermediate-state excitations. Two fields drive transitions between ground and Rydberg levels via an off-resonance intermediate state. Assuming a perfect blockade, we calculate the probability to excite fully symmetric collective states having either zero or one Rydberg excitation, but an arbitrary number of intermediate-state excitations. Both "bare" state and "dressed" state approaches are used for (1) constant amplitude driving fields and (2) adiabatic pulse driving fields. It is shown that a dressed state approach offers distinct advantages when multiple intermediate-state excitations occur. In the case of fixed amplitude fields, the multiple intermediate excitations can result in comblike modulated populations of individual states having one Rydberg excitation and $n \ll N$ intermediate-state excitations. However, when summed over all such state populations, most of the modulation disappears and the system is described to a good approximation by an effective two-level model. In the case of adiabatic, pulsed fields, there is no such modulation and an effective two-level model (in the dressed basis), corrected for light shifts, can be used to model the system. In addition to solving this problem using conventional methods, we show that similar results could be obtained using a form of the Holstein-Primakoff transformation.

## CHAPTER 3

## Light-Matter Interaction

Laser cooling and trapping techniques have served as an enabling technology for the cold-atom laboratory since their development in the 1980s. These techniques make it possible for efficient preparation of dense collections of atoms, allowing for atomic transitions to be interrogated without the effect of broadening. As such, laser cooled atoms are an ideal platform to study emergent many-body collective dynamics in degenerate states of matter as well as fundamental quantum optical phenomena.

In this section, I give a brief overview of the subject in the viewpoint of an experimental physicist. First I will describe the relevant physics associated with the light-matter interaction which is a cornerstone for all of atomic, molecular, and optical physics. I will then introduce a simple model to understand optical molasses and it's role in the formation of magneto optical traps. I will then describe the notion of Bloch-Siegert shifts (lightshifts) and how they are utilized to form optical trapping potentials.

### 3.1 The two-level atom

To understand how lasers can be used to affect atomic motion, we first look at the simplest example of the interaction between light and matter. First we consider a stationary atom with an incident monochromatic laser field of frequency $\omega$. While an atom's energy structure can consist of many states, the "resonance" or "two-level" approximation can dramatically simplify the situation when the frequency of the laser field coincides with the natural frequency of an atomic transition.

For a given pair of states $|1\rangle$ and $|2\rangle$ with energies $E_{1}$ and $E_{2}$ respectively, we can define a transition frequency $\omega_{0}$ such that $\omega_{0}=\frac{E_{2}-E_{1}}{\hbar}$. The laser detuning, defined as $\Delta=\omega-\omega_{0}$, is the difference between the laser frequency and the transition frequency. When the laser detuning is much less than the frequency of the transition, that is $|\Delta| \ll \omega_{0}$, we say that the laser is in resonance with the


Figure 3.1: Depiction of the two-level approximation of an atom. When the laser frequency coincides with an atomic transition, the effect of other atomic transitions can be neglected.
transition. The effect of other atomic transitions on the dynamics of the atom can be neglected if the laser is sufficiently detuned from other transitions. As a result, the atomic wavefunction can be written as $|\psi(t)\rangle=c_{1}(t)|1\rangle+c_{2}(t)|2\rangle$. To find the time-dependent solutions for coefficients $c_{1}(t)$ and $c_{2}(t)$, we must solve the time-dependent Schrödinger equation,

$$
\hat{H}|\psi(t)\rangle=i \hbar \frac{\partial|\psi(t)\rangle}{\partial t}
$$

The Hamiltonian can be written as a sum of two terms, $\hat{H}_{0}(r)$ is the time-independent part associated with the atomic energy structure, and $\hat{V}(t)$ is a perturbative term attributed to the light-matter interaction. The total Hamiltonian is given by

$$
\hat{H}=\hat{H}_{0}(r)+\hat{V}(t)
$$

The Schrödinger equation can be solved to find the dynamics of the relevant states in the system, where the resulting equations of motion are

$$
\begin{aligned}
\dot{c}_{1}(t) & =-\frac{i}{\hbar}\left(c_{1}(t) V_{11}+c_{2}(t) V_{12} e^{-i \omega_{0} t}\right), \\
\dot{c_{2}}(t) & =-\frac{i}{\hbar}\left(c_{1}(t) V_{21} e^{i \omega_{0} t}+c_{2}(t) V_{22}\right)
\end{aligned}
$$

Where $V_{i j}(t)=\langle i| \hat{V}|j\rangle=\int \psi_{i}^{*} \hat{V}(t) \psi_{j} d^{3} r$ are matrix elements of the perturbation and $|\alpha\rangle$ are eigenkets of the unperturbed Hamiltonian. If we consider a classical electric field $\overrightarrow{\mathcal{E}}(t)$ associated with the incident laser, the interaction of the atomic dipole in the electric field is given by $\hat{V}(t)=$ $e \vec{r} \cdot \overrightarrow{\mathcal{E}}(t)$. If we arbitrarily choose the polarization of the electric field to be in the $\hat{x}$ direction, we have that the matrix elements are given by

$$
V_{i j}(t)=-\frac{\mathcal{E}_{0}}{2}\left(e^{i \omega t}+e^{-i \omega t}\right) \mu_{i j}
$$

where $\mu_{i j}$ are dipole matrix elements defined as

$$
\mu_{i j}=-e \int \psi_{i}^{*} \hat{x} \psi_{j} d^{3} \boldsymbol{r}=-e\langle i| \hat{x}|j\rangle .
$$

An important thing to note is that due to the parity of the position operator, the diagonal elements of the interaction vanish, that is $V_{11}=V_{22}=0$. As a result, we can write the equations of motion for the state amplitudes as

$$
\begin{align*}
& \dot{c}_{1}(t)=\frac{i}{2} \Omega\left(e^{i\left(\omega-\omega_{0}\right) t}+e^{-i\left(\omega+\omega_{0}\right) t}\right) c_{2}(t)  \tag{3.1}\\
& \dot{c}_{2}(t)=\frac{i}{2} \Omega\left(e^{-i\left(\omega-\omega_{0}\right) t}+e^{i\left(\omega+\omega_{0}\right) t}\right) c_{1}(t)
\end{align*}
$$

where $\Omega$ is the Rabi frequency, which quantifies the strength of the atom-light interaction and is defined as

$$
\Omega=\left|\mu_{12} \mathcal{E}_{0} / \hbar\right| .
$$

Contained within this seemingly simple set of differential equations, a whole host of physical phenomena from the Einstein B coefficients in the weak-field limit and Rabi flopping and AC stark shifts in the strong-field limits respectively can be understood.

### 3.2 Inclusion of spontaneous decay - The Lindblad Master Equation

Not included in the previous formulation was the fact that atoms in the excited state can spontaneously decay back to the ground state. In order to describe the state of the full quantum system in the presence of decay, it is necessary to utilize the notion of the density operator. For a two level system, the density matrix is given by

$$
\rho=\left(\begin{array}{ll}
\rho_{11} & \rho_{12} \\
\rho_{21} & \rho_{22}
\end{array}\right) .
$$

For a pure quantum state, this can be written in terms of state amplitude coefficients,

$$
\rho=\left(\begin{array}{ll}
c_{1} c_{1}^{*} & c_{1} c_{2}^{*} \\
c_{2} c_{1}^{*} & c_{2} c_{2}^{*}
\end{array}\right) .
$$

For unitary dynamics, like those described in the previous section, the time dependence of the density matrix is determined by the Hamiltonian, and can be described by the Liouville-Von Neumann
equation or quantum master equation

$$
\frac{\partial \rho}{\partial t}=-\frac{i}{\hbar}[\hat{H}, \rho],
$$

which is equivalent to the Schrödinger formulation for the time evolution of the wavefunction. This evolution equation for the density matrix can be modified to incorporate spontaneous emission from the excited state by introducing a relaxation superoperator $\mathcal{L}_{\text {relax }}(\rho)$, with

$$
\mathcal{L}_{\text {relax }}(\rho)=-\frac{1}{2} \sum_{m}\left(C_{m}^{\dagger} C_{m} \rho+\rho C_{m}^{\dagger} C_{m}\right)+\sum_{m} C_{m} \rho C_{m}^{\dagger}
$$

Where $C_{m}$ are collapse operators associated with different dissipation channels. For the two-level system with spontaneous emission from the excited state, the collapse operator is given as

$$
C_{1}=\sqrt{\Gamma}|1\rangle\langle 2|,
$$

where $\Gamma$ is the spontaneous decay rate of the excited state. As a result, the total differential equation governing the evolution of the density matrix is given by the so-called Lindblad Master equation,

$$
\frac{\partial \rho}{\partial t}=-\frac{i}{\hbar}[\hat{H}, \rho]+\mathcal{L}_{\text {relax }}(\rho) .
$$

The effective Hamiltonian in the rotating wave approximation (RWA) for the single atom interacting with the laser field with a real-valued Rabi frequency $\Omega$ and detuning $\Delta$ is

$$
H=\frac{\hbar \Omega}{2}(|1\rangle\langle 2|+|2\rangle\langle 1|)-\hbar \Delta|2\rangle\langle 2|=\hbar\left(\begin{array}{cc}
0 & \frac{\Omega}{2} \\
\frac{\Omega}{2} & -\Delta
\end{array}\right) .
$$

When we include the relaxation operators into the equation, the resulting set of differential equations often called the optical Bloch equations (OBE)

$$
\begin{aligned}
& \dot{\rho_{11}}(t)=+\Gamma \rho_{22}+\frac{i \Omega}{2}\left(\rho_{21}-\rho_{12}\right) \\
& \dot{\rho_{12}}(t)=-\left(\frac{\Gamma}{2}+i \Delta\right) \rho_{12}+\frac{i \Omega}{2}\left(\rho_{11}-\rho_{22}\right) \\
& \dot{\rho_{21}}(t)=-\left(\frac{\Gamma}{2}-i \Delta\right) \rho_{21}+\frac{i \Omega}{2}\left(\rho_{11}-\rho_{22}\right) \\
& \dot{\rho_{22}}(t)=-\Gamma \rho_{22}+\frac{i \Omega}{2}\left(\rho_{12}-\rho_{21}\right) .
\end{aligned}
$$

By solving these equations in steady state, that is by setting the time derivatives equal to zero, we find equations that relate to the topics of power broadening and saturation. One commonly used quantity in atomic physics experiments is the scattering rate, which is related to the steady state
density matrix $\rho_{22}(t \rightarrow \infty)$ by

$$
R_{s c}=\Gamma \rho_{22}(t \rightarrow \infty) .
$$

After solving the density matrix equations outlined above, we arrive at the following expression for the steady state density matrix element as

$$
\rho_{22}(t \rightarrow \infty)=\frac{(\Omega / \Gamma)^{2}}{1+4(\Delta / \Gamma)^{2}+2(\Omega / \Gamma)^{2}}
$$

It is often convenient to define an on-resonance saturation parameter which is defined as

$$
s_{0}=\frac{2|\Omega|^{2}}{\Gamma^{2}}=\frac{I}{I_{s}}
$$

where $I$ is the intensity of the incident field, and $I_{s}$ is the saturation intensity given by

$$
I_{s}=\frac{c \epsilon_{0} \Gamma^{2} \hbar^{2}}{4|\vec{\epsilon} \cdot \vec{d}|^{2}}
$$

As a result, the scattering rate can then be written as

$$
R_{s c}=\left(\frac{\Gamma}{2}\right) \frac{s_{0}}{1+s_{0}+(2 \Delta / \Gamma)^{2}}
$$

During the process of scattering a photon, momentum from the field is transferred to the atom. As a result, we can associate an effective force given by

$$
\begin{equation*}
F_{s p}=\hbar k R_{s c}=\left(\frac{\Gamma}{2}\right) \frac{s_{0} \hbar k}{1+s_{0}+(2 \Delta / \Gamma)^{2}} . \tag{3.2}
\end{equation*}
$$

This force associated with radiation pressure is an underlying principle for laser cooling and trapping.

### 3.3 Magneto-Optical Traps

In many cold-atom laboratories, the magneto-optical trap (MOT) serves as a primary step in the sample preparation process. As the name suggests, the trap employs both optical and magnetic fields to compress and cool atoms into a dense cloud. A MOT typically is formed via three pairs of retroreflected beams, and a quadrupole magnetic field. However, in order to get an understanding of the dissipative mechanisms it is instructive to consider just a one-dimensional system.


Figure 3.2: (a) Compression as a result of preferential absorption due to Zeeman interactions. (b) Cooling as a result of preferential absorption due to Doppler shifts.

In this simplified system, we consider two optical fields, denoted $\mathcal{E}_{+}$and $\mathcal{E}_{-}$. The $\mathcal{E}_{+}\left(\mathcal{E}_{-}\right)$field propagates in the positive (negative) x-direction with $\sigma_{+}\left(\sigma_{-}\right)$polarized light. There is a magnetic field gradient in the $x$ direction such that $B(x)=A x$. Due to the magnetic field gradient, the Zeeman effect results in position-dependent level shifts as shown in Fig 3.2(a). In addition, the velocity of the atom results in a Doppler shift; the atom observes a different frequency for each of the fields depending on the direction of motion, as shown in Fig. 3.2(b). The detuning in Eq. 3.2 is modified to take into account these effects,

$$
\Delta_{ \pm}=\Delta \mp \underbrace{\vec{k} \cdot \vec{v}}_{\text {Doppler Shift }} \pm \underbrace{\mu^{\prime} B / \hbar}_{\text {Zeeman Shift }}
$$

Where $\mu^{\prime}=\left(g_{e} m_{e}-g_{g} m_{g}\right) \mu_{B}$, is an effective magnetic moment for the transition used, $g_{e}\left(g_{g}\right)$ is the Lande $g$-factor, and $m_{e}\left(m_{g}\right)$ is the magnetic quantum number associated with the excited (ground) level. As a result, the total force the atom experience is given by

$$
F_{t o t a l}=F_{+}+F_{-}=\left(\frac{\Gamma s_{0} \hbar k}{2}\right)\left[\frac{1}{1+s_{0}+\left(2 \Delta_{+} / \Gamma\right)^{2}}+\frac{1}{1+s_{0}+\left(2 \Delta_{-} / \Gamma\right)^{2}}\right]
$$

When the Doppler and Zeeman shifts are smaller than the detuning, the total force can be approximated as

$$
F_{x} \approx-\beta v_{x}-\kappa x .
$$

Looking at this equation of motion, one might notice that it resembles that of a damped harmonic oscillator, where $\beta$ can be associated with a damping coefficient corresponding to the optical molasses portion of the trap, and $\kappa$ as an spring constant due to the magnetic gradient, defined as

$$
\beta=\frac{8 \hbar k^{2} \Delta s_{0}}{\Gamma\left(1+s_{0}+(2 \Delta / \Gamma)^{2}\right)^{2}},
$$

and

$$
\kappa=\frac{\mu^{\prime} A}{\hbar k} \beta .
$$

The magnetic portion of the interaction results in compression of the atomic sample. For a red-detuned molasses beam, the $\Delta m=-1$ transition is shifted closer to resonance due to the Zeeman effect. As a result, the atom is more likely to scatter a photon from the $\sigma_{-}$beam, and the radiation pressure will push the atom in the $-x$ direction. Conversely, when the atom is to the left of the $B=0$ position, the atom is more likely to scatter the $\sigma_{+}$beam. Note that if the polarization of each beam is swapped, radiation pressure will cause the atoms to be repelled from the zero-field position, rather than be attracted.

The velocity-dependent interaction results in a cooling of the atomic sample. To elaborate, the positive velocity atoms see a larger frequency for the $\mathcal{E}_{-}$field, which results in a smaller detuning and a higher probability to scatter a photon from the $\mathcal{E}_{-}$beam. As a consequence, the radiation pressure opposing the direction of motion causes a decrease in velocity. Conversely, when the velocity is negative, the atom is more likely to scatter a photon from the $\mathcal{E}_{+}$beam, again causing a decrease in the magnitude of the velocity.

### 3.4 Optical dipole traps

### 3.4.1 Theory of dipole polarizability

In the previous section, radiation pressure forces are the main mechanism for cooling and condensing in the MOT. Another type of force that can be exerted by light is the dipole force. For spatially inhomogenous light fields, e.g. optical tweezers, the dipole force can lead to precise localization of neutral atoms. In order to understand the origin of the trapping potential, we look at the atomlight interaction for an incident field that is far-detuned from an atomic transition. In this case, the chance for optical excitation is low, and therefore we can neglect radiation pressure forces. To begin, we can treat the atom as a classical dipole, and derive the interaction potential. We can then see how those equations are modified in the quantum mechanical picture of an atomic dipole. First, we can relate the complex amplitude of the dipole $\tilde{p}$ to the amplitude of the electric field $\tilde{\mathcal{E}}$.

$$
\tilde{p}=\alpha \tilde{\mathcal{E}}
$$

The induced dipole can then act again with the driving field to produce a time-averaged interaction potential given by

$$
\begin{equation*}
U_{d i p}(\boldsymbol{r})=-\frac{1}{2}\langle\boldsymbol{p} \mathcal{E}\rangle=-\frac{1}{2 \epsilon_{0} c} \operatorname{Re}(\alpha) I(\boldsymbol{r}) \tag{3.3}
\end{equation*}
$$

From this expression, we see that the dipole potential is proportional to the real part of the polar-


Figure 3.3: Lorentz model for the induced dipole of an atom driven by an electromagnetic field.
izability. Conversely, the imaginary component of the polarizability can be related to the absorbed power from the dipole.

$$
P_{a b s}=\frac{\omega}{\epsilon_{0} c} \operatorname{Im}(\alpha) I
$$

We can ultimately relate this to the scattering rate, by taking the power and dividing by the average energy of each photon, $\hbar \omega$.

$$
\begin{equation*}
\Gamma_{s c}(\boldsymbol{r})=\frac{1}{\hbar \epsilon_{0} c} \operatorname{Im}(\alpha) I(\boldsymbol{r}) \tag{3.4}
\end{equation*}
$$

### 3.4.2 A classical model to derive the atomic polarizability

A simple model that does surprisingly well at describing the nature of light-matter interactions is the Lorentz oscillator model. In this phenomenological model, we treat the electron as bound to the nucleus with a spring-like force, and with a resonant frequency $\omega_{0}$ corresponding to the frequency of the atomic transition. In addition, we can include a damping term $\Gamma$, which will describe dissipation of energy out of the system. Similar to damped mass on a spring, we can write a Newtonian equation of motion governing the motion of the electron,

$$
\ddot{x}+\Gamma \dot{x}+\omega_{0}^{2} x=-\frac{e \mathcal{E}(t)}{m_{e}},
$$

where $e$ is the fundamental electronic charge, $\mathcal{E}(t)$ is the time-dependent amplitude of the electric field with frequency $\omega$, and $m_{e}$ is the mass of the electron. Upon solving the differential equation for the position of the electron, $x$, we can find the classical dipole moment for this system is given
by

$$
p(\omega)=-e x(\omega)=\frac{e^{2}}{m_{e}} \frac{\mathcal{E}}{\left[\left(\omega_{0}^{2}-\omega^{2}\right)-i \omega \Gamma\right]}
$$

When we use the relation between the induced dipole moment and the polarizability, we can identify that the classical frequency-dependent polarizability is given by

$$
\alpha(\omega)=\frac{p(\omega)}{\mathcal{E}}=\frac{e^{2}}{m_{e}} \frac{\mathcal{E}}{\left[\left(\omega_{0}^{2}-\omega^{2}\right)-i \omega \Gamma\right]}
$$

where the damping rate $\Gamma$, is given by Larmor formula for the power dissipated by a radiating dipole.
Now that we have derived an expression for the polarizability, we can use Eqs. 3.3 and 3.4 to obtain the dipole potential and scattering rate respectively.

$$
\begin{gathered}
U_{d i p}(\boldsymbol{r})=-\frac{3 \pi c^{2}}{2 \omega_{0}}\left(\frac{\Gamma}{\omega_{0}-\omega}+\frac{\Gamma}{\omega_{0}+\omega}\right) I(\boldsymbol{r}) \\
\Gamma_{s c}(\boldsymbol{r})=\frac{3 \pi c^{2}}{2 \hbar \omega_{0}^{3}}\left(\frac{\omega}{\omega_{0}}\right)^{3}\left(\frac{\Gamma}{\omega_{0}-\omega}+\frac{\Gamma}{\omega_{0}+\omega}\right)^{2} I(\boldsymbol{r})
\end{gathered}
$$

Even for so-called far off resonance traps, the detuning $\Delta=\omega-\omega_{0}$ is much less than the optical transition frequency, that is, $|\Delta| \ll \omega_{o}$. In this case, we can invoke the rotating-wave approximation (RWA) and we can neglect the second terms, and set $\frac{\omega}{\omega_{0}} \approx 1$. As a result, the expressions for the dipole potential and scattering rate reduces to

$$
\begin{aligned}
U_{d i p}(\boldsymbol{r}) & =\frac{3 \pi c^{2}}{2 \omega_{0}^{3}} \frac{\Gamma}{\Delta} I(\boldsymbol{r}) \\
\Gamma_{s c}(\boldsymbol{r}) & =\frac{3 \pi c^{2}}{2 \hbar \omega_{0}^{3}}\left(\frac{\Gamma}{\Delta}\right)^{2} I(\boldsymbol{r}) .
\end{aligned}
$$

From this expression, we can note a few important details that have practical application in the realm of optical dipole trapping. The first is that the trapping potential and scattering rate have different dependencies on the detuning. This means that it is advantageous to choose a trapping wavelength that is far-off resonance from the relevant optical transition. By reducing the photon scattering rate for a fixed trap depth, the effects of recoil heating can be reduced, therefore leading to longer lifetimes of the atom within the trap.

Also note that the trapping potential depends on the sign of the detuning. For a trapping field with a laser frequency smaller than the resonance frequency of the atom, the detuning is negative, often denoted as "red-detuned". In this case, the resulting dipole potential is negative, and therefore
the maximal potential depth occurs at the maximum of the intensity field. On the contrary, for "blue-detuned" trapping fields, the atoms will be attracted to the intensity minima. This can be advantageous as the rate of photon scattering can be further reduced. Utilizing this fact, many atomic physics groups are actively investigating and implementing clever geometries for singleatom trapping such as blue-detuned line-grid arrays and optical bottle beam traps.

### 3.4.3 Quantum mechanical model of polarizability

As we saw in the previous section, the classical model of the bound electron gives a simple framework to understand the origin of the induced dipole. It provides us with expressions that reveal important aspects of the origin of the dipole potential and polarizability. However in this model, we neglect two important truths about the atom. The first of which is that the atom at a fundamental level is a quantum mechanical object. The allowed energies of the electron are not continuous, rather they are discretized. Another important fact that we neglected is the fact that an atom consists of multiple levels. We now consider how the classical expressions of the polarizability need to be modified.

To derive the energy correction associated with the incident trapping field, we write the total atomfield Hamiltonian

$$
H=H_{0}+\mathcal{E} \hat{\mathcal{E}} \cdot \boldsymbol{d}
$$

where $H_{0}$ is the atomic Hamiltonian, in the absence of the electric field. If we treat the electric field amplitude $|\mathcal{E}|$ as a perturbative parameter, we know from perturbation theory that the wavefunction and energy for an atomic state $\nu$ can be expressed as

$$
\begin{aligned}
\left|\psi_{\nu}\right\rangle & =\left|\psi_{\nu}^{(0)}\right\rangle+\mathcal{E}\left|\psi_{\nu}^{(1)}\right\rangle+\mathcal{E}^{2}\left|\psi_{\nu}^{(2)}\right\rangle+\ldots \\
E_{\nu} & =E_{\nu}^{(0)}+\mathcal{E} E_{\nu}^{(1)}+\mathcal{E}^{2} E_{\nu}^{(2)}+\ldots
\end{aligned}
$$

For now we focus on the energy corrections due to the electric field perturbation. From timeindependent perturbation theory, the first order correction to the energy is given by

$$
\begin{gathered}
E_{\nu}^{(1)}=\left\langle\psi_{\nu}^{(0)}\right| \mathcal{E} \hat{\mathcal{E}} \cdot \boldsymbol{d}\left|\psi_{\nu}^{(0)}\right\rangle, \\
E_{\nu}^{(1)}=-\mathcal{E} \cdot\langle\boldsymbol{d}\rangle .
\end{gathered}
$$

Since neutral atoms do not have a permanent dipole, this quantity vanishes. The second order
correction to the energy from perturbation theory is given by

$$
E_{\nu}^{(2)}=\sum_{n \neq k} \frac{\left.\left|\left\langle\psi_{\nu}^{(0)}\right| \boldsymbol{d} \cdot \mathcal{E}\right| \psi_{k}^{(0)}\right\rangle\left.\right|^{2}}{E_{\nu}^{(0)}-E_{k}^{(0)}}
$$

Since the energy shift is related to the static electric field by the polarizability by

$$
\Delta E_{\nu}=-\frac{1}{2} \alpha_{\nu}|\mathcal{E}|^{2}
$$

we can identify the polarizability of the state as

$$
\alpha_{\nu}=-2 \sum_{k \neq \nu} \frac{\left.\left|\left\langle\psi_{\nu}^{(0)}\right| \boldsymbol{d} \cdot \boldsymbol{\mathcal { E }}\right| \psi_{k}^{(0)}\right\rangle\left.\right|^{2}}{E_{\nu}^{(0)}-E_{k}^{(0)}}
$$

Here we can see the polarizability has contributions from all dipole-allowed transitions. In order to take into account an ac field with frequency $\omega$, we simply modify the static polarizability with the same frequency factor that arose in the classical oscillator case,

$$
\left.\alpha_{\nu}(\omega)=-2 \sum_{k \neq \nu}\left|\left\langle\psi_{\nu}^{(0)}\right| \boldsymbol{d} \cdot \boldsymbol{\mathcal { E }}\right| \psi_{k}^{(0)}\right\rangle\left.\right|^{2}\left[\frac{1}{\delta E_{\nu, k}+\omega}+\frac{1}{\delta E_{\nu, k}-\omega}\right] .
$$

Where $\delta E_{\nu, k}=E_{\nu}^{(0)}-E_{k}^{(0)}$ is the difference in the unperturbed energies. Furthermore, the polarizability depends on the angular momentum $j$ and $m_{j}$ of the atomic state, and therefore we can further modify the expression as

$$
\alpha_{\nu}(\omega)=\alpha_{\nu}^{(0)}(\omega)+\mathcal{A} \cos \theta_{k} \frac{m_{j}}{j} \alpha_{\nu}^{(1)}(\omega)+\left\{\frac{3 \cos ^{2} \theta_{p}-1}{2}\right\} \frac{3 m_{j}^{2}-j(j+1)}{j(2 j-1)} \alpha_{\nu}^{(2)}(\omega) .
$$

The factors $\mathcal{A}$ defines the degree of polarization. $\mathcal{A}=-1,0,1$ for left-handed, linear, and righthanded polarization respectively. Here $\theta_{k}$ represents the angle between the wave vector and the z -axis. $\theta_{p}$ is the angle between the polarization of the electric field with respect to the z -axis. Here $\alpha_{\nu}^{(0)}(\omega), \alpha_{\nu}^{(1)}(\omega)$, and $\alpha_{\nu}^{(2)}(\omega)$ represent the scalar, vector, and tensor polarizabilities respectively
[2], and are defined as

$$
\begin{aligned}
\alpha_{\nu}^{(0)}(\omega) & =\frac{1}{3\left(2 j_{\nu}+1\right)} \sum_{j_{k}}\left|\left\langle\psi_{\nu}^{(0)}\|D\| \psi_{k}^{(0)}\right\rangle\right|^{2}\left[\frac{1}{\delta E_{\nu, k}+\omega}+\frac{1}{\delta E_{\nu, k}-\omega}\right] \\
\alpha_{\nu}^{(1)}(\omega) & =-\sqrt{\frac{6 j_{\nu}}{\left(j_{\nu}+1\right)\left(2 j_{\nu}+1\right)}} \\
& \sum_{j_{k}}\left\{\begin{array}{ccc}
j_{\nu} & 1 & j_{\nu} \\
1 & j_{k} & 1
\end{array}\right\}(-1)^{j_{\nu}+j_{k}+1}\left|\left\langle\psi_{\nu}^{(0)}\|D\| \psi_{k}^{(0)}\right\rangle\right|^{2}\left[\frac{1}{\delta E_{v, k}+\omega}-\frac{1}{\delta E_{\nu, k}-\omega}\right] \\
\alpha_{\nu}^{(2)}(\omega) & =-2 \sqrt{\frac{5 j_{\nu}\left(2 j_{\nu}-1\right)}{6\left(j_{\nu}-1\right)\left(2 j_{\nu}+1\right)\left(2 j_{\nu}+3\right)}} \\
& \sum_{j_{k}}\left\{\begin{array}{ccc}
j_{\nu} & 2 & j_{\nu} \\
1 & j_{k} & 1
\end{array}\right\}(-1)^{j_{\nu}+j_{k}+1}\left|\left\langle\psi_{\nu}^{(0)}\|D\| \psi_{k}^{(0)}\right\rangle\right|^{2}\left[\frac{1}{\delta E_{\nu, k}+\omega}-\frac{1}{\delta E_{\nu, k}-\omega}\right]
\end{aligned}
$$

Where $\left|\left\langle\psi_{\nu}^{(0)}\|D\| \psi_{k}^{(0)}\right\rangle\right|$ are reduced dipole matrix elements. These expressions for the polarizability show that they can change dramatically near the frequency of an atomic transition. Utilizing this fact, we can employ near-resonant trapping wavelengths in order to match the polarizabilities of two atomic levels of interest. The wavelength at which the polarizabilities of two levels are equal is a so-called "magic wavelength". In this thesis, we employ a magic wavelength near a $\left|6 P_{3 / 2}\right\rangle \leftrightarrow\left|n S_{1 / 2}\right\rangle$ transition to achieve state-insensitive trapping for the ground-Rydberg transition. In doing so, we minimize the undesirable effect of differential lightshifts and extend lifetimes of the ground-Rydberg coherence an order of magnitude over those achieved in traditional far-offresonance traps (FORTs).

### 3.4.4 Specific application: Lightshift calculation for the line of $\mathbf{R b}$ for a trapping wavelength of $1064 \mathbf{n m}$

For Rubidium, a common wavelength used for FORTs is 1064 nm . This is because the wavelength is sufficiently far from any atomic transitions and can be generated with high power via Neodymium doped Yttrium-Aluminum-Garnet (Nd:YAG) lasers. In this section, I describe the process of calculating differential lightshifts for the $D_{2}$ line of Rubidium for 1064 nm light. The Mathematica notebook, " 1 LightshiftCalculator", used for these calculations is available online. This notebook allows experimentally measured trapping beam powers and waists to be converted into theoretical predictions of trap depths (light shift of the ground state), and state-dependent light shifts of the $D_{2}$ line.

| Polarizability | Value in atomic units |
| :---: | :---: |
| $\alpha_{5 S_{1 / 2}}^{(0)}$ | 687.3 |
| $\alpha_{5 P_{1 / 2}}^{(0)}$ | -1226 |
| $\alpha_{5 P_{3 / 2}}^{(0)}$ | -1114 |
| $\alpha_{5 P_{3 / 2}}^{(2)}$ | 551 |

Table 3.1: Scalar and tensor polarizabilities for 1064 nm light used in calculating differential lightshifts for the $D_{2}$ transition in Rubidium taken from Ref [1].

The light shifts for the state $\gamma$ with quantum numbers $F$ and $m_{F}$ are calculated using

$$
\Delta E_{\gamma, F, m_{F}}=-\frac{1}{4} \alpha_{\gamma, F, m_{F}} \mathcal{E}^{2}
$$

where the state-dependent polarizability is defined as

$$
\alpha_{\gamma, F, m_{F}}=\alpha_{\gamma}^{(0)}+\alpha_{\gamma, F}^{(2)} \frac{3 m_{F}^{2}-F(F+1)}{F(2 F+1)},
$$

where

$$
\alpha_{\gamma, F}^{(2)}=\alpha_{\gamma}^{(2)} \frac{3 X(X-1)-4 F(F+1) J(J+1)}{(2 F+3)(2 F+2) J(2 J-1)},
$$

with

$$
X=F(F+1)+J(J+1)-I(I+1) .
$$

To perform these calculations, I utilize tabulated values of the scalar $\left(\alpha_{\gamma}^{(0)}\right)$ and tensor $\left(\alpha_{\gamma}^{(2)}\right)$ polarizabilities listed in Ref [1] for 1064 nm , the values of which are detailed in Table 3.1.

A common convention is to utilize Hartree atomic units when calculating quantities for theoretical atomic physics. In this system of units, fundamental constants i.e., the reduced Planck constant $\hbar$, the elementary charge $e$, the Bohr radius $a_{0}$, and the electron mass $m_{e}$ are set to unity making the calculations more convenient. To convert the values of polarizability from atomic units to SI units , we utilize a conversion factor $\Lambda$ such that

$$
\alpha[\mathrm{au}] \times \Lambda=\alpha[\mathbf{S I}],
$$

with

$$
\Lambda=4 \pi \epsilon_{0} a_{0}^{3} \approx 1.648 \times 10^{-41}
$$

Energy shifts when calculated are in SI units (Joules), however, it is common to express them in

|  | $\left\|m_{F}\right\|=3$ | $\left\|m_{F}\right\|=2$ | $\left\|m_{F}\right\|=1$ | $\left\|m_{F}\right\|=0$ |
| :---: | :---: | :---: | :---: | :---: |
| $F=3$ | 17.07 | 33.77 | 43.80 | 47.14 |
| $F=2$ |  | 33.77 | 33.77 | 33.77 |
| $F=1$ |  |  | 40.45 | 33.77 |

Table 3.2: Level shifts in units of MHz , of the $D_{2}$ line for a 1064 nm trapping wavelength and 1 mK trap depth.
either temperature or frequency units.

$$
\Delta E[\mathrm{~J}]=k_{B}(\Delta E[\mathrm{~K}])=h(\Delta E[\mathrm{~Hz}])
$$

For example, a 1 mK trap depth corresponds to an energy shift of the ground state of

$$
\Delta E=k_{B}\left(1 \times 10^{-3} \mathbf{K}\right)=1.38 \times 10^{-26} \mathbf{J}
$$

with a corresponding frequency shift of

$$
\frac{k_{B}\left(1 \times 10^{-3} \mathrm{~K}\right)}{h} \Rightarrow 20.84 \mathrm{MHz}
$$

The state-dependent differential light shifts are calculated for a 1 mK trap depth which can be achieved with a $1 \mu \mathrm{~m}$ beam waist and laser power of 10.16 mW or equivalently a trap intensity of $I \approx 6.47 \times 10^{5} \mathrm{~W} / \mathrm{cm}^{2}$. The results are shown in Figure 3.4, and tabulated in Table 3.2. A few things to note are that there are no tensor shifts for the ground level, and therefore the trap depth is independent of quantum numbers $F$ and $m_{F}$. Also, there are no tensor light shifts for the $D_{1}$ line, and therefore all levels are shifted equally with a sensitivity of $37.17 \mathrm{MHz} / \mathrm{mK}$.


Figure 3.4: Magnetic sublevel differential lightshifts for the $D_{2}$ line and a trap depth of 1 mK . Individual values are tabulated in Table 3.2.

## CHAPTER 4

## Apparatus for Single-Atom Trapping

While being able to trap, detect, and coherently manipulate the state of a single atom is an achievement in and of itself, in order to study emergent many-body physical phenomena, it is necessary to increase the number of quantum constituents within the system. Technological development along this direction have enabled the generation of multi-dimensional structured arrays of optical tweezers and is an active area of research. Some of the predominant methods used to scale up the size of the quantum system include:

## A) Acousto-optic deflectors (AODs)

One- and two- dimensional arrays of optical tweezers can be generated by utilizing AODs driven by multi-tone radiofrequency (RF) sources derived from software define radio (SDR) or arbitrary waveform generators (AWG). While this scheme allows for a relatively simple method for generating trap arrays, this method has several limitations. 1) Only rectangular geometries can be achieved, 2) the number of traps is limited by the total efficiency of all of the first order diffracted beams and the frequency spacing of RF tones within the bandwidth of the AOD, 3) nonlinearities within the AOD and RF amplifier can cause frequency intermodulation between the different frequency tones, which severely limits the achievable trap uniformity.

## B) 2D Lattices - Superfluid to Mott insulator transition

A powerful method for realizing deterministic loading of single atoms into a sub-wavelength square array is by utilizing ultra-cold bosonic gases in two-dimensional optical lattices. A BoseEinstein condensate (BEC) within the 2D lattice can undergo a quantum phase transition from the superfluid to mott-insulator phases via ramping of the lattice depth. As a result of this phase transition, single-atoms are prepared in each lattice site with a high probability. Some restrictions of this method is that the geometry of traps is limited, and the process of generating and manipulating a BEC is technically challenging and time consuming.

## C) Holographic methods

By utilizing holographic methods, spatially varying phases can be imprinted on a trapping beam, resulting in nearly arbitrary patterns of light at the focus of a lens. Traditionally this is
performed via static phase masks which are comprised of transparent media with spatially varying refractive indices. With the development of spatial light modulators (SLMs) and digital micromirror devices (DMDs), on-demand reconfiguration of trapping geometries is possible. Due to the high power utilization factor and flexibility of the approach, this is the method that is used in the Kuzmich lab.

### 4.1 Scalar-diffraction theory: Huygens-Fresnel, Fresnel, and Fraunhofer diffraction

To understand how the phase hologram is computed for the desired intensity pattern, we first turn to scalar diffraction theory to describe propagation of electric fields between different planes of interest. This formalism allows us to understand the mathematical relation between the scalar electric field at two planes separated by a distance $z$. In this particular example, we are interested in the electric field at the SLM plane $E_{\text {SLM }}\left(x^{\prime}, y^{\prime}\right)$ and at the focal plane of the high NA objective lens, $E_{\text {Focal }}(x, y)$. Given that the electric field at the SLM plane is known, we can utilize the Huygens-Fresnel principle to calculate the electric field at the focal plane such that,

$$
\begin{equation*}
E_{\mathrm{Focal}}(x, y)=\frac{z}{i \lambda} \iint_{-\infty}^{+\infty} E_{\mathrm{SLM}}\left(x^{\prime}, y^{\prime}\right) \frac{\exp (i k r)}{r^{2}} d x^{\prime} d y^{\prime} \tag{4.1}
\end{equation*}
$$

where $r$ is defined as the distance

$$
r=\sqrt{z^{2}+\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}} .
$$

One can interpret this integral as every point in the SLM plane as a source of outgoing spherical waves. In general, this integral can be difficult to evaluate. By invoking two approximations, the expression can be dramatically simplified. First we invoke the Fresnel or paraxial approximation. In this approximation, we have that the distance $z$ between the planes is much larger than the transverse extent of the aperture in the SLM plane, that is

$$
z \gg \sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}} .
$$

When this condition is satisfied, we can expand the distance $r$ via a binomial expansion,

$$
\begin{aligned}
& r=z \sqrt{1+\left(\frac{x-x^{\prime}}{z}\right)^{2}+\left(\frac{y-y^{\prime}}{z}\right)^{2}} \\
& r \approx z\left[1+\frac{\left(x-x^{\prime}\right)^{2}}{2 z^{2}}+\frac{\left(y-y^{\prime}\right)^{2}}{2 z^{2}}+\ldots\right] .
\end{aligned}
$$

As a result, we can keep just the first term for the expansion of $r$ in the denominator, however for values of $r$ in the exponential, we keep the first three terms since variations in the phase on the order of unity can result in a large deviation of the resulting value. As a result, the diffraction integral simplifies to

$$
E_{\mathrm{Focal}}(x, y)=\frac{e^{i k z}}{i \lambda z} \iint_{-\infty}^{+\infty} E_{\mathrm{SLM}}\left(x^{\prime}, y^{\prime}\right) \exp \left[i \frac{k}{2 z}\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}\right]\right] d x^{\prime} d y^{\prime}
$$

For a further simplification, we can expand out the phase factor in the integral

$$
\left[\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}\right]=\left(x^{2}+y^{2}\right)+\left(x^{\prime 2}+y^{\prime 2}\right)-\left(2 x^{\prime} x+2 y^{\prime} y\right)
$$

At this point, we can apply the Fraunhofer approximation, under the condition that $z \gg \frac{k\left(x^{\prime 2}+y^{\prime 2}\right)}{2}$ is satisfied. Under this assumption, the phase factor $e^{i k\left(x^{\prime 2}+y^{\prime 2}\right)} \approx 1$, over the region of interest and the diffraction integral simplifies to

$$
E_{\text {Focal }}(x, y)=\frac{e^{i k z} e^{i \frac{k}{2 z}\left(x^{2}+y^{2}\right)}}{i \lambda z} \iint_{-\infty}^{+\infty} E_{\mathrm{SLM}}\left(x^{\prime}, y^{\prime}\right) \exp \left[-i\left(\frac{k x}{z} x^{\prime}+\frac{k y}{z} y^{\prime}\right)\right] d x^{\prime} d y^{\prime}
$$

This can be identified as a 2D Fourier transform of the field in the reference plane, with spatial frequencies $f_{x}=\frac{x}{\lambda z}$ and $f_{y}=\frac{y}{\lambda z}$.

To summarize, if one knows the electric field in one plane, the electric field at a different plane in the far-field can be obtained via a 2D Fourier transform. This means that in principle, an arbitrary electric field profile $E_{\text {Focal }}(x, y)$ can be generated by manipulating the electric field at the SLM plane to be the inverse FT, $E_{\text {SLM }}\left(x^{\prime}, y^{\prime}\right)=\mathcal{F}^{-1}\left[E_{\text {Focal }}(x, y)\right]$.

### 4.2 Phase modulation using a spatial light modulator

### 4.2.1 Gerchberg-Saxton Algorithm

In reality, simultaneous control over the amplitude and phase of the electric field at the SLM plane is not feasible, and instead the amplitude is constrained to that of a Gaussian beam. While the


Figure 4.1: Flow diagram for the Gerchberg-Saxton algorithm.
exact intensity pattern at the focal plane cannot be achieved, an excellent approximation can be obtained by an appropriate choice of the phase modulation on the Gaussian beam at the surface of the SLM. With this amplitude constraint, the direct inverse transform can be no longer used to obtain the optimal phase hologram, rather a phase retrieval algorithm such as the GerchbergSaxton (GS) algorithm must be used. The GS algorithm is amongst a class of algorithms that utilize a sequence of forward and inverse discrete Fourier transforms (DFTs) along with amplitude constraints to obtain convergence on the optimal phase hologram. Figure 4.1 shows a basic flow diagram for the implementation of the GS algorithm.

Given an input electric field amplitude at the SLM plane, $A_{\text {in }}$, and a target amplitude at the focal plane, $A_{T}$, we can obtain an optimized phase hologram $\phi_{\text {opt }}$ such that $\left|\mathcal{F}\left[A_{\text {in }} e^{i \phi_{\text {opt }}}\right]\right|^{2} \approx\left|A_{T}\right|^{2}$ by performing the following iterative procedure:

1. Initialize each pixel in the discrete grid $\phi_{n}\left(x_{i}, y_{j}\right)$ to be a randomly distributed between 0 and $2 \pi$.
2. Using the amplitude of the electric field at the SLM plane, $A_{\text {in }}$, and the phase pattern at the SLM plane, $\phi_{n}$, propagate the electric field to the focal plane by DFT, which results in the electric field amplitude $\tilde{A}_{n}$ and phase $\tilde{\phi_{n}}$.
3. Enforce an amplitude constraint in the focal plane, that is, substitute $\tilde{A}_{n}$ with $A_{T}$.
4. Propagate the resulting field backward to the SLM plane via inverse DFT to obtain the phase $\phi_{n+1}$.
5. Check to see if the amplitude error, $\epsilon=\frac{\left|A_{T}-\right| \mathcal{F}\left[A_{\mathrm{in}} e^{\left.i \phi_{n+1}\right]| |^{2}}\right.}{\left|A_{T}\right|^{2}}$, is within the desired tolerance level. If the error is sufficiently low, the algorithm concludes and $\phi_{n+1}$ is the optimized phase, $\phi_{\text {opt }}$. If not, return to step 2.

The program "2_PhaseHologramGenerator", available via the online repository provides a minimal working example of such a procedure. The GS algorithm is implemented for 30 iterations to generate phase holograms corresponding to a ring geometry consisting of 1-7 traps at the focal plane. The final intensity profile at the focal plane is shown in the first row of Fig. 4.2, and the corresponding phase holograms are displayed in the second row. The phase holograms show patterns indicative of the dominant spatial frequencies present in the array geometry as well as the increasing degree of symmetry. To further emphasize the flexibility of this approach, the Mathematica notebook has the capabilities of generating phase holograms for input target amplitudes defined from an imported bitmap file. This feature is utilized to generate phase holograms for trap arrays spelling out the letters in "KUZMICH".


Figure 4.2: Gallery of traps: Calculated intensity pattern for increasing number of traps in a ring geometry and corresponding phase holograms in rows 1 and 2 respectively. Demonstration of arbitrary trap geometry formation by trap geometries spelling out "KUZMICH" and their respective phase holograms in row 3 and 4 respectively.

Precise positioning of the traps on the focal plane A useful application of digital holography is the precise positioning of the focal point of optical beams. Transverse displacements $\Delta_{x}$ and $\Delta_{y}$ in the focal plane can be achieved by introducing a linear phase ramp across the input beam. As the modulation phase is limited between 0 and $2 \pi$, a linear phase modulo $2 \pi$, becomes what is known as a "blazed" grating. The phase required for such a transverse displacement is given by

$$
\phi_{\text {Blaze }}\left(\Delta_{x}, \Delta_{y}, x^{\prime}, y^{\prime}\right)=\left[K_{x} x^{\prime}+K_{y} y^{\prime}\right] \bmod 2 \pi,
$$

where $K_{x}$ and $K_{y}$ are effective wavenumbers at the SLM plane defined as

$$
\begin{aligned}
& K_{x}=k\left(\frac{\Delta_{x}}{f}\right), \\
& K_{y}=k\left(\frac{\Delta_{y}}{f}\right) .
\end{aligned}
$$

Where $k=\frac{2 \pi}{\lambda}$ is the wavenumber of the trapping beam, and $f$ is the focal length of the objective lens. Note that the maximum possible displacement is limited by the size of each pixel (pixel pitch) of the SLM. An example of a blazed grating is shown in Fig. 4.3. In addition to precise alignment in the focal plane, a blazed grating allows for the spatial separation of the diffracted beam from the 0th order undiffracted beam, eliminating unwanted trapping potentials in the region of interest.

In addition to transverse displacements, it is possible to move the trap focal position an axial distance $\Delta_{z}$. To achieve this, the divergence properties of the trapping beam is changed by imprinting a quadratic phase. This quadratic phase modulation is the underlying principle for metasurface and Fresnel lenses, and is identical to the accumulated phase as a beam propagates through a lens made of glass. The radial phase ramp can be written in terms of an effective wavenumber $K_{z}=k\left(\frac{\Delta_{z}}{f}\right)$,such that the Fresnel phase is,

$$
\phi_{\mathrm{Fresnel}}\left(\Delta_{z}, x^{\prime}, y^{\prime}\right)=\left[K_{z} \frac{\left(x^{\prime 2}+y^{\prime 2}\right)}{2 f}\right] \bmod 2 \pi
$$

In order to detect fluorescence emitted from the array of single-atoms, it is important to match the focal plane of the imaging system with the focal plane of the trapping beam. Rather than using a physical translation stage, digital holography allows for a precise control of the focal position via the Fresnel phase. An example of a Fresnel phase pattern is shown in Fig. 4.3.

In an ideal setup, the phase across the input Gaussian beam is uniform, and therefore the only phase modulation necessary is that obtained from the GS algorithm and the blazed grating. However, due to experimental limitations on the quality of the wavefront, there are additional holograms


Figure 4.3: Composition of the hologram to generate an array of traps at the focus of an objective lens. Additional holograms are necessary for precise positioning of the traps in the focal plane, and to compensate for optical aberrations.
that need to be superimposed in order to compensate for such imperfections. In the subsequent sections, I will discuss where these limitations arise and how they are taken into account.

### 4.3 Wavefront correction

### 4.3.1 Introduction

For applications such as the imaging of distance light sources (astronomy), or microscopic objects (atomic physics) the quality of a wavefront as it passes through the optical system is of the utmost importance. In the optimal situation, the wavefronts coming from the light source are approximately those associated with a plane-wave. Distortions from a planar wavefront can be the result of variety of sources. In the case of astronomy, these deviations may arise from changes in the refractive index of the atmosphere due to temperature gradients or turbulent air.

In the optics laboratory setting, these aberrations can occur due imperfect alignment through an optical system, or due to the intrinsic construction of each optical element. In this section, I describe the process of utilizing a Shack-Hartmann wavefront sensor and Spatial Light Modulator as an adaptive optics platform capable of eliminating monochromatic aberrations that occur in our system. In order to understand that process, we first look at the origin of these aberrations in our system, and review the formalism of aberration theory in order to characterize and compensate such aberrations.

### 4.3.2 Aberration theory

Aberrations can come in the form of two types 1) chromatic and 2) monochromatic aberration. The former is the result of dispersion and wavelength dependent transmission through an optical
system. The latter is the result of rays originating from the same point in the image propagating through different optical paths on it's way to the imaging plane.

The deviations of the wavefront that result can be described via aberration theory. One method of quantifying the amount and nature of the aberrations in a wavefront is via an expansion of the wavefront into Zernike polynomials. Zernike polynomials comprise an orthogonal and complete basis on the unit disk, and therefore an arbitrary wavefront can be described by a unique set of Zernike coefficients. The Zernike polynomials can be expressed in polar coordinates in a factorized form using radial and angular components,

$$
Z_{n}^{m}(\rho, \phi)=R_{n}^{m}(\rho) \cos (m \phi) .
$$

Where the radial polynomials are given by

$$
R_{n}^{m}(\rho)=\sum_{k=0}^{\frac{n-m}{2}} \frac{(-1)^{k}(n-k)!}{k!\left(\frac{n+m}{2}-k\right)!\left(\frac{n-m}{2}-k\right)!} \rho^{n-2 k}
$$

These radial functions obey the following orthogonality condition

$$
\int_{0}^{1} \sqrt{2 n+2} R_{n}^{m}(\rho) \sqrt{2 n^{\prime}+2} R_{n^{\prime}}^{m}(\rho) \rho d \rho=\delta_{n, n^{\prime}}
$$

These polynomials can be tabulated utilizing a single index, of which there are several schemes. The Waveview software suite utilizes the Wyant index, and therefore is the indexing scheme used in our wavefront correction protocol. Fig. 4.4 shows the first 21 polynomials ordered vertically by radial degree $n$, and horizontal by azimuthal degree $m$.

The experimental wavefront $E_{\exp }(\rho, \phi)$ can be expanded into a sum of such Zernike polynomials, in the form of

$$
E_{\exp }(\rho, \phi)=\sum_{m, n}\left[a_{m n} Z_{n}^{m}(\rho, \phi)+b_{m n} Z_{n}^{-m}(\rho, \phi)\right]
$$

In order to determine the expansion coefficients, one follows the standard basis expansion recipe utilizing inner products. The inner product on the unit disk is defined as

$$
\langle F, G\rangle=\int_{0}^{2 \pi} \int_{0}^{1} F(\rho, \phi) G(\rho, \phi) \rho d \rho d \phi
$$

The expansion coefficients of the experimental wavefront can be described in terms of the inner


Figure 4.4: The first 21 Zernike polynomials plotted on the unit disk.


Figure 4.5: Simplified diagram for analyzing the phase (Shack-Hartmann wavefront sensor) and intensity of the trapping beam.
product as

$$
\begin{aligned}
& a_{m n}=\frac{2 n+2}{\epsilon_{m} \pi}\left\langle E_{\exp }(\rho, \phi), Z_{n}^{m}(\rho, \phi)\right\rangle \\
& b_{m n}=\frac{2 n+2}{\epsilon_{m} \pi}\left\langle E_{\exp }(\rho, \phi), Z_{n}^{-m}(\rho, \phi)\right\rangle
\end{aligned}
$$

Compensating for imperfections in the surface of the SLM chip Even in the absence of an applied phase hologram on the SLM surface, there is a phase modulation across the Gaussian beam. This phase modulation arises from miniscule deviations of the SLM chip surface that occur during the manufacturing process. The manufacturing company of the SLM (Hamamatsu) provides us with a phase pattern that can be used to compensate for such deviation of the chip surface. This phase pattern, denoted as $\phi_{\text {factory }}$ is displayed in Fig. 4.3.


Figure 4.6: Measured wavefront and phase hologram as a function of the iteration number for feedback.

Detecting and correcting aberrations caused by optical elements in the beam path One method of measuring an optical wavefront is by using a Shack-Hartmann wavefront sensor. This sensor consists of a microlens array, with lenses of the same focal length, generating focused spots on a CCD sensor. For an optical beam that uniformly illuminates the microlens array with a perfect wavefront, all of the spots will be focused at the direct center of each of the microlenses. In the case where optical aberrations are present, the microlens arrays allows for discrete sampling of the wavefront at each position on the array. The deviation of the spot focal position is proportional to the discretized deviation of the wavefront.

For our correction protocol, we utilize a HASO4-FIRST wavefront sensor from ImagineOptic. The sensor features $\lambda / 100$ absolute accuracy, $\lambda / 200$ repeatability, a microlens array consisting of $32 \times 40$ lenses, a pupil size of $3.6 \times 4.6 \mathrm{~mm}^{2}$ and allows for wavefront detection between 400-1100 nm . After measuring the wavefront, we perform a Zonal reconstruction to extract the Zernike coefficients. Using the coefficients, we generate a phase hologram $\phi_{\text {Compensation }}$ that attempts to rectify the wavefront distortion. An example of such a phase hologram is shown in Fig. 4.3. Due to nonlinearity present in the optical system, multiple iterations of this correction procedure is required to obtain convergence of the wavefront. Figure 4.6 shows the experimentally reconstructed wavefront, phase hologram, and RMS difference after multiple iterations of the correction procedure. As a result of the iterative correction, the RMS deviation of the wavefront is reduced monotonically from 0.353 um to 0.013 um .

Now after taking into account the different mechanisms that lead to deviations of the wavefront, the total phase hologram displayed on the SLM is the sum of all phase holograms described in the previous sections, $\phi_{\text {total }}=\phi_{\text {Array }}+\phi_{\text {Fresnel }}+\phi_{\text {Blaze }}+\phi_{\text {Factory }}+\phi_{\text {Compensation }}$.

### 4.4 Objective lens

In order to produce tightly focused trapping beams that allow for the collisional blockade mechanism to be operative, we require the use of high-numerical aperture objective lenses. In this section, I will discuss how we can measure the point spread function (PSF) of an objective lens in order to experimentally quantify the focusing performance. The Airy disk radius of the PSF of an objective with a numerical aperture NA can be given as $R=\frac{0.61 \lambda}{\text { NA }}$, where $\lambda$ is the wavelength of the trapping field.

As the objective lens is placed on the outside of a vacuum cell, a long working distance is required. In the case of our specific application, we require a working distance of approximately 24 mm in order to have a pair of lenses in a confocal configuration surrounding the glass vacuum cell. The optical design of such objective lens, should properly take into account the 4 mm thick glass walls of the cell which may alter the focusing performance. Improper compensation of the glass thickness of the cell can result in spherical aberration, and severely limit the trapping performance.

Lastly, the focal position for the different wavelengths used in the experiment must coincide with one another, that is, by proper design of the optical elements that comprise the objective lens system, the effect of chromatic aberration must be minimized. The primary wavelengths that are utilized in our experiment are $780 \mathrm{~nm}, 795 \mathrm{~nm}, 1064 \mathrm{~nm}, 420 \mathrm{~nm}$ and 1012 nm light. This objective lens must have high transmission for these wavelengths.

Given the above list of specific requirements, the objective lens is a highly customized piece of optical equipment that needs to be specifically tailored to fit each experimental platform. In this section, I will discuss two common approaches; the first is to design a composite lens system constructed from stock components which can achieve a suitable performance. The second approach which can be more costly involves purchasing a commercially customized objective set.

### 4.4.1 Homebuilt objective lens housing

One cost efficient method to creating a custom objective lens is utilizing a combination of stock lenses and combining them into a composite optical system. We implemented an optical layout with a five lens system in order to achieve the following requirements for our system.

1) Numerical aperture: NA $>0.35$ for 780 nm and 1064 nm
2) Working distance: $>32 \mathrm{~mm}$
3) High transmission for wavelengths of 780 nm and 1064 nm .

By starting with the base design and the set of lenses, summarized in Table 4.1, we were able to optimize the design to fit our needs. In order to determine the optimal configuration, one can use the spot size of one of the beams, or a weighted average of spot sizes for different wavelengths, one can use the parameters such as the separation of lenses in order to perform optimization. Another


Figure 4.7: (a) Five lens objective system design. All measurements are in units of mm. (b) Threedimensional drawing of the lens system housing. The material used in the design is Black Delrin.
feature allowed by OpticStudio from Zemax is the ability to optimize the geometric parameters of individual surfaces of lenses. Once the optimal focusing performance is achieved, one can perform "stock lens" matching in order to determine if there are stock lenses that can replace the custom lens while maintaining the desired performance.

Once the lens combination and separations are determined, we generated 3D models for the housing and spacers used to stabilize the lenses at the desired positions. Fig. 4.7 shows the objective lens layout and 3D housing design. To achieve high transmission properties for the two primary wavelengths in our experiment, we utilize Thorlabs 2 inch diameter lenses with a broadband B-coated AR coating suitable for wavelengths between 650-1050 nm. The housing and spacers were machined out of Black Delrin, which is tough machinable thermoplastic with a high modulus of elasticity, high strength, and good rigidity. An important thing to note is that the majority of the costs are attributed to the machining process, which can be dramatically reduced with in-house machining capabilities.

The performance of the design including the supporting optics was analyzed using OpticsStudio from Zemax. The results of the simulations are shown in Fig. 4.8. After quantifying the focusing performance by measuring the PSF, we determined that the measured resolution was in agreement with the Zemax simulations. However, when monitoring the long-term stability of the focusing performance, we noticed deviations that would have dramatic implications in the experimental longevity. We attribute these fluctuations to minute deviations of the spacing between lenses. A future improvement of the design should include cementing of the spacers after optimizing the PSF in order to "lock in" the results. It is also necessary to perform tolerance simulations that take into account thermal deviations of the spacers in order to determine a "chance of success" metric.

Special Optics Commercial Lens Our custom commercially designed objective lens from Special Optics / Navitar is designed for diffraction limited performance at 780 nm and 1064 nm with a

| Item | Description | Price |
| :--- | :---: | :---: |
| Lens 1: LC1093-B | Plano-concave: $f=-100 \mathrm{~mm}$ | $\$ 44.65$ |
| Lens 2: KBX151AR.16 | Bi-convex: $f=88.3 \mathrm{~mm}$ | $\$ 95.00$ |
| Lens 3: LE1418-B | Positive Meniscus: $f=150 \mathrm{~mm}$ | $\$ 54.90$ |
| Lens 4: LE1076-B | Positive Meniscus: $f=100 \mathrm{~mm}$ | $\$ 53.79$ |
| Lens 5: LE1985-B | Positive Meniscus: $f=300 \mathrm{~mm}$ | $\$ 50.75$ |
| Machine shop (Housing + Spacers) | Black Delrin Plastic | $\$ 1,341.25$ |

Table 4.1: Overview of lenses used in the custom objective design.


Figure 4.8: Zemax simulations for the performance of the homebuilt custom objective.
numerical aperature of $\mathrm{NA}=0.50$ and working distance of 24 mm . The top panel of Fig. 4.9 shows the RMS wavefront error as a function of the paraxial image height, (the displacement from the center in the focal plane) from the optical axis for 780 nm light. The black line indicates diffraction limited performance ( $\mathrm{RMS}=0.072$ waves), and blue line shows RMS error for the simulated system. Note that the system can achieve diffraction limited performance for axial displacement in the focal plane of $\pm 180 \mathrm{um}$, implying a Full Field of View (FFOV) of $\sim 360 \mathrm{um}$ for 780 nm . The middle panel of Fig. 4.9 shows the spot diagram, that is the end position of rays (blue crosses) traced through the optical system for a hexapolar distribution of rays at the entrance plane for central paraxial heights of $0 \mu m, 50 \mu m, 100 \mu m$, and $150 \mu m$. The bottom panel of Fig. 4.9 shows a cross-section of the Huygens Point Spread Function (PSF). A similar set of plots is shown in Fig. 4.10 for the wavelength of 1064 nm . The objective lens was designed to reduce the chromatic focal shifts between the different wavelengths used in the experiment as indicated by Fig.4.11.

### 4.5 Measuring the point spread function

In order to quantify the focusing performance of an optical element, it is necessary to measure the point spread function (PSF). The PSF is the response function of an imaging system to a point source. This is analogous to the Green's function formalism to calculate the electric field generated by sources and similar to the Huygens-Fresnel principle. Each point in the object plane is a source of light which is mapped to the PSF in the image plane. By summing over all points in the object, we can determine the image formed in the image plane.

In the ideal case, the PSF is a two-dimensional delta function and the light distribution in the object plane is mapped directly to the image plane with a factor of the magnification in the system. In practice, the PSF is an Airy function due to the diffraction properties of light. Therefore, in order to mathematically determine the image that is formed, one must perform a convolution of the object with the PSF. The main geometric parameter, the Airy disk radius, defined as the location of the first minima of the intensity is related to the effective numerical aperture of the system. For a diffraction limited optical system, the Airy disk radius $R$ is given by

$$
R=\frac{0.61 \lambda}{\mathrm{NA}}
$$

If we approximate the PSF with a Gaussian intensity profile, then the PSF can be approximated with a Gaussian waist $\sigma$ of

$$
\sigma \approx \frac{r}{2.9} .
$$

If the PSF can be measured, we can determine directly the effective numerical aperture of the optical system. Another way to evaluate diffraction-limited performance is based on the root-


Figure 4.9: Zemax simulations for the focusing capabilities of the objective lens at 780 nm . Top: RMS Wavefront error as a function of the paraxial image height. We can achieve diffraction limited performance for a field of view of $\pm 180 \mu m$ at the focal plane. Middle: Spot diagram for paraxial heights $0 \mu \mathrm{~m}, 50 \mu \mathrm{~m}, 100 \mu \mathrm{~m}$, and $150 \mu \mathrm{~m}$. The blue crosses indicate the position of traced rays at the focal plane. The black circle represents the Airy disk, that is a circle with radius of the Airy Radius $0.954 \mu m$, performance limited only by diffraction. Bottom: Huygens Point Spread Function (PSF) cross section.


Figure 4.10: Zemax simulations for the focusing capabilities of the objective lens at 1064 nm . Top: RMS Wavefront error as a function of the paraxial image height. We can achieve diffraction limited performance for a field of view of $\pm 210 \mu \mathrm{~m}$ at the focal plane. Middle: Spot diagram for paraxial heights $0 \mu \mathrm{~m}, 50 \mu \mathrm{~m}, 100 \mu \mathrm{~m}$, and $150 \mu \mathrm{~m}$. The green crosses indicate the position of traced rays at the focal plane. The black circle represents the Airy disk, that is a circle with radius of the Airy Radius $1.301 \mu m$, performance limited only by diffraction. Bottom: Huygens Point Spread Function (PSF) cross section.



Figure 4.11: Chromatic focal shift ( x -axis) as a function of the wavelength ( y -axis). There is a focal shift of $\sim 4 \mu m$ between 780 nm and 1064 nm light. Since these two fields propagate through different optical paths, the focal positions can be matched by adjusting axial positions of various optical elements within each path.
mean-squared error (RMSE) of the wavefront. For an RMSE of less than 0.072 waves, the system is denoted as "diffraction-limited". This method however is more difficult as it requires a measurement of the wavefront, which is technically more challenging than measurement of intensity. To measure the PSF of the objective lens, we utilize an optical layout shown in Fig. 4.12. First, a collimated $\mathrm{TEM}_{00}$ beam is generated at the output of single mode optical fiber. This beam is directed towards a precision manufactured resolution target to generate quasi-point sources of light. The resolution target from Technologie Manufaktur contains 58 line patterns ranging from 7.5 mm to 3300 line pairs per mm . Also there are 5 pinholes ranging from diameters between 0.25-4.0 $\mu \mathrm{m}$.

The resolution target is mounted onto a three-dimensional translation stage for precise positioning of the beam onto the target ( $\mathrm{x}, \mathrm{y}$ ) and positioning the target with respect to the objective lens (z). After the target, the point source of light expands rapidly due to diffraction, and passes through a glass window, with thickness and materials chosen to match those used in the glass cell on the experimental table. The light is then collimated by the objective lens that is being tested. Finally, the light is focused onto the Andor sCMOS camera by a final field lens. In this optical system, the plane at the resolution target and the plane located at the CCD chip are conjugate planes, with a magnification factor given by the ratio of focal lengths of the telescope. That is, there is a magnification factor M

$$
M=\frac{f_{\text {field }}}{f_{\mathrm{obj}}}
$$

For a field lens focal length of $f_{\text {field }}=750 \mathrm{~mm}$ and $f_{\text {obj }}=32 \mathrm{~mm}, M \approx 23.43$. For the camera used in our setup, with square pixels of length, $6.5 \mu \mathrm{~m}$, the magnification means that each pixel will map to size at the target plane of $0.277 \mu \mathrm{~m}$. Therefore an Airy disk radius of $\sim 1.5 \mu \mathrm{~m}$ corresponds to a spot with a diameter between 10 and 11 pixels. In order to calibrate the size of each pixel precisely, we can measure various line pair groups and correspond their linewidths to physical distances. The line pair per $\mathrm{mm}(\mathrm{lp} / \mathrm{mm})$ can be converted to a linewidth of the line by using the following conversion.

$$
\frac{1000}{\text { Resolution }[\mathrm{lp} / \mathrm{mm}]}=\text { Line width }[\mu \mathrm{m}]
$$

This means that for our resolution target, $7.5-3300 \mathrm{lp} / \mathrm{mm}$ translates to linewidths of $66.66 \mu \mathrm{~m}$ to $0.15 \mu \mathrm{~m}$ respectively. For the focal lengths of the lenses used in our system, linewidths less than $0.27 \mu \mathrm{~m}$ cannot be resolved due to the magnification factor and pixel size of the CCD camera. For additional camera resolution, an additional telescope can be placed after the field lens.


Figure 4.12: Simplified optical layout to measure the PSF of optical elements.

## CHAPTER 5

## Laser Systems and Optical Layouts

In this section, I describe the laser systems used in our experiment as well as provide an overview of optical layouts and details on the relevant elements. In summary, our system is comprised of eight optical subsystems (SS). Each of these subsystems are indicated and described in brief detail in Table 5.1.

| Subsystem label | Brief description |
| :--- | :--- |
| SS0: EXP | Prep. of 1064 nm trapping beam, vacuum cell, and MOT formation. |
| SS1: 780 RP | Prep. of $D_{2}$ repumper. Locking to sat-spec and phase locking. |
| SS2: 780 AMP | Optical amplification of 780 nm light used for SS3. |
| SS3: MOT / IMG | Divert amplified light into different paths for the MOT and imaging. |
| SS4: OP / EXC | $D_{1}$ optical pumping frequency prep. and $D_{2}$ exc. prep. |
| SS5: 420 EXC | 420 nm freq. prep for Rydberg excitation. |
| SS6: 1012 EXC | 1012 nm freq. prep for Rydberg excitation. |
| SS7: CAVITY | Frequency locking via PDH and high-finesse optical cavity. |

Table 5.1: Overview of optical subsystems.

The optical layouts presented in this section are approximately to scale with each square grid representing a square inch. To assist future students in developing optical layouts, a Powerpoint file can be found via the online repository which contains a library of optical element icons which can be used to track changes and aid in the the layout design process. Single mode fibers (SMFs) directing light to and from different optical subsystems are labeled with the direction of light propagation, as well as the subsystems corresponding to the input and output of the fiber. For example, a fiber labeled "[5/0] 420 EXC" corresponds to a fiber that carries 420 nm excitation light, with input port located in subsystem 5 , and output port located in subsystem 0 . Unless explicitly stated, all SMFs are polarization maintaining. For only the main experimental table layout, the
beam diameters are indicated via the width of the lines, where relative sizes are approximately to scale for a given optical path, but relative scales between different paths are not accurate.

### 5.1 Subsystem 0 (EXP): The experimental table

### 5.1.1 Overview of the $1064 \mathbf{n m}$ optical path.

Our trapping laser is derived from a Neodymium-doped Yttrium-Aluminum-Garnet (Nd:YAG) fiber-based amplifier. The input seed laser of ${ }^{\sim} 5 \mathrm{~mW}$ is amplified to produce a coherent, singlemode output of up to 50 W . The power directly out of the laser head is determined by the pump current setpoint. Figure 5.1 shows the measured power scaling of the amplifier output as a function of the pump current setpoint. At the output of the laser, the beam diameter $\left(1 / e^{2}\right.$ intensity $)$ is 3 mm . The first-order diffracted spot through a 200 MHz AOM is used to modulate the power of the trapping field, whereas the undiffracted beam is dumped. A portion of the light is picked off and directed toward a photodiode for intensity stabilization. In order to adapt the beam size to completely fill the active area $\left(15.8 \times 12 \mathrm{~mm}^{2}\right)$ of the spatial light modulator, the beam passes through two telescopes. The first is formed by a 300 mm and 400 mm lens pair, and the second telescope pair consists of 100 mm and 300 mm focal length lenses resulting in a total magnification factor of four. Afterwards the beam is directed to a breadboard above via periscope. The resulting beam diameter after magnification at the SLM plane is approximately 12 mm .

A spatially varying phase is imprinted on the trapping beam by the spatial light modulator. The computer generated hologram (CGH) is calculated using a weighted Gerchberg-Saxton algorithm (WGS), and is projected onto the SLM display via home-built software and communicated via DVI cable. After diffraction off the SLM, the beam is directed through an additional telescope consisting of 150 mm and 300 mm lenses. This final telescope is important for two reasons; the first is to expand the beam diameter to 24 mm before the objective lens. Secondly, the telescope configuration ensures that off-axis traps are not clipped by the time that they reach the objective lens. At the focus of the objective lens, the array of traps is formed.

The light is then recollimated by an identical microscope objective placed on the opposite end of the cell in a confocal configuration. To ensure that the two lenses are aligned parallel to each other, both objectives are mounted onto a 2 -inch cage mount system, and cage rods extend across the glass cell. The glass cell is manufactured by Japan Cell, made with quartz glass, and is not anti-reflective coated. The cell thickness is 4 mm , with an inner cell length of 28 mm . The inside of the cell is pumped down to a vacuum pressure of $10^{-8}$ Torr. After being recollimated after the cell, the majority of the trapping light is dumped. A small fraction of the beam power is picked off via a glass window, directed toward two instruments for characterization. To monitor the intensity


Figure 5.1: YAG output power scaling as a function of pump current set point.
profile of the trapping beam, we direct the light towards an Andor Zyla 4.2 sCMOS camera. The intensity images are used for verifying optimal alignment of the trapping beam through the optics, as well as used for an iterative trap feedback procedure. Alternatively, the light can be redirected towards a HASO4-FIRST wavefront sensor by a mirror mounted onto a flip mount. The wavefront sensor is used to quantify the amount of aberration present in our optical system and generate compensation holograms. Fig. 5.2 shows a detailed layout of the experimental table.


Figure 5.2: Main experimental table where trapping and manipulation of single-atoms takes place.

### 5.1.2 Magneto-optical trap

The magneto-optical trap is loaded from background vapor. The three beams for the magnetooptical trap are directed from SS3 and are output on the experimental table with a beam diameter of $\simeq 3 \mathrm{~mm}$. Each beam has powers $\simeq 3 \mathrm{~mW}$. Each beam is retroreflected using a mirror mounted with a $\lambda / 4$ waveplate so that the retroflected beam has orthogonal polarization to the input beam. To reduce the effects of interference, each mirror mount utilizes piezoelectric transducers (PZTs) to vibrate the mirror mounts at different frequencies. During a typical experimental sequence, the MOT is loaded for 100 ms and the YAG trap array is on during the entirety of the MOT loading process.

### 5.1.3 List of additional specifications for equipment in SS0:

## Nd:YAG Fiber Amplifier:

Model number: YLR-50-1064-LP-SF
Maximum power: 50 W
Center wavelength: 1064 nm
Output polarization: Linear
Intensity noise: $\Delta \nu>100 \mathrm{kHz}:-110 \mathrm{~dB} / \mathrm{Hz}, \Delta \nu>3 M H z:-120 \mathrm{~dB} / \mathrm{Hz}$
Beam quality:1.05-1.15 $M^{2}$

## Spatial Light Modulator:

Model number: LCOS-SLM X10468-03
Wavelength: $1050 \pm 50 \mathrm{~nm}$
Light utilization efficiency: $97 \%$ at 1064 nm
Number of pixels: $792 \times 600$ pixels
Pixel pitch: 20 um
Fill factor: $98 \%$
Effective area size: $15.8 \times 12 \mathrm{~mm}^{2}$

## Vapor cell:

Manufacturer: Japan Cell
Model number: JPC-4-0933
AR Coating: Without coating
Material: Quartz Glass
Dimensions: Cell thickness of 4 mm and inner cell width of 38 mm

## Objective lens:

Manufacturer: Special Optics
Model Number: 54-32-32
Numerical Aperature: 0.5
Effective Focal Length: 32 mm
Design wavelength: $780 \mathrm{~nm}, 850 \mathrm{~nm}$, and 1064 nm .

$$
\begin{aligned}
R_{780} & =951.6 \mathrm{~nm} \\
R_{850} & =1037.0 \mathrm{~nm} \\
R_{1064} & =1298.1 \mathrm{~nm}
\end{aligned}
$$

Transmission: $>95 \%$ at each of the specified wavelengths

## Andor EMCCD:

Model: Andor iXon Ultra 897
Sensor type: Back-illuminated 512x512 EMCCD
Pixel Size: 16 um
Readout rate: 17 MHz
Cooling: - $80^{\circ} \mathrm{C}$ Air Cooled
Quantum Efficiency: >90\%

## Andor sCMOS:

Model: Zyla 4.2 sCMOS
Quantum Efficiency: 82\%
Number of pixels: 4.2 Megapixels
Read noise: $0.9 e^{-}$
Linearity: 99.8\%

## Wavefront Sensor:

Model: HASO4First
Absolute Accuracy: $\lambda / 100$ RMS
Acquisition Rate: 100 Hz
Aperture Dimension: $3.6 \times 4.5 \mathrm{~mm}$
Number of microlenses: $32 \times 40$
Spatial sampling: $100 \mu \mathrm{~m}$
Interface: USB 3

### 5.2 Subsystem 1 ( $\mathbf{7 8 0} \mathbf{R P}$ ): $D_{2}$ line ( $\mathbf{7 8 0} \mathbf{n m}$ ) repumper

The 780 nm light used to repump atoms from the $\mathrm{F}=1$ hyperfine state to the $\mathrm{F}=2$ hyperfine ground state of Rb is derived from a Moglabs ECDL. The light is directed to a saturation spectroscopy cell which is used to generate an error signal and locked to the $\mathrm{F}=1 \leftrightarrow \mathrm{~F}^{\prime}=0-1$ crossover transition. The beam is then frequency shifted by $105 \times 2 \mathrm{MHz}$ via a doublepass AOM configuration in order to be near resonance with the $\mathrm{F}=1 \leftrightarrow F^{\prime}=2$ freespace transition. A portion of the beam (before frequency shifting) is directed to a heterodyne module in order to be used as the master laser for offset phase locking. Fig. 5.3 shows a detailed optical path.


Figure 5.3: Optical subsystems 1-3. 780 nm laser preparation for MOT, imaging, and repumper.

### 5.3 Subsystem 2 ( 780 AMP): $\mathbf{7 8 0} \mathbf{~ n m}$ optical amplification

A second ECDL with a central wavelength of 780 nm is used for a variety of purposes:

1. Optical molasses beams for the magneto-optical trap,
2. In-trap fluorescence imaging,
3. State-sensitive radiation pressure pushout beam,
4. Polarization gradient cooling.

In order to have sufficient power for these purposes, we employ optical amplification via a tapered amplifier (TA) in a Master Oscillator Power Amplifier (MOPA) configuration. The TA chip, TA-0785-2000, from Coherent/DILAS semiconductor is housed in a home-built opto-mechanical mount in order to achieve high seed mode matching with the TA chip. The mount consists of two aspheric lenses mounted to XYZ translations stages in order reduce the sensitivity to thermal fluctuations of the alignment.

The TA chip is fabricated with a c-mount heatsink, which is secured to a copper block in thermal contact with the thermoelectric cooler (TEC) for active stabilization of the temperature. To channel heat away from the chip, large fins are attached to the top of the MOPA, and a fan ensures that there is significant airflow through the fins in order to efficiently dissipate the heat.

A Newport Laser Diode Controller Model 6000 is used to implement the temperature stabilization and provide electrical power to the TA. Under typical conditions, we use an operating current of 2.5 A , which results in an amplification of the 15 mW seed light to roughly 500 mW at the output of the MOPA. The current setting was chosen as the maximal current that is allowed without feedback. Therefore, even if the seed beam is blocked unintentionally, there will not be any damage to the TA. Due to the geometry of the TA waveguide and tapered gain region within the chip, the output mode is rectangular and highly astigmatic. To compensate for the astigmatism, we use the position of the output lens to collimate the beam in the vertical direction, and an additional cylindrical lens to collimate the beam in the horizontal direction. To reduce the effect of direct back-reflections into the MOPA, which can damage the TA, we use AR coated lenses, optical isolators, and slightly skew the angle of the lens directly after the MOPA. The amplified light is then directed to SS3 and SS4 via polarization maintaining single mode fibers. A detailed optical layout is shown in Fig. 5.3.

### 5.3.1 MOPA Alignment procedure:

For the initial alignment of the MOPA, we follow the procedure described below.

1. Set the current of the MOPA to a value much lower than the maximal current without feedback, for our TA chip, this is ${ }^{\sim} 100-300 \mathrm{~mA}$.
2. Observe a backward propagating beam due to the amplified spontaneous emission (ASE) at the input of the MOPA.
3. Spatially overlap the seed laser with this backward propagating beam over an extended distance.
4. While monitoring the output power of the MOPA, block and unblock the seed light. If there is amplification when the seed light is unblocked, this means that the seed light is roughly coupled with the TA chip.
5. Maximize the output power of the MOPA using the alignment of the seed beam. Also, the amplification is polarization dependent, so rotate the polarization using a $\lambda / 2$ waveplate before the MOPA.
6. Once the output power is maximized for a given operating current, increase the current in steps, making sure to see if the alignment is still optimal.
7. Measure the output power using a high-power powermeter (e.g. a thermopile) to see if the power scaling tracks with the test report.

### 5.4 Subsystem 3 (MOT/IMG): Optical fields for the magnetooptical trap and resonant fluorescence imaging

After amplification of 780 nm light in SS2, the light is directed to SS3. The light is split between two paths to be used for resonant fluorescence imaging and the MOT. The +1 st order diffracted beam of an AOM is split into two horizontal beams and a vertical MOT beam, all of which directed to the experimental table via separate SMFs. For the imaging path, a portion of light is picked off via a beam splitter, and used for intensity stabilization. Before being coupled to a SMF, repumper light from SS1 is spatially overlapped with the imaging beam via a PBS. A detailed optical layout is shown in Fig. 5.3.

### 5.5 Subsystem 4 (OP/EXC): $D_{1}$ Line optical pumping and $D_{2}$ line excitation

For state preparation into a desired ground hyperfine magnetic sublevel, we utilize optical pumping (OP) on the $D_{1}$ line. The 795 nm laser used to address this transition is derived from a Moglabs ECDL and is locked via sat. spec. to the 2-2' transition. The light passes through multiple AOMs in double pass configuration in order for the final frequency at the experimental table to be +80 MHz from the free-space transition, and near resonance with the 2-2' transition in the presence of lightshifts. To make alignment of the OP beam on the experimental table easier, we combine a
designated $D_{2}$ repumper beam into the same optical fiber via a bandpass filter. A detailed optical layout is shown in Fig. 5.4.


Figure 5.4: Optical subsystem 4.

### 5.6 Subsystem 5 (420 EXC): 420 nm Rydberg excitation laser

Due to the small frequency separations between neighboring Rydberg transitions, we employ PDH locking with high-finesse optical cavities to achieve narrow linewidth lasers used for excitation. The 420 nm light used to excite atoms on the $\left|5 S_{1 / 2}\right\rangle \leftrightarrow\left|6 P_{3 / 2}\right\rangle$ transition, is derived from a Moglabs ECDL. The light is sent to SS7 where a PD measures the cavity reflection spectrum to be used for generation of the error signal. The photodiode signal is sent to a Toptica PDD110 Pound-Drever-Hall module for error signal generation. The local oscillator signal is derived from


Figure 5.5: Optical subsystems 5-7.

| Parameter | Specification |
| :---: | :---: |
| Cavity design | Half-symmetric planar concave resonator |
| Cavity length | 100 mm |
| Free spectral range | 1.5 GHz |
| Concave mirror ROC | 50 cm |

Table 5.2: Parameters of the high-finesse optical cavity
the PDH module and used to directly modulate the Moglabs laser. The error signal is then sent to a Toptica Falc 110 Fast Analog Linewidth Control module for additional signal conditioning. The final filtered signal is sent into the back of the Moglabs Laser Diode Controller, where it is split for the two feedback channels, current modulation for fast feedback, and PZT modulation for slow feedback. A detailed optical layout is shown in Fig. 5.5.

### 5.7 Subsystem 6 ( 1012 EXC): 1012 nm Rydberg excitation laser

The second Rydberg excitation laser is used to complete the two-photon transition to Rydberg. Similar to the 420 nm laser, the 1012 nm light is derived from a Moglabs ECDL, and locked to the same high-finesse optical cavity. Due to the fact that this laser addresses the $\left|6 P_{3 / 2}\right\rangle \leftrightarrow\left|n S_{1 / 2}\right\rangle$ transition, it is necessary to have a large tuning range so that one can swap to different principal quantum numbers more easily. To achieve this, the laser light is modulated using an electro-optic modulator (EOM) rather than direct modulation of the laser current. The PM-0S5-10-PFA-PFA1012 EOM from EOspace features a 10 GHz Lithium Niobate Phase modulator with a central wavelength of 1012 nm . A similar electronics setup is used for the PDH error signal processing and feedback implementation.

### 5.8 Subsystem 7 (CAVITY): High-finesse optical cavity

For narrow linewidth lasers, we utilize the reflectance spectrum of a high-finesse optical cavity to generate a Pound-Drever-Hall locking signal. In order to have multiple fields locked simultaneously to the same cavity, we use bandpass filters to spatially overlap fields of different wavelengths. To ensure that the $\mathrm{TEM}_{00}$ mode is being transmitted through the cavity, the spatial mode of the transmitted light is analyzed using a CCD camera. Mode matching optics are placed along each optical path to optimally match the output of the SMF to the resonant cavity mode. The parameters of the cavity are listed in Table 5.2.

## CHAPTER 6

## Laser Stabilization



Figure 6.1: Schematic of MOGlabs ECDL.

In the field of atomic physics, the laser is the laboratory workhorse. Laser fields are often used for trapping, cooling, and coherent state manipulation of atoms. For the $D_{1}$ and $D_{2}$ line transitions, the energy splittings between hyperfine states are on the order of 100 s of MHz to several GHz . In order to properly address individual levels, it is crucial to have lasers that have frequency bandwidths less than this separation. Additionally, laser noise can cause dephasing of quantum coherences. To combat the frequency instability of the laser, active frequency stabilization protocols can be used.

Frequency stabilization is often performed utilizing some form of a feedback loop. In general, a feedback loop consists of a few important ingredients. The first requirement is a method of regulating the target variable to be stabilized, whether that be the frequency or intensity of the laser. The second requirement is a method for measuring the variable of interest at the output of the control loop. The final requirement is a stable reference in which the laser will be locked to. From this reference, we can derive a control signal that can be fed back into the laser. In the upcoming sections for frequency stabilization, I'll first describe the basic operating principles of a


Figure 6.2: Left: Emission wavelength as a function of the deviation of the diode cavity length. The tunable range is roughly 0.345 nm which corresponds to 169.925 GHz . Right: Emission wavelength as a function of the deviation of the external cavity length. The tunable range of 0.01 nm corresponds to 4.92 GHz .
main type of laser used in our lab, the external cavity diode laser, and describe the PDH locking scheme.

### 6.1 Frequency selection in ECDLs

Here I'll explain the basic principles of the external cavity diode laser (ECDL), what factors effect the output wavelength, and with this knowledge, describe how the laser frequency can be modulated and eventually stabilized. The output frequency $\nu$ of an ECDL laser depends on the frequency dependence of the gain and loss factors. For the case of the ECDL, cavities formed by different reflective surfaces largely determine the structure of the gain factors. The first cavity that we need to consider is the one formed by the front and rear facets of the laser diode itself. This cavity results in a transmission function given by

$$
\begin{equation*}
T_{D}=\frac{1}{1+F \sin ^{2}(\delta(\nu))}, \tag{6.1}
\end{equation*}
$$

where $F=4 r_{1} r_{2} /\left(1-r_{1} r_{2}\right)^{2}$ is the finesse of the cavity diode with $r_{1,2}$ being the amplitude reflection coefficients of the rear and front faces of the diode. Here $\delta(\nu)=2 \pi n L_{D} \nu / c$ is an acquired phase-shift after one round trip within the cavity where $L_{D}$ is the length of the diode cavity, $n$ is the refractive index of the semiconductor and $\nu$ is the oscillation frequency of the laser. The second cavity that we need to consider is the one that is formed by the rear facet of the diode, and in our case, the cateye reflector. We have a similar transmission function $T_{\text {cavity }}$ where now the length of the cavity $L_{\text {cavity }}$ and the refractive index $n$ is that of free space.

Finally, most ECDLs feature a wavelength selection element. Sometimes this can come in the form of a diffraction grating, as for Littman-Metcalf and Littrow type configurations. In the majority of the lasers that we utilize in the lab, a bandpass filter is placed between the reflecting surfaces of the external cavity with a transmission function $T_{\text {filter }}$. The central wavelength of the bandpass filter can be tuned based on the angle of incidence with the filter given by

$$
\begin{equation*}
\lambda_{c}(\theta)=\lambda_{0} \sqrt{1-\left(\frac{\sin (\theta)}{n_{\mathrm{eff}}}\right)^{2}} . \tag{6.2}
\end{equation*}
$$

Where $\lambda_{0}$ is the wavelength at normal incidence, $\theta$ is the incident angle, and $n_{\text {eff }} \approx 2.13$ is an effective refractive index. For the purposes of simulating mode selection within the ECDL, we treat the transmission function of the bandpass as a generalized Gaussian of the form

$$
\begin{equation*}
T_{\text {filter }}(\theta, \lambda)=\exp \left[-2\left(\frac{\left(\lambda-\lambda_{c}(\theta)\right.}{\sigma_{\nu}}\right)^{2 m}\right] \tag{6.3}
\end{equation*}
$$

where the typical bandpass filter bandwidth is roughly $\sigma_{\lambda}=3 \mathrm{~nm}$. Even though the bandpass filter has a bandwidth of roughly 3 nm , we will see that utilizing the edges of the bandpass gain profile, it's possible to realize single-mode operation from the laser. The final factor is the gain profile of the semiconductor $G_{D}$, which for our specific application can be approximated as a Gaussian with FWHM of 10 nm .

$$
\begin{equation*}
G_{D}=\exp \left[-2 \frac{\left(\lambda-\lambda_{D}\right)^{2}}{\sigma_{\lambda}^{2}}\right] \tag{6.4}
\end{equation*}
$$

here $\sigma_{\lambda} \approx 8.49 \mathrm{~nm}$. Since this bandwidth is much larger than the other bandwidths in consideration, it's nearly linear within the range we are considering. The total gain profiles of the laser is therefore given by

$$
\begin{equation*}
T_{\text {total }}=T_{\mathrm{D}} T_{\text {cavity }} T_{\text {filter }} G_{\mathrm{D}} \tag{6.5}
\end{equation*}
$$

The dominant lasing mode can be tuned by changing the various parameters associated with the system. By tuning the angle of incidence for the bandpass filter, the emission wavelength can be tuned on the order of a few nanometers. This angle however has to be adjusted by hand and therefore is only used for coarse tuning of the wavelength to the desired value. Next, the laser diode cavity length can be adjusted, which can be done by varying either the temperature of the diode, or via the injection current. This will process gives a tuning range of up to a few hundred GHz. While this process can be controlled through the diode laser controller, the thermal response is slow and therefore can't be effectively used to modulate the frequency of the laser on the timescale needed for feedback. Finally, the external cavity length can be varied.


Figure 6.3: Total wavelength dependent gain profiles. Left: Operating near the modehop wavelength: $\Delta L_{D}=0.045 \mu \mathrm{~m}, \lambda_{\text {emission }}=780.35 \mathrm{~nm}$, Middle: Operating near the modehop wavelength: $\Delta L_{D}=0.046 \mu \mathrm{~m}, \lambda_{\text {emission }}=780.00 \mathrm{~nm}$.Right: Tuned to D 2 line in $\mathrm{Rb} . \Delta L_{D}=0.012 \mu \mathrm{~m}$ , $\lambda_{\text {emission }}=780.24 \mathrm{~nm}$

For the MOGLABs CEL laser, this is varied by changing the the voltage across a multilayer piezoelectric stack mounted to the output coupler. The cavity length variation is roughly 20 nm per volt. For the maximal piezo voltage of 150 V , this corresponds to a external cavity length displacement of $3 \mu \mathrm{~m}$. This can result in a tuning range between $5-20 \mathrm{GHz}$ which can be modulated at a rate of 25 kHz .

In figure 6.2, I plot the emission wavelength, defined as the wavelength that produces that maximal total gain, as a function of either the diode cavity length or external cavity length. Instead of a linear response with wavelength as a function of these cavity lengths, there is a periodic sawtooth graph. The discontinuity in the emission wavelength can be attributed to modehops, which occur where nearby frequency modes have comparable gain. To demonstrate this, in figure 6.3, I plot the total wavelength dependent gain factors for the parameters described in [3] for 3 different values of the cavity length. First, we can see that even though there are many cavity modes within the spectral bandwidth defined by the bandpass filter, the laser can operate at a single frequency, defined by the mode with maximal gain. The first panel shows the lasing condition to the left of the modehop, that is $\Delta L_{D}=0.045 \mu \mathrm{~m}$. The emission wavelength in this case is $\lambda_{\text {emission }}=780.35 \mathrm{~nm}$. There is a frequency mode with comparable gain at $\lambda=780.00 \mathrm{~nm}$. By varying the cavity length to $\Delta L_{D}=0.046 \mu \mathrm{~m}$, the emission frequency "hops" to $\lambda_{\text {emission }}=$ 780.0 nm . From this, we can see that the frequency stability on the output relies critically on the wavelength selection mechanism.

First, the diode gain, shown in light blue, is a gaussian with a bandwidth of roughly 10 nm , with a central wavelength of 783 nm results in an approximately linear gain curve in the desired tuning range around the $D_{2}$ transition wavelength of 780.24 nm . This means that within our region of interest, the higher wavelength frequency modes will have a larger gain. On the contrary, the transmission profile of the bandpass filter, shown in pink, makes it such that higher wavelength modes are diminished. These two mechanisms combined are what allow for the wavelength selectivity and single-mode frequency operation of the CEL laser. Finally, in the right panel of Fig.6.3, I plot


Figure 6.4: Sources of laser frequency fluctuation, with associated timescales. From toptica Appl1012 notes.

| Laser | Locking Mechanism |
| :---: | :---: |
| 780 nm Repumper | Saturated Absorption Spectroscopy |
| 795 nm Optical Pumping | Saturated Absorption Spectroscopy |
| 420 nm Rydberg Excitation | Cavity Locking - Direct Current Modulation |
| 1012 nm Rydberg Excitation | Cavity Locking - EOM Phase Modulation |
| 780 nm Cooling, Imaging, Excitation, Pushout | Offset Phase Locking |
| 1012 nm Ti-Sapphire Trapping Laser | Wavemeter Locking |

Table 6.1: Summary of different locking mechanisms used in the experiment
the gain profile for $\Delta L_{D}=0.012 \mu \mathrm{~m}$, where the emission wavelength is $\lambda_{\text {emission }}=780.24 \mathrm{~nm}$, the transition wavelength of the $D_{2}$ line in ${ }^{87} \mathrm{Rb}$.

### 6.2 Frequency Stabilization

Without active stabilization of frequency and intensity, lasers exhibit a variety of noise all of which may have detrimental effects on the experiment. Figure 6.4 shows the main sources of laser frequency fluctuation, and their relevant timescales. In this section, we describe the underlying principles and techniques for employing active feedback to our lasers.

In our lab, we utilize several mechanisms for stabilizing the frequency of the laser, some of which are listed in table 6.1. While the reference source is different in each of the mechanisms, the underlying principle of applying the derived control signal is similar in each of the approaches. As such I will describe in detail the principle of PDH locking using the resonance spectrum of a cavity as an illustrative example.

### 6.3 Pound-Drever Hall Technique

### 6.3.1 Theoretical background



Figure 6.5: Simplified diagram for PDH locking.

Now that we understand one mechanism for modulating the frequency of the laser, we will turn our attention to the most general strategy for stabilizing the laser. The next ingredient to implement the feedback is to be able to have a error signal whose amplitude is proportional to the frequency difference between the laser and the frequency reference. To do this, we will use the example of a high-finesse optical cavity to derive our error signal. To understand why an optical cavity can act as a frequency reference, we need to look at the transmission function of the optical cavity. As one might recall, the optical cavity is simply a pair of mirrors in which light can bounce back and forth within the cavity. As a result of the boundary conditions, light can only pass through the cavity if the round-trip path length is equal to an integer number of wavelengths. An important parameter the defines an optical cavity is the free spectral range $\Delta \nu_{\text {fsr }}=c / 2 L$, where $L$ is the length of the cavity, and $c$ is the speed of light. If the frequency of the light is an integer multiple of the freespectral range, then the light is said to be tuned to resonance with the cavity. With this fact, we can use a measurement of either the reflected or transmitted light in order to get a measurement of the frequency of the laser light. In Fig. 6.6I plot cavity transmissions for a finesse $\mathcal{F}=1$ (red), which is the order of those for laser diode cavities, $\mathcal{F}=100$ (blue) and a high finesse $\mathcal{F}=10,000$.


Figure 6.6: Simulation of cavity transmission for $\mathcal{F}=1$ in red, $\mathcal{F}=100$ green, and $\mathcal{F}=10,000$ in blue.

One method of stabilizing the laser frequency is to tune the frequency of the laser to the slope of the transmission function. In this region, as we scan the laser, we can detect the change in the transmitted light in the cavity. If the transmitted intensity increases as we increase the wavelength of the laser field, that indicates that we are to the left of the peak. If the transmitted light decreases as a function of the tuning wavelength, then we are to the right of the peak. With this knowledge, we can generate an error signal that is proportional to the measured power and the desired power. This control signal can then be fed back into the laser to stabilize the power, and as a result the frequency of the incident laser field. This method of frequency locking was used for quite a long time, however an inherent disadvantage to this technique is that it is not possible to distinguish fluctuations of the transmitted power due to frequency shifts of the laser, and inherent amplitude noise present in the laser itself.

One method of decoupling the laser power and frequency fluctuations is to lock the frequency to the resonance position of the cavity. In order to do that, we require a control signal that is an asymmetric function around the resonance. The Pound-Drever-Hall (PDH) locking technique generates such a control signal utilizing phase modulation, measuring the reflected light from the cavity, and demodulation.

The incident electric field before phase modulation is given by

$$
E_{\mathrm{inc}}=E_{0} e^{i \omega t}
$$

The electric field of the reflected beam is given by

$$
E_{\mathrm{ref}}=E_{1} e^{i \omega t}
$$

The reflection coefficient is which is ratio of these amplitudes is given by

$$
R(\omega)=\frac{E_{\mathrm{ref}}}{E_{\mathrm{inc}}}=\frac{r\left(\exp \left(i \frac{\omega}{\Delta \nu_{\mathrm{fsr}}}\right)-1\right)}{1-r^{2} \exp \left(i \frac{\omega}{\Delta \nu_{\mathrm{fs}}}\right)}
$$

Now we can incorporate a time-dependent modulation of the phase with a modulation depth $\beta$ and modulation frequency $\Omega$. As a result the phase-modulated field is written as

$$
E_{\text {inc }}=E_{0} e^{i(\omega t+\beta \sin \Omega t)}
$$

We can expand this expression using Bessel functions by utilizing the Jacobi-Anger expansion that states

$$
e^{i z \sin \theta}=\sum_{n=-\infty}^{\infty} J_{n}(z) e^{i n \theta}
$$

For the modulation depths that we consider, the electric field can be approximated by just the carrier frequency ( $n=0$ ) and the two frequency sidebands ( $n=-1$, and $n=1$ )

$$
E_{\mathrm{inc}} \approx E_{0}\left[J_{0}(\beta) e^{i \omega t}+J_{1}(\beta) e^{i(\omega+\Omega) t}-J_{1}(\beta) e^{i(\omega-\Omega) t}\right]
$$

The resulting reflected electric field is given by multiplying the incident electric field by the reflection coefficient. Each of the terms can be treated independently due to the fact that the optical cavity is a linear time-invariant system.

$$
E_{\mathrm{ref}}=E_{0}\left[R(\omega) J_{0}(\beta) e^{i \omega t}+R(\omega+\Omega) J_{1}(\beta) e^{i(\omega+\Omega) t}-R(\omega-\Omega) J_{1}(\beta) e^{i(\omega-\Omega) t}\right]
$$

As a result, the reflected power is given by

$$
\begin{aligned}
P_{\text {ref }} & =\left|E_{\text {ref }}\right|^{2}=P_{c}|R(\omega)|^{2}+P_{s}\left\{|R(\omega+\Omega)|^{2}+|R(\omega-\Omega)|^{2}\right\} \\
& +2 \sqrt{P_{c} P_{s}}\{\operatorname{Re}[\Theta(\omega)] \cos \Omega t+\operatorname{Im}[\Theta(\omega)] \sin \Omega t\}+(2 \Omega \text { terms })
\end{aligned}
$$

where $\Theta$ is defined as

$$
\Theta=R(\omega) R^{*}(\omega+\Omega)-R^{*}(\omega) R(\omega-\Omega)
$$

The time-averaged power is shown in Figure 6.7 for a modulation frequency $\Omega=50 \mathrm{MHz}$, reflectivity $r=0.99$, cavity length $L=100 \mathrm{~cm}$ and modulation depths $\beta=0,0.5$ and 1.08 . As the modulation depth is increased, the amount of power in the red $(n=-1)$ and blue $(n=1)$ frequency sidebands is increased.


Figure 6.7: Reflected power for $r=0.99, \Omega=50 \mathrm{MHz}$, modulation depths of $\beta=0,0.5$, and 1.08 in blue, green, and red, respectively.

The quantity of interest that will be used for the control signal is $\Theta$, which is an asymmetric function about the cavity resonance. In order to extract this signal from the reflected power, we employ frequency mixing. To do this, we note that the real and imaginary components of the $\Theta$ function oscillates with cosine and sine of the modulation frequency, respectively. We can consider two regimes, defined by the modulation frequency. For large modulation frequencies, ( $\Omega \gg \Delta \nu_{\text {frr }} / \mathcal{F}$ ), $\Theta$ is purely imaginary and therefore $P_{\text {ref }}$ oscillates at with $\sin (\Omega t)$, whereas for small modulation frequencies, $\left(\Omega \ll \Delta \nu_{\text {fsr }} / \mathcal{F}\right), \Theta$ is purely real and therefore oscillates at $\cos (\Omega t)$. Lets just consider the high modulation frequency case, in order to measure the control signal $\Theta$, we mix the photodiode signal $V_{P D}$ with the a signal that oscillates at $\Omega^{\prime}$ such that $V_{L O}=\cos \left(\Omega^{\prime} t\right)$.

The output port of the mixer simply gives the product of the two inputs, that is

$$
\begin{aligned}
& V_{\text {mix }} \propto V_{P D} V_{L O} \\
& V_{\text {mix }} \propto \operatorname{Im}[\Theta(\omega)] \sin (\Omega t) \cos \left(\Omega^{\prime} t\right)
\end{aligned}
$$

Utilizing the trignometric identity

$$
\sin (\Omega t) \cos \left(\Omega^{\prime} t\right)=\frac{1}{2}\left\{\sin \left[\left(\Omega-\Omega^{\prime}\right) t\right]-\sin \left[\left(\Omega+\Omega^{\prime}\right) t\right]\right\}
$$

If we utilize a signal that oscillates at the same frequency as the modulation frequency, that is $\Omega^{\prime}=\Omega$, then there will have

$$
V_{\operatorname{mix}} \propto \frac{\operatorname{Im}[\Theta(\omega)]}{2}[\sin (2 \Omega t)]
$$

As one can notice, the signal oscillates at twice the modulation frequency, which is not particularly useful when trying to implement as a feedback signal. Instead, if we consider that mixing signal is $\pi / 2$ out of phase with the modulation source, or is a sin function, then we have

$$
V_{m i x} \propto \operatorname{Im}[\Theta(\omega)] \sin (\Omega t) \sin \left(\Omega^{\prime} t\right)
$$

utilizing the trigonometric identity,

$$
\sin (\Omega t) \sin \left(\Omega^{\prime} t\right)=\frac{1}{2}\left\{\cos \left[\left(\Omega-\Omega^{\prime}\right) t\right]-\cos \left[\left(\Omega+\Omega^{\prime}\right) t\right]\right\}
$$

the resulting mixed signal at the output when $\left(\Omega^{\prime}=\Omega\right)$ is given by

$$
V_{\text {mix }} \propto \frac{\operatorname{Im}[\Theta(\omega)]}{2}[1+\cos (2 \Omega t)]
$$

we can now note that there are two frequency components, one that is a DC signal (nonoscillatory) and one that oscillates at $2 \Omega$. To isolate the DC signal to use for implementing the frequency feedback, we can filter the signal using a low-pass filter with a cutoff that is lower than $2 \Omega$. The only difference between having a DC error signal and a vanishing one is a phase shift of $\pi / 2$. In addition, there could be additional phase shifts that could be induced by unequal path lengths between the local oscillator and the modulation source. Therefore it is necessary to have a arbitrary phase-shifter of the local oscillator source.

$$
V_{L O}=\cos \left(\Omega^{\prime} t+\phi\right)
$$

With the arbitrary phase-shift, the output of the mixer is given by

$$
V_{\text {mix }} \propto \operatorname{Re}[\Theta(\omega)] \cos (\phi)+\operatorname{Im}[\Theta(\omega)] \sin (\phi)
$$

The resulting measured error signal is shown in Figure 6.8 for varying values of the phase. The optimal phase occurs when $\phi=\pi / 2$, as the slope used for feedback is the largest near resonance.


Figure 6.8: PDH error signal for various phase-shifts. The optimal error signal occurs at $\phi=\pi / 2$. Due to signal delays that occur in the experimental implementation, the optimal phase needs to be empirically found to match the shape shown in the middle panel.

### 6.3.2 Matching the cavity mode to the output of a single-mode optical fiber

In order to ensure that that the reflection dip is maximized, we need to optimize the input mode into the optical cavity. That is, we need to match the principal mode of the optical cavity. Due to the boundary conditions imposed by the mirrors that form the cavity, the fundamental standing wave modes are given by Hermite-Gaussian Modes. Their electric field profile is given by

$$
\begin{gathered}
E_{n m}(x, y, z)=E_{0} \frac{w_{0}}{w(z)} H_{n}\left(\sqrt{2} \frac{x}{w(z)}\right) \exp \left(-\frac{x^{2}}{w(z)^{2}}\right) H_{m}\left(\sqrt{2} \frac{y}{w(z)}\right) \exp \left(-\frac{y^{2}}{w(z)^{2}}\right) \\
\exp \left(-i\left[k z-(1+n+m) \arctan \left(\frac{z}{z_{R}}\right)+\frac{k\left(x^{2}+y^{2}\right)}{2 R(z)}\right]\right)
\end{gathered}
$$

Where $H_{n}$ is the Hermite polynomial. In Figure 6.9 I show the transverse intensity profiles of the first 9 Hermite-Gaussian modes at the focus, that is $z=0$. One thing to note is that the lowest order mode, the TEM ${ }_{00}$ mode is simply that of a Gaussian mode, the intrinsic mode that propagates through single-mode optical fibers. Using this fact, we only need to match the intrinsic beam waist and divergence of the cavity.


Figure 6.9: TEM modes of the optical cavity. The fundamental $\mathrm{TEM}_{00}$ matches the Gaussian output of a single-mode fiber, and will have the largest coupling efficiency.

To do so, it's important to note that our cavity is a half-symmetric planar concave cavity, and therefore have stable standing-wave modes with waist that are located at the planar mirror. To determine the waists $w_{1}$ and $w_{2}$ at the planar and curved mirror surfaces respectively, we utilize the following equations

$$
\begin{aligned}
& w_{1}^{2}=\frac{L \lambda}{\pi} \sqrt{\frac{g}{1-g}}, \\
& w_{2}^{2}=\frac{L \lambda}{\pi} \sqrt{\frac{1}{g(1-g)}},
\end{aligned}
$$

where $L$ is the length of the cavity, $\lambda$ is the wavelength of the light, and $g$ is related to the geometry of the mirror and defined as

$$
g=1-\frac{L}{R_{2}}
$$

where $R_{2}$ is the radius of curvature of the mirror. For the parameters $L=10 \mathrm{~cm}, R_{2}=50 \mathrm{~cm}$, and $\lambda=420 \mathrm{~nm}$, we get

$$
\begin{aligned}
& w_{1}=163.5 \mu \mathrm{~m} \\
& w_{2}=182.8 \mu \mathrm{~m}
\end{aligned}
$$

Now the beam divergence is given by

$$
\theta=\frac{\lambda}{\pi n w_{1}}=0.818 \mathrm{mrad} .
$$

To match this divergence, we can choose the focal length of the lense before the cavity and the input beam size. Based on our optical setup, a 50 cm lens was the most convenient, and therefore the the input beam waist can be given by

$$
w_{i}=f_{\text {cavity }} \theta \approx 408.8 \mu \mathrm{~m}
$$

To achieve this beam waist at the position of the 50 cm lense, we can choose the appropriate fiber collimation lens by

$$
f_{\text {coll }}=\frac{w_{i}}{\theta_{\text {fiber }}}
$$

where $\theta_{i}$ is the angular divergence out of the fiber. For the majority of the fibers used in the lab, $\theta_{\text {fiber }}=0.12 \mathrm{rad}$. This gives us an optimal collimation lens of $f_{\text {coll }} \approx 3.4 \mathrm{~mm}$. The closest available match comes from a molded glass aspheric lens (N414TM-A) from Thorlabs with an effective focal length of 3.3 mm .


Figure 6.10: Simplified diagram of an optical setup to match the output mode of a single-mode fiber to the intrinsic $\mathrm{TEM}_{00}$ mode of the optical cavity.

### 6.3.3 Procedure for alignment

After choosing the proper choice of the mode-matching optics, the next step is to align the input beam into the optical cavity. To do this, perform the following steps:

1. Make sure that the reflected light is perfectly retroreflected and centered at the opening aperature of the cavity enclosure.
2. Monitor the reflectance spectrum via a photodiode and oscilliscope.
3. Set the frequency scan range of the laser to maximum.
4. Walk the two mirrors in the optical setup until a dip is observed in the cavity reflectance spectrum.
5. There may be multiple dips observed. Continue walking the mirrors to optimize the dip size. You may notice that there is a dip that is much larger than the rest. This may be the $\mathrm{TEM}_{00}$ mode.
6. To check if this in fact the $\mathrm{TEM}_{00}$ mode, position a CCD camera at the opposite end of the cavity to detect the spatial mode of the transmitted beam.
7. Reduce the frequency span of the laser such that the dip in question is at the center.
8. Check the spatial mode of the transmitted light. If the output mode is gaussian, then you have identified the $\mathrm{TEM}_{00}$ mode. If it is a higher order mode, return to step 5.
9. If it is the $\mathrm{TEM}_{00}$ mode, then continue optimizing the alignment as well as the output fiber coupler.

## CHAPTER 7

# Long-Lived Coherence Between Ground and Rydberg Levels in a Magic-Wavelength Lattice 

### 7.1 Introduction

Ground-Rydberg state coherence in ensembles of ultra-cold atoms plays a critical role in many quantum information, quantum communication, and precision metrology protocols [4, 5, 6, 7, 8, 9, 10, 11]. Single-photon generation [12], photon anti-bunching [13], many-body Rabi oscillations [14], creation of entanglement of light and atomic excitations [15], single-photon optical switches and interaction-induced phase shifts [ $16,17,18,19,20$ ] have been demonstrated based on coupling of ensembles of neutral atoms with propagating quantum light fields. Significant progress has also been made in employing Rydberg interactions for entanglement [21, 22, 23], many-body interferometry [24], and quantum simulation in arrays of neutral atoms [25]. All these experiments have relied on quantum coherence between the ground and Rydberg states. Prolonging this coherence lifetime is therefore crucial to further advances in increasing the size and complexity of quantum algorithms and the precision of atomic measurements.

Several physical processes contribute to ground-Rydberg decoherence, including spontaneous decay, black-body radiation, and coupling to stray electric fields [4]. In the majority of experiments to date, however, the loss of coherence can be attributed mainly to motional dephasing, limiting the coherence lifetime to a few microseconds [12, 14, 21, 22, 23, 25]. Motional dephasing can be reduced by tightly confining the atoms in an optical dipole trap. Unfortunately, while typical offresonant dipole traps are attractive for ground state atoms, they are repulsive for atoms in Rydberg levels. This results in fast decoherence owing to position-dependent differential energy shifts, making it necessary to turn off the trapping fields for the duration of the Rydberg excitation period. To overcome this problem, the trapping fields can be tuned to a so-called "magic" wavelength [26,27] that results in identical energy shifts for the ground and Rydberg state [15, 28]. The magic wavelength is close to that of the Rydberg level $\left|n s_{1 / 2}\right\rangle$ - intermediate level $|6 p\rangle$ transition.

In this work we exploit the use of the magic wavelength to obtain a significant enhancement of ground-Rydberg atomic coherence lifetimes over a range of principal quantum numbers $n=30 \ldots 70$. This is achieved by confining the atomic sample in a one-dimensional, stateinsensitive optical lattice along the axis of propagation of the excitation light fields. We observe damped oscillations of the collective ground-Rydberg atomic coherence in the lattice potential. The anharmonicity of the potential leads to a damping of the visibility of the oscillations, whereas the radiative decay and black-body radiation-driven depopulation of the Rydberg state lead to a damping of the overall signal.

A second component of this paper is the formulation of a theory that can be used to explain the overall features of the experimental data. A first principles calculation of the signal presents considerable challenges, even when interactions between Rydberg atoms can be neglected. The reason for this is that standard methods [29] involving the use of the Maxwell-Bloch equations or a source-field approach are no longer applicable when the atoms undergo quantized motion in the trap potentials. Moreover, if the trap potentials differ for the Rydberg and ground state potentials, any approach assuming classical motion in the potentials fails if the signal depends on the coherence between these levels. There have been theories of phased-matched emission from trapped atoms that have been developed in the context of atom interferometry [30], but the formalisms used in those approaches differ somewhat from what is needed in our problem involving excitation of Rydberg levels. More closely related to our calculations are those of Zhao et al. [31] and Jenkins et al. [32] who considered phase-matched emission from trapped atoms using Raman transitions. Jenkins et al. [32] used a model in which the atoms undergo classical motion in a lattice potential. In contrast to these authors, we present a theory that treats the atomic motion in the lattice quantum-mechanically and allows for different Rydberg and ground state potentials. We first present a theoretical formalism that can be used to model our system and then describe its experimental implementation.

### 7.2 Theory

There are essentially three ingredients needed to calculate the signal. First the ground and Rydberg state potentials produced by the trap fields must be obtained. Second, the contribution to the signal at the detector produced by a single atom needs to be derived. Finally, a weighted sum over the contributions from atoms at different points in the trap potential and an average over the thermal distribution in the sample must be carried out. Each atom is modeled as a three-level system with level 1 corresponding to the ground state, level 2 to the $6 p_{3 / 2}$ state, and level 3 to the $n s$ state, as shown in Fig. 7.1. The atom interacts with both a classical two-photon pulse at time $t=0$ and a classical readout pulse at time $T_{s}$. The applied pulses propagate in the $\pm X$ direction. The first pulse


Figure 7.1: (Color online) a) A cold sample of ${ }^{87} \mathrm{Rb}$ gas is trapped in a $0.5-\mu$ m-period onedimensional optical lattice formed by a retro-reflected beam $E_{L}$. Two nearly counter-propagating beams, $E_{1}$ and $E_{2}$ excite a spin wave between the $\left|5 s_{1 / 2}, F=2\right\rangle$ and $\left|n s_{1 / 2}\right\rangle$ levels. After a storage time, $T_{s}$, a retrieval pulse, $E_{R}$, is applied, creating an array of atomic dipoles which give rise to a phase-matched emission from the sample. The actual geometry used in the experiment differs somewhat from that shown schematically in the figure. b) Relevant ${ }^{87} \mathrm{Rb}$ energy levels and corresponding fields, with $\Delta=\omega_{L}-\omega_{n s, 6 p_{3 / 2}}$ and $\Delta_{1}=\omega_{E_{2}}-\omega_{n s, 6 p_{3 / 2}}$. c) Schematic diagram indicating transitions between the ground and excited state motional levels. d) Timing diagram showing the excitation and retrieval pulse sequence.
has effective $\mathbf{k}$ vector $\left(k_{E_{1}}-k_{E_{2}}\right) \mathbf{u}_{x}$ and effective two-photon frequency $\omega_{E_{31}}=\omega_{E_{1}}+\omega_{E_{2}}$, while the readout pulse has $\mathbf{k}$ vector $-k_{R} \mathbf{u}_{x}$ and frequency $\omega_{R} \approx \omega_{E_{2}}$. As a result of these interactions and the interaction with the vacuum field, a phase-matched signal is generated from the sample. There is a trap potential formed by fields counterpropagating in the $X$ direction having wavelength $\lambda_{L}=2 \pi / k_{L}=2 \pi c / \omega_{L}$. The detuning of the trap field frequency from the $n s-6 p_{3 / 2}$ transition frequency is denoted by $\Delta$. The motion of the atoms in the potential wells in the longitudinal
direction is treated quantum-mechanically, while the motion in the transverse trap potential is treated classically. It is assumed that all the atoms are trapped - transitions to continuum states are not taken into account. Moreover, we neglect any modifications of the signal resulting form Rydberg atom - Rydberg atom interactions.

### 7.2.1 Optical Potentials

We need not consider the optical potential associated with state $|2\rangle$ since it drops out of the calculation of the phase-matched signal. To arrive at expressions for the optical potentials for states $|1\rangle$ and $|3\rangle$, we write the $y$-polarized trap electric field amplitude as

$$
\begin{align*}
E(\mathbf{R}, t)= & \frac{1}{4}\left[A_{+}(\rho, X) e^{i k_{L} X}+A_{-}(\rho, X) e^{-i k_{L} X}\right] e^{-i \omega_{L} t} \\
& + \text { c.c. }, \tag{7.1}
\end{align*}
$$

where

$$
\begin{equation*}
A_{ \pm}(\rho, X)=E_{ \pm, 0} \frac{w_{ \pm, 0}}{w_{ \pm}(X)} e^{-\rho^{2} / w_{ \pm}^{2}(X)}, \tag{7.2}
\end{equation*}
$$

$\rho$ is the coordinate transverse to $X, E_{ \pm, 0}$ are the field amplitudes for the fields propagating in the $\pm X$ directions that constitute the trap, $w_{ \pm, 0}$ are the waist radii of these fields,

$$
\begin{equation*}
w_{ \pm}(X)=w_{ \pm, 0} \sqrt{1+\frac{\left(X-X_{ \pm, 0}\right)^{2}}{X_{ \pm, r}^{2}}} \tag{7.3}
\end{equation*}
$$

$X_{ \pm, r,}=\pi w_{ \pm, 0}^{2} / \lambda_{L}$ are Rayleigh lengths, and $X_{ \pm, 0}$ are the positions of the foci of the $\pm$ beams. We have allowed for unbalanced beams, that is, the beams propagating in the $\pm X$ directions can have different waists and be centered at different positions.

The time-average field intensity is proportional to

$$
|\bar{E}(\mathbf{R})|^{2}=\frac{1}{8}\left[4 A_{+} A_{-} \cos ^{2}\left(k_{L} X\right)+\left(A_{+}-A_{-}\right)^{2}\right]
$$

and results in both a transverse ("non-lattice") trap potential that is independent of $X$ and a longitudinal ("lattice") $\cos ^{2}\left(k_{L} X\right)$ trap potential. The non-lattice potential, which trap the atoms transversely, also results in a spatially dependent light shift that limits the coherence time of the signal. The position of the Rydberg electron in a single atom can be taken as $\mathbf{R}+\mathbf{r}$, where $\mathbf{R}=(\rho, X)$ is the center-of-mass position vector of the atom and $\mathbf{r}$ its relative electronic coordinate.

The ground state optical potential, calculated in dipole approximation, is

$$
\begin{align*}
U_{g} & \approx-\frac{1}{2} \alpha_{g}|\bar{E}(\mathbf{R})|^{2} \\
& =-\frac{1}{16} \alpha_{g}\left[4 A_{+} A_{-} \cos ^{2}\left(k_{L} X\right)+\left(A_{+}-A_{-}\right)^{2}\right] \tag{7.4}
\end{align*}
$$

where $\alpha_{g}$ is the ground state polarizability.
To find the optical potential associated with an atom in the Rydberg state $n s$, we break up the interaction potential into a term representing the $\mathbf{A} \cdot \mathbf{p}$ contribution and one representing the $A^{2}$ contribution, where $\mathbf{p}$ is the momentum operator associated with the Rydberg electron and $\mathbf{A}=A(\mathbf{R}, t) \mathbf{u}_{y}$ is the vector potential (which has the same polarization as the electric field) given by

$$
\begin{aligned}
A(\mathbf{R}, t)= & \frac{i e^{-i \omega_{L} t}}{4 \omega_{L}}\left[A_{+}(\rho, X) e^{i k_{L} X}+A_{-}(\rho, X) e^{-i k_{L} X}\right] \\
& + \text { c.c.. }
\end{aligned}
$$

For the $\mathbf{A} \cdot \mathbf{p}$ term can we use the dipole approximation since the major contribution to the sum that determines this contribution originates from the $6 p$ intermediate states; however, for the $A^{2}$ term we do not make the dipole approximation and set

$$
\begin{equation*}
\theta_{n}=\left\langle\cos \left(2 k_{L} x\right)\right\rangle_{n s} \tag{7.5}
\end{equation*}
$$

and $\left\langle\sin \left(2 k_{L} x\right)\right\rangle_{n s}=0$, where the average is over electronic coordinates in the $n s$ state. The total optical potential in the $n s$ state can then be written as [33]

$$
\begin{gather*}
U_{n} \approx-\frac{1}{16}\left[\begin{array}{c}
4 A_{+}(\rho, X) A_{-}(\rho, X) \cos ^{2}\left(k_{L} X\right) \\
+\left(A_{+}-A_{-}\right)^{2}
\end{array}\right] \\
\times \frac{e^{2}}{\hbar} \sum_{m \neq n} \frac{2\left|y_{m n}\right|^{2} \omega_{m n}}{\omega_{m n}^{2}-\omega_{L}^{2}}\left(\frac{\omega_{m n}}{\omega_{L}}\right)^{2} \\
+\frac{\left|\alpha_{f}\right|}{16}\left[\begin{array}{c}
4 \theta_{n} A_{+} A_{-} \cos ^{2}\left(k_{L} X\right)+\left(A_{+}-A_{-}\right)^{2} \\
+2 A_{+} A_{-}\left(1-\theta_{n}\right)
\end{array}\right] \tag{7.6}
\end{gather*}
$$

where the first term is the $\mathbf{A} \cdot \mathbf{p}$ contribution and second the $A^{2}$ contribution. The quantity $\alpha_{f}=$ $-e^{2} / m \omega_{L}^{2}$ is the free electron polarizability. For the detunings $\Delta / 2 \pi \lesssim 4.5 \mathrm{GHz}$ used in our experiment, the dominant contribution to the summation appearing in Eq. (7.6) originates from
the intermediate $6 p_{3 / 2}$ levels (the $6 p_{3 / 2}-6 p_{1 / 2}$ transition frequency is about 2.3 THz ). As a consequence, we can approximate

$$
\begin{equation*}
\frac{e^{2}}{\hbar} \sum_{m \neq n} \frac{2\left|y_{m n}\right|^{2} \omega_{m n}}{\omega_{m n}^{2}-\omega_{L}^{2}}\left(\frac{\omega_{m n}}{\omega_{L}}\right)^{2} \approx \frac{D_{n}^{2}}{6 \hbar \Delta}, \tag{7.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.D_{n}=|\langle n s|| \hat{d}| | 6 p_{3 / 2}\right\rangle \mid \tag{7.8}
\end{equation*}
$$

is a reduced matrix element of the dipole moment operator $\hat{\mathbf{d}}$.
From Eqs. (7.4) and (7.6), it then follows that the lattice potentials for levels 1 and 3 are

$$
\begin{align*}
U_{1}^{(l)}(\rho, X) \approx & -\frac{1}{4} \alpha_{g} A_{+}(\rho, X) A_{-}(\rho, X) \cos ^{2}\left(k_{L} X\right)  \tag{7.9a}\\
U_{3}^{(l)}(\rho, X)= & -\frac{1}{4} A_{+}(\rho, X) A_{-}(\rho, X) \cos ^{2}\left(k_{L} X\right) \\
& \times\left[\frac{D_{n}^{2}}{6 \hbar \Delta}-\left|\alpha_{f}\right| \theta_{n}\right] \tag{7.9b}
\end{align*}
$$

and the non-lattice potentials are

$$
\begin{gather*}
U_{1}^{(n l)}=-\frac{\alpha_{g}}{16}\left(A_{+}-A_{-}\right)^{2}  \tag{7.10a}\\
U_{3}^{(n l)}=-\frac{D_{n}^{2}}{96 \hbar \Delta}\left(A_{+}-A_{-}\right)^{2} \\
+\frac{\left|\alpha_{f}\right|}{16}\left[2 A_{+} A_{-}\left(1-\theta_{n}\right)+\left(A_{+}-A_{-}\right)^{2}\right] . \tag{7.10b}
\end{gather*}
$$

Experimentally, the detuning $\Delta$ can be chosen to equate the lattice potentials of the ground and Rydberg levels; that is, $\omega_{L}$ is adjusted such that

$$
\begin{equation*}
\frac{D_{n}^{2}}{6 \hbar \Delta_{m, n}}=\alpha_{g}+\left|\alpha_{f}\right| \theta_{n} \tag{7.11}
\end{equation*}
$$

where $\Delta_{m, n}$ is the so-called magic detuning for the $n s$ Rydberg level. In this limit, the difference between the Rydberg and ground state non-lattice potentials is

$$
\begin{equation*}
U_{d}^{(n l)}=U_{3}^{(n l)}-U_{1}^{(n l)}=\frac{\left|\alpha_{f}\right|}{16}\left(1-\theta_{n}\right)\left(A_{+}^{2}+A_{-}^{2}\right) . \tag{7.12}
\end{equation*}
$$

As we shall see, the non-lattice potential leads to a dephasing of the signal.

The amplitudes $E_{0 \pm}$ can be related to the power $P_{ \pm}$in each of the beams via

$$
\begin{equation*}
E_{0 \pm}=\sqrt{\frac{16 c \mu_{0} P_{ \pm}}{\pi w_{ \pm, 0}^{2}}} \tag{7.13}
\end{equation*}
$$

obtained by integrating the time-averaged Poynting vector in the $X=X_{ \pm, 0}$ planes. It is convenient to define

$$
\begin{equation*}
U_{0}=\frac{1}{4} \alpha_{g} \frac{16 c \mu_{0} P}{\pi} \frac{1}{w_{+}(0) w_{-}(0)}, \tag{7.14}
\end{equation*}
$$

where $X=0$ denotes the position of the atomic cloud center, determined by the position of the MOT, and

$$
\begin{equation*}
P=\sqrt{P_{+} P_{-}} \tag{7.15}
\end{equation*}
$$

For matched ground and Rydberg lattice potentials, the ground and Rydberg state lattice potentials can be written in terms of $U_{0}$ as

$$
\begin{gather*}
U_{g}^{(l)}(\rho, X) \approx-U_{0} \frac{w_{+}(0) w_{-}(0)}{w_{+}(X) w_{-}(X)} \\
\times e^{-\rho^{2} / w_{+}^{2}(X)} e^{-\rho^{2} / w_{-}^{2}(X)} \cos ^{2}\left(k_{L} X\right) \tag{7.16}
\end{gather*}
$$

and the differential shift resulting from the non-lattice potential as

$$
\begin{equation*}
U_{d}^{(n l)}(\rho, X)=\hbar \omega_{d}(\rho, X)=\frac{\left|\alpha_{f}\right| U_{0}}{2 \alpha_{g}}\left(1-\theta_{n}\right) \mathcal{I}(\rho, X) \tag{7.17}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathcal{I}(\rho, X)=\frac{w_{+}(0) w_{-}(0)}{2} \\
\times\left[\sqrt{\frac{1}{\xi}} \frac{e^{-2 \rho^{2} / w_{+}^{2}(X)}}{w_{+}^{2}(X)}+\sqrt{\xi} \frac{e^{-2 \rho^{2} / w_{-}^{2}(X)}}{w_{-}^{2}(X)}\right] \tag{7.18}
\end{gather*}
$$

and $\xi=P_{-} / P_{+}$is the ratio of reflected to incident power. For different ground and Rydberg potentials, Eqs. (7.9) and (7.10) must be used for the lattice and non-lattice potentials, respectively.

In our experiment, the atomic cloud is centered at $X=0$ and

$$
\begin{gather*}
w_{+, 0}=33 \mu \mathrm{~m} ; \quad w_{-, 0}=68 \mu \mathrm{~m} \\
X_{+, 0}=7.9 \mathrm{~mm} ; \quad X_{-, 0}=23.9 \mathrm{~mm} \\
X_{+, r}=3.35 \mathrm{~mm} ; \quad X_{-, r}=14.2 \mathrm{~mm} ; \\
\lambda_{L} \approx 1.02 \mu \mathrm{~m} ; \quad \xi=0.73 . \tag{7.19}
\end{gather*}
$$

### 7.2.2 Signal at the Detector

The signal recorded at a detector located at position $\mathbf{R}_{d}$ centered at a position along the positive $X$-axis is proportional to the time-integral of the Poynting vector of the phase-matched emission from the sample. The signal $S$ is given roughly by

$$
\begin{equation*}
S=2 \epsilon_{0} c R_{d}^{2} \int d t \int d \Omega_{d}\left\langle\mathbf{E}_{+}\left(\mathbf{R}_{d}\right) \cdot \mathbf{E}_{-}\left(\mathbf{R}_{d}\right)\right\rangle \tag{7.20}
\end{equation*}
$$

where the integral is over the solid angle $\Omega_{d}$ subtended by the detector and $\mathbf{E}_{ \pm}\left(\mathbf{R}_{d}\right)$ are the positive and negative frequency components of the electric field operator at the detector. The electric field arises from contributions from all the atoms.

To evaluate $S$, we must calculate the effects of the excitation field pulse, the retrieval (readout) field pulse, and the vacuum field on each atom and then sum the contribution from all atoms. A weak, two-photon excitation pulse creates an atomic coherence for atom $j$ characterized by a density matrix element $\rho_{31}^{(j)}$ at time $t=0$. As a result of atomic motion and the non-lattice potential, this coherence undergoes dephasing. At time $t=T_{s}$, the retrieval pulse, taken as a square pulse that is in resonance with the $3-2$ transition frequency, is applied to create the coherence $\rho_{21}^{(j)}$. The duration of the retrieval pulse is much longer than the lifetime $\tau_{2}=1 / \gamma_{2}$ of level 2 . The phasematched signal emitted by the sample, which results from the interaction of the vacuum field with the atoms, is dependent on the value of $\rho_{21}^{(j)}$ created by the excitation and retrieval fields. If the Rabi frequency of the retrieval field is greater than $\gamma_{2}$, the signal is emitted in a time of order $\tau_{2}$, which is assumed to be sufficiently short to neglect any dephasing while the signal is being emitted.

Using a calculation based on a source-field approach modified to allow for quantized motion of the atoms in the optical potentials, we find

$$
\begin{align*}
& S\left(T_{s}\right)=2 \epsilon_{0} c \Omega_{d}\left(\frac{\omega_{21}^{2} \mu_{21}}{4 \pi \epsilon_{0} c^{2}}\right)^{2} \int_{0}^{\infty} d \tau \\
& \times\left|\begin{array}{c}
\sum_{j} \sum_{q, q^{\prime}, q^{\prime \prime}}^{q_{\max }}\left(A_{31}^{(j)} / 2\right) \tilde{Q}^{(j)}(\tau) e^{-i \omega_{d}^{(j)} T_{s}} \rho_{1 q^{\prime \prime}, 1 q^{\prime}}(0) \\
\times M_{1 q^{\prime} ; 3 q}^{(j)}\left(-k \mathbf{u}_{x}\right) M_{3 q ; 1 q^{\prime \prime}}^{(j)}\left(k \mathbf{u}_{x}\right) e^{i\left(\omega_{q^{\prime}}^{(j 1)}-\omega_{q}^{(j 3)}\right) T_{s}}
\end{array}\right|^{2}, \tag{7.21}
\end{align*}
$$

where $k=\left(k_{E_{1}}-k_{E_{2}}\right), \mu_{21}$ is a dipole moment matrix element (it is assumed that the excitation and retrieval pulses are $z$-polarized - the dipole moments that enter are also in the $z$-direction), $A_{31}^{(j)}=\int_{-\infty}^{\infty} \Omega_{31}^{(j)}(t) d t$ is the pulse area of the excitation pulse whose two-photon Rabi frequency is denoted by $\Omega_{31}^{(j)}(t)=\Omega_{E_{1}}^{(j)}(t) \Omega_{E_{2}}^{(j)}(t) /\left(2 \Delta_{1}\right), \rho_{q q^{\prime}}(0)$ is an initial density matrix element for the
motional lattice trap states, $\omega_{d}^{(j)}$ is given by

$$
\begin{gather*}
\omega_{d}^{(j)}=\left[U_{3}^{(n l)(j)}-U_{1}^{(n l)(j)}\right] / \hbar  \tag{7.22}\\
\tilde{Q}^{(j)}(\tau)=\frac{\Omega_{32}^{(j)}}{\sqrt{\Omega_{32}^{(j) 2}-\gamma^{2}}} e^{-\gamma \tau / 2} \sin \left[\frac{\sqrt{\Omega_{32}^{(j) 2}-\gamma^{2}}}{2} \tau\right],  \tag{7.23}\\
M_{3 q ; 1 q^{\prime}}^{(j)}(\mathbf{k})=\int d X_{j}\left[\psi_{3 q}\left(X_{j}\right)\right]^{*} e^{i \mathbf{k} \cdot \mathbf{R}_{j}} \psi_{1 q^{\prime}}\left(X_{j}\right) \\
=\left[M_{1 q^{\prime} ; 3 q}(-\mathbf{k})\right]^{*} \tag{7.24}
\end{gather*}
$$

$\Omega_{32}^{(j)}=\Omega_{R}^{(j)}$ is the Rabi frequency of the retrieval pulse, $\psi_{\alpha q}\left(\mathbf{R}_{j}\right)$ is an eigenfunction and $\hbar \omega_{q}^{(j \alpha)}$ an eigenvalue for atom $j$ moving in the potential $U_{\alpha}^{(j)}(X)(\alpha=1,3)$ given in Eqs. (7.9), $U_{3}^{(n l)(j)}$ $(\alpha=1,3)$ are the non-lattice potentials given in Eqs. (7.10), and all field strengths and frequencies now include the variation of field strength with location in the sample, indicated by the superscript $(j)$. The sums over $q, q^{\prime}, q^{\prime \prime}$ are restricted to (quasibound) states; that is, $q_{\max }$ is the number of bound states in the potential.

### 7.2.3 Final Expression for the Signal

The numerical calculation of $S\left(T_{s}\right)$ is time-consuming, since the sum over $j$ in Eq. (7.21) must be carried out for each $\tau$, the result squared, and then integrated over $\tau$. To simplify matters, we assume that $\tilde{Q}^{(j)}(\tau)$ can be approximated as a function of $\tau$ times $\Omega_{32}^{(j)}$. We have verified that such an an assumption lead to errors of at most $10 \%$ in the non-lattice potential contributions to $S\left(T_{s}\right)$ for times $T_{s} \lesssim 40$. $\mu \mathrm{s}$. With this assumption, the signal at time $T_{s}$ normalized to that at $T_{s}=1 \mu \mathrm{~s}$, can be written as

$$
\begin{equation*}
\eta\left(T_{s}\right)=G\left(T_{s}\right) / G\left(T_{s}=1 \mu s\right) \tag{7.25}
\end{equation*}
$$

where

$$
\begin{align*}
G\left(T_{s}\right)= & \left|\int_{-\infty}^{\infty} d X \int_{0}^{\infty} \rho d \rho f(\rho, X) \mathcal{N}(\rho, X) C\left(\rho, X, T_{s}\right)\right|^{2} \\
& \times e^{-T_{s} / \tau_{e f f}}, \tag{7.26}
\end{align*}
$$

$$
\begin{align*}
& C\left(X, \rho, T_{s}\right)=\sum_{q, q^{\prime}, q^{\prime \prime}}^{q_{\max }} e^{-i \omega_{d}(\rho, X) T_{s}} \rho_{1 q^{\prime \prime}, 1 q^{\prime}}(0) \\
& \times M_{1 q^{\prime} ; 3 q}\left[-k \mathbf{u}_{x}\right] M_{3 q ; 1 q^{\prime \prime}}\left[k \mathbf{u}_{x}\right] e^{i\left(\omega_{q^{\prime}}^{(1)}-\omega_{q}^{(3)}\right) T_{s}}, \tag{7.27}
\end{align*}
$$

where $\mathcal{N}(\rho, X)$ and $\tau_{\text {eff }}$ are the atomic density distribution and the effective lifetime of the Rydberg level, respectively. The frequencies $\omega_{q^{\prime}}^{(1)}$ and $\omega_{q}^{(3)}$ are implicit functions of $\rho$ and $X$. The sum over $j$ has been converted to a spatial integral over the sample.

The distribution $f(\rho, X)$ appearing in Eq. (7.26) is equal to the product of the spatially dependent envelopes of the excitation and retrieval electric field amplitudes, namely

$$
\begin{align*}
& f(\rho, X)=\left(\frac{w_{E_{1}, 0}}{w_{E_{1}}(X)}\right) \exp \left[-\frac{\rho^{2}}{w_{E_{1}}^{2}(X)}\right] \\
& \quad \times\left\{\left(\frac{w_{E_{2}, 0}}{w_{E_{2}}(X)}\right) \exp \left[-\frac{\rho^{2}}{w_{E_{2}}^{2}(X)}\right]\right\}^{2}, \tag{7.28}
\end{align*}
$$

where $w_{i, 0}$ are the transverse waists of the beams at the foci, $w_{i}(X)=w_{i, 0} \sqrt{1+\left(\frac{X}{X_{r i}}\right)^{2}}$, and $X_{r i}$ is the Rayleigh length for beam $i$ (we have taken equal Rayleigh lengths for fields $E_{2}$ and $E_{R}$ ). In our experiment,

$$
\begin{equation*}
w_{E_{1}, 0}=17 \mu \mathrm{~m} ; \quad w_{E_{2}, 0}=15 \mu \mathrm{~m} \tag{7.29}
\end{equation*}
$$

To obtain the Boltzmann factor for the transverse confinement, we need to evaluate the transverse trap potential. The transverse trap potential is actually different for the ground and Rydberg levels. We shall assume that the transverse density distribution is determined by the spatially averaged [that is, with $\cos ^{2}\left(k_{L} X\right) \rightarrow 1 / 2$ ] ground state optical potential given in Eq. (7.4),

$$
\begin{align*}
U_{g}(\rho, X) & \approx-\frac{1}{16} \alpha_{g}\left[2 A_{+} A_{-}+\left(A_{+}-A_{-}\right)^{2}\right] \\
& =-\frac{U_{0} \mathcal{I}(\rho, X)}{2} \tag{7.30}
\end{align*}
$$

where $\mathcal{I}(\rho, X)$ is given in Eq. (7.18). Moreover, the $\theta \approx 5^{\circ}$ angle between the excitation beams and the $X$-axis results in an effective length $L$ in the $X$-direction of the atomic sample that we model using a Gaussian distribution. The transverse and longitudinal effects combine to produce an atomic density profile given by

$$
\begin{equation*}
\mathcal{N}(\rho, X)=\exp \left[\frac{U_{0}}{2 k_{B} T} \mathcal{I}(\rho, X)\right] \exp \left[-\frac{X^{2}}{L^{2}}\right] \tag{7.31}
\end{equation*}
$$

The factor $C\left(X, \rho, T_{s}\right)$ in Eq. (7.27) is the product of a non-lattice contribution, $e^{-i \omega_{d}(\rho, X) T_{s}}$, and
a lattice contribution corresponding to motional dephasing. In principle the motional dephasing term contains $\rho$ and $X$ dependence owing to the spatial dependence of the frequencies $\omega_{q^{\prime}}^{(1)}$ and $\omega_{q}^{(3)}$. However for the Rayleigh lengths and waists of the trap fields used in our experiment, it is an excellent approximation to evaluate these frequencies at the center of the sample, $\rho=0, X=0$. With this approximation the signal factors and can be written as

$$
\begin{equation*}
G\left(T_{s}\right)=G_{n l}\left(T_{s}\right) G_{l}\left(T_{s}\right) e^{-T_{s} / \tau_{e f f}} \tag{7.32}
\end{equation*}
$$

where

$$
\begin{gather*}
G_{n l}\left(T_{s}\right)=\left|\int_{-\infty}^{\infty} d X \int_{0}^{\infty} \rho d \rho f(\rho, X) \mathcal{N}(\rho, X) e^{-i \omega_{d}(\rho, X) T_{s}}\right|^{2}  \tag{7.33}\\
G_{l}\left(T_{s}\right)=\left|\begin{array}{c}
\sum_{q, q^{\prime}, q^{\prime \prime}}^{q_{\max }} \\
\left.\times M_{3 q ; 1 q^{\prime \prime}, 1 q^{\prime}}(0) M_{1 q^{\prime} ; 3 q}\left(-k \mathbf{u}_{x}\right) e^{i\left(\omega_{q^{\prime}}(1)\right.}-\omega_{q}^{(3)}\right) T_{s}
\end{array}\right|^{2} \tag{7.34}
\end{gather*}
$$

and the frequencies $\omega_{q^{\prime}}^{(1)}$ and $\omega_{q}^{(3)}$ are obtained as eigenvalues of the potentials

$$
\begin{align*}
& U_{1}^{(l)}(X)=-U_{0} \cos ^{2}\left(k_{L} X\right)  \tag{7.35a}\\
& U_{3}^{(l)}(X)=-\frac{U_{0}}{\alpha_{g}} \cos ^{2}\left(k_{L} X\right) \\
& \quad \times\left[\frac{D_{n}^{2}}{6 \hbar \Delta}-\left|\alpha_{f}\right| \theta_{n}\right] \tag{7.35b}
\end{align*}
$$

respectively.
The non-lattice contribution to the signal given in Eq. (7.33) is evaluated numerically. Owing to the fact that $\omega_{d}$ is a function of $\rho$ and $X$, there is an inhomogeneous broadening in the sample that results in a decrease of $G_{n l}\left(T_{s}\right)$ with increasing $T_{s}$. To see the effect of the sample length on $G_{n l}\left(T_{s}\right)$, we plot in Fig. 7.3 (a)

$$
g_{n l}\left(T_{s}\right)=G_{n l}\left(T_{s}\right) / G_{n l}(0)
$$

for $U_{0} / k_{B}=32 \mu \mathrm{~K}\left(U_{0} / h=0.666 \mathrm{MHz}\right), U_{0} / k_{B} T=2.75,\left|\alpha_{f}\right| / \alpha_{g}=0.628$, and $L=1 \mu \mathrm{~m}$, $50 \mu \mathrm{~m}, 100 \mu \mathrm{~m}, 150 \mu \mathrm{~m}$, and $500 \mu \mathrm{~m}$. The integral over $\rho$ leads to a decay of $g_{n l}\left(T_{s}\right)$, even for $L=0$, owing to radial inhomogenities in the non-lattice phase. With increasing $L$ there is an additional contribution to the dephasing from the integral over $X$. It is evident from the figure that this contribution to the dephasing becomes important for $L \gtrsim 50 \mu \mathrm{~m}$.

If the Rayleigh lengths for all the fields are much greater than $L$ and if $w_{ \pm}(0) \gg w_{E_{1,2}, 0}$, it is possible to get an analytic expression for $g_{n l}\left(T_{s}\right)$ that is in excellent agreement with the result
obtained using numerical integration. To do so, we expand

$$
\begin{equation*}
\mathcal{I}(\rho, X) \approx \mathcal{I}(0,0)+a X+b \rho^{2} \tag{7.36}
\end{equation*}
$$

where

$$
\begin{align*}
a & =\left.\frac{d \mathcal{I}(0, X)}{d X}\right|_{X=0}  \tag{7.37a}\\
b & =\left.\frac{1}{2} \frac{d^{2} \mathcal{I}(\rho, 0)}{d \rho^{2}}\right|_{\rho=0} \tag{7.37b}
\end{align*}
$$

and set $f(\rho, X) \approx f(\rho, 0)$. With these approximations the integrals in Eq. (7.33) can be calculated analytically. In this manner, we find

$$
\begin{equation*}
g_{n l}\left(T_{s}\right) \approx e^{-2 T_{s}^{2} / \tau_{X}^{2}} \frac{1}{1+\frac{T_{s}^{2}}{\tau_{\rho}^{2}}}, \tag{7.38}
\end{equation*}
$$

where

$$
\begin{align*}
\tau_{X}= & \frac{2}{\frac{\left|\alpha_{f}\right| U_{0}}{2 \alpha_{g}}\left(1-\theta_{n}\right) a L}  \tag{7.39a}\\
\tau_{\rho}= & \frac{1}{\frac{\left|\alpha_{f}\right| U_{0}}{2 \alpha_{g}}\left(1-\theta_{n}\right) b} \\
& \times\left(\frac{1}{w_{E_{1}, 0}^{2}}+\frac{2}{w_{E_{2}, 0}^{2}}-\frac{b U_{0}}{2 k_{B} T}\right) . \tag{7.39b}
\end{align*}
$$

The Gaussian factor in Eq. (7.38) results from the longitudinal integration and the Lorentzian factor from the transverse integration. Equation (7.38) for $g_{n l}\left(T_{s}\right)$, plotted as the dashed curves in Fig. 7.2(a), is in very good agreement with the values of $g_{n l}\left(T_{s}\right)$ obtained from numerical integration of Eq. (7.33).

From Eqs. (7.39), it follows that the lifetimes decrease with increasing $U_{0}$. This feature is seen in Fig. 7.2(b) where $g_{n l}\left(T_{s}\right)$ is plotted for $L=100 \mu \mathrm{~m},\left|\alpha_{f}\right| / \alpha_{g}=0.628$, and $U_{0} / k_{B}=$ $5,10,20,40 \mu \mathrm{~K}$, with the ratio $U_{0} /\left(k_{B} T\right)=2.75 \mathrm{kept}$ fixed.

The motional dephasing contribution to the signal given in Eq. (7.34) is summed using a thermal ground state distribution

$$
\begin{equation*}
\rho_{1 q, 1 q^{\prime}}(0)=\frac{\exp \left[-\frac{\hbar \omega_{q}^{(1)}}{k_{B} T}\right] \delta_{q, q^{\prime}}}{\sum_{q=0}^{q_{\max }} \exp \left[-\frac{\hbar \omega_{q}^{(1)}}{k_{B} T}\right]}, \tag{7.40}
\end{equation*}
$$

where $\delta_{q, q^{\prime}}$ is a Kronecker delta. The $\omega_{q}^{(1)}$ are obtained by solving the appropriate Mathieu's equation for the potentials given in Eqs. (7.35), limited to quasi-bound state energies. The matrix elements needed in Eq. (7.34) have been calculated using the corresponding Mathieu wave functions. The values of $\theta_{n}$ used in fitting the data, calculated using a method to be described in the following subsection, are $\theta_{n}=0.909,0.705,0.334,0.082,0.059,-0.013,-0.016$ for $n=30,40$, 51, 59, 60, 65, 70.

In Fig. 7.3 we plot

$$
\begin{equation*}
g_{l}\left(T_{s}\right)=G_{l}\left(T_{s}\right) / G_{l}(0) \tag{7.41}
\end{equation*}
$$

as a function of $\omega_{0} T_{s}$ for $U_{0} / k_{B}=32 \mu \mathrm{~K}$ and $U_{0} / k_{B} T=2.75$. The frequency $\omega_{0}$ is defined by

$$
\begin{equation*}
U_{0}=\frac{1}{2} \frac{M \omega_{0}^{2}}{k_{L}^{2}} \tag{7.42}
\end{equation*}
$$

such that, for large ratios of $U_{0} / k_{B} T$ and small values of the trap Lamb-Dicke parameter $\eta_{L D}=$ $k_{L} \sqrt{\hbar / 2 M \omega_{0}}$, the potentials should approximate those of an oscillator. Superimposed on the graph is a plot of $g_{l}\left(T_{s}\right)$ for oscillator potentials characterized by the same value of $\omega_{0}$. It can be seen that the anharmonicity both damps the signal and reduces the fringe visibility that which is obtained for harmonic potentials.

The expression for $G_{l}\left(T_{s}\right)$ can be cast in a suggestive form when the ground and Rydberg potentials are identical. In that limit, Eq. (7.27) reduces to

$$
\begin{equation*}
G_{l}\left(T_{s}\right)=\left|\left\langle e^{-i k \hat{X}\left(T_{s}\right)} e^{i k \hat{X}(0)}\right\rangle\right|^{2} \tag{7.43}
\end{equation*}
$$

where $\hat{X}\left(T_{s}\right)$ and $\hat{X}(0)$ are Heisenberg operators and the average is over the quantized motional states of an atom located at cloud center. We can take a classical limit of Eq. (7.43) by ignoring the commutator of $\hat{X}\left(T_{s}\right)$ and $\hat{X}(0)$ and replacing the operators by their classical counterparts, $X\left(T_{s}\right)$ and $X(0)$, to arrive at

$$
\begin{equation*}
C_{l} \sim\left\langle e^{-i k\left[X\left(T_{s}\right)-X(0)\right]}\right\rangle, \tag{7.44}
\end{equation*}
$$

where the average is now a classical average over the initial conditions. For our experimental parameters, the classical and quantum results do not differ by more than $10 \%$.

We include three dissipative mechanisms that affect the ground-Rydberg coherence lifetime. The effective population decay lifetime is given by

$$
\begin{equation*}
\frac{1}{\tau_{e f f}}=\frac{1}{\tau_{6 p, n}}+\frac{1}{\tau_{n}^{(0)}}+\frac{1}{\tau_{n}^{(b b)}}, \tag{7.45}
\end{equation*}
$$

where $\tau_{6 p, n}, \tau_{n}^{(0)}$, and $\tau_{n}^{(b b)}$ are the contributions from the lattice-induced population decay of the
$6 p_{3 / 2}$ level, Rydberg level decay at zero temperature, and blackbody induced transitions, respectively. Explicitly

$$
\begin{aligned}
\tau_{6 p, n} & =\frac{h \Delta_{m, n}}{U_{0}} \tau_{6 p, 0} \\
\tau_{n}^{(0)} & =\tau^{(0)}\left(n^{*}\right)^{2.94} \\
\tau_{n}^{(b b)} & =\frac{3 \hbar\left(n^{*}\right)^{2}}{4 \alpha_{F S}^{3} k_{B} T}
\end{aligned}
$$

where $\tau_{6 p, 0}=125 \mathrm{~ns}, \tau^{(0)}=1.43 \mathrm{~ns}, T=293 \mathrm{~K}$,

$$
\begin{equation*}
n^{*}=n-3.13 \tag{7.46}
\end{equation*}
$$

is the effective electronic quantum number, and $\alpha_{F S}$ is the fine structure constant. At low $n$, the lifetime is limited mainly by spontaneous decay and blackbody transitions. With $n \gtrsim 40$, the dephasing produced by the non-lattice potential begins to reduce the lifetime, an effect that saturates for $n \gtrsim 60$. For still higher values of $n$, the lattice induced population of the $6 p_{3 / 2}$ begins to play an important role in limiting the coherence lifetime. The reason for this is that the magic detuning $\Delta_{m, n}$ decreases with increasing $n$.

The data has been fit using Eqs. (7.25), (7.32)-(7.34), (7.40), and (7.45) with $L=100 \mu \mathrm{~m}$. The potential depth is used as a free parameter to match the oscillation periods of the signals, while the temperature is chosen to match the fringe visibility.

### 7.2.4 Value of $\theta_{n}$ and Reduced Dipole Moment Matrix Elements

### 7.2.4.1 Value of $\theta_{n}$

The polarizability of the Rydberg level is affected by a breakdown of the electric dipole approximation due to the finite size of the Rydberg electron orbital. This landscape factor [33] is calculated by finding the expectation value of the periodic portion of the trap potential $\theta_{n}=\left\langle\cos \left(2 k_{L} x\right)\right\rangle$, where $k_{L}$ is the wave number of the lattice field, and $x$ is the longitudinal position of the electron. To calculate $\theta_{n}$ we perform an expansion of $\cos \left(2 k_{L} x\right)$ in spherical Bessel functions to obtain

$$
\begin{aligned}
\theta_{n}= & (2 l+1) \sum_{l^{\prime}=\text { even }}\left(2 l^{l^{\prime} / 2-m_{z}}\left(\begin{array}{ccc}
l & l^{\prime} & l \\
-m_{z} & 0 & m_{z}
\end{array}\right)\right. \\
& \times\left(\begin{array}{lll}
l & l^{\prime} & l \\
0 & 0 & 0
\end{array}\right) \int_{0}^{\infty} d r_{e} P_{n l}^{2}\left(r_{e}\right) j_{l^{\prime}}\left(2 k_{L} r_{e}\right),
\end{aligned}
$$

where the $j_{l^{\prime}}\left(2 k_{L} r_{e}\right)$ are spherical Bessel functions of the first kind and $P_{n l}\left(r_{e}\right)$ are the Rydberg radial wave functions calculated via Numerov integration of the Schrödinger equation using quantum defect potentials. We only consider the $l=0$ term which simplifies the expression to

$$
\theta_{n}=\int_{0}^{\infty} d r_{e} P_{n, 0}^{2}\left(r_{e}\right) j_{0}\left(2 k r_{e}\right) .
$$

### 7.2.4.2 Reduced dipole moment matrix elements

Using Eqs. (7.9), (7.10), and (7.11), we can write the lattice potentials approximately as

$$
\begin{gather*}
U_{1}^{(l)}(X)=-U_{0} \cos ^{2}\left(k_{L} X\right)  \tag{7.47a}\\
U_{3}^{(l)}(X)=-\frac{U_{0}}{\alpha_{g}} \cos ^{2}\left(k_{L} X\right) \\
\times\left[\left(\alpha_{g}+\left|\alpha_{f}\right| \theta_{n}\right) \frac{\Delta_{m, n}}{\Delta}-\left|\alpha_{f}\right| \theta_{n}\right] \tag{7.47b}
\end{gather*}
$$

and the non-lattice potential difference as

$$
\begin{gather*}
\hbar \omega_{d}(\rho, X)=\left[U_{3}^{(n l)}-U_{1}^{(n l)}\right] \\
=\frac{\left|\alpha_{f}\right| U_{0}}{2 \alpha_{g}}\left(1-\theta_{n}\right) \mathcal{I}(\rho, X) \\
-\frac{U_{0}}{4} w_{+}(0) w_{-}(0)\left(1+\frac{\left|\alpha_{f}\right| \theta_{n}}{\alpha_{g}}\right)\left(\frac{\Delta_{m, n}}{\Delta}-1\right) \\
\times\left(\xi^{-1 / 4} \frac{1}{w_{+}(X)} e^{-\rho^{2} / w_{+}^{2}(X)}+-\xi^{1 / 4} \frac{1}{w_{-}(X)} e^{-\rho^{2} / w_{-}^{2}(X)}\right)^{2}, \tag{7.48}
\end{gather*}
$$

where $\Delta_{m, n}$ is the magic detuning for state $n s$. Owing to the anharmonicity of the potentials and the presence of a non-lattice potential, the local maxima of the signals do not necessarily occur exactly at $\Delta=\Delta_{m, n}$. To extract values for $D_{n}$, we find the value of $\Delta_{m, n}$ that gives the best fit to the experimental curves of signal strength versus $\Delta$ and then use

$$
\begin{equation*}
\frac{1}{6} \frac{D_{n}^{2}}{\hbar \Delta_{m, n}}=\alpha_{g}+\left|\alpha_{f}\right| \theta_{n} . \tag{7.49}
\end{equation*}
$$

to find $D_{n}$. The value of $D_{n}$ is compared with the corresponding value calculated using wave functions obtained using the "Alkali Rydberg Calculator" (ARC) Python package [34]. The ground state polarizability was taken from the paper of Ref. [26].

### 7.3 Experimental results

The experimental geometry and measurement sequence are shown in Fig. 7.1(a). An optical lattice is formed by a y-polarized, retro-reflected laser field propagating along the x -axis having power $P_{+} \approx 0.8 \mathrm{~W}$. The trap field is generated by a Titanium-Sapphire laser tunable in the 850 nm to 1050 nm range, frequency-locked to an optical cavity. The laser wavelength is measured with a wavemeter calibrated to 10 MHz accuracy using a diode laser locked to Rb 780 nm line. The trap field is detuned from $\omega_{n s, 6 p_{3 / 2}}$ by $\Delta$.

Atoms are loaded into the lattice using a magneto-optical trap. The maximum depth of the optical dipole potential at the atoms is $U_{0} / k_{B} \approx 40 \mu \mathrm{~K}$, with the corresponding axial and radial oscillation frequencies $\left\{\nu_{\rho}, \nu_{x}\right\}=\{0.3,86\} \mathrm{kHz}$. The resulting cloud, which has temperature of $T \approx 10 \mu \mathrm{~K}$, consists of $\sim 10^{5}{ }^{87} \mathrm{Rb}$ atoms having radial and axial waists of $\sigma_{\rho} \approx 50 \mu \mathrm{~m}$ and $\sigma_{X} \approx 0.2 \mathrm{~mm}$ respectively. The atoms are optically pumped to the $\left|5 S_{1 / 2}, F=2, m_{F}=0\right\rangle$ state in a magnetic bias field $B_{0}=0.5 \mathrm{mT}$.

Two nearly counter-propagating, z-polarized fields, $E_{1}$ and $E_{2}$ excite a spin wave between the $\left|5 s_{1 / 2}, F=2\right\rangle$ and $\left|n s_{1 / 2}\right\rangle$ levels. The fields imprint a spatial phase coherence between the ground and Rydberg states varying as $\propto e^{i\left(\vec{k}_{1}+\vec{k}_{2}\right) \cdot \vec{R}}$, where $\vec{k}_{1}$ and $\vec{k}_{2}$ are the wave-vectors for the fields $E_{1}$ and $E_{2}$ respectively. Field $E_{1}$ has wavelength 420 nm , while field $E_{2}$, produced by a laser diode, is tunable in the 1012 nm to the 1026 nm wavelength range to excite Rydberg states with principal quantum numbers $n \geq 30$. Field $E_{2}$ is detuned from $\omega_{n s, 6 p_{3 / 2}}$ by $\Delta_{1} \approx 12 \mathrm{MHz}$. The $E_{1}$ and $E_{2}$ fields are focused onto the atoms with beam waists $w_{E_{1}, 0} \approx 17 \mu \mathrm{~m}$ and $w_{E_{2}, 0} \approx 15 \mu \mathrm{~m}$ and Rabi frequencies $\Omega_{E_{1}} / 2 \pi \simeq 0.2 \mathrm{MHz}$ and $\Omega_{E_{2}} / 2 \pi \simeq 5 \mathrm{MHz}$, respectively. The spin wave is stored for a period $T_{s}$ varied between 1 and $70 \mu \mathrm{~s}$. At time $T_{s}$ the atoms are coherently driven on the $\left|n s_{1 / 2}\right\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition by a (z-polarized) retrieval field $E_{R}$ of Rabi frequency $\Omega_{R} \approx \Omega_{E_{2}}$, creating an array of atomic dipoles which give rise to a phase-matched emission from the sample. The emitted light is collected into a single-mode optical fiber coupled to a single-photon detector. To avoid damaging the detectors by the $\Omega_{E_{1}}$ field, a gating acousto-optical modulator is used. The photon transmission and detection efficiency $\eta_{t d}$ is given by $\eta_{t d}=\eta_{c} \eta_{o} \eta_{f} \eta_{d}=0.13$, where $\eta_{c}=0.89, \eta_{o}=0.39, \eta_{f}=0.66$ and $\eta_{d}=0.55$ are vacuum cell transmission efficiency, optics transmission efficiency (including the gating AOM), fiber coupling efficiency and single photon detection efficiency, respectively. The arrival times of detected photons are recorded, and the number of detected photons per excitation and retrieval cycle is used as our signal.

### 7.3.1 Magic wavelengths for the $5 s-n s$ transition

The normalized retrieval signal $\eta\left(T_{s}\right)$, given by Eq. (7.25), is plotted in Fig. 7.4(a-d) as a function of $\Delta$, along with the experimental data points. The solid green vertical lines represent the values
of the magic detunings $\Delta_{m, n}$ extracted from the fit of the theoretical curves to the data while the dashed red vertical lines represent the values of $\Delta_{m, n}$ obtained using Eq. (7.49) and the ARC values of the dipole matrix elements. The extracted values of $\Delta_{m, n}$ are plotted in Fig. 7.4(e). Consistent with the scaling of dipole matrix elements, $\Delta_{m, n}$ varies approximately as $\left(n^{*}\right)^{-3}$. The values of $D_{n}\left(n^{*}\right)^{3 / 2}$ obtained from Eq. (7.49) using the extracted values of $\Delta_{m, n}$ are shown in Fig. 7.4(f), superimposed on the expected values of the matrix elements computed using the ARC values [34]. The $3 \%$ standard deviation band is based on comparing our computed values of $\left|\left\langle 15 s_{1 / 2}\right|\right| \hat{d}||n p\rangle|$ reduced matrix elements with the values for these matrix elements given in Ref. [26].

### 7.3.2 Dynamics of the ground-Rydberg coherence

The signal as a function of $T_{s}$ serves as a measure of the dynamics of the stored spin wave. With $\Delta=\Delta_{m, n}$, the signal as a function of storage time $T_{s}$, normalized to its value at $T_{s}=1 \mu \mathrm{~s}$, is plotted in Fig. 7.5, along with the theoretical curves. The oscillations result from the nearly periodic motion of the atoms along the optical lattice. The oscillation visibility decreases with time owing to the anharmonic nature of the potential. Moreover the anharmonicity adds a small damping component to the signal and its contribution becoming more pronounced with increasing temperature.

In Fig. 7.6 we compare the $n=40$ signal with its counterpart obtained by exciting the atoms with 795 nm and 475 nm fields via the $\left|5 p_{1 / 2}, F=1\right\rangle$ intermediate level. The effective twophoton excitation wavelength for the latter $\lambda_{2 p h}=1.2 \mu \mathrm{~m}$, longer than $\lambda_{2 p h}=0.72 \mu \mathrm{~m}$ for the $420 \mathrm{~nm}-1018 \mathrm{~nm}$ excitation. As one would expect, the $795 \mathrm{~nm}-475 \mathrm{~nm}$ excitation exhibits lower visibility of oscillations as a result of decreased motional dephasing for the longer-wavelength spin-wave. The role of trap anharmonicity also decreases with longer spin-wave period, whereas the non-lattice contribution to the dephasing contribution is unaffected by it.

### 7.4 Conclusion

We have demonstrated ground-Rydberg atomic coherence lifetimes in excess of $20 \mu \mathrm{~s}$ using a state insensitive optical lattice. A theory has been developed to account for the quantized motion of atoms in the trap potentials. The theoretical line shapes that are derived are in good agreement with the experimental results and can be used to extract values for the $n s-6 p_{3 / 2}$ reduced electric dipole matrix elements. Our approach should be of use for precision measurements and quantum information studies involving atomic Rydberg states.


Figure 7.2: (Color online) a) Graphs of the analytic approximation and exact expressions of $g_{n l}$ (dashed and solid respectively) as a function of storage time $T_{s}$ for $U_{0} / k_{B}=40 \mu \mathrm{~K}$ and different sample lengths: blue $-L=1 \mu \mathrm{~m}$, dark green $-L=50 \mu \mathrm{~m}$, light green $-L=100 \mu \mathrm{~m}$, orange $L=150 \mu \mathrm{~m}$, red $-L=500 \mu \mathrm{~m}$. b) Graphs of $g_{n l}$ for sample length $L=100 \mu \mathrm{~m}$ and trap depths $U_{0} / k_{B}=5,10,20$, and $40 \mu \mathrm{~K}$, represented by increasing line thickness.


Figure 7.3: Graphs of $g_{l}\left(T_{s}\right)$ as a function of $\omega_{0} T_{s}$ : red, solid curve $-\cos ^{2}\left(k_{L} X\right)$ potential; black, dashed curve - harmonic potential.


Figure 7.4: (Color online) a)-d) Normalized signal $\eta\left(T_{s}\right)$ at storage time $T_{s}$ around the first revival $(10-12 \mu \mathrm{~s})$ as a function of lattice detuning $\Delta$ for principal quantum numbers $30,51,60$, and 65. The solid curves, based on the model described in the text, are used to extract the values of $\Delta_{m, n}$. The dashed red and solid green vertical lines represent the theoretically expected and the extracted values of the magic detuning, respectively. Blue and red bands represent fits using temperatures $20 \%$ lower and higher than the best fit value, respectively. (e) $\Delta_{m, n}$ as a function of the principal quantum number $n$, with the solid curve based on our theoretical model. (f) Extracted values of the scaled reduced matrix elements as a function of $n$.


Figure 7.5: (Color online) Normalized signal $\eta$ as a function of storage time for several principal quantum numbers. The solid black curve is based on our theoretical model. Blue and red bands represent temperatures $20 \%$ lower and higher than the best fit value, respectively. The gray curve shows loss attributable to black-body and spontaneous decay from the Rydberg state. The dashed red curve adds in the contribution of spontaneous decay from the $6 P$ level. The dashed blue curve additionally includes the dephasing attributable to the non-lattice potential. Most experimental error bars are smaller than the shown markers.


Figure 7.6: (Color online) Normalized signal $\eta$ as a function of storage time for $n=40$ for $420 \mathrm{~nm}-1018 \mathrm{~nm}$ (green circles) and $795 \mathrm{~nm}-475 \mathrm{~nm}$ (orange diamonds) excitation, with the corresponding atomic transitions shown in the inset. The solid curves are the result of a numerical simulation of atomic motion using the model described in the text. The black curve is the same as in Fig. 5. Most experimental error bars are smaller than the shown markers.

## CHAPTER 8

# Theory of Coherent Optical Transients With Quantized Atomic Motion 

### 8.1 Introduction

Coherent transients provide an important probe of atomic and molecular systems. Historically, the field of coherent transients was developed within the context of nuclear magnetic resonance (NMR). In NMR a series of radio frequency pulses is applied to a spin system [35]. In response to the applied pulses, the sample emits a coherent signal that can be used to measure spin relaxation rates. With the development of laser sources, the coherent transient technique was extended to the optical domain [29]. A series of optical pulses is applied to an atomic or molecular sample, resulting in phase-matched, coherent emission from the sample. Such coherent optical transients (COT) can be used to measure the relaxation rates of the various atomic coherences that are produced by the incident pulses. In both NMR and COT, inhomogeneous variations in the transition frequencies of the spins or atoms can result in significant damping of the generated signals. In NMR, stray magnetic fields modify the separation between spin magnetic sublevels while in COT the Doppler shift associated with atomic motion leads to the inhomogeneities. Spin echoes and photon echoes represent coherent transient techniques that can be used to suppress the effects of magnetic field or Doppler dephasing.

A somewhat more direct way of eliminating Doppler dephasing is to cool atoms. However, even at temperatures of tens of microKelvins that can be achieved using standard laser cooling techniques, Doppler dephasing can still be the dominant factor that limits the lifetimes of longlived atomic coherences. To further reduce any effects of motional or Doppler dephasing, atoms can be trapped in optical potentials that confine the atoms to distances that are much smaller than the relevant optical wavelengths [36]. This is akin to Dicke narrowing [37], where collisions of atoms with a background buffer gas effectively restrict the atoms to a small volume for the duration of a given experiment. To observe Dicke narrowing, there is a subtle effect that enters. If the collision interaction between the buffer gas and the atoms is state-dependent, that is, if the
collision interaction differs for the two atomic states of an optical transition, then the mechanism responsible for Dicke narrowing can be totally suppressed [29]. In such cases, the atomic center-of-mass motion must be quantized. The same can be said for trapping by optical potentials. If phase-matched emission results from coherence between two atomic levels for which the optical potentials are different, the atomic motion in the trapping potentials must be treated using a fully quantum theory.

Light-matter interfaces and quantum memories based on Raman scattering [38, 39] or excitation to Rydberg levels [5, 40] in atomic ensembles are well-known applications of COT. Such systems have been studied intensely in the past two decades. Much of the experimental and theoretical work in this area was focused on situations in which atoms are not subjected to external forces. On the other hand, there are experiments aimed at achieving long-term ( $\geq 1 \mathrm{~s}$ ) quantum state storage that make use of atomic confinement, typically employing far-detuned optical fields [41, 42, 43]. The atomic state dynamics is then governed by the periodic motion in the confining potentials, with a corresponding modulation of the strength of atom-light coupling and memory storage/retrieval efficiencies.

Although there have been numerous papers written related to the interaction of optical fields with trapped atoms in the context of laser cooling [44], light scattering [45], fluorescence [46], and wave packet oscillations [47], there have been only a few articles that addressed phase-matched emission from trapped atoms. Zhao et al. [31] and Jenkins et al.[32] calculated the phase-matched emission from an ensemble of trapped atoms following a Raman excitation pulse and a readout pulse. Recently, Lampen et al. [48] presented both theoretical and experimental results for phasematched emission from an ensemble of trapped atoms using pulsed, two-photon excitation of a Rydberg level pulse followed by a readout pulse. There are also related calculations carried out within the context of atom interferometry [30]. However, to our knowledge, a general theory of optical coherent transients from trapped atoms based on a source-field approach [29] that includes the effects of quantized motion in state-dependent trapping potentials has not yet been developed.

In this paper, we formulate a general theory of coherent transient spectroscopy that incorporates a quantum description of the atomic center-of-mass motion. In Sec. II, we calculate the change in atomic density matrix elements produced by an optical pulse acting on a generic two-level atomic system. The transfer matrix associated with such a process is the building-block solution from which the more general response of the atoms to a number of pulses can be calculated. In Sec. III, source-field theory [29], modified to include quantized center-of-mass motion for the atoms, is used to calculate the phase-matched coherent transient signal emitted by a sample of atoms. In Secs. IV and V, we present two examples to illustrate the theory. The first involves the creation and probing of ground-Rydberg level coherence in an optical lattice and the second the effect of transit-time loss on Raman coherence between ground state sublevels. For state-dependent optical
potentials, a quantized treatment of the center-of-mass motion is needed. However, under suitable initial conditions, a classical description of the center-of-mass motion can be used, provided the optical potentials are identical for the relevant atomic levels. In this limit, closed form expressions for the radiated signal are obtained with and without the assumption of classical center-of-mass motion. The results are summarized in Sec. VI. The atomic density is assumed to be sufficiently low to neglect all atom-atom interactions.

### 8.2 Pulsed Excitation - Transfer Matrix

The atoms are subjected to a series of classical optical pulses. In this section, we calculate the response of a generic "two-level" atom (lower level $a$, upper level $c$, transition frequency $\omega_{c a}$ ) to the $n$-th pulse in this series. The incident fields are assumed to propagate in the $X$ direction and be polarized in the $z$ direction. In a paraxial wave approximation, the electric field of the $n$-th pulse in the sample is given by

$$
\begin{equation*}
\mathbf{E}_{n}(\mathbf{R}, t)=\frac{1}{2} \mathbf{u}_{z} E_{n}(t) f_{n}(\mathbf{R}) e^{i\left(k_{n} X-\omega_{n} t\right)}+\text { c.c. } \tag{8.1}
\end{equation*}
$$

where $E_{n}(t)$ is the pulse amplitude at the center of the sample, $f_{n}(\mathbf{R})$ is the (real) spatial profile of the field in the sample, $\mathbf{u}_{z}$ is a unit vector in the $z$ direction, $k_{n}=\omega_{n} / c$ is a propagation constant, and "c.c." stands for "complex conjugate." The pulse duration $T_{n}$ is assumed to be sufficiently large to insure that the spatial extent of the pulse is much larger than the sample length $L$. As a consequence the pulse amplitude $E_{n}(t)$ reaches its maximum at approximately the same time for all atoms in the sample - this time is denoted by $t_{n}$. In other words, it is assumed that the spatial profile of the pulses can be taken to be constant during the atom-field interaction.

In addition to their interaction with the applied field pulses, the atoms are continuously subjected to optical trap fields that result in state-dependent optical potentials. The optical potentials associated with levels $a$ and $c$ are denoted by $V_{a}(\mathbf{R})$ and $V_{c}(\mathbf{R})$, respectively. The eigenenergies associated with the potential $V_{\alpha}(\mathbf{R})(\alpha=a, c)$ are denoted by $\hbar \tilde{\omega}_{\alpha q}$, the eigenkets by $|\alpha q\rangle$ and the eigenfunctions by $\psi_{\alpha q}(\mathbf{R})$, where $q$ labels all the quantum numbers associated with the potential $V_{\alpha}(\mathbf{R})$. The eigenfunctions $\psi_{a q}(\mathbf{R})$ and $\psi_{c q^{\prime}}(\mathbf{R})$ are not orthogonal for $q \neq q^{\prime}$ if the potential is state-dependent.

In the rotating-wave approximation (RWA), the Hamiltonian is taken as

$$
\begin{gather*}
H_{n}=\hbar \omega_{a}|a\rangle\langle a|+\hbar \omega_{c}|c\rangle\langle c|+\hbar \tilde{\omega}_{a q}|a q\rangle\langle a q| \\
+\hbar \tilde{\omega}_{c p}|c p\rangle\langle c p|+\frac{\hbar \Omega_{c a}^{(n)}(t)}{2} f_{n}\left(\mathbf{R}_{j}\right)\left[\begin{array}{c}
e^{i k_{n} X_{j}} e^{-i \omega_{n} t} \sigma_{c a}^{(j)} \\
+e^{-i k_{n} X_{j}} e^{i \omega_{n} t} \sigma_{a c}^{(j)}
\end{array}\right], \tag{8.2}
\end{gather*}
$$

where $\Omega_{c a}^{(n)}(t)=-\mu_{c a} E_{n}(t) / \hbar$ (assumed real) is a Rabi frequency associated with the $a-c$ transition, $\mu_{c a}$ is an electric dipole transition matrix element, $\sigma_{c a}^{(j)}\left(\sigma_{a c}^{(j)}\right)$ is a raising (lowering) operator for atom $j$, and a summation convention is adopted, in which repeated indices are summed if they do not appear on both sides of an equation. It is important to recognize that $X_{j}$ is an operator - it is the $X$-component of the position operator of atom $j$. The field is taken to be resonant with the atomic transition, $\omega_{n}=\omega_{c a}$.

Our goal is to calculate the change in density matrix elements of atom $j$ resulting from the applied pulse. In this section, we drop the $j$ and $n$ labels, but it is to be understood that all quantities refer to the time evolution of atom $j$ during the $n$-th pulse [for example $f_{n}\left(\mathbf{R}_{j}\right) \rightarrow f(\mathbf{R}), \mathbf{k}_{n} \rightarrow \mathbf{k}$, etc.] - these labels will be restored in the Section III. In the Schrödinger representation, density matrix elements obey the time evolution equation

$$
\begin{equation*}
\dot{\rho}_{\alpha q ; \alpha^{\prime} q^{\prime}}=\frac{1}{i \hbar}[H, \rho]_{\alpha q ; \alpha^{\prime} q^{\prime}} . \tag{8.3}
\end{equation*}
$$

Defining an interaction representation by

$$
\begin{equation*}
\rho_{\alpha q ; \alpha^{\prime} q^{\prime}}=\rho_{\alpha q ; \alpha^{\prime} q^{\prime}}^{I} \exp \left[-i \omega_{\alpha \alpha^{\prime}} t-i \omega_{\alpha q, \alpha^{\prime} q^{\prime}} t\right], \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{\alpha \alpha^{\prime}}=\omega_{\alpha}-\omega_{\alpha^{\prime}} ; \quad \omega_{\alpha q, \alpha^{\prime} q^{\prime}}=\tilde{\omega}_{\alpha q}-\tilde{\omega}_{\alpha^{\prime} q^{\prime}}, \tag{8.5}
\end{equation*}
$$

we find time-evolution equations

$$
\begin{align*}
& \dot{\rho}_{a q ; c p}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[\begin{array}{c}
e^{i \omega_{a q, c p^{\prime} t} t} B_{a q, c p^{\prime}}^{\dagger}(\mathbf{k}) \rho_{c p^{\prime} ; c p}^{I} \\
-e^{i \omega_{a q^{\prime}, c p^{\prime}} t} \rho_{a q ; a q^{\prime}}^{I} B_{a q^{\prime}, c p}^{\dagger}(\mathbf{k})
\end{array}\right] ;  \tag{8.6a}\\
& \dot{\rho}_{c p ; a q}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[\begin{array}{c}
e^{i \omega_{c p, a q^{\prime}} t} B_{c p, a q^{\prime}}(\mathbf{k}) \rho_{a q^{\prime} ; a q}^{I} \\
-e^{i \omega_{c p^{\prime}, a q^{t}}} \rho_{c p ; c p^{\prime}}^{I} B_{c p^{\prime}, a q}(\mathbf{k})
\end{array}\right] ; \\
& \dot{\rho}_{c p ; c p^{\prime}}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[\begin{array}{c}
e^{i \omega_{c p, a q} t} B_{c p, a q}(\mathbf{k}) \rho_{a q ; c p^{\prime}}^{I} \\
-e^{-i \omega_{c p^{\prime}, a q^{t}}} \rho_{c p ; a q}^{I} B_{a q, c p^{\prime}}^{\dagger}(\mathbf{k})
\end{array}\right] ;  \tag{8.6b}\\
& \dot{\rho}_{a q ; a q^{\prime}}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[\begin{array}{c}
e^{i \omega_{a q, c p^{t} t}} B_{a q, c p}^{\dagger}(\mathbf{k}) \rho_{c p ; a q^{\prime}}^{I} \\
-e^{-i \omega_{a q^{\prime}, c p^{\prime} t} t} \rho_{a q ; c p}^{I} B_{c p, a q^{\prime}}^{I}(\mathbf{k})
\end{array}\right], \tag{8.6c}
\end{align*}
$$

where $\mathbf{k}=k \mathbf{u}_{x}$ and

$$
\begin{align*}
& B_{c p, a q}(\mathbf{k})=\int d \mathbf{R}\left[\psi_{c p}(\mathbf{R})\right]^{*} f(\mathbf{R}) e^{i \mathbf{k} \cdot \mathbf{R}} \psi_{a q}(\mathbf{R})  \tag{8.7a}\\
& B_{a q, c p}^{\dagger}(\mathbf{k})=\int d \mathbf{R}\left[\psi_{a q}(\mathbf{R})\right]^{*} f(\mathbf{R}) e^{-i \mathbf{k} \cdot \mathbf{R}} \psi_{c p}(\mathbf{R}) \tag{8.7b}
\end{align*}
$$

If we define an operator

$$
\begin{equation*}
M_{c a}(\mathbf{R}, \mathbf{k}, t)=f_{n}(\mathbf{R}) e^{i V_{c}(\mathbf{R}) t / \hbar} e^{i \mathbf{k} \cdot \mathbf{R}} e^{-i V_{a}(\mathbf{R}) t / \hbar} \tag{8.8}
\end{equation*}
$$

then Eqs. (8.6) can be written in matrix form as

$$
\begin{align*}
& \dot{\rho}_{a c}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}(\mathbf{k}, t)^{\dagger} \rho_{c c}^{I}-\rho_{a a}^{I} M_{c a}(\mathbf{k}, t)^{\dagger}\right]  \tag{8.9a}\\
& \dot{\rho}_{c a}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}(\mathbf{k}, t) \rho_{a a}^{I}-\rho_{c c}^{I} M_{c a}(\mathbf{k}, t)\right]  \tag{8.9b}\\
& \dot{\rho}_{c c}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}(\mathbf{k}, t) \rho_{a c}^{I}-\rho_{c a}^{I} M_{c a}(\mathbf{k}, t)^{\dagger}\right]  \tag{8.9c}\\
& \dot{\rho}_{a a}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}(\mathbf{k}, t)^{\dagger} \rho_{c a}^{I}-\rho_{a c}^{I} M_{c a}(\mathbf{k}, t)\right] \tag{8.9d}
\end{align*}
$$

where each element $\rho_{\alpha \alpha^{\prime}}^{I}$ is now a matrix having matrix elements $\langle\alpha q| \rho_{\alpha \alpha^{\prime}}^{I}\left|\alpha^{\prime} q^{\prime}\right\rangle$. There is no sum over $a$ or $c$ on the right hand side of these equations - both $M_{c a}$ and $\rho_{\alpha \beta}^{I}$ are themselves matrices in the center-of-mass basis state, e.g.

$$
\begin{equation*}
\left[M_{c a}(\mathbf{k}, t)\right]_{\alpha q ; \beta q^{\prime}}=\langle\alpha q| M_{c a}(\mathbf{R}, \mathbf{k}, t)\left|\beta q^{\prime}\right\rangle \tag{8.10}
\end{equation*}
$$

for $\alpha, \beta$ equal to $a$ or $c$. The pulse duration is sufficiently short to neglect any decay during the pulse. Note that $M_{c a}(\mathbf{R}, \mathbf{k}, t)$ is not a unitary operator owing to the factor $f(\mathbf{R})$, but that the operator

$$
\begin{equation*}
U_{c a}(\mathbf{R}, \mathbf{k}, t)=e^{i V_{c}(\mathbf{R}) t / \hbar} e^{i \mathbf{k} \cdot \mathbf{R}} e^{-i V_{a}(\mathbf{R}) t / \hbar} \tag{8.11}
\end{equation*}
$$

is unitary.
In principle, Eqs. (8.9) could be solved numerically as coupled equations for all the matrix elements. However if the pulse duration $T$ is sufficiently short such that $\left|\omega_{a q, c p} T\right| \ll 1$ for all relevant $q$ and $p$ (this corresponds to the atomic motion being frozen during the pulse), then the
matrix $M_{c a}(\mathbf{k}, t)$ can be evaluated at $t=t_{n}$ and Eqs. (8.9) reduce to

$$
\begin{align*}
& \dot{\rho}_{a c}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger} \rho_{c c}^{I}-\rho_{a a}^{I} M_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger}\right] ;  \tag{8.12a}\\
& \dot{\rho}_{c a}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}\left(\mathbf{k}, t_{n}\right) \rho_{a a}^{I}-\rho_{c c}^{I} M_{c a}\left(\mathbf{k}, t_{n}\right)\right] ;  \tag{8.12b}\\
& \dot{\rho}_{c c}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}\left(\mathbf{k}, t_{n}\right) \rho_{a c}^{I}-\rho_{c a}^{I} M_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger}\right] ;  \tag{8.12c}\\
& \dot{\rho}_{a a}^{I}=-i \frac{\Omega_{c a}(t)}{2}\left[M_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger} \rho_{c a}^{I}-\rho_{a c}^{I} M_{c a}\left(\mathbf{k}, t_{n}\right)\right] . \tag{8.12d}
\end{align*}
$$

Unfortunately, even though $M_{c a}\left(\mathbf{k}, t_{n}\right)$ and $M_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger}$ are time-independent in these equations, there is no simple solution owing to the fact that $M_{c a}\left(\mathbf{k}, t_{n}\right)$ is not a unitary matrix. In effect, Eqs. (8.9) must be solved numerically to obtain the $\rho_{\alpha q ; \beta q^{\prime}}^{I}\left(t_{n}^{+}\right)$in terms of $\rho_{\alpha q, \beta q^{\prime}}^{I}\left(t_{n}^{-}\right)$.

There are two limiting cases where a relatively simple solution can be obtained. If the applied field spatial profile is constant over the sample $\left[f(\mathbf{R})=1\right.$ and $\left.M_{c a}\left(\mathbf{k}, t_{n}\right)=U_{c a}\left(\mathbf{k}, t_{n}\right)\right]$, then we can set

$$
\begin{align*}
& \tilde{\rho}_{a c}\left(\mathbf{k}, t, t_{n}\right)=\rho_{a c}^{I}(t) U_{c a}\left(\mathbf{k}, t_{n}\right)  \tag{8.13a}\\
& \tilde{\rho}_{c a}\left(\mathbf{k}, t, t_{n}\right)=U_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger} \rho_{c a}^{I}(t)  \tag{8.13b}\\
& \tilde{\rho}_{a a}\left(\mathbf{k}, t, t_{n}\right)=\rho_{a a}^{I}(t)  \tag{8.13c}\\
& \tilde{\rho}_{c c}\left(\mathbf{k}, t, t_{n}\right)=U_{c a}\left(\mathbf{k}, t_{n}\right)^{\dagger} \rho_{c c}^{I}(t) U_{c a}\left(\mathbf{k}, t_{n}\right) \tag{8.13d}
\end{align*}
$$

which transforms Eqs. (8.12) into

$$
\begin{align*}
\frac{d \tilde{\rho}_{a c}}{d t} & =-i \frac{\Omega_{c a}(t)}{2}\left[\tilde{\rho}_{c c}-\tilde{\rho}_{a a}\right]  \tag{8.14a}\\
\frac{d \tilde{\rho}_{c a}}{d t} & =-i \frac{\Omega_{c a}(t)}{2}\left[\tilde{\rho}_{a a}-\tilde{\rho}_{c c}\right]  \tag{8.14b}\\
\frac{d \tilde{\rho}_{c c}}{d t} & =-i \frac{\Omega_{c a}(t)}{2}\left[\tilde{\rho}_{a c}-\tilde{\rho}_{c a}\right]  \tag{8.14c}\\
\frac{d \tilde{\rho}_{a a}}{d t} & =-i \frac{\Omega_{c a}(t)}{2}\left[\tilde{\rho}_{c a}-\tilde{\rho}_{a c}\right] \tag{8.14d}
\end{align*}
$$

The solution of these equations is straightforward [29],

$$
\begin{align*}
\left(\begin{array}{c}
\tilde{\rho}_{a c}\left(t_{n}^{+}\right) \\
\tilde{\rho}_{c a}\left(t_{n}^{+}\right) \\
\tilde{\rho}_{a a}\left(t_{n}^{+}\right) \\
\tilde{\rho}_{c c}\left(t_{n}^{+}\right)
\end{array}\right) & =\left(\begin{array}{cccc}
\cos ^{2}\left(\frac{A}{2}\right) & \sin ^{2}\left(\frac{A}{2}\right) & i \frac{\sin A}{2} & -i \frac{\sin A}{2} \\
\sin ^{2}\left(\frac{A}{2}\right) & \cos ^{2}\left(\frac{A}{2}\right) & -i \frac{\sin A}{2} & i \frac{\sin A}{2} \\
i \frac{\sin A}{2} & -i \frac{\sin A}{2} & \cos ^{2}\left(\frac{A}{2}\right) & \sin ^{2}\left(\frac{A}{2}\right) \\
-i \frac{\sin A}{2} & i \frac{\sin A}{2} & \sin ^{2}\left(\frac{A}{2}\right) & \cos ^{2}\left(\frac{A}{2}\right)
\end{array}\right) \\
& \times\left(\begin{array}{c}
\tilde{\rho}_{a c}\left(t_{n}^{-}\right) \\
\tilde{\rho}_{c a}\left(t_{n}^{-}\right) \\
\tilde{\rho}_{a a}\left(t_{n}^{-}\right) \\
\tilde{\rho}_{c c}\left(t_{n}^{-}\right)
\end{array}\right), \tag{8.15}
\end{align*}
$$

where $t_{n}^{ \pm}$are times just before and after the application of the pulse and

$$
\begin{equation*}
A=\int_{t_{n}^{-}}^{t_{n}+} d t \Omega_{c a}(t) \tag{8.16}
\end{equation*}
$$

is a pulse area. Equations (8.15) and (8.13) can be used to calculate the change in the atomic density matrix elements in the interaction representation.

The second case where a simple solution is possible is one in which there is a lattice trap potential varying as $-V_{0} \cos ^{2}\left(k_{t r} X\right)$ superimposed on a much more slowly varying trap potential. If the temperature is sufficiently low to insure that all atomic motion can be neglected on the time scale of an experiment except that associated with motion in the lattice potential, but is still sufficiently large to insure that motion in the slowly varying trap potential can be treated classically, then $f(\mathbf{R})$ can be replaced a classical function $f_{c l}(\mathbf{R})$ and the resulting signal averaged over the classical Boltzmann distribution associated with the slowly varying trap potential. In this limit Eqs. (8.13) and (8.15) remain valid, provided that the area $A$ appearing in Eq. (8.15) is replaced by

$$
\begin{equation*}
A(\mathbf{R})=f_{c l}(\mathbf{R}) \int_{t_{n}^{-}}^{t_{n}^{+}} d t \Omega_{c a}(t) \tag{8.17}
\end{equation*}
$$

Although we have taken the $a-c$ transition to be dipole allowed, the formalism can still be used when levels $a$ and $c$ have the same parity and are driven by two-photon excitation. The only change that need be made is to replace $\Omega_{c a}(t)$ by some effective two-photon Rabi frequency that depends on the product of the amplitudes of each of the fields involved in the transition.

### 8.2.1 Readout Pulse

In some cases, it is necessary to apply a readout pulse to generate the phase-matched signal. For example, consider the level schemes shown in Fig. 8.1. In both cases it is assumed that some


Figure 8.1: Level schemes.
initial two-photon pulse has created a long-lived atomic coherence between levels $a$ and $c$, both of which have the same parity. In Fig. 8.1 (a), the coherence is between a ground and Rydberg level and, in Fig. 8.1 (b), it is between two-ground state sublevels. To read out the coherence, a pulse is applied that is resonant with the $c-b$ transition and results in phase-matched emission on the $a-b$ transition. We shall assume that the Rabi frequency $\Omega_{b c}^{\text {out }}$ associated with the readout pulse is greater than the decay rate $\Gamma_{b}=2 \gamma_{b}$ of level $b$. The duration $T_{\text {out }}$ of the readout pulse may be greater than $\Gamma_{b}^{-1}$; it is assumed, however, that all motion is frozen on a time scale of $\min \left(\gamma_{b}^{-1}, T_{\text {out }}\right)$.

The calculation proceeds in exactly the same manner as that for the excitation pulse, except it is necessary to use density matrix equations for a three-level lambda scheme [29] with a single field acting on the $c-b$ transition. We find that, for the level scheme of 8.1 (a) and $f(\mathbf{R})=1$,

$$
\begin{align*}
\frac{d \tilde{\rho}_{c a}}{d t} & =-i \frac{\Omega_{c b}^{o u t}(t)}{2} \tilde{\rho}_{b a}  \tag{8.18a}\\
\frac{d \tilde{\rho}_{b a}}{d t} & =-i \frac{\Omega_{c b}^{o u t}(t)}{2} \tilde{\rho}_{c a}-\gamma_{b} \tilde{\rho}_{b a} \tag{8.18b}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\rho}_{c a}\left(\mathbf{k}_{n}, t, t_{\text {out }}\right)=U_{c b}\left(\mathbf{k}_{\text {out }}, t_{\text {out }}\right)^{\dagger} \rho_{c a}^{I}(t) ;  \tag{8.19a}\\
& \tilde{\rho}_{b a}\left(\mathbf{k}_{n}, t, t_{\text {out }}\right)=\rho_{b a}^{I}(t) \tag{8.19b}
\end{align*}
$$

$\mathbf{k}_{\text {out }}$ is the propagation vector of the readout pulse, and $t_{\text {out }}$ is the time the readout pulse is applied.

For the level scheme of 8.1 (b) and $f(\mathbf{R})=1$,

$$
\begin{align*}
\frac{d \tilde{\rho}_{c a}}{d t} & =-i \frac{\Omega_{b c}^{\text {out }}(t)}{2} \tilde{\rho}_{b a}  \tag{8.20a}\\
\frac{d \tilde{\rho}_{b a}}{d t} & =-i \frac{\Omega_{b c}^{\text {out }}(t)}{2} \tilde{\rho}_{c a}-\gamma_{b} \tilde{\rho}_{b a} \tag{8.20b}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{\rho}_{c a}\left(\mathbf{k}_{n}, t, t_{\text {out }}\right)=U_{c b}\left(\mathbf{k}_{\text {out }}, t_{\text {out }}\right) \rho_{c a}^{I}(t)  \tag{8.21a}\\
& \tilde{\rho}_{\text {ba }}\left(\mathbf{k}_{n}, t, t_{\text {out }}\right)=\rho_{b a}^{I}(t) \tag{8.21b}
\end{align*}
$$

It is a simple matter to solve Eqs. (8.18) or (8.20) numerically (or analytically for a square pulse) and then use Eqs. (8.19) or (8.21) to obtain matrix elements of $\rho_{c a}^{I}(t)$, matrix elements that will be needed in the evaluation of the phase-matched signal. If, instead of taking $f(\mathbf{R})=1$, we consider the second limiting case discussed following Eq. (8.12), then $\Omega_{b c}^{\text {out }}(t)$ is replaced by $\Omega_{b c}^{\text {out }}(t) f_{c l}(\mathbf{R})$ in Eqs. (8.18) and (8.20).

### 8.3 Source-Field Expression for the Signal

The signal recorded at time $t$ at a point detector located at position $\mathbf{R}_{d}$ is proportional to a quantity $S$ defined by

$$
\begin{equation*}
S=R_{d}^{2}\left\langle\mathbf{E}_{-}\left(\mathbf{R}_{d}, t\right) \cdot \mathbf{E}_{+}\left(\mathbf{R}_{d}, t\right)\right\rangle \tag{8.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{E}_{+}(\mathbf{R}, t)=i\left(\frac{\hbar \omega_{k}}{2 \epsilon_{0} \mathcal{V}}\right)^{1 / 2} e^{i \mathbf{k} \cdot \mathbf{R}} a_{\mathbf{k}_{\lambda}}(t) \boldsymbol{\epsilon}_{\mathbf{k}}^{(\lambda)} \tag{8.23}
\end{equation*}
$$

is the positive frequency component of the electric field operator at position $\mathbf{R}_{d}, \mathbf{E}_{-}\left(\mathbf{R}_{d}, t\right)=$ $\left[\mathbf{E}_{+}(\mathbf{R}, t)\right]^{\dagger}, \omega_{k}=k c$,

$$
\begin{align*}
& \boldsymbol{\epsilon}_{\mathbf{k}}^{(1)}=\cos \theta_{k} \cos \phi_{k} \mathbf{u}_{x}+\cos \theta_{k} \sin \phi_{k} \mathbf{u}_{y}-\sin \theta_{k} \mathbf{u}_{z}  \tag{8.24a}\\
& \boldsymbol{\epsilon}_{\mathbf{k}}^{(2)}=-\sin \phi_{k} \mathbf{u}_{x}+\cos \phi_{k} \mathbf{u}_{y}, \tag{8.24b}
\end{align*}
$$

are the field polarization vectors, and $\mathcal{V}$ is the quantization volume. A sum over all field modes and polarizations is implicit in Eq. (8.23), owing to our summation convention. The field operators are written in the Heisenberg representation, but could have equally well been written as timeindependent operators in the Schrödinger representation. We will return to this point shortly.

In the problem under consideration a number of classical field pulses give rise to the creation
of previously unoccupied vacuum field modes. In situations such as this, a powerful method for obtaining an expression for $\mathbf{E}_{+}\left(\mathbf{R}_{d}, t\right)$ is afforded by the so-called source-field approach [29]. In that approach the creation and annihilation operators are written in terms of their initial values and their dependence on atomic operators. For example, consider emission on transitions from level $b$ to $a$ having transition frequency $\omega_{b a}$ in an ensemble of atoms whose center-of-mass coordinates are fixed. Level $b$ is taken to be the $m=0$ sublevel of a $J=1$ angular momentum state, while level $a$ is taken to be a $J=0$ angular momentum state. In that case, for an electric dipole interaction of the form

$$
\begin{equation*}
V_{a f}(\mathbf{R}, t)=-\hat{\boldsymbol{\mu}}(t) \cdot\left[\mathbf{E}_{+}(\mathbf{R}, t)+\mathbf{E}_{-}(\mathbf{R}, t)\right], \tag{8.25}
\end{equation*}
$$

where $\hat{\boldsymbol{\mu}}(t)$ is the atomic dipole moment operator, the Hamiltonian in the RWA is given by

$$
\begin{align*}
H & =\hbar \omega_{a}|a\rangle\langle a|+\hbar \omega_{b}|b\rangle\langle b| \\
& +\left[\hbar g_{\mathbf{k}_{\lambda}} e^{i \mathbf{k} \cdot \mathbf{R}_{j}} e^{-i \omega_{k} t} \sigma_{b a}^{(j)}+\hbar g_{\mathbf{k}_{\lambda}}^{*} e^{-i \mathbf{k} \cdot \mathbf{R}_{j}} e^{i \omega_{k} t} \sigma_{a b}^{(j)}\right], \tag{8.26}
\end{align*}
$$

where

$$
\begin{equation*}
g_{\mathbf{k}_{\lambda}}=-i \mu_{b a}\left(\frac{\omega_{k}}{2 \hbar \epsilon_{0} \mathcal{V}}\right)^{1 / 2} \sin \theta_{k} \delta_{\lambda, 1}, \tag{8.27}
\end{equation*}
$$

$\sigma_{a b}^{(j)}\left(t^{\prime}\right)\left[\sigma_{b a}^{(j)}\left(t^{\prime}\right)\right]$ is a lowering [raising] operator for atom $j$ located at position $\mathbf{R}_{j}, \mu_{b a}$ is the $z$-component of the dipole moment matrix element (assumed real) between states $b$ and $a$, and $\delta_{\lambda, 1}$ is a Kronecker delta. The annihilation operator at time $t$ can be expressed as

$$
\begin{align*}
a_{\mathbf{k}_{\lambda}}(t) & =a_{\mathbf{k}_{\lambda}}(0) e^{-i \omega_{k} t} \\
& -i g_{\mathbf{k}_{\lambda}}^{*} e^{-i \mathbf{k} \cdot \mathbf{R}_{j}} \int_{0}^{t} d t^{\prime} \sigma_{a b}^{(j)}\left(t^{\prime}\right) e^{-i \omega_{k}\left(t-t^{\prime}\right)} . \tag{8.28}
\end{align*}
$$

The second term in Eq. (8.28) is the contribution to the field operator that can be traced to the atoms - the so-called source-field term. Including only the source-field contribution in Eq. (8.23), it is straightforward to show that the field operator can be written in a form that mirrors the classical expression for the electric field produced by an ensemble of electric dipoles. In particular, assuming that the detector is located in the radiation zone of the atomic dipoles, one finds [29]

$$
\begin{equation*}
\mathbf{E}_{+}\left(\mathbf{R}_{d}, t\right)=-\left(\frac{\omega_{b a}^{2}}{4 \pi \epsilon_{0} c^{2} R_{d}}\right) \mu_{b a} \sin \theta_{d} \sigma_{a b}^{(j)}\left(t_{r}^{(j)}\right) \mathbf{u}_{\theta_{d}} \tag{8.29}
\end{equation*}
$$

where $\theta_{d}$ is the polar angle of the detector, $\mathbf{u}_{\theta_{d}}$ is a unit vector in the direction of increasing $\theta_{d}$ and

$$
\begin{equation*}
t_{r}^{(j)}=t-\frac{\left|\mathbf{R}_{d}-\mathbf{R}_{j}\right|}{c} \tag{8.30}
\end{equation*}
$$

is a retarded time.
If the center-of-mass motion of the atoms can be treated classically, it is a simple matter to extend the source-field result to include the effects of atomic motion. Equation (8.29) remains valid provided that $t_{r}^{(j)}$ is defined as the solution of

$$
\begin{equation*}
t_{r}^{(j)}=t-\frac{\left|\mathbf{R}_{d}-\mathbf{R}_{j}\left(t_{r}^{(j)}\right)\right|}{c} \tag{8.31}
\end{equation*}
$$

where $\mathbf{R}_{j}(t)$ is the position of atom $j$ at time $t$. On the other hand, if the center-of-mass motion of the atoms is quantized, $\mathbf{R}_{j}(t)$ becomes a Heisenberg operator and there is no obvious manner in which to generalize Eq. (8.29).

To make some progress in the case where the center-of-mass motion is quantized, we can still use the Heisenberg representation, but it is necessary to delay the sum over field modes that lead to the final source-field expression. In other words, we use Eq. (8.28) to write the source field contribution to the signal as

$$
\begin{align*}
S & =R_{d}^{2}\left\langle\mathbf{E}_{-}\left(\mathbf{R}_{d}, t\right) \cdot \mathbf{E}_{+}\left(\mathbf{R}_{d}, t\right)\right\rangle \\
& =R_{d}^{2}\left(\frac{\hbar \omega_{k^{\prime}}}{2 \epsilon_{0} \mathcal{V}}\right)^{1 / 2}\left(\frac{\hbar \omega_{k}}{2 \epsilon_{0} \mathcal{V}}\right)^{1 / 2} e^{i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{R}_{d}} \\
& \times\left\langle a_{\mathbf{k}_{\lambda^{\prime}}^{\prime}}^{\dagger}(t) a_{\mathbf{k}_{\lambda}}(t)\right\rangle \boldsymbol{\epsilon}_{\mathbf{k}^{\prime}}^{\left(\lambda^{\prime}\right)} \cdot \boldsymbol{\epsilon}_{\mathbf{k}}^{(\lambda)} \\
& =\mu_{b a}^{2} R_{d}^{2}\left(\frac{\hbar \omega_{k^{\prime}}}{2 \epsilon_{0} \mathcal{V}}\right)\left(\frac{\hbar \omega_{k}}{2 \epsilon_{0} \mathcal{V}}\right) \\
& \times \sin \theta_{k} \sin \theta_{k^{\prime}}^{i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{R}_{d}} \boldsymbol{\epsilon}_{\mathbf{k}^{\prime}}^{(1)} \cdot \boldsymbol{\epsilon}_{\mathbf{k}}^{(1)} \\
& \times \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime}\left\langle e^{i \mathbf{k}^{\prime} \cdot \hat{\mathbf{R}}_{j^{\prime}}\left(t^{\prime \prime}\right)} \sigma_{b a}^{\left(j^{\prime}\right)}\left(t^{\prime \prime}\right) \sigma_{a b}^{(j)}\left(t^{\prime}\right) e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}\left(t^{\prime}\right)}\right\rangle \\
& \times e^{i \omega_{k^{\prime}}\left(t-t^{\prime}\right)} e^{-i \omega_{k}\left(t-t^{\prime}\right)}, \tag{8.32}
\end{align*}
$$

where $\hat{\mathbf{R}}_{j}(t)$ is a Heisenberg operator. Note that $\left[\hat{\mathbf{R}}_{j}(t), \sigma_{\alpha \beta}^{(j)}(t)\right]=0$, but that $\left[\hat{\mathbf{R}}_{j}(t), \sigma_{\alpha \beta}^{(j)}\left(t^{\prime}\right)\right] \neq$ 0 , in general.

Qualitatively, there are two types of terms that enter the double summation over $j$ and $j^{\prime}$ in Eq. (8.32). Terms with $j=j^{\prime}$ are difficult to calculate using this approach, but such terms contribute negligibly to the phase-matched signal. For completeness, a method for treating the $j=j^{\prime}$ terms is discussed in the Appendix. The remaining terms involve products of operators corresponding to different atoms, implying that the average of the product is equal to the product of the averages. In other words, for such terms we can write Eq. (8.32) as

$$
\begin{equation*}
S=\left|G\left(\mathbf{R}_{d}, t\right)\right|^{2} \tag{8.33}
\end{equation*}
$$

where

$$
\begin{align*}
G\left(\mathbf{R}_{d}, t\right) & =\mu_{b a} R_{d}\left(\frac{\hbar \omega_{k}}{2 \epsilon_{0} \mathcal{V}}\right) \\
& \times \int_{0}^{t} d t^{\prime}\left\langle\sigma_{a b}^{(j)}\left(t^{\prime}\right) e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}\left(t^{\prime}\right)}\right\rangle e^{-i \omega_{k}\left(t-t^{\prime}\right)} \tag{8.34}
\end{align*}
$$

Written in this form, the signal contains extra terms since terms with $j=j^{\prime}$ are not excluded; however for a large number of atoms $N$ in the sample, the $j=j^{\prime}$ terms can be neglected since they scale as $N$, whereas the phase-matched signal scales as $N^{2}$.

The average in Eq. (8.34) can be written as

$$
\begin{align*}
F_{j} & =\left\langle\sigma_{a b}^{(j)}\left(t^{\prime}\right) e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}\left(t^{\prime}\right)}\right\rangle=\operatorname{Tr}\left[\rho(0) \sigma_{a b}^{(j)}\left(t^{\prime}\right) e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}\left(t^{\prime}\right)}\right] \\
& =\operatorname{Tr}\left[\rho^{(j)}\left(t^{\prime}\right)|a\rangle\langle b| e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}}\right] \tag{8.35}
\end{align*}
$$

where $\rho^{(j)}(t)$ is the density matrix for atom $j$ at time $t$ and the trace is over motional states. The trace is very difficult to carry out using Heisenberg operators, but relatively simple to evaluate using Schrödinger operators. Explicitly we find

$$
\begin{gather*}
F_{j}=\rho_{b q ; a q^{\prime}}^{(j)}\left(t^{\prime}\right)\left\langle a q^{\prime}\right| e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}}|b q\rangle \\
=\rho_{b q ; a q^{\prime}}^{I(j)}\left(t^{\prime}\right)\left\langle a q^{\prime}\right| e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}_{j}}|b q\rangle e^{-i \omega_{b q ; a \prime^{\prime}} t^{\prime}} e^{-i \omega_{b a} t^{\prime}} \\
=\int d \mathbf{R}_{j}\left[\psi_{a q^{\prime}}\left(\mathbf{R}_{j}\right)\right]^{*} e^{-i \mathbf{k} \cdot \mathbf{R}_{j}} \psi_{b q}\left(\mathbf{R}_{j}\right) \rho_{b q ; a q^{\prime}}^{I\left(t^{\prime}\right)}() \\
\times e^{-i \omega_{b q ; a q^{\prime} t^{\prime}}} e^{-i \omega_{b a} t^{\prime}} \tag{8.36}
\end{gather*}
$$

The key point is that the $\mathbf{R}_{j}$ appearing in Eq. (8.36) is no longer an operator. As a consequence, when this expression is substituted back into Eq. (8.34), the sum over field modes can be carried out as in normal source field theory. In this manner, we find

$$
\begin{align*}
& G\left(\mathbf{R}_{d}, t\right)=-\mu_{b a}\left(\frac{\omega_{b a}^{2} \sin \theta_{d}}{4 \pi \epsilon_{0} c^{2}}\right) \int d \mathbf{R}_{j}\left[\psi_{a q^{\prime}}\left(\mathbf{R}_{j}\right)\right]^{*} \\
& \times \rho_{b q ; a q^{\prime}}^{I(j)}\left(t-\frac{\left|\mathbf{R}_{d}-\mathbf{R}_{j}\right|}{c}\right) \\
& \times \exp \left[-i \omega_{b q ; a q^{\prime}}\left(t-\frac{\left|\mathbf{R}_{d}-\mathbf{R}_{j}\right|}{c}\right)\right] \\
& \times \exp \left[-i \omega_{b a}\left(t-\frac{\left|\mathbf{R}_{d}-\mathbf{R}_{j}\right|}{c}\right)\right] \psi_{b q}\left(\mathbf{R}_{j}\right) \tag{8.37}
\end{align*}
$$

Since $R_{d} \gg R_{j}$ we can set $\left|\mathbf{R}_{d}-\mathbf{R}_{j}\right|=R_{d}$ except in the exponential containing $\omega_{b a}$, since $\omega_{b a}$
corresponds to an optical frequency. In that term, we set

$$
\begin{equation*}
\left|\mathbf{R}_{d}-\mathbf{R}_{j}\right| \approx R_{d}-\frac{\mathbf{R}_{d} \cdot \mathbf{R}_{j}}{R_{d}} \tag{8.38}
\end{equation*}
$$

and Eq. (8.37) reduces to

$$
\begin{align*}
& G\left(\mathbf{R}_{d}, t\right)=-\mu_{b a}\left(\frac{\omega_{b a}^{2} \sin \theta_{d}}{4 \pi \epsilon_{0} c^{2}}\right) e^{i k_{b a} R_{d}} e^{-i \omega_{b a} t} \rho_{b q ; a q^{\prime}}^{I(j)}\left(t_{r}\right) \\
& \quad \times \int d \mathbf{R}_{j}\left[\psi_{a q^{\prime}}\left(\mathbf{R}_{j}\right)\right]^{*} e^{-i \omega_{b q ; a q^{\prime}} t_{r}} e^{-i \mathbf{k}_{b a} \cdot \mathbf{R}_{j}} \psi_{b q}\left(\mathbf{R}_{j}\right) \tag{8.39}
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{k}_{b a}=\frac{\omega_{b a}}{c} \frac{\mathbf{R}_{d}}{R_{d}} \tag{8.40}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{r}=t-R_{d} / c \tag{8.41}
\end{equation*}
$$

Equation (8.39) can be written in the more compact form as

$$
\begin{gather*}
G\left(\mathbf{R}_{d}, t\right)=-\mu_{b a}\left(\frac{\omega_{b a}^{2} \sin \theta_{d}}{4 \pi \epsilon_{0} c^{2}}\right) e^{i k_{b a} R_{d}} e^{-i \omega_{b a} t} \\
\operatorname{Tr}\left[\rho_{b a}^{I(j)}\left(t_{r}\right) U_{b a}\left(\mathbf{k}_{b a}, t_{r}\right)^{\dagger}\right], \tag{8.42}
\end{gather*}
$$

where both $\rho_{b a}^{I(j)}\left(t_{r}\right)$ and $U_{b a}\left(\mathbf{k}, t_{r}\right)^{\dagger}$ are matrices in the motional states. Recall that $U_{b a}\left(\mathbf{k}, t_{r}\right)$ is defined in Eq. (8.11). The trace in Eq. (8.42) is over center-of-mass states.

In principle, the calculation is now complete. One calculates $\rho_{b a}^{I(j)}\left(t_{r}\right)$ by piecing together the various transfer matrices calculated using the method outlined in Sec. II and then carries out the trace needed in Eq. (8.42). As specific examples, we now calculate the signal associated with the level schemes of Fig. 8.1.

### 8.4 Specific Example: Ground Level - Rydberg Level Coherence in an Optical Lattice

We consider first the level scheme of Fig. 8.1 (a) in which level $a$ is a $J=0$ ground state, level $c$ is a $J=0$ Rydberg level, and level $b$ is a $J=1$ excited state. Trap fields, counter-propagating in the $X$-direction and polarized in the $y$-direction, confine the atoms in the transverse direction
and provide attractive lattice potentials

$$
\begin{equation*}
V_{\alpha}(X)=-V_{\alpha} \cos ^{2}\left(k_{t r} X\right) ; \quad \alpha=a, c \tag{8.43}
\end{equation*}
$$

in the longitudinal $(X)$ direction for levels $a$ and $c$. Any additional contributions to the trap potentials, such as those associated with a breakdown of the dipole approximation in calculating the Rydberg potentials [33], are ignored. The trap fields can also give rise to a repulsive potential for level $b$, but we will see that the potential for level $b$ is unimportant for the pulse sequence under consideration. At $t=0$, a two-photon pulse resonantly excites atomic coherences $\rho_{c a}^{(j)}$. As a result of atomic motion, these coherences undergoes dephasing. At time $t=T_{21}$, a readout pulse that is resonant with the $c-b$ transition frequency is applied and creates the coherences $\rho_{b a}^{(j)}$. The phasematched signal emitted by the sample, which results from the interaction of the vacuum field with the atoms, is dependent on the value of $\rho_{b a}^{(j)}$ created by the excitation and readout fields.

The excitation and readout pulses are all $z$-polarized and propagate in the $\pm X$ direction. The two-photon excitation pulse consists of two fields having propagation vectors $\mathbf{k}_{1}=k_{1} \mathbf{u}_{x}$ and $\mathbf{k}_{2}=-k_{2} \mathbf{u}_{x}$. The excitation pulse has an effective propagation vector $\mathbf{k}_{e}=\mathbf{k}_{12}=k_{12} \mathbf{u}_{x}$, where

$$
\begin{equation*}
k_{12}=k_{1}-k_{2}, \tag{8.44}
\end{equation*}
$$

an effective two-photon frequency $\omega_{e}=\left(\left|k_{1}\right|+\left|k_{2}\right|\right) c=\omega_{c a}$, and an effective two-photon Rabi frequency $\Omega_{c a}(t)$, while the readout pulse has propagation vector $\mathbf{k}_{\text {out }}$, frequency $\omega_{\text {out }}=\omega_{c b}$, and Rabi frequency $\Omega_{c b}(t)$. The waists of the excitation and readout pulses are centered at the center of the atomic cloud at times $t=0$ and $t=T_{21}$, respectively. The trap fields are also centered at the center of the atomic cloud. It is assumed that the radial extent of the excitation field is much smaller than that of the trap fields. As a consequence, the trap fields can be taken to be constant over the excitation volume. Moreover, we assume that the atoms are sufficiently cold that any transverse motion can be neglected on a time scale equal to $T_{21}$. For example, if the atoms are cooled to 10 $\mu \mathrm{K}$, they move a distance of order $1.8 \mu \mathrm{~m}$ in $40 \mu \mathrm{sec}$. For $T_{21}$ of order $40 \mu \mathrm{sec}$, the transverse motion can be neglected if the waist of the excitation pulse is much greater than $1.8 \mu \mathrm{~m}$. The pulse durations are sufficiently short to neglect all motion during the pulses. With these simplifying assumptions, the atomic density can taken to be constant over the excitation volume and the spatial profiles of the excitation and readout pulses, $f_{e}\left(\mathbf{R}_{j}\right)$ and $f_{\text {out }}\left(\mathbf{R}_{j}\right)$ can be considered as classical functions of atomic position.

The problem effectively reduces to a one-dimensional problem for quantized motion in poten-
tials

$$
\begin{align*}
V_{\alpha}(X) & =-V_{\alpha} \cos ^{2}\left(k_{t r} X\right)=-V_{\alpha}+V_{\alpha} \sin ^{2}\left(k_{t r} X\right) ; \\
\alpha & =a, c . \tag{8.45}
\end{align*}
$$

It proves convenient to set

$$
\begin{equation*}
V_{\alpha}=\frac{1}{2} \frac{M \tilde{\omega}_{\alpha}^{2}}{k_{t r}^{2}} ; \quad \alpha=a, c \tag{8.46}
\end{equation*}
$$

where $M$ is the mass of the atoms - with this definition the motion near the bottom of the wells is approximately harmonic with frequency $\tilde{\omega}_{\alpha}$. We assume that all the atoms in the excitation volume are trapped in the lattice wells - transitions out of the wells are not included. As such the motional quantum numbers are simply those associated with the bound (or quais-bound) states of the lattice potential. It is now a simple matter to piece together the signal.

Using Eq. (8.15), we find that the excitation pulse results in a density matrix

$$
\begin{equation*}
\tilde{\rho}_{c a}^{(j)}\left(0^{+}\right)=-i \frac{\sin \left[A_{e}\left(\mathbf{R}_{j}\right)\right]}{2} \tilde{\rho}_{a a}^{(j)}\left(0^{-}\right), \tag{8.47}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{e}\left(\mathbf{R}_{j}\right)=f_{e}\left(\mathbf{R}_{j}\right) \int_{0^{-}}^{0^{+}} d t \Omega_{c a}(t) \tag{8.48}
\end{equation*}
$$

and $f_{e}(\mathbf{R})$ is the (classical) spatial profile of the excitation pulse. From Eqs. (8.13b,8.13c), it then follows that

$$
\begin{equation*}
\rho_{c a}^{I(j)}\left(0^{+}\right)=U_{c a}\left(k_{12} \mathbf{u}_{x}, 0\right) \tilde{\rho}_{c a}^{(j)}\left(0^{+}\right) . \tag{8.49}
\end{equation*}
$$

Between $t=0$ and $t=T_{21}$ this coherence decays as a result of loss of population from level $c$ with rate $\Gamma_{c}$, such that

$$
\begin{equation*}
\rho_{c a}^{I(j)}\left(T_{21}^{-}\right)=e^{-\gamma_{c} T_{21}} \rho_{c a}^{I(j)}\left(0^{+}\right), \tag{8.50}
\end{equation*}
$$

where $\gamma_{c}=\Gamma_{c} / 2$. At time $t_{\text {out }}=T_{21}$ the readout pulse transforms the $c-a$ coherence into a $b-a$ coherence which can be calculated using Eqs. (8.15) and (8.19) as

$$
\begin{align*}
& \rho_{b a}^{I(j)}\left(T_{21}^{+}\right)=\tilde{\rho}_{b a}^{(j)}\left(T_{21}^{+}\right)=-i \frac{\sin \left[A_{\text {out }}\left(\mathbf{R}_{j}\right)\right]}{2} \tilde{\rho}_{c a}^{(j)}\left(T_{21}^{-}\right) \\
& \quad=-i \frac{\sin \left[A_{\text {out }}\left(\mathbf{R}_{j}\right)\right]}{2} U_{c b}\left(-k_{2} \mathbf{u}_{x}, T_{21}\right)^{\dagger} \rho_{c a}^{I(j)}\left(T_{21}^{-}\right) \tag{8.51}
\end{align*}
$$

where

$$
\begin{equation*}
A_{\text {out }}\left(\mathbf{R}_{j}\right)=f_{\text {out }}\left(\mathbf{R}_{j}\right) \int_{T_{21}^{-}}^{T_{21}^{+}} d t \Omega_{c b}(t) \tag{8.52}
\end{equation*}
$$

and $f_{\text {out }}(\mathbf{R})$ is the spatial profile of the readout pulse. For times $t>T_{21}^{+}$,

$$
\begin{equation*}
\rho_{b a}^{I(j)}(t)=e^{-\gamma_{b}\left(t-T_{21}\right)} \rho_{b a}^{I(j)}\left(T_{21}^{+}\right) \tag{8.53}
\end{equation*}
$$

where $\gamma_{b}=\Gamma_{b} / 2$ and $\Gamma_{b}$ is the rate at which the level $b$ population decays.
The detector is located at position $\mathbf{R}_{d}=R_{d} \mathbf{u}_{x}$, which is in the direction of phase-matched emission. As a consequence, the vector $\mathbf{k}_{b a}$ appearing in Eq. (8.39) is

$$
\begin{equation*}
\mathbf{k}_{b a}=\left(\omega_{b a} / c\right) \mathbf{u}_{x}=k_{1} \mathbf{u}_{x} \tag{8.54}
\end{equation*}
$$

To achieve phase-matching, it is necessary that $\left|k_{2}-k_{\text {out }}\right| L \ll 1$, as is assumed. By combining Eqs. (8.33), (8.42), (8.47)-(8.54), we find that the phase-matched signal emitted on the $b-a$ transition at a time $\tau=t-T_{21}$ following the readout pulse is given by

$$
\begin{equation*}
S\left(T_{21}, \tau\right)=e^{-\Gamma_{c} T_{21}} e^{-\Gamma_{b} \tau_{r}} J^{2} \Theta\left(\tau_{r}\right)\left|C\left(T_{21}\right)\right|^{2} \tag{8.55}
\end{equation*}
$$

where

$$
\begin{gather*}
J=\frac{\mu_{b a}}{4}\left(\frac{\omega_{b a}^{2}}{4 \pi \epsilon_{0} c^{2}}\right) \int d \mathbf{R} \sin \left[A_{e}(\mathbf{R})\right] \sin \left[A_{\text {out }}(\mathbf{R})\right]  \tag{8.56}\\
\tau_{r}=\tau-\frac{R_{d}}{c}=t-T_{21}-\frac{R_{d}}{c} \tag{8.57}
\end{gather*}
$$

$\Theta$ is a Heaviside function, and

$$
\begin{align*}
& C\left(T_{21}\right)=\operatorname{Tr}\left[U_{b a}\left(k_{1} \mathbf{u}_{x}, T_{21}\right)^{\dagger} \rho_{b a}^{I}\left(T_{21}^{+}\right)\right] \\
& =\operatorname{Tr}\left[\begin{array}{c}
U_{b a}\left(k_{1} \mathbf{u}_{x}, T_{21}\right)^{\dagger} U_{c b}\left(-k_{2} \mathbf{u}_{x}, T_{21}\right)^{\dagger} \\
\times U_{c a}\left[k_{12} \mathbf{u}_{x}, 0\right] \rho_{a a}(0)
\end{array}\right] \\
& =\operatorname{Tr}\left[U_{c a}\left(k_{12} \mathbf{u}_{x}, T_{21}\right)^{\dagger} U_{c a}\left(k_{12} \mathbf{u}_{x}, 0\right) \rho_{a a}(0)\right] \\
& =e^{-i \omega_{c q^{\prime} ; a q^{\prime}} T_{21}} B_{a q ; c q^{\prime}}^{\dagger}\left(k_{12} \mathbf{u}_{x}\right) B_{c q^{\prime} ; a q^{\prime \prime}}\left(k_{12} \mathbf{u}_{x}\right) \rho_{q^{\prime \prime} q}(0) . \tag{8.58}
\end{align*}
$$

The matrices $B$ and $B^{\dagger}$ are defined in Eqs. (8.7). The matrix $U_{b a}\left(\mathbf{k}_{b a}, t_{r}\right)^{\dagger}$ appearing in Eq. (8.42) has been evaluated at $t_{r}=T_{21}$, based on the assumptions that the atomic center-of-mass motion is frozen during the readout pulse and that $\left|\omega_{b q ; a q^{\prime}}\right| R_{d} / c \ll 1$. Note that state $b$ has dropped out of the calculation. Equation (8.58) can be evaluated for various trap potentials. A normalized signal that depends only on $T_{21}$ and the nature of the lattice potentials can be defined by

$$
\begin{equation*}
\tilde{S}\left(T_{21}\right)=\frac{S\left(T_{21}, \tau\right)}{S(0, \tau)}=e^{-\Gamma_{c} T_{21}}\left|C\left(T_{21}\right)\right|^{2} \tag{8.59}
\end{equation*}
$$

### 8.4.1 State-independent potentials

In general, Eq. (8.58) must be used to calculate $C\left(T_{21}\right)$, with matrix elements given by Eqs. (8.7). However, for state-independent potentials, the internal state does not have to be specified in calculating the matrix elements. In that case,

$$
\begin{align*}
C\left(T_{21}\right) & =\langle q| e^{i V_{a} T_{21} / \hbar} e^{-i k_{12} X} e^{-i V_{c} T_{21} / \hbar} e^{i k_{12} X}\left|q^{\prime}\right\rangle \rho_{q^{\prime} q}(0) \\
& =\left\langle e^{-i k_{12} \hat{X}\left(T_{21}\right)} e^{i k_{12} \hat{X}(0)}\right\rangle \tag{8.60}
\end{align*}
$$

where $\hat{X}\left(T_{s}\right)$ and $\hat{X}(0)$ are Heisenberg operators. Of course, Eq. (8.60) is all but impossible to evaluate except for free atoms or for atoms moving in a harmonic potential. For our specific choice of potentials, we have

$$
\begin{equation*}
V_{a}(X)=V_{c}(X)=V(X)=-V_{0}+V_{0} \sin ^{2}\left(k_{t r} X\right), \tag{8.61}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{0}=\frac{1}{2} \frac{M \omega^{2}}{k_{t r}^{2}} . \tag{8.62}
\end{equation*}
$$

### 8.4.1.1 Harmonic potential

In the harmonic approximation, that is, when the level $a$ and $c$ potentials are replaced by

$$
\begin{equation*}
V(X) \sim-V_{0}+\frac{1}{2} M \omega^{2} X^{2} \tag{8.63}
\end{equation*}
$$

it is possible to evaluate Eq. (8.60) directly, without reverting to Eq. (8.58). For Eq. (8.63) to be a good approximation, a necessary condition is

$$
\begin{equation*}
\frac{V_{0}}{\hbar \omega}=\frac{1}{2} \frac{M \omega^{2}}{\hbar \omega k_{t r}^{2}}=\frac{1}{4 \zeta_{t r}^{2}} \gg 1 \tag{8.64}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{t r}=k_{t r} \sqrt{\frac{\hbar}{2 M \omega}} \tag{8.65}
\end{equation*}
$$

is the trap field Lamb-Dicke parameter.
In the harmonic approximation

$$
\begin{align*}
k_{12} \hat{X}\left(T_{21}\right) & =k_{12}\left[\hat{X}(0) \cos \left(\omega T_{21}\right)+\frac{\hat{P}(0)}{M \omega} \sin \left(\omega T_{21}\right)\right] \\
& =\zeta\left[a e^{-i \omega T_{21}}+a^{\dagger} e^{i \omega T_{21}}\right] \tag{8.66}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta=k_{12} \sqrt{\frac{\hbar}{2 M \omega}} \tag{8.67}
\end{equation*}
$$

is the effective Lamb-Dicke parameter for the excitation field,

$$
\begin{gather*}
a=\frac{\hat{\xi}+i \hat{\nu}}{\sqrt{2}}  \tag{8.68a}\\
a^{\dagger}=\frac{\hat{\xi}-i \hat{\nu}}{\sqrt{2}}  \tag{8.68b}\\
\hat{\xi}=\sqrt{\frac{M \omega}{\hbar}} \hat{X}(0) ;  \tag{8.69a}\\
\hat{\nu}=\frac{1}{\sqrt{\hbar M \omega}} \hat{P}(0), \tag{8.69b}
\end{gather*}
$$

such that

$$
\begin{align*}
C\left(T_{21}\right) & =\left\langle e^{-i \zeta\left[a e^{-i \omega T_{21}+a^{\dagger}} e^{\left.i \omega T_{21}\right]}\right]} e^{i \zeta\left[a+a^{\dagger}\right]}\right\rangle \\
& =e^{-i \zeta^{2} \sin \left(\omega T_{21}\right)}\left\langle e^{\sigma\left(T_{21}\right) a^{\dagger}-\sigma\left(T_{21}\right)^{*} a}\right\rangle . \tag{8.70}
\end{align*}
$$

with

$$
\begin{equation*}
\sigma\left(T_{21}\right)=i \zeta\left[1-e^{i \omega T_{21}}\right] \tag{8.71}
\end{equation*}
$$

The evaluation of the characteristic function

$$
\left\langle e^{\sigma\left(T_{21}\right) a^{\dagger}-\sigma\left(T_{21}\right)^{*} a}\right\rangle
$$

for various initial states can be found in standard texts [49].
For atoms prepared in a coherent state $|\alpha\rangle$,

$$
\begin{equation*}
C\left(T_{21}\right)=e^{-i \zeta^{2} \sin \left(\omega T_{21}\right)} e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} e^{\sigma\left(T_{21}\right) \alpha^{*}-\sigma\left(T_{21}\right)^{*} \alpha} \tag{8.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|C\left(T_{21}\right)\right|=e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} \tag{8.73}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\sigma\left(T_{21}\right)\right|^{2}=2 \zeta^{2}\left[1-\cos \left(\omega T_{21}\right)\right] . \tag{8.74}
\end{equation*}
$$

There is minimal dephasing for a small Lamb-Dicke parameter. This dephasing is a pure quantum
effect, which vanishes in the limit that $\hbar \rightarrow 0$. In the analogous classical problem, $\left|C\left(T_{21}\right)\right|=1$, since all atoms have the same initial conditions.

If the atoms are prepared in a state having density matrix elements that are diagonal in the number representation,

$$
\begin{equation*}
\rho_{n n^{\prime}}(0)=P_{n} \delta_{n, n^{\prime}}, \tag{8.75}
\end{equation*}
$$

then

$$
\begin{align*}
C\left(T_{21}\right)= & P_{n} e^{-i \zeta^{2} \sin \left(\omega T_{21}\right)}\langle n| e^{\sigma\left(T_{21}\right) a^{\dagger}-\sigma\left(T_{21}\right)^{*} a}|n\rangle \\
& =e^{-i \zeta^{2} \sin \left(\omega T_{21}\right)} e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} P_{n} \\
\times & \langle n| \frac{\left[\sigma\left(T_{21}\right) a^{\dagger}\right]^{q}\left[-\sigma\left(T_{21}\right)^{*} a\right]^{p}}{q!p!}|n\rangle . \tag{8.76}
\end{align*}
$$

Only terms with $p=q$ enter the sum; moreover

$$
a^{p}|n\rangle=\left\{\begin{array}{cc}
\sqrt{\frac{n!}{(n-p)!}}|n-p\rangle & p \leq n  \tag{8.77}\\
0 & p>n
\end{array}\right.
$$

such that

$$
\begin{gather*}
C\left(T_{21}\right)=e^{-i \zeta^{2} \sin \left(\omega T_{21}\right)} e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} \\
\times \sum_{n=0}^{\infty} P_{n} \sum_{q=0}^{n} \frac{n!}{(n-q)!} \frac{(-1)^{q}\left|\sigma\left(T_{21}\right)\right|^{2 q}}{(q!)^{2}} \\
=e^{-i \zeta^{2} \sin \left(\omega T_{21}\right)} e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} \sum_{n=0}^{\infty} P_{n} L_{n}\left(\left|\sigma\left(T_{21}\right)\right|^{2}\right), \tag{8.78}
\end{gather*}
$$

where $L_{n}(z)$ is a Laguerre polynomial.
If the atoms are prepared in a number state, $P_{q}=\delta_{q, n}$

$$
\begin{equation*}
\left|C\left(T_{21}\right)\right|=e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} L_{n}\left(\left|\sigma\left(T_{21}\right)\right|^{2}\right) \tag{8.79}
\end{equation*}
$$

The value of $C\left(T_{21}\right)$ is identical for an initial coherent state and an initial vacuum state since the spatial widths of both packets are identical and do not change in time. For a thermal state with

$$
\begin{equation*}
P_{n}=\left(1-e^{-\beta}\right) e^{-n \beta} ; \quad \beta=\frac{\hbar \omega}{k_{B} T} \tag{8.80}
\end{equation*}
$$

$$
\begin{align*}
& \left|C\left(T_{21}\right)\right|=e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2}\left(1-e^{-\beta}\right) \sum_{n=0}^{\infty} e^{-n \beta} L_{n}\left(\left|\sigma\left(T_{21}\right)\right|^{2}\right) \\
& =e^{-\frac{1}{2}\left|\sigma\left(T_{21}\right)\right|^{2} \operatorname{coth}(\beta / 2)}=e^{-\zeta^{2}\left[1-\cos \left(\omega T_{21}\right)\right] \operatorname{coth}(\beta / 2)} . \tag{8.81}
\end{align*}
$$

For a Poissonian distribution,

$$
\begin{gather*}
P_{n}=e^{-\bar{n}} \frac{\bar{n}^{n}}{n!}  \tag{8.82}\\
\left|C\left(T_{21}\right)\right|=e^{-\left|\sigma\left(T_{21}\right)\right|^{2} / 2} e^{-\bar{n}} \sum_{n=0}^{\infty} \frac{\bar{n}^{n}}{n!} L_{n}\left(\left|\sigma\left(T_{21}\right)\right|^{2}\right), \tag{8.83}
\end{gather*}
$$

which must be evaluated numerically. For large $\bar{n}$, the result is similar to the result for a number state having $n=\bar{n}$. For a squeezed vacuum with squeeze parameter $z=r e^{i \theta}$,

$$
\begin{equation*}
\left.\left|C\left(T_{21}\right)\right|=\left|\langle 0| e^{g\left(T_{21}\right) a^{\dagger}-g\left(T_{21}\right)^{*} a}\right| 0\right\rangle \mid=e^{-\left|g\left(T_{21}\right)\right|^{2} / 2}, \tag{8.84}
\end{equation*}
$$

where

$$
\begin{equation*}
g\left(T_{21}\right)=\sigma\left(T_{21}\right) \cosh r+\sigma^{*}\left(T_{21}\right) e^{i \theta} \sinh r \tag{8.85}
\end{equation*}
$$

For a squeezing parameter $r \gg 1,\left|C\left(T_{21}\right)\right| \ll 1$, in general. Of course, $C\left(T_{21}\right)=1$ at the revival times when $\omega T_{21}$ is an integral multiple of $2 \pi$. However, there is an additional time during each period when there is a complete revival, occurring when $\omega T_{21}=\theta \pm(2 n+1) \pi$. For example, when $\theta$ equals zero, additional revivals occur for values $\omega T_{21}$ that are odd integral multiples of $\pi$. In this case, from Eq. (8.66),

$$
\begin{equation*}
k_{12}\left[\hat{X}\left(T_{21}=\pi / \omega\right)\right]=-k_{12} \hat{X}(0) . \tag{8.86}
\end{equation*}
$$

Since the momentum operator no longer appears, the signal can be optimized by squeezing the spatial distribution. For values $\omega T_{21}=\theta \pm(2 n+1) \pi$, it is some combination of the momentum and coordinate distributions that is squeezed.

In Fig. 8.2, we plot $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\omega T_{21}$ for initial pure number state and Poissonian distributions, with $\zeta=0.23$. It is seen that if $\bar{n}$ of the Poissonian distribution equals $n$ of the number state distribution, the two results do not differ by much. In Fig. 8.3, we plot $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\omega T_{21}$ for initial coherent state (solid red curve) and squeezed vacuum state distributions (dashed blue and solid black curves), with $\zeta=0.23$. The dashed blue curve is for squeezing parameters $r=1.5, \theta=0$ and the solid black for $r=4, \theta=0$. The extra peaks at $\omega T_{21}=(2 n+1) \pi$ are a clear signature of the quantum nature of the initial motional state associated with the squeezed vacuum.


Figure 8.2: Plots of $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\omega T_{21}$ for a state-independent, harmonic lattice potential and for initial number state and Poissonian distributions, with $\zeta=0.23$ The solid red and green curves are for initial number state distributions with $n=1$ and 15 , respectively. The dashed blue and black curves are for initial Poissonian distributions with $\bar{n}=1$ and 15 , respectively.


Figure 8.3: Plots of $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\omega T_{21}$ for a state-independent, harmonic lattice potential and for initial coherent state (solid red curve) and squeezed vacuum state distributions (dashed blue curve $-r=1.5$, solid black curve $-r=4$ ), with $\zeta=0.23$.

Classical limit We can take a classical limit of Eq. (8.60) by ignoring the commutator of $\hat{X}\left(T_{s}\right)$ and $\hat{X}(0)$ and replacing the operators by their classical counterparts to arrive at

$$
\begin{align*}
C_{c l}\left(T_{21}\right) & \sim\left\langle e^{-i k_{12}\left[X\left(T_{21}\right)-X(0)\right]}\right\rangle \\
& =\left\langle e^{-i k_{12}\left[X_{0}\left[\cos \left(\omega T_{21}\right)-1\right]+\left(v_{0} / \omega\right) \sin \left(\omega T_{21}\right)\right]}\right\rangle, \tag{8.87}
\end{align*}
$$

where the average is now a classical average over the distribution of initial conditions. For a thermal distribution,

$$
\begin{equation*}
W_{0}\left(X_{0}, v_{0}\right)=\frac{M \omega}{2 \pi k_{B} T} \exp \left[-\frac{1}{2} \frac{M v_{0}^{2}+M \omega^{2} X_{0}^{2}}{k_{B} T}\right], \tag{8.88}
\end{equation*}
$$

we find

$$
\begin{align*}
\left|C_{c l}\left(T_{21}\right)\right| & =e^{-2 \zeta^{2}\left[1-\cos \left(\omega T_{21}\right)\right] / \beta} \\
& =\exp \left[-\frac{k_{B} T}{2 V_{0}} \frac{k_{12}^{2}}{k_{t r}^{2}}\left[1-\cos \left(\omega T_{21}\right)\right]\right], \tag{8.89}
\end{align*}
$$

independent of $\hbar$. The classical [Eq. (8.89)] and quantum [Eq. (8.81)] results agree for $\beta \ll 1$ (high temperature limit). Somewhat remarkably, even for $\beta=1$, the difference between the classical and quantum predictions is small if the Lamb-Dicke parameter is less than or of order unity. For $\beta \gg 1$ (low temperature limit), $\left|C_{c l}\left(T_{21}\right)\right| \sim 1$, whereas $\left|C\left(T_{21}\right)\right| \sim e^{-\frac{1}{2}\left|\sigma\left(T_{21}\right)\right|^{2}}$. A comparison of the classical and quantum results is shown in Fig. 8.4, with $\zeta=0.23$. The solid curves are the quantum results and the dashed curves the classical results. It is seen that, even for $\beta=0.5$, the two results practically overlap. On the other hand, for very cold atoms, $\beta=10$, the classical result is almost equal to unity, whereas the quantum result still exhibits dephasing owing to the spread of momentum in the ground state wave function.

### 8.4.1.2 Anharmonic motion

If the potential is not sufficiently deep for the harmonic approximation to be valid, it is necessary to use the eigenfunctions and eigenenergies for a potential that varies as $V_{0} \sin ^{2}\left(k_{t r} X_{0}\right)$ (the $-V_{0}$ part of the potential can be dropped since it plays no role in this calculation). The periodic eigenfunctions and eigenvalues for a $\sin ^{2}\left(k_{t r} X_{0}\right)$ potential are the so-called $A_{n}$ and $B_{n+1}$ Mathieu functions [50]. As long as the potential is sufficiently deep and the temperature sufficiently low, the only eigenfunctions of importance are those associated with the quasi-bound states of the potentials for which the $A_{n}$ and $B_{n+1}$ Mathieu functions are nearly identical, as are the eigenenergies associated with these eigenfunctions. This is the only limit we will consider.

The calculation of Eq. (8.58) must now be carried out numerically. For $\zeta=0.23$ and $\zeta_{t r}=0.16$,

$$
|\mathrm{C}|^{2},\left|\mathrm{C}_{\mathrm{cl}}\right|^{2}
$$

Figure 8.4: Plots of $\left|C\left(T_{21}\right)\right|^{2}$ and $\left|C_{c l}\left(T_{21}\right)\right|^{2}$ as a function of $\omega T_{21}$ for a state-independent, harmonic lattice potential and for initial thermal distributions, with $\zeta=0.23$. The solid red and green curves are the quantum results with $\beta=0.5$ and 10 , respectively. The dashed blue and black curves are the corresponding classical results.

$$
\begin{aligned}
& |C|^{2},\left|C_{\mathrm{cl}}\right|^{2}
\end{aligned}
$$

Figure 8.5: Plots of $\left|C\left(T_{21}\right)\right|^{2}$ and $\left|C_{c l}\left(T_{21}\right)\right|^{2}$ as a function of $\omega T_{21}$ for a state-independent, anharmonic lattice potential and for an initial thermal distribution with $\zeta=0.23, \zeta_{\text {tr }}=0.16$, and $\beta=0.41$. The solid red curve is the quantum result, the dashed blue curve is the classical result, and the dotted black curve is the quantum result for the corresponding harmonic potential.
results are shown in Figs. 8.5 and 8.6 as the solid red curves for $\beta=0.41$ and $\beta=3$, respectively. The anharmonicity leads to a reduction of the amplitude of oscillation, as well as a decay of the signal, owing to the continuous range of frequencies present in the response. For comparison the results for the corresponding harmonic potential are shown as the dotted black curves in the figures. Even in the case of cold atoms, $\beta=3$, when the harmonic approximation is expected to be good, the anharmonic and harmonic results begin to diverge at longer times, owing to the fact that small changes in frequency can still lead to significant phase shifts for sufficiently long times.

Classical limit The fact that the classical and quantum results for a harmonic potential are nearly identical for $\beta \lesssim 1$ when $\zeta<1$ suggests that the quantum and classical results for a potential that varies as $V_{0} \sin ^{2}\left(k_{t r} X\right)$ might also be nearly identical. The total energy associated with the center-of-mass motion of an atom can be written as

$$
\begin{equation*}
E=\frac{1}{2}\left[M\left(\frac{d X}{d t}\right)^{2}+\frac{M \omega^{2}}{k_{t r}^{2}} \sin ^{2}\left(k_{t r} X\right)\right] \tag{8.90}
\end{equation*}
$$



Figure 8.6: Same as Fig. 8.5, but with $\beta=3$.
where $\omega$ is defined by Eq. (8.62), and $X$ and $d X / d t$ are the position and velocity of the atom. Setting $k_{t r} X=z$ and $\omega t=\tau$, and using Eqs. (8.67) and (8.80), we can rewrite the energy as

$$
\begin{equation*}
E=\frac{\beta k_{B} T}{4 \zeta_{t r}^{2}}\left(\dot{z}^{2}+\sin ^{2} z\right) \tag{8.91}
\end{equation*}
$$

where the dot signifies differentiation with respect to $\tau$.
The equation of motion for an atom moving in this potential is

$$
\begin{equation*}
\ddot{z}=-\frac{\sin z}{2} . \tag{8.92}
\end{equation*}
$$

The solution of this equation can be written as

$$
z(\tau)=\text { JacobiAmplitude }\left[\begin{array}{c}
\text { EllipticFunctionF }\left(z_{0} ; \frac{1}{\epsilon}\right)  \tag{8.93}\\
+\sqrt{\epsilon} \tau, \frac{1}{\epsilon}
\end{array}\right]
$$

where

$$
\begin{equation*}
\epsilon=\left(\dot{z}_{0}^{2}+\sin ^{2} z_{0}\right) \tag{8.94}
\end{equation*}
$$

$z_{0}=z(0)$, and $\dot{z}_{0}=\dot{z}(0)$, and JacobiAmplitude and EllipticFunctionF are built in functions in

Mathematica. It then follows that, for a thermal distribution with $E$ given by Eq. (8.91),

$$
\left.\left|C_{c l}\left(T_{21}\right)\right|^{2}=\frac{\int_{-\pi / 2}^{\pi / 2} d z_{0} \int_{-\sqrt{1-\sin ^{2} z_{0}}}^{\sqrt{1-\sin ^{2} z_{0}}} d \dot{z}_{0}}{\times e^{-\frac{\beta}{4 \zeta_{t r}^{2}}\left(\dot{z}_{0}^{2}+\sin ^{2} z_{0}\right)-i\left[z\left(\omega T_{21}\right)-z_{0}\right]}} \int_{-\pi / 2}^{\pi / 2} d z_{0} \int_{-\sqrt{1-\sin ^{2} z_{0}}}^{\sqrt{1-\sin ^{2} z_{0}}} d \dot{z}_{0}\right],
$$

where the integrals have been restricted to bound state motion. The integrals can be evaluated numerically. In Figs. 8.5 and $8.6,\left|C_{c l}\left(T_{21}\right)\right|^{2}$ is plotted as the dashed blue curves for $\beta=0.41$ and $\beta=3$, respectively. As can be seen, the classical and quantum results are in good agreement for $\beta=0.41$, but differ somewhat for cold atoms, $\beta=3$, when the classical picture is expected to fail.

### 8.4.2 State-dependent potentials

When the potentials are state-dependent, it is necessary to revert to Eq. (8.58). We consider only harmonic potentials. From Eq. (8.58), it is seen that, for incommensurable frequencies $\tilde{\omega}_{a}$ and $\tilde{\omega}_{c}$ of the motional states of the level $a$ and $c$ potentials defined in Eq. (8.46), there are no complete revivals of the signal. On the other hand, if $\tilde{\omega}_{c}=(m / n) \tilde{\omega}_{a}$, where both $m$ and $n$ are integers and $n$ is the least common denominator, then revivals occur at integral multiples of $\tilde{\omega}_{a} T_{21}=2 n \pi$. In Figs. 8.7 and 8.8 , we plot $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\tilde{\omega}_{a} T_{21}$ for a thermal initial state with $\zeta=0.23$, $\beta=3$ or 0.41 , and several values of $s=\tilde{\omega}_{c} / \tilde{\omega}_{a}$.

For cold atoms, $\beta=3$, most of the initial population is in the ground state and only the frequencies associated with the lowest transitions in both wells appear in the signal (Fig. 8.7). For $s=1.05$, these frequencies are not resolved and we see a slight damping of the signal. For $s=1.5$ and $s=\sqrt{2}$, both frequencies are evident, as is the complete revival of the signal at $\tilde{\omega}_{a} T_{21}=4 \pi$ for $s=1.5$. For $s=1.05$ there is a complete revival (not shown) at $\tilde{\omega}_{a} T_{21}=40 \pi$.

The situation changes for hotter atoms, $\beta=0.41$, since many transitions contribute to the signal and tend to wash out the signal, as shown in Fig. 8.8. For $s=1.05$, the signal is damped - a complete revival would occur at $\tilde{\omega}_{a} T_{21}=40 \pi$. For $s=1.5$, the complete revival is seen at $\tilde{\omega}_{a} T_{21}=4 \pi$. Somewhat surprisingly, there is a partial revival for incommensurate frequencies, $s=\sqrt{2}$. It is not difficult to understand why this occurs. If we write $s=1+\sigma$ and insert this into Eq. (8.58), we see that, for times $\tilde{\omega}_{a} T_{21}=2 n \pi / \sigma$, the expression reduces to that for a state-independent harmonic potential having frequency $\tilde{\omega}_{a}$. The value of $\left|C\left(T_{21}\right)\right|^{2}$ for a stateindependent potential is calculated using Eq. (8.81) as $\exp \left\{-2 \zeta^{2}\left[1-\cos \left(\tilde{\omega}_{a} T_{21}\right)\right] \operatorname{coth}(\beta / 2)\right\}$. For $\beta=0.41$ and $\zeta=0.23,\left|C\left(T_{21}\right)\right|^{2} \geq 0.35$ so a partial revival is seen at integral multiples of


Figure 8.7: Graphs of $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\tilde{\omega}_{a} T_{21}$ for a state-dependent, harmonic lattice potential and for a thermal initial state with $\zeta=0.23, \beta=3$, and $s=1.05$ (black, dotted curve), $s=\sqrt{2}$ (blue, dashed curve) and $s=1.5$ (red, solid curve).


Figure 8.8: Graphs of $\left|C\left(T_{21}\right)\right|^{2}$ as a function of $\tilde{\omega}_{a} T_{21}$ for a state-dependent, harmonic lattice potential and for a thermal initial state with $\zeta=0.23, \beta=0.41$, and $s=1.05$ (black, dotted curve), $s=\sqrt{2}$ (blue, dashed curve) and $s=1.5$ (red, solid curve).
$\tilde{\omega}_{a} T_{21}=2 \pi / \sigma$.
An additional effect enters the calculation that is not present for state-independent potentials. Owing to the difference in the values of $V_{\alpha}$ the energy levels in the harmonic potentials are displaced by different amounts. In other words, we have set

$$
\begin{equation*}
V_{\alpha}(\mathbf{R}) \approx-V_{\alpha}+\frac{1}{2} M \tilde{\omega}_{\alpha}^{2} X^{2} ; \quad \alpha=a, c, \tag{8.96}
\end{equation*}
$$

and have assumed that both $\tilde{\omega}_{\alpha}$ and $V_{\alpha}$ are independent of the transverse coordinate $\rho$. If this assumption is not valid for $V_{\alpha}, C\left(T_{21}\right)$ must be multiplied by an additional factor, $\exp \left\{-i\left[V_{c}(\rho)-V_{a}(\rho)\right] T_{21} / \hbar\right\}$ and included in the average over the excitation field spatial profiles. This would result in a damping of the signal with increasing $T_{21}$, making it difficult to observe the revivals when the potentials differ significantly.

### 8.5 Specific Example: Raman Coherence - Transit-time Effects

We now turn our attention to the level scheme if Fig. 8.1 (b) and assume co-propagating excitation fields with $k_{1} \approx k_{2}$. In this limit we can ignore the spatial phase factors in Eqs. (8.7). We assume that we need only take into account transverse effects. As such, the only net effect that we study in this section is one of transit-time loss and revival. The excitation fields carve out an excitation volume, but atomic motion takes atoms out of this volume, an effect that is monitored by the readout pulse. In essence, this is a quantum treatment of transit-time effects, which can be compared with the classical results for free atoms [51] or atoms in traps. We consider only harmonic traps and state-independent, harmonic potentials having characteristic frequency $\omega$. The readout field and two fields comprising the excitation field are assumed to have the same waist, $w_{e}$.

### 8.5.1 Classical Limit

We consider first the classical limit, for which the normalized signal can be written as

$$
\begin{equation*}
\tilde{S}\left(T_{21}\right)=\frac{S\left(T_{21}, \tau\right)}{S(0, \tau)}=\tilde{S}_{c l}\left(T_{21}\right) \tag{8.97}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{S}_{c l}\left(T_{21}\right)=\left|\frac{C_{c l}\left(T_{21}\right)}{C_{c l}(0)}\right|^{2} \tag{8.98}
\end{equation*}
$$

$$
\begin{align*}
C_{c l}\left(T_{21}\right)= & \frac{1}{4}\left\langle\sin \left[A_{e} e^{-2 \rho(0)^{2} / w_{e}^{2}}\right]\right. \\
& \left.\times \sin \left[A_{\text {out }} e^{-\rho\left(T_{21}\right)^{2} / w_{e}^{2}}\right]\right\rangle, \tag{8.99}
\end{align*}
$$

$$
\begin{align*}
& \boldsymbol{\rho}(0)=\boldsymbol{\rho}_{0}  \tag{8.100a}\\
& \boldsymbol{\rho}(t)=\boldsymbol{\rho}_{0} \cos (\omega t)+\frac{\mathbf{v}_{0}}{\omega} \sin (\omega t), \tag{8.100b}
\end{align*}
$$

and the average is taken with the classical Maxwell-Boltzmann distribution given in Eq. (8.88). With a change of variables to dimensionless coordinates, we find

$$
\begin{gather*}
C_{c l}\left(T_{21}\right)=\frac{1}{16 \pi^{2}} \int_{-\infty}^{\infty} d y \int_{-\infty}^{\infty} d v_{y} \int_{-\infty}^{\infty} d z \int_{-\infty}^{\infty} d v_{z} \\
\times e^{-\left(y^{2}+v_{y}^{2}\right) / 2} e^{-\left(z^{2}+v_{z}^{2}\right) / 2} \sin \left(A_{e} e^{-\kappa^{2}\left(y^{2}+z^{2}\right)}\right) \\
\times \sin \left[A _ { \text { out } } \operatorname { e x p } \left\{\begin{array}{c}
\left.\left.\kappa^{2}\left[\begin{array}{c}
\left(y^{2}+z^{2}\right) \cos ^{2}\left(\omega T_{21}\right) \\
+\left(v_{y}^{2}+v_{z}^{2}\right) \sin ^{2}\left(\omega T_{21}\right) \\
+\left(y v_{y}+z v_{z}\right) \sin \left(2 \omega T_{21}\right)
\end{array}\right]\right\}\right],
\end{array},\right.\right. \tag{8.101}
\end{gather*}
$$

where

$$
\begin{equation*}
\kappa=\sqrt{\frac{2 k_{B} T}{M \omega^{2} w_{e}^{2}}}=\frac{w_{t h}}{w_{e}}, \tag{8.102}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{t h}=\sqrt{\frac{2 k_{B} T}{M \omega^{2}}} \tag{8.103}
\end{equation*}
$$

is the spatial width associated with the classical Boltzmann distribution at temperature $T$.
If the sin functions are expanded, all the integrals can be evaluated analytically and the result expressed as

$$
\begin{gather*}
C_{c l}\left(T_{21}\right)=\frac{1}{4} \sum_{n, m=0}^{\infty} \frac{(-1)^{n+m} A_{e}^{(2 n+1)} A_{o u t}^{(2 m+1)}}{(2 n+1)!(2 m+1)!} \\
\times \frac{1}{1+\kappa^{2}(3+2 m+4 n)+2 \kappa^{4}(2 n+1)(2 m+1) \sin ^{2}\left(\omega T_{21}\right)} . \tag{8.104}
\end{gather*}
$$



Figure 8.9: Plots of $\tilde{S}_{c l}\left(T_{21}\right)$ as a function of $\omega T_{21}$ for a state-independent, transverse harmonic potential with $\beta=0.1$ and $\kappa=1$ (red and blue curves) ; $\kappa=5$ (black and green curves). The solid curves are for pulse areas $\left(A_{1}, A_{2}\right)=(0.1,0.1)$ and the dashed curves for $\left(A_{1}, A_{2}\right)=(\pi / 2, \pi / 2)$.

In the perturbation theory limit, $A_{e}, A_{\text {out }} \ll 1$,

$$
\begin{equation*}
C_{c l}\left(T_{21}\right) \sim \frac{A_{e} A_{\text {out }} / 4}{1+3 \kappa^{2}+2 \kappa^{4} \sin ^{2}\left(\omega T_{21}\right)} \tag{8.105}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{S}_{c l}\left(T_{21}\right) \sim\left[1+\frac{2 \kappa^{4} \sin ^{2}\left(\omega T_{21}\right)}{1+3 \kappa^{2}}\right]^{-2} \tag{8.106}
\end{equation*}
$$

In Fig. 8.9, $\tilde{S}_{c l}\left(T_{21}\right)$ is plotted as a function of $\omega T_{21}$ for $\beta=0.1, \kappa=1,5$ and $\left(A_{1}, A_{2}\right)=$ $(0.1,0.1),(\pi / 2, \pi / 2)$. The signal decays owing to transit time effects, but eventually revives for $\omega T_{21}=n \pi$; that is, any atoms that leave the excitation volume return to it after each half-period of oscillation. There is not much difference in the normalized signal for weak pulses and (optimal) $\pi / 2$ pulses. The transit time regime is shown in Fig. 8.10 for $\kappa=3,8$ and $\left(A_{1}, A_{2}\right)=(0.1,0.1)$, $(\pi / 2, \pi / 2)$. To a good approximation the perturbation theory result for $\kappa^{2} \gg 1$ and $\omega T_{21} \ll 1$ is the square of a Lorentzian,


Figure 8.10: Plots of $\tilde{S}_{c l}\left(T_{21}\right)$ illustrating transit-time decay as a function of $\omega T_{21}$ for a stateindependent, transverse harmonic potential with $\beta=0.1$ and $\kappa=3$ (red and blue curves) ; $\kappa=8$ (black and green curves). The solid curves are for pulse areas $\left(A_{1}, A_{2}\right)=(0.1,0.1)$ and the dashed curves for $\left(A_{1}, A_{2}\right)=(\pi / 2, \pi / 2)$.

$$
\begin{equation*}
\tilde{S}_{c l}\left(T_{21}\right) \sim \frac{1}{\left[1+\frac{2 \kappa^{2}\left(\omega T_{21}\right)^{2}}{3}\right]^{2}} \tag{8.107}
\end{equation*}
$$

having half width

$$
\begin{equation*}
\omega T_{21}=\frac{\sqrt{3(\sqrt{2}-1) / 2}}{\kappa} \tag{8.108}
\end{equation*}
$$

The classical results can be given a simple interpretation. In this picture involving classical center-of-mass motion, any atom $j$ that is in the initial excitation volume has a coherence $\rho_{a c}^{(j)}$ created by the excitation field. When probed by the readout field, atom $j$ will contribute to the phase matched signal, provided it is still in the excitation volume at the time of the readout pulse. The time it takes an atom to leave the excitation volume is of order $t_{c l}=w_{e} / u_{t h}$, where

$$
\begin{equation*}
u_{t h}=\sqrt{\frac{2 k_{B} T}{M}} \tag{8.109}
\end{equation*}
$$

is the velocity width associated with the classical Boltzmann distribution at temperature $T$. Therefore, we would expect a transit time width of order

$$
\begin{equation*}
\omega t_{c l}=\omega w_{e} / u_{t h}=1 / \kappa \tag{8.110}
\end{equation*}
$$

which is what we found. Of course, at half-integral multiples of the trap period, any atom that was excited initially is back in the excitation volume.

The quantity $w_{t h}$ is the width of the Boltzmann distribution. For $\kappa^{2} \ll 1$, the excitation field width $w_{e}$ is much larger than $w_{t h}$; as a consequence almost all the atoms are excited by the field. The Maxwellian velocity distribution results in some loss of population from the excitation volume as time progresses, but this is a minimal loss since very few atoms move outside this large excitation volume in a trap period, implying that $\tilde{S}_{c l}\left(T_{21}\right) \sim 1$. For $1<\kappa^{2} \ll 10$, about a half to a quarter of the atoms are excited by the first pulse. The velocity distribution of the chosen atoms is still given by the initial Maxwellian distribution since there is no velocity selection in the excitation process. Between the revival times a significant percentage of this population migrates out of the excitation region, leading to a signal loss that depends on $T_{21}$. For $\kappa^{2} \gg 10$ only a very small fraction of the atoms are excited and they quickly migrate out of the excitation volume. The signal in this case is a series of spikes of unit amplitude at the revival times, with virtually no signal between those times.

### 8.5.2 Quantum Calculation

We want to derive the corresponding results for a quantum thermal distribution. We expect that a quantum description is needed if either of two conditions are not met. First, when $\beta \gg 1$, most of the initial state population is in the quantum ground state, which introduces quantum corrections. That is, the quantum and classical results will differ whenever $\beta \gg 1$, even though these differences may be small in an absolute sense if $\kappa \ll 1$. The second condition can be inferred from Eq. (8.81), where, even for $\beta \ll 1$, there are quantum corrections of order $\beta \zeta^{2}$. In the transit-time calculation, $\zeta$ is replaced by $\zeta_{e}=\sqrt{\hbar / 2 M \omega w_{e}^{2}}$ and

$$
\begin{equation*}
\beta \zeta^{2} \rightarrow \beta \zeta_{e}^{2}=\beta^{2} \kappa^{2} / 4 \tag{8.111}
\end{equation*}
$$

Thus we can expect quantum corrections to contribute when $\beta \kappa>1$, even if $\beta \ll 1$. This is related to the fact that the narrow spatial distribution that is excited when $\kappa \gg 1$ can lead to uncertainties in the momentum distribution (owing to the uncertainty principle) that are larger than those already present in the thermal momentum distribution.

Since the normalized signal does not depend strongly on the pulse areas, it suffices to calculate $S\left(T_{21}\right)$ in the quantum case assuming pulse areas much less than unity. The normalized signal, written using dimensionless coordinates, factors into equal contributions from each of the transverse coordinates. As a consequence, we can write

$$
\begin{equation*}
\tilde{S}\left(T_{21}\right)=\left|\frac{C\left(T_{21}\right)}{C(0)}\right|^{4} \tag{8.112}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
C\left(T_{21}\right) & =e^{-i \omega_{c q} ; ; a q} T_{21}
\end{array} q\left|e^{-\beta \kappa^{2} \xi^{2}}\right| q^{\prime}\right\rangle\left\langle q^{\prime}\right| e^{-\beta \kappa^{2} \xi^{2} / 2}\left|q^{\prime \prime}\right\rangle
$$

$\xi$ is a dimensionless coordinate and the $q$ 's are quantum numbers of a one-dimensional oscillator potential. Transit time effects enter implicitly through the exponential time factors. The needed matrix elements can be evaluated explicitly using

$$
\begin{align*}
\langle q| e^{-g^{2} \xi^{2}}\left|q^{\prime}\right\rangle & =\frac{\left(-2 g^{2}\right)^{\frac{q+q^{\prime}}{2}} \Gamma\left(\frac{1+q+q^{\prime}}{2}\right)}{\sqrt{\pi q!q^{\prime}!}\left(1+g^{2}\right)^{\frac{1+q+q^{\prime}}{2}}} \\
& \times{ }_{2} F_{1}\left(-q,-q^{\prime}, \frac{1-q-q^{\prime}}{2}, \frac{1+g^{2}}{2 g^{2}}\right) \tag{8.114}
\end{align*}
$$



Figure 8.11: Plots of $S_{c l}\left(T_{21}\right)$ and $\tilde{S}_{c l}\left(T_{21}\right)$ for perturbative fields as a function of $\omega T_{21}$ for $\beta=0.1$ and $\kappa=5$ (red curve) ; $\kappa=10$ (brown curve), and $\kappa=20$ (black curve). The dashed blue curves are the classical results for the same parameters.
where $\Gamma$ is the gamma function and ${ }_{2} F_{1}$ is a hypergeometric function.
In the initial density matrix is diagonal,

$$
\begin{equation*}
\rho_{q q^{\prime}}(0)=P_{q} \delta_{q, q^{\prime}}, \tag{8.115}
\end{equation*}
$$

then

$$
\begin{equation*}
C\left(T_{21}\right)=P_{q} e^{-i\left(q^{\prime}-q\right) \omega T_{21}}\langle q| e^{-\beta \kappa^{2} \xi^{2}}\left|q^{\prime}\right\rangle\left\langle q^{\prime}\right| e^{-\beta \kappa^{2} \xi^{2} / 2}|q\rangle . \tag{8.116}
\end{equation*}
$$

For a thermal state with $P_{q}=\left(1-e^{-\beta}\right) e^{-q \beta}\left(\beta=\hbar \omega / k_{B} T\right)$, Eq. (8.116) is evaluated numerically using Eq. (8.114) for different values of $\beta$ and $\kappa^{2}$.

In Fig. 8.11, $\tilde{S}\left(T_{21}\right)$ is plotted as a function of $\omega T_{21}$ for $\beta=0.1$ and $\kappa=5 ;(\beta \kappa=0.5)$, $\kappa=10 ;(\beta \kappa=1)$, and $\kappa=20(\beta \kappa=2)$, along with the classical result, $\tilde{S}_{c l}\left(T_{21}\right)$. With increasing values of $\beta \kappa$, the classical and quantum results begin to deviate.

In Fig. 8.12, $\tilde{S}\left(T_{21}\right)$ is plotted as a function of $\omega T_{21}$ for $\kappa=1$ and $\beta=1,5,10$, along with the classical result, $\tilde{S}_{c l}\left(T_{21}\right)$. With increasing $\beta$, the signal deviates significantly from the classical result. We can estimate the signal for $\beta \gg 1$. In the limit of large $\beta, P_{q} \approx \delta_{q, 0}$ and the sum in Eq.


Figure 8.12: Plots of $S_{c l}\left(T_{21}\right)$ and $\tilde{S}_{c l}\left(T_{21}\right)$ for perturbative fields as a function of $\omega T_{21}$ for $\kappa=1$ and $\beta=1$ (blue curve) ; $\beta=5$ (brown curve), and $\beta=10$ (black curve). The dashed red curve is the classical result which is the same for all $\beta$ if $\kappa$ is held fixed.
(8.116) can be carried out analytically. Using Eqs. (8.112)-(8.116), we find

$$
\begin{equation*}
\tilde{S}\left(T_{21}\right) \sim \frac{1}{1+\frac{4 \sin ^{2}\left(\omega T_{21}\right)\left(\beta^{4} \kappa^{8}+3 \beta^{3} \kappa^{6}+2 \beta^{2} \kappa^{4}\right)}{\left(2+3 \beta \kappa^{2}\right)^{2}}} \tag{8.117}
\end{equation*}
$$

The result depends only on powers of $\beta \kappa^{2}$, whereas the classical result, Eq. (8.112), depends only on powers of $\kappa$. If $\kappa \geq 1, \beta \gg 1$ and $\omega T_{21} \ll 1$,

$$
\begin{equation*}
\tilde{S}\left(T_{21}\right) \sim \frac{1}{1+\frac{4\left(\omega T_{21}\right)^{2} \beta^{2} \kappa^{4}}{9}} \tag{8.118}
\end{equation*}
$$

which is a Lorentzian having half-width $3 /\left(2 \beta \kappa^{2}\right)$.

### 8.6 Summary

We have presented a theory of coherent transients in which a sequence of optical pulses is incident on a sample of trapped atoms and gives rise to phase-matched emission from the sample. The trapping potential for the atoms is state-dependent, in general, necessitating a quantum treatment of the center-of-mass motion. To carry out the calculation we used a source-field approach, modified to account for the quantized motion of the atoms. In the simplest version of the theory, all atomic motion is frozen during the excitation pulses and during the time in which the signal is emitted. For state-independent potentials, a comparison was made with a theory in which the motion is treated classically.

Coherent transients from trapped atoms differ in a fundamental way from those for free atoms. In the case of free atoms, the Doppler phase accumulated by the various coherences in the problem are linear functions of time. As a result it is possible to use echo techniques to effectively eliminate effects related to inhomogeneous broadening. With trapped atoms, no such methods can be used since the motional phases are not linear in time. As such, the general use of coherent transients in trapped atoms is to establish a long-lived coherence between two atomic levels that is only marginally affected by the motion in the trapping potentials. In this manner, quantum coherence can be stored in the sample and read out at a later time. Any deterioration of the signal resulting from motional effects can be calculated using the techniques developed in this paper.

Two examples were given. In the first, a long-lived coherence was established between a ground and Rydberg level for atoms trapped in a lattice potential. Phase-matched emission is produced with the use of a readout pulse. The coherence loss produced by harmonic, anharmonic, and state-dependent potentials was investigated. In the second example, a long-lived coherence was established between two, ground state sublevels for atoms in a dipole trap, and also probed by a
readout pulse. The dynamics of transit-time loss was probed in this example.
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## Appendix

We would like to return to the non-phase matched contribution to the signal give with $j=j^{\prime}$ in Eq. (8.32). This term can be written as

$$
\begin{gather*}
S_{n p m}=R_{d}^{2}\left\langle\mathbf{E}_{-}\left(\mathbf{R}_{d}, t\right) \cdot \mathbf{E}_{+}\left(\mathbf{R}_{d}, t\right)\right\rangle \\
=N \mu_{b a}^{2} R_{d}^{2}\left(\frac{\hbar \omega_{k^{\prime}}}{2 \epsilon_{0} \mathcal{V}}\right)\left(\frac{\hbar \omega_{k}}{2 \epsilon_{0} \mathcal{V}}\right) \\
\times \sin \theta_{k} \sin \theta_{k^{\prime}} e^{i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{R}_{d}} \boldsymbol{\epsilon}_{\mathbf{k}^{\prime}}^{(1)} \cdot \boldsymbol{\epsilon}_{\mathbf{k}}^{(1)} \\
\times \int_{0}^{t} d t^{\prime} \int_{0}^{t} d t^{\prime \prime}\left\langle e^{i \mathbf{k}^{\prime} \cdot \hat{\mathbf{R}}\left(t^{\prime \prime}\right)} \sigma_{b a}\left(t^{\prime \prime}\right) \sigma_{a b}\left(t^{\prime}\right) e^{-i \mathbf{k} \cdot \hat{\mathbf{R}}\left(t^{\prime}\right)}\right\rangle \\
\times e^{i \omega_{k^{\prime}}\left(t-t^{\prime}\right)} e^{-i \omega_{k}\left(t-t^{\prime}\right)} \tag{8.119}
\end{gather*}
$$

where $N$ is the number of atoms. We have dropped the label $j$ since all atoms contribute equally to the signal - $\hat{\mathbf{R}}\left(t^{\prime \prime}\right)$ and $\sigma_{b a}\left(t^{\prime \prime}\right)$ and Heisenberg operators of a given atom. It is not simple to evaluate this expression in the Heisenberg representation if quantized motion must be taken into account. In fact, the best method for evaluating this term is to use a Schrödinger equation approach [29].

Going back one step in the calculation, we write

$$
\begin{align*}
S_{n p m} & =N R_{d}^{2}\left(\frac{\hbar \omega_{k}}{2 \epsilon_{0} \mathcal{V}}\right)^{1 / 2}\left(\frac{\hbar \omega_{k^{\prime}}}{2 \epsilon_{0} \mathcal{V}}\right)^{1 / 2} \\
& \times \boldsymbol{\epsilon}_{\mathbf{k}}^{(1)} \cdot \boldsymbol{\epsilon}_{\mathbf{k}^{\prime}}^{(1)}\left\langle a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}^{\prime}}\right\rangle e^{-i\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \cdot \mathbf{R}_{d}} . \tag{8.120}
\end{align*}
$$

We have anticipated the fact that only the $\lambda=1$ polarization enters the calculation for the $z$-polarized excitation and readout pulses we are using. Only states that are diagonal in the atomic quantum numbers contribute to the average value of $\left\langle a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}^{\prime}}\right\rangle$; moreover, in the RWA, the only nonvanishing terms involve the ground internal states,

$$
\begin{equation*}
\left\langle a_{\mathbf{k}}^{\dagger} a_{\mathbf{k}^{\prime}}\right\rangle \equiv \rho_{a q, \mathbf{k} ; a q, \mathbf{k}^{\prime}}(t) e^{-i \omega_{k k^{\prime}} t} \equiv \rho_{a q, \mathbf{k} ; a q, \mathbf{k}^{\prime}}^{I}(t) e^{-i \omega_{k k^{\prime}} t} \tag{8.121a}
\end{equation*}
$$

where $\omega_{k k^{\prime}}=\omega_{k}-\omega_{k^{\prime}}$.

The Hamiltonian is

$$
\begin{align*}
H & =\hbar \omega_{a}|a\rangle\langle a|+\hbar \omega_{b}|b\rangle\langle b| \\
& +\hbar \omega_{a q}|a q\rangle\langle a q|+\hbar \omega_{b p}|b p\rangle\langle b p| \\
& +\left[\hbar f_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{R}} e^{-i \omega_{k} t} \sigma_{b a} a_{\mathbf{k}}+\hbar f_{\mathbf{k}}^{*} e^{-i \mathbf{k} \cdot \mathbf{R}_{j}} e^{i \omega_{k} t} a_{\mathbf{k}}^{\dagger} \sigma_{a b}\right] \tag{8.122}
\end{align*}
$$

where

$$
\begin{equation*}
f_{\mathbf{k}}=-i \mu_{b a}\left(\frac{\omega_{k}}{2 \hbar \epsilon_{0} \mathcal{V}}\right)^{1 / 2} \sin \theta_{k} \tag{8.123}
\end{equation*}
$$

From Schrödinger's equation, it then follows that[29]

$$
\begin{align*}
\dot{\rho}_{a q, \mathbf{k} ; a q, \mathbf{k}^{\prime}}^{I} & =i f_{\mathbf{k}^{\prime}} U_{b p ; a q}\left(\mathbf{k}^{\prime}\right) e^{i\left(\omega_{0}-\omega_{k^{\prime}}\right) t} e^{i \omega_{b p ; a q} t} \rho_{a q, \mathbf{k} ; b p, 0}^{I} \\
& -i f_{\mathbf{k}}^{*} U_{a q, b p}^{\dagger}(\mathbf{k}) e^{-i\left(\omega_{0}-\omega_{k}\right) t} e^{i \omega_{a q ; b p} t} \rho_{b p, 0 ; a q, \mathbf{k}^{\prime}}^{I}  \tag{8.124a}\\
\dot{\rho}_{b p, 0 ; a q, \mathbf{k}^{\prime}}^{I} & =-\gamma_{b} \rho_{b p, 0 ; a q, \mathbf{k}^{\prime}}^{I}+i f_{\mathbf{k}^{\prime}} U_{b p^{\prime}, a q}\left(\mathbf{k}^{\prime}\right) \\
& \times e^{i\left(\omega_{0}-\omega_{k^{\prime}}\right) t} e^{i \omega_{b p^{\prime} ; a q} t} \rho_{b p, 0 ; b p^{\prime}, 0}^{I} \tag{8.124b}
\end{align*}
$$

along with the complex conjugates of these equations. In these equations, the zero subscript stands for the vacuum state of the field, $\omega_{0}$ is the $b-a$ transition frequency, and

$$
\begin{align*}
U_{b p, a q}(\mathbf{k}) & =\int d \mathbf{R}\left[\psi_{b p}(\mathbf{R})\right]^{*} e^{i \mathbf{k} \cdot \mathbf{R}} \psi_{a q}(\mathbf{R})  \tag{8.125a}\\
U_{a q, b p}^{\dagger}(\mathbf{k}) & =\int d \mathbf{R}\left[\psi_{a q}(\mathbf{R})\right]^{*} e^{-i \mathbf{k} \cdot \mathbf{R}} \psi_{b p}(\mathbf{R}) \tag{8.125b}
\end{align*}
$$

such that

$$
\begin{equation*}
U_{b p, a q}(\mathbf{k}) U_{a q, b p^{\prime}}^{\dagger}(\mathbf{k})=U_{b p, a q}^{\dagger}(\mathbf{k}) U_{a q, b p^{\prime}}(\mathbf{k})=\delta_{p, p^{\prime}} \tag{8.126}
\end{equation*}
$$

Equations (8.124) are in a form that is identical to the equations in Ref. [29] and can be solved iteratively and substituted back into Eq. (8.120) as in that paper. The only difference is that the matrix elements of $U$ must be left in the form of Eqs. (8.125). In this manner, we obtain [see Eqs.
(22), (23a), and (25) of Ref. [29]],

$$
\begin{align*}
S_{n p m} & =N\left(\frac{\mu_{b a} \omega_{0}^{2} \sin \theta}{4 \pi \epsilon_{0} c^{2}}\right)^{2} \Theta(\tau) \\
& \times \int d \mathbf{R} \int d \mathbf{R}^{\prime}\left[\psi_{b p^{\prime}}(\mathbf{R})\right]^{*} \psi_{a q}(\mathbf{R}) \\
& \times\left[\psi_{a q}\left(\mathbf{R}^{\prime}\right)\right]^{*} \psi_{b p}\left(\mathbf{R}^{\prime}\right) e^{-\gamma_{b}\left(t_{\mathbf{R}^{\prime}}-t_{\mathbf{R}}\right)} \\
& \times e^{i \omega_{0} t_{\mathbf{R}}} e^{i \omega_{b p^{\prime} ; a q} \mathbf{t}_{\mathbf{R}}} \rho_{b p, 0 ; b p^{\prime}, 0}^{I}\left(t_{\mathbf{R}}\right) e^{-i \omega_{0} t_{\mathbf{R}^{\prime}}} e^{i \omega_{a q ; b p} t_{\mathbf{R}^{\prime}}} \\
& + \text { c.c. } \tag{8.127}
\end{align*}
$$

where

$$
\begin{align*}
t_{\mathbf{R}} & =t-t_{\text {out }}-\frac{\left|\mathbf{R}_{d}-\mathbf{R}\right|}{c} \approx \tau+\frac{\mathbf{R}_{d} \cdot \mathbf{R}}{R_{d} c} ;  \tag{8.128}\\
t_{\mathbf{R}^{\prime}} & =t-t_{\text {out }}-\frac{\left|\mathbf{R}_{d}-\mathbf{R}^{\prime}\right|}{c} \approx \tau+\frac{\mathbf{R}_{d} \cdot \mathbf{R}^{\prime}}{R_{d} c} ;  \tag{8.129}\\
\tau & =t-t_{\text {out }}-\frac{R_{d}}{c} \tag{8.130}
\end{align*}
$$

When these equations are substituted into Eq. (8.127) and the terms involving the dot products are retained only in the exponential terms containing $\omega_{0}$, we obtain

$$
\begin{gather*}
S_{n p m}=2 N\left(\frac{\mu_{b a} \omega_{0}^{2} \sin \theta}{4 \pi \epsilon_{0} c^{2}}\right)^{2} \Theta(\tau) \\
\times U_{b p^{\prime} ; a q}\left(\mathbf{k}_{d}, \tau\right) U_{a q ; b p}^{\dagger}\left(\mathbf{k}_{d}, \tau\right) e^{i\left(\omega_{b p^{\prime}}-\omega_{b p}\right) \tau} \rho_{b p, 0 ; b p^{\prime}, 0}^{I}(\tau), \tag{8.131}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathbf{k}_{d}=\omega_{0} \mathbf{R}_{d} / c \tag{8.132}
\end{equation*}
$$

and

$$
\begin{align*}
U_{b p^{\prime} ; a q}\left(\mathbf{k}_{d}, \tau\right) & =\left\langle b p^{\prime}\right| e^{i V_{b}(\mathbf{R}) \tau / \hbar} e^{i \mathbf{k}_{d} \cdot \mathbf{R}} e^{-i V_{a}(\mathbf{R}) \tau / \hbar}|a q\rangle  \tag{8.133}\\
U_{a q ; b p}^{\dagger}\left(\mathbf{k}_{d}, \tau\right) & =\langle a q| e^{i V_{a}(\mathbf{R}) \tau / \hbar} e^{-i \mathbf{k}_{d} \cdot \mathbf{R}} e^{-i V_{b}(\mathbf{R}) \tau / \hbar}|b p\rangle \tag{8.134}
\end{align*}
$$

Finally, using Eq. (8.126), we arrive at

$$
\begin{equation*}
S_{n p m}=2 N\left(\frac{\mu_{b a} \omega_{0}^{2} \sin \theta}{4 \pi \epsilon_{0} c^{2}}\right)^{2} \rho_{b b}(\tau) \Theta(\tau) \tag{8.135}
\end{equation*}
$$

where $\rho_{b b}(\tau)$ is the total population of level $b$ at the retarded time. Equation (8.135) is a somewhat
intuitive result - since the atomic motion is constrained to distances that are much less than $R_{d}$, any retardation effects related to different motional states are not important and the non-phased matched signal arises only from the total population in level $b$ at time $\tau$. Although this result is intuitive, we have not found a way to derive it using the Heisenberg representation.

## CHAPTER 9

## Differential Nuclear-Spin-Dependent Light Shifts and State Mixing of Rydberg Atoms

### 9.1 Introduction

A promising platform for quantum information processing is based on the excitation of ultra-cold atoms to Rydberg states [5]. Achieving long-lived ground-Rydberg atomic coherence is one of the cornerstones of this approach. To suppress the effects of motional dephasing on this coherence, the atoms can be confined in optical potentials that are identical for the ground and Rydberg states [26, 27, 52, 53, 15, 28, 48]. However, in addition to confining the atoms, the optical trap fields also mix and shift the Rydberg energy levels. As a consequence, the energy level spacing within a given Rydberg manifold results from a complicated combination of optical field potentials, hyperfine interactions, and interactions of the atoms with any external magnetic bias fields. A complete understanding of this level structure is needed to maximize the fidelities for quantum information protocols using trapped Rydberg atoms.

In this paper we present a theoretical and experimental study of ${ }^{87} \mathrm{Rb}$ Rydberg atoms confined in an optical lattice potential and subjected to an external magnetic field. For a given $n$, the frequency of the lattice fields is chosen so as to match the light shift potentials for the ground and ns Rydberg levels [15, 48]. Actually, it is not possible to match the ground state lattice potential to that of all the hyperfine sublevels in a given $n s$ level. For example, an $n s$ level of ${ }^{87} \mathrm{Rb}$ contains eight sublevels. In general, the trapping potential differs for each of these levels and must be accounted for in a complete analysis. Moreover, since the atoms are trapped in these potentials, it becomes necessary to use a fully quantum theory for the atomic motion.

The trapped atoms are subjected to a two-photon pulse that excites the atoms to a targeted Rydberg level, followed by a time-delayed readout pulse that leads to phase-matched emission from the sample. By a proper choice of excitation field polarization, the output signal, measured as a function of the time delay, contains components that oscillate at the frequency separations of the $n s$ Rydberg sublevels.


Figure 9.1: (a) Experimental setup. An ultra-cold sample of ${ }^{87} \mathrm{Rb}$ gas is trapped in a "magic" one-dimensional optical lattice formed by a retro-reflected lattice beam $\Omega_{L}$ that is directed along the $x$ axis and polarized in the $y$ direction. Two excitation beams, $\Omega_{1}(420 \mathrm{~nm})$ and $\Omega_{2}$ (varying between 1013 nm and 1026 nm ) counter-propagate along the $x$ axis and are focused at the position of the atomic sample cloud with $\left(\frac{1}{e^{2}}\right)$ waists of 17 and $15 \mu \mathrm{~m}$, respectively. After a time delay $T_{s}$ following the excitation pulse, a retrieval field $\Omega_{A}$ generates a phase-matched output signal. The polarization of field $\Omega_{2}$ and the retrieval field $\Omega_{A}$ is fixed in the $z$-direction, whereas the polarization of field $\Omega_{1}$ has both $y$ and $z$ components that are adjusted to optimize the modulation depth of the output signal. The output signal has both $y$ - and $z$-components which are mixed with a halfwave plate, split by a polarizing beam splitter, and measured by single-photon detectors $D_{1(2)}$. (b) Atomic level diagram showing the initial $\left(\left|5 s_{1 / 2}, F=2, m=0\right\rangle\right)$ state, intermediate $\left(\left|6 p_{3 / 2}\right\rangle\right)$, and Rydberg $\left|n s_{1 / 2}\right\rangle$ sublevels. The final state manifold consists of two, spectrally resolved Zeeman sub-manifolds, each containing four levels. Even in the presence of light shifts, $m_{F}=m_{J}+m_{I}$ remains a good quantum number. For this excitation scheme, the $m_{F}=0, \pm 1$ levels in each electronic Zeeman manifold are populated.

These frequency separations contain contributions arising from the magnetic field interaction, hyperfine interaction and light shift potentials. To isolate these effects, we calculate the eigenkets and eigenenergies of the Rydberg levels in the absence of light shifts and then determine to what
extent the light shifts modify them. The light shifts themselves are composed of near-resonance and ponderomotive contributions. The ponderomotive contribution, which includes effects related to the breakdown of the dipole approximation [53], is a function of $n$, but for a given $n$, is the same for all the sublevels. The near-resonance contribution both shifts and couples the sublevels. Rather remarkably, we find that coupling of hyperfine - magnetic field eigenkets is almost negligible for the range of our experimental parameters, although there was no a priori reason to believe that this should be the case when the lattice field polarization is orthogonal to the magnetic field. As a result, the only effect of the optical potential is to provide a differential shift for the Rydberg sublevels. We are able to assess the role played by these differential light shifts and to determine what effect, if any, they have on the atomic motion. In this way we determine the hyperfine constant $A$ from the measured frequency intervals for $n$ ranging from 30 to 65 . Previously, $A$ values were measured for low values of $n$ using direct optical spectroscopy [54, 55]. In these experiments, residual Doppler broadening resulted in a spectral resolution to about 100 kHz , limiting the method to $n \leq 27$. Millimeter-wave spectroscopy has been used for high- $n$ states of atomic Cs, with kHzlevel resolution achieved using ultra-cold atoms [56]. In this work we achieve a resolution as low as several kHz .

### 9.2 Experiment

The experimental setup and level diagram for one of our excitation schemes are shown in Fig. 1. For the most part, the experimental setup is identical to the one used in our previous work Ref.[48]. The major difference is that the polarization of the field $\Omega_{1}$ in the current experiment has both $y$ and $z$ components whereas it was $z$-polarized in the previous experiment. An ultra-cold sample of Rb atoms is loaded into a one-dimensional optical lattice formed by counter-propagating optical fields polarized along the $y$-axis. The measurements are made using a magnetic field $B=5$ Gauss for which the electronic Zeeman splitting is much greater than the hyperfine separations of the $n s$ levels being studied, the so-called hyperfine Paschen-Back regime. In this case the $n s_{1 / 2}$ Rydberg level splits into two manifolds, characterized by $m_{J}= \pm 1 / 2$, separated in frequency by $\approx 14 \mathrm{MHz}$, with each manifold consisting of four $m_{I}$-components. The $\sim 1 \mathrm{MHz}$ two-photon excitation bandwidth $\delta \nu$ is much smaller than the frequency separation between the two manifolds. The lattice wavelength $\lambda \simeq 1012-1027 \mathrm{~nm}$ is tuned to near-resonance with the $\left|6 p_{3 / 2}\right\rangle \leftrightarrow\left|n s_{1 / 2}\right\rangle$ atomic transition, the specific value chosen to match the optical potentials for the ground state and the $m_{F}=m_{J}+m_{I}=0$ component of the Rydberg Zeeman manifold.

The ensemble is driven resonantly to the Rydberg state $\left|n s_{1 / 2}\right\rangle$ using counter-propagating, $T_{e}=$ $1 \mu \mathrm{~s}$-long, pulses of a 420 nm field $\Omega_{1}$ and a (nominally) 1012 nm field $\Omega_{2}$. The polarization of $\Omega_{1}$, controlled by half-wave plate oriented at an angle $\theta_{i} / 2$ with respect to z-axis, is a linear
combination of the $y$ - and z-polarizations, while $\Omega_{2}$ is purely z-polarized. In this way three $m_{I^{-}}$ components in a given electronic Zeeman manifold of $|n s\rangle$ are excited. After a storage period $T_{s}$, the atoms are coherently driven by a (z-polarized) $10 \mu s$-long retrieval field $\Omega_{A}$ whose frequency is resonant with the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition. The ensuing cooperative emission on the $\left|6 p_{3 / 2}\right\rangle \leftrightarrow$ $\left|5 s_{1 / 2}\right\rangle$ transition is directed through a half-wave plate and polarizing beam splitter. Each of the output polarization modes is collected into a single-mode fiber and directed onto a single-photon detector.

### 9.3 Theory

The theoretical analysis is carried out in two stages. First we calculate the energy of the sublevels of an $n s$ Rydberg state of ${ }^{87} R b$ subjected to a magnetic field $\mathbf{B}$ along $z$ and a $y$-polarized optical trap field whose frequency is nearly resonant with the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition frequency. We then use this result to obtain an expression for the phase-matched signal as a function of delay between excitation and retrieval pulses. The details of the calculation are presented in the Appendix. Here we summarize some of the results.

In the absence of all but the Coulomb interaction, there are 8 degenerate states in an $n s$ manifold that can be labeled as $\left|n L S J I F m_{F}\right\rangle$ with $S=1 / 2$ and $I=3 / 2$. The energy levels in a given Rydberg $n s$ manifold are determined by the hyperfine interaction, the magnetic field interaction, and the optical potentials produced by the trap field. In a given basis, these interactions result in a shift and coupling of the various Rydberg sublevels. In principle, it is necessary to diagonalize the Hamiltonian associated with a given $n s$ manifold to obtain the eigenenergies and eigenkets. For our experimental parameters, however, the eigenkets that are obtained are approximately those in which the optical potentials are set equal to zero. As such, $m_{F}=m_{J}+m_{I}$ corresponds to an approximate constant of the motion. We denote the zero field hyperfine separation of the $n s$ state by $h \nu_{h f s}$ (the $n$ label is suppressed). It is a simple matter to obtain the eigenkets and eigenfrequencies $\omega_{n s m_{F}}$ of the $n s$ levels in the absence of the trap field.

The optical potentials produced by the trap field can be broken down into two contributions. First there is the ponderomotive potential associated with the $A^{2}$ ( $\mathbf{A}$ is the vector potential of the trap field) contribution to the Hamiltonian and is the same for all the levels in the $n s$ Rydberg manifold. In addition, there is also the $\mathbf{A} \cdot \mathbf{p}$ contribution. Although the trap field is in nearresonance with the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition, the detuning of the trap field frequency from the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition frequency is not sufficiently large to justify the neglect of the hyperfine splitting of the $6 p_{3 / 2}$ sublevels. This results in optical potentials that are dependent on the $m_{F}$ values of the $n s$ Rydberg sublevels.

For magic wavelength lattices, one matches the ground and excited state trap potentials by a
proper choice of the trap field detuning. In our case. it is not possible to simultaneously match the potentials for all the Rydberg sublevels. With an external magnetic field strength of about 5 Gauss, an $n s$ manifold consists of two Zeeman sub-manifolds (corresponding to $m_{s}= \pm 1 / 2$ ) separated by about 14 MHz , each containing four of the eight sublevels of the $n s$ Rydberg levels. As such, the excitation fields can be chosen to excite only one of these Zeeman sub-manifolds (see Fig. 1). For a given Zeeman sub-manifold, we match the $m_{F}=0$ potential to the ground state potential. The trap potential for the other Zeeman sublevels will then differ from the ground state potential.

Both the near-resonant and ponderomotive components of the Rydberg optical potentials, as well as the ground state optical potential, contain both lattice and non-lattice contributions. The lattice contributions are responsible for trapping the atoms longitudinally in the wells of the potential. The remaining non-lattice contributions to the optical potentials trap the atoms in the transverse direction and give rise to a spatially inhomogeneous shift of the levels owing the transverse spatial dependence of the trap fields. The lattice potentials determine the center-of-mass motion of the atoms. Since these potentials are state-dependent, the motion must be treated quantum mechanically. The spatial dependence of the non-lattice potentials results in a dephasing that degrades the output signal with increasing time delay between the excitation and retrieval pulses.

The atoms are optically pumped into a single magnetic sublevel having angular momentum $F=2$ and magnetic quantum number $m_{F}=0$. Pulsed, counter-propagating fields incident along the $x$-direction drive a two-photon transition from this ground state to the Zeeman manifolds of an $n s$ Rydberg level. The first excitation field propagates in the $\mathbf{u}_{x}$ direction, has polarization given by $\cos \theta_{i} \mathbf{u}_{z}+\sin \theta_{i} \mathbf{u}_{y}$, and is nearly resonant (but still far enough from resonance to neglect any saturation effects) with the transition from the ground state to a single hyperfine state of either the $6 p_{3 / 2}$ or $5 p_{1 / 2}$ manifolds (manifolds specified by the symbol $p_{J}$ ), depending on the excitation scheme. The detuning $\Delta$ in Figure 1 (b) is of order $\Delta / 2 \pi \approx 12 \mathrm{MHz}$ and the frequency spacing of adjacent $6 p_{3 / 2}(F=3)$ magnetic sublevels is $\approx 4.7 \mathrm{MHz}$. The second, counter-propagating field couples each intermediate state magnetic sublevel labeled by $m_{F}$ to a single level in either the upper ( $m_{J}=1 / 2$ ) or lower ( $m_{J}=-1 / 2$ ) Zeeman sub-manifold having the same value of $m_{F}$.

The excitation pulses create coherence between the $F=2, m_{F}=0$ ground level and the Rydberg sublevels. To monitor this coherence, a retrieval pulse, polarized in the $z$ direction and propagating in the $-\mathbf{u}_{x}$ direction is applied at a time $T_{s}$ following the excitation pulses. The field is resonant with the same Rydberg - intermediate state transition used in the excitation process. The excitation, readout, and vacuum fields combine to produce a phase-matched output field in the $\mathbf{u}_{x}$ direction that has both $y$ and $z$ polarization components. These components are mixed on a half-wave plate to produce new vertical and horizontal components which are then separated by a polarizing beam splitter and measured in two detectors.

It is shown in the Appendix that the signal at time $T_{s}$ normalized to that at $T_{s}=1 \mu \mathrm{~s}$, the
vertical signal component can be written as

$$
\begin{equation*}
\eta_{V}\left(T_{s}\right)=S_{V}\left(T_{s}\right) / S_{V}\left(T_{s}=1 \mu s\right) ; \tag{9.1}
\end{equation*}
$$

where

$$
\begin{align*}
& S_{V}\left(T_{s}\right)=\left|\int_{-\infty}^{\infty} d X \int_{0}^{\infty} \rho d \rho \Lambda(\rho, X) \mathcal{N}(\rho, X) C_{V}\left(\rho, X, T_{s}\right)\right|^{2} \\
& \times e^{-\Gamma_{n s} T_{s}},  \tag{9.2}\\
& C_{V}\left(\rho, X, T_{s}\right)=\sum_{m_{F}=-1}^{2} \sum_{q, q^{\prime}}^{q_{\max }} e^{-i \omega_{n s m_{F}} T_{s}} Q_{p_{J} n s m_{F}}^{(V)} \\
& \quad \times e^{-2 \pi i \tilde{D}_{n s m_{F}}^{(j)}(\rho, X) T_{s}} M_{g q ; n s m_{F} q^{\prime}}(-k) \\
& \times M_{n s m_{F} q^{\prime} ; g q}(k) e^{i\left(\omega_{q}^{(g)}-\omega_{q^{\prime}}^{\left(n s m_{F}\right)}\right) T_{s}} \rho_{1 q, 1 q}(0), \tag{9.3}
\end{align*}
$$

$\Lambda(\rho, X)$ is proportional to the product of the spatially dependent Rabi frequencies of the excitation and retrieval pulses and $\mathcal{N}(\rho, X)$ is the atomic density distribution. A loss factor, $e^{-\Gamma_{n s} T_{s} / 2}$, has been added to allow for decay between the excitation and retrieval pulses owing to spontaneous emission, black-body radiation, and decay from the intermediate state.

The factor $C_{V}\left(\rho, X, T_{s}\right)$ reflects the contributions to the signal from different initial motional states in the ground state lattice potential, represented by density matrix elements $\rho_{1 q, 1 q}(0)$. Here $\omega_{n s m_{F}}$ are eigenfrequencies of the Hamiltonian that account for differential light shifts, in addition to the magnetic and hyperfine interactions. The frequencies $\omega_{q}^{(g)}$ and $\omega_{q^{\prime}}^{\left(n s m_{F}\right)}$ are those associated with the ground and $n s m_{F}$ lattice potentials, respectively, while $\tilde{D}_{n s m_{F}}^{(j)}(\rho, X)$ is the spatially dependent difference in non-lattice potentials between $n s m_{F}$ and ground state levels. The matrix elements $M_{n s m_{F} q^{\prime} ; g q}(k)$ represent the coupling between the ground and Rydberg motional states, while the function $Q_{p_{J} n s m_{F}}^{(V)}$ incorporates all the excitation and retrieval dynamics. The sums over $q, q^{\prime}, q^{\prime \prime}$ are restricted to (quasibound) states; that is, $q_{\max }$ is the number of bound states in the potential.

### 9.4 Analysis of retrieved signal

Let us first consider the data for $n=40$. As a function of delay time $T_{s}$ between the excitation and readout pulses, the overall signal decays, primarily as a result of blackbody-induced transitions and


Figure 9.2: Normalized signal $\eta \equiv F\left(T_{s}\right) / F\left(T_{s}=1 \mu s\right)$ as a function of storage time for principal quantum number $n=40$ with fitted trap depth $U_{0} / k_{B}=31 \mu K$ and temperature $T=10 \mu K$ for a single excited state (blue) and a triplet of states (red) using $\left(\theta_{i}, \theta_{d}\right)=\left(0^{\circ}, 24^{\circ}\right)$ and $\left(32^{\circ}, 24^{\circ}\right)$ respectively. Solid curves are based on our theoretical model.
spontaneous decay. In addition to the overall decay, the signal exhibits an oscillatory behavior. If the trap potentials are purely harmonic characterized by frequency $\omega$ and if the ground and Rydberg potentials are matched, for a ground state thermal distribution,

$$
\begin{equation*}
\rho_{1 q, 1 q}(0)=\left(1-e^{-\beta}\right) e^{-q \beta} ; \quad \beta=\frac{\hbar \omega}{k_{B} T}, \tag{9.4}
\end{equation*}
$$

the quantity $C_{V}$ in Eq. (9.3) can be written in the form [57]

$$
\begin{array}{r}
\left|C_{V}\left(T_{21}\right)\right| \approx e^{-2 \zeta^{2}\left[1-\cos \left(\omega T_{s}\right)\right] / \beta} \\
\times\left|1+Q_{1} e^{-i \omega_{10} T_{s}}+Q_{-1} e^{-i \omega_{-10} T_{s}}\right| \tag{9.5}
\end{array}
$$

where

$$
\begin{equation*}
\zeta=k_{12} \sqrt{\frac{\hbar}{2 M \omega}} \tag{9.6}
\end{equation*}
$$

is the Lamb-Dicke parameter for the excitation field ( $k_{12}$ is the effective propagation constant for the two-photon excitation field and $M$ is the atomic mass) and $\omega_{m 0}(m=-1,1)$ is the frequency
difference between the Zeeman Rydberg sublevel having total magnetic quantum number $m$ from the level having $m=0$. For $n=40$, the quantity $\omega_{m 0}$ results primarily from the hyperfine and Zeeman interactions. For $n=40$ the light shifts for the Rydberg sublevels can be neglected as they have an insignificant effect on the signal. The frequency $\omega$ is determined by the depth of the trap potential $U_{0}$.

To fit our data we need to know the value of the trap depth $U_{0}$ and the temperature $T$. We obtain values for these quantities by fitting our data with the half-wave plate angle controlling the polarization of the first excitation field to $\theta_{i}=0$. In this case, both the fields that constitute the two-photon excitation scheme are $z$-polarized, and $Q_{ \pm 1}=0$ in Eq. (9.5). The retrieved signal in this case, displayed as blue diamonds in Fig. 9.2 exhibits the oscillatory behavior predicted by the exponential term in Eq. (9.5), which can be attributed to the center-of-mass motion of the atom within the optical lattice trap potential. In fitting the data to theory, however, we allow for trap anharmonicity [see Eq. (9.3)] and extract values for $U_{0}$ and $T$ from the frequency and visibility of the oscillations, respectively. A theoretical curve using the best-fit value of $U_{0} / k_{B}=31 \mu \mathrm{~K}$ and $T=10 \mu K$ is displayed in the figure as a solid blue curve. If the potential were purely harmonic, the signal would rephase at integral multiples of the trap frequency; however owing to the trap anharmonicity, the oscillations are no longer purely periodic. Trap anharmonicity also adds slightly to the decay of the signal.

Having obtained values of $U_{0}$ and $T$, we switch the half-wave plate angle to an angle $\theta_{i} \neq 0$. In that case the signal oscillates at the beat frequency between the different Rydberg sublevels. Fitting the signal to the full theoretical expression given in Eq. (9.3) using the best-fit values of $U_{0}$ and $T$ found previously allows us to extract the hyperfine splitting $\nu_{h f s}$, treated as a free parameter. The quantities $Q_{n s m_{F}}^{(V)}$ appearing in Eq. (9.3) are also treated as adjustable parameters in the fitting procedure to account for the uncertainties in the bandwidths, detunings and strengths of the excitation and retrieval pulses. A representative output signal in one of the detectors is shown in Fig. 9.2 with experimental data points displayed as red circles and theory as the solid red curve. We find agreement between the experimental data and the best-fit models obtained via Markov Chain Monte Carlo fitting. The input and output polarization angles $\theta_{i}=32^{\circ}$ and $\theta_{i}=24^{\circ}$ were empirically chosen to maximize the visibility of the Rydberg Zeeman beat frequency oscillations.

We have also used an alternative excitation scheme with a smaller value of $k_{12}$ that leads to a diminished amplitude of the oscillations attributed to motion in the traps (see the dashed gray curves in Figure 3). In this scheme atoms are optically pumped into the $\left|5 s_{1 / 2}, F=2, m_{F}=2\right\rangle$ ground state and using the $5 p_{1 / 2}$ level as the intermediate state for two-photon excitation with fields $\Omega_{1}$ and $\Omega_{1}$ having wavelengths of 795 nm and 475 nm . The signal in this case is shown in Fig. 3 for $T=4 \mu K$ and trap depths $U_{0} / k_{B}=22,18$, and $14 \mu K$.

For $n=40$, the light shifts do not significantly contribute to the separation between the three


Figure 9.3: Normalized signal $\eta$ utilizing the alternative excitation scheme via the intermediate $\left|5 p_{1 / 2}\right\rangle$ state and $\left(\theta_{i}, \theta_{d}\right)=\left(32^{\circ}, 24^{\circ}\right)$ for the $m_{J}=-1 / 2$ electronic Zeeman component and principal quantum number $n=60$. Experimental data with best-fit values of temperature of $4 \mu K$ and trap depths of $U_{o} / k_{B}=22,18$ and $14 \mu K$ are shown as red circles, green diamonds, and blue squares, respectively, along with color-coded curves that represent the predictions of a theoretical model that take into account the state-dependence of the optical potentials. The dashed gray curves correspond to a theory in which this state dependence is neglected and a single optical potential is used (that of the $m_{F}=0$ sublevel). The solid gray theory curves correspond to an excitation scheme in which field $\Omega_{1}$ is z-polarized.
$m_{F}$ Rydberg sublevels that are excited. Moreover, the differential optical potentials for the three states are sufficiently small to result in approximately the same motional states for the three levels. This is no longer the case for higher values of $n$. For example, the theoretical curves shown in Fig. 3 for $n=60$, exhibit differences between the models assuming a single state independent potential (that associated with the $m_{F}=m_{J}+m_{I}=0$ level) and the true state-dependent potentials. In addition, for higher values of $n$, effects of spontaneous decay from the $\left|6 p_{3 / 2}\right\rangle$ state, which is coupled to the Rydberg levels by the trap fields adds to the signal decay rate. Moreover, the dephasing associated with the breakdown of the dipole approximation in calculating the contributions of the ponderomotive potential to the light shifts also increases the decay of the signal [53]. Experimental data for $n=60$ shown in Fig. 3 do not allow us to distinguish definitively between the state-independent and state-dependent potential models.


Figure 9.4: Average frequency separation between adjacent nuclear-spin states within the same $m_{J}$ manifold for the $n=60$ Rydberg level as a function of trap depth for the upper ( $m_{J}=\frac{1}{2}$ ), blue circles) and lower ( $m_{J}=-\frac{1}{2}$, blue circles) electronic Zeeman manifold.

The measured frequency intervals as a function of trap depths are displayed in Fig. 9.4 for the two electronic Zeeman components of the $\left|60 s_{1 / 2}\right\rangle$ level, together with linear fits based on Eqs. (9.12,9.32). The two intervals differ by the nuclear Zeeman interaction. The intervals in the absence of the trapping potential are determined by the intercepts of the fits with the ordinate.

Using Eq. (9.12) the value of the hyperfine splitting $\nu_{h f s}=193 \pm 5 \mathrm{kHz}$ for the $n=60$ Rydberg state is determined.

For other values of $n$, fits similiar to those in Fig. 9.2 are made for a single value of the trap depth. Each value of $\nu_{h f s}$ constitutes a weighted average of values obtained over up to three runs using data recorded by the two detectors. The mean value $\nu_{h f s}$ is computed as a weighted average of $\nu_{h f s}^{(i)}$, with the weights being their inverse variances extracted from the individual fits.

The two main sources of uncertainty for $\nu_{h f s}$ are 1) the statistical which is evaluated as weighted sum of the individual values, and 2) the uncertainty in the determination of the trap depth which translates into an error of the inferred differential light shifts for the hyperfine Paschen-Back states. The $\nu_{h f s} \sim n^{-3}$, while differential light shifts scale as $\sim n^{3}$. As a result, the statistical uncertainty is the dominant one for $n=30$ and 40 , whereas the error due to the uncertainty of the trap depth is the larger one for states of $n \geq 51$. The data are shown in Figure 5(a) along with a fit using $\nu_{h f s}=C(n-3.13)^{-3}$ with $C$ as an adjustable parameter. In the inset to Figure 5 we plot the scaled hyperfine constant $A_{n s} \equiv \nu_{h f s}(n-3.13)^{3}$. The weighted average $\bar{A}_{n s}=35.71 \pm 0.18 \mathrm{GHz}$ is plotted as a dashed line together with a corresponding $95 \%$ confidence region. Also shown are the results of prior measurements of $A_{n s}[58,54,55,59,60]$.

### 9.5 Conclusions

In summary, we have analyzed nuclear-spin manifolds associated with the $n s$ Rydberg levels of ${ }^{87} \mathrm{Rb}$ atoms placed in magnetic and optical lattice fields. Using the eigenvalues and eigenkets for the Rydberg manifold, we have investigated the dynamics of phase-matched emission following illumination of an ensemble of cold atoms with excitation and readout laser pulses. In this way, Rydberg state-dependent light shifts and hyperfine splittings for principal quantum numbers between $n=30$ and $n=65$ have been determined. Our results have relevance to implementations of optically-trapped Rydberg qubits allowing for high-fidelity quantum gates.

This work was supported by the ARL Center for Distributed Quantum Information, AFOSR, and the National Science Foundation.

### 9.6 Theoretical Details

### 9.6.1 Basis Set and Hamiltonian

We consider an $n s$ Rydberg level of ${ }^{87} R b$ subjected to a magnetic field $\mathbf{B}$ along $z$ and a $y$-polarized optical trap field nearly resonant with the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition frequency, as shown in Fig. 1. The trap fields counter-propagate in the $x$ direction. The atom-field detuning between the trap field


Figure 9.5: Hyperfine frequency $\nu_{h f s}$ as a function of principal quantum number $n$. The inset depicts the same data after removing the $(n-3.13)^{-3}$ dependence. The red band represents a $95 \%$ confidence interval for our fitted value. Gray intervals are data from Corney 2010 (green), Tauschinsky et al. 2013 (purple), Li et al. 2003 (orange), and Meschede 1987(blue).
frequency and the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition frequency is much larger than the Zeeman splitting of the $6 p_{3 / 2}$ or $n s$ sublevels. We use the $\left|n L S J I F m_{F}\right\rangle$ basis throughout with $S=1 / 2$ and $I=3 / 2$. To simplify the notation we write the state kets for the $n s$ states as $\left|n F m_{F}\right\rangle$, since $L=0$ and $J=1 / 2$ for these states. We denote the zero field hyperfine separation of the $n s$ state by $h \nu_{h f s}$ (the $n$ label is suppressed).

In the absence of all but the Coulomb interaction, there are 8 degenerate levels in an $n s$ manifold, each having energy $E_{n}^{(0)}=\hbar \omega_{n s}$ - we neglect this contribution to the Hamiltonian since it is the same for all the levels. Next there is the contribution to the Hamiltonian from the hyperfine interaction, denoted by $H_{h f}$. In the $\left|n F m_{F}\right\rangle$ basis, this contribution is diagonal and given in frequency units by

$$
\frac{\left\langle n F^{\prime} m_{F}^{\prime}\right| H_{h f}\left|n F m_{F}\right\rangle}{h}=\nu_{h f s}\left\{\begin{array}{c}
\frac{3}{8} \delta_{F, 2}  \tag{9.7}\\
-\frac{5}{8} \delta_{F, 1}
\end{array} \delta_{F, F^{\prime}} \delta_{m_{F}, m_{F}^{\prime}},\right.
$$

where $\delta_{a, b}$ is a Kronecker delta. Finally, there is the magnetic field interaction contribution,

$$
\begin{equation*}
H_{B}=-\frac{\beta_{0} B}{\hbar}\left(g_{s} S_{z}+g_{I} \frac{m_{e}}{m_{p}} I_{z}\right) \tag{9.8}
\end{equation*}
$$

where $\beta_{0}$ is the Bohr magneton and $g_{I}=-0.995 \times 10^{-3}$ [61] is the nuclear $g$-factor. In frequency units,

$$
\begin{align*}
\frac{H_{B}}{h} & =\frac{\beta_{0} B}{h}\left(2 S_{z}+g_{I} \frac{m_{e}}{m_{p}} I_{z}\right) / \hbar \\
& =1.40(\mathrm{MHz}) B(\text { Gauss })\left(2 \frac{S_{z}}{\hbar}+0.995 \times 10^{-3} \frac{I_{z}}{\hbar}\right) \tag{9.9}
\end{align*}
$$

The interaction Hamiltonian $H_{B}$ is not diagonal in the $\left|n F m_{F}\right\rangle$ basis, with matrix elements given by

$$
\begin{align*}
& \left\langle n F^{\prime} m_{F}^{\prime}\right| H_{B}\left|n F m_{F}\right\rangle / h=\nu_{B} \sum_{m_{s}, m_{I}}\left[\begin{array}{ccc}
\frac{1}{2} & \frac{3}{2} & F^{\prime} \\
m_{s} & m_{I} & m_{F}
\end{array}\right]  \tag{9.10}\\
& \times\left[\begin{array}{ccc}
\frac{1}{2} & \frac{3}{2} & F \\
m_{s} & m_{I} & m_{F}
\end{array}\right]\left(2 m_{s}+0.995 \times 10^{-3} m_{I}\right) \delta_{m_{F}, m_{F}^{\prime}}, \tag{9.11}
\end{align*}
$$

where $\nu_{B}=\beta_{0} B / h$ is the Larmor frequency in Hz and the quantity in square brackets is a ClebschGordan coefficient. The modification to the eigenvalues from the nuclear term must be included because of the sensitivity of the experiment to the shift produced by this term, but the eigenkets can be calculated neglecting this contribution.

It is simple to diagonalize $H_{h f}+H_{B}$ since it is block-diagonal. The eigenfrequencies are equal
to

$$
\begin{align*}
\nu_{n 8} & =\frac{3 \nu_{h f s}}{8}+\nu_{B} \quad m_{F}=2 \\
\nu_{n 7, n 1} & =\frac{-\nu_{h f s} \pm 4 \sqrt{\nu_{h f s}^{2}+2 \nu_{h f s} \nu_{B}+4 \nu_{B}^{2}}}{8} m_{F}=1 \\
\nu_{n 6, n 2} & =\frac{-\nu_{h f s} \pm 4 \sqrt{\nu_{h f s}^{2}+4 \nu_{B}^{2}}}{8} m_{F}=0 \\
\nu_{n 5, n 3} & =\frac{-\nu_{h f s} \pm 4 \sqrt{\nu_{h f s}^{2}-2 \nu_{h f s} \nu_{B}+4 \nu_{B}^{2}}}{8} m_{F}=-1 \\
\nu_{n 4} & =\frac{3 \nu_{h f s}}{8}-\nu_{B} \quad m_{F}=-2 \tag{9.12}
\end{align*}
$$

and the eigenkets can be written as $\left|n \nu_{n i} m_{F}\right\rangle$, where $i$ labels the frequency $\nu_{n i}$ of each level (these eigenkets are not written explicitly). In the limit that $\nu_{B} \gg \nu_{h f s}$, approximately satisfied in our experiment (Pashen-Back region), one recovers the $\left|m_{s} m_{I}\right\rangle$ eigenkets with associated energy levels $\pm h \nu_{B}$, corrected by $h \nu_{h f s} m_{s} m_{I} / 2$ (spacing about $h \nu_{h f s} / 4$ ). In the upper Zeeman sub-manifold the energy order (from highest to lowest) is $m_{F}=2,1,0,-1$ and in the lower Zeeman sub-manifold it is $m_{F}=-2,-1,0,1$.

### 9.6.2 Optical Potentials

We now need to calculate the contributions to the Hamiltonian arising from the trap field. In a paraxial approximation, the trap electric field, $\mathbf{E}(\mathbf{R}, t)=E(\mathbf{R}, t) \mathbf{u}_{y}$, is taken as

$$
\begin{align*}
E(\mathbf{R}, t)= & \frac{1}{4}\left[E_{+}(\rho, X) e^{i k_{L} X}+E_{-}(\rho, X) e^{-i k_{L} X}\right] e^{-i \omega_{L} t} \\
& + \text { c.c. }, \tag{9.13}
\end{align*}
$$

where

$$
\begin{equation*}
E_{ \pm}(\rho, X)=E_{ \pm, 0} \frac{w_{ \pm, 0}}{w_{ \pm}(X)} e^{-\rho^{2} / w_{ \pm}^{2}(X)}, \tag{9.14}
\end{equation*}
$$

$\rho$ is the coordinate transverse to $X, E_{ \pm, 0}$ are the field amplitudes for the trap fields propagating to the right and left, $w_{ \pm, 0}$ are the waist radii of these fields,

$$
\begin{equation*}
w_{ \pm}(X)=w_{ \pm, 0} \sqrt{1+\frac{\left(X-X_{ \pm, 0}\right)^{2}}{X_{ \pm, r}^{2}}} \tag{9.15}
\end{equation*}
$$

$X_{ \pm, r}=\pi w_{ \pm, 0}^{2} / \lambda_{L}$ are Rayleigh lengths, $X_{ \pm, 0}$ are the positions of the foci of the beams, and $\lambda_{L}=$ $2 \pi / k_{L}=2 \pi c / \omega_{L}$ is the wavelength of the trap beam. We have allowed for unbalanced beams,
that is, the beams propagating in the $\pm X$ directions can have different waists and be centered at different positions.

The detuning of the trap field frequency from all the ground to excited state transition frequencies is sufficiently large to insure that the optical potential is the same for all ground state sublevels. The ground state optical potential is

$$
\begin{equation*}
U_{g}=-\frac{1}{2} \alpha_{g}|\bar{E}(\mathbf{R})|^{2} \tag{9.16}
\end{equation*}
$$

where

$$
|\bar{E}(\mathbf{R})|^{2}=\frac{1}{8}\left[\begin{array}{c}
4 E_{+}(\rho, X) E_{-}(\rho, X) \cos ^{2}\left(k_{L} X\right)  \tag{9.17}\\
+\left[E_{+}(\rho, X)-E_{-}(\rho, X)\right]^{2}
\end{array}\right]
$$

and $\alpha_{g}$ is the ground state polarizabilty. The trap depth $U_{0}(\rho, X)$ of the ground state optical potential is given by

$$
\begin{equation*}
U_{0}(\rho, X)=h \tilde{U}_{0}(\rho, X)=\frac{1}{4} \alpha_{g} E_{+}(\rho, X) E_{-}(\rho, X), \tag{9.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{U}_{0}(\rho, X)=\frac{1}{4 h} \alpha_{g} E_{+}(\rho, X) E_{-}(\rho, X) \tag{9.19}
\end{equation*}
$$

is the trap depth in frequency units. Therefore we can write

$$
\begin{gather*}
\tilde{U}_{g}(\rho, X)=U_{g}(\rho, X) / h \\
=-\tilde{U}_{0}(\rho, X)\left[\cos ^{2}\left(k_{L} X\right)+\frac{\left[E_{+}(\rho, X)-E_{-}(\rho, X)\right]^{2}}{4 E_{+}(\rho, X) E_{-}(\rho, X)}\right] \tag{9.20}
\end{gather*}
$$

The optical potential associated with an $n s$ Rydberg level has been calculated previously [48, 57] and consists of two parts. First there is the ponderomotive potential associated with the $A^{2}$ (A is the vector potential of the trap field) contribution to the Hamiltonian and is the same for all the levels in the $n s$ Rydberg manifold. Explicitly the ponderomotive potential is given by

$$
U_{n}^{p o n}(\rho, X)=-\frac{\left|\alpha_{f}\right|}{16}\left[\begin{array}{c}
4 \theta_{n} E_{+}(\rho, X) E_{-}(\rho, X) \cos ^{2}\left(k_{L} X\right)  \tag{9.21}\\
+\left[E_{+}(\rho, X)-E_{-}(\rho, X)\right]^{2} \\
+2 E_{+}(\rho, X) E_{-}(\rho, X)\left(1-\theta_{n}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
\alpha_{f}=\left(-\frac{e^{2}}{m_{e} \omega_{L}^{2}}\right) \tag{9.22}
\end{equation*}
$$

is the free electron polarizability, and $\theta_{n}$ is a "landscape" factor [53].
In addition to the ponderomotive contribution to the Hamiltonian, there is also the $\mathbf{A} \cdot \mathbf{p}$ contribution. Although the A•p contribution contains a sum over all intermediate states, the trap field
is in near-resonance with the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition and we can restrict the the sum to only the hyperfine states in the $6 p_{3 / 2}$ manifold. In that limit it makes no difference whether we use the $\mathbf{A} \cdot \mathbf{p}$ or $\mathbf{E} \cdot \mathbf{r}$ form of the interaction potential. However, the detuning of the trap field frequency from the $|n s\rangle \leftrightarrow\left|6 p_{3 / 2}\right\rangle$ transition frequency is not sufficiently large to justify the neglect of the hyperfine splitting of the $6 p_{3 / 2}$ sublevels. This results in optical potentials that are dependent on the $m_{F}$ values of the $n s$ Rydberg sublevels.

The interaction Hamiltonian associated with this nearly resonant contribution is denoted by $H_{r}$, having matrix elements in frequency units given by [62]

$$
\frac{\left\langle n F^{\prime} m_{F}^{\prime}\right| H_{r}\left|n F m_{F}\right\rangle}{h}=\sum_{K, Q} S_{F^{\prime} F}(K)\left[\begin{array}{ccc}
F^{\prime} & K & F  \tag{9.23}\\
m_{F}^{\prime} & Q & m_{F}
\end{array}\right] \varepsilon_{Q}^{K}
$$

where

$$
\begin{gather*}
S_{F^{\prime} F}(K)=\sum_{H} \frac{(-1)^{F^{\prime}+H+K} \chi_{H ; n F}^{+}(\rho, X) \chi_{H ; n F^{\prime}}^{-*}(\rho, X)}{2 \pi \Delta_{n s, H}} \\
\quad \times[(2 K+1) /(2 F+1)]^{1 / 2}\left\{\begin{array}{ccc}
F & F^{\prime} & K \\
1 & 1 & H
\end{array}\right\} \\
\times\left[\cos ^{2}\left(k_{L} X\right)+\frac{\left[E_{+}(\rho, X)-E_{-}(\rho, X)\right]^{2}}{4 E_{+}(\rho, X) E_{-}(\rho, X)}\right],  \tag{9.24}\\
\chi_{H ; n F}^{ \pm}(\rho, X)=-\mu_{H ; n F} E_{ \pm}(\rho, X) / 2 \hbar, \tag{9.25}
\end{gather*}
$$

$\mu_{H F}$ is the reduced matrix element of the dipole moment operator between hyperfine states $H$ of the $6 p_{3 / 2}$ level and the $n s F$ Rydberg level, the quantity in braces is a $6-\mathrm{J}$ symbol,

$$
\begin{equation*}
\Delta_{n s, H}=\omega_{L}-\omega_{n s, H} \tag{9.26}
\end{equation*}
$$

is an atom-field detuning for the transition between hyperfine states $H$ of the $6 p_{3 / 2}$ level and the Rydberg level $n s$,

$$
\varepsilon_{Q}^{K}=\sum_{q, q^{\prime}}(-1)^{q^{\prime}} \epsilon_{q}\left(\epsilon_{-q^{\prime}}\right)^{*}\left[\begin{array}{ccc}
1 & 1 & K  \tag{9.27}\\
q & q^{\prime} & Q
\end{array}\right]
$$

$e_{q}$ are spherical components of the polarization $\epsilon$, and

$$
\begin{equation*}
\epsilon_{ \pm 1}=\mp \frac{\epsilon_{x} \pm i \epsilon_{y}}{\sqrt{2}} ; \quad \epsilon_{0}=\epsilon_{z} . \tag{9.28}
\end{equation*}
$$

Note that the sum over $H$ consists of the 4 hyperfine levels of the $6 p_{3 / 2}$ state ( $H=0,1,2,3$ ). For a $y$-polarized field $\left(\epsilon_{x}=\epsilon_{z}=0 ; \epsilon_{y}=1\right)$,

$$
\begin{equation*}
\epsilon_{ \pm 1}=-\frac{i}{\sqrt{2}} ; \quad \epsilon_{0}=0 \tag{9.29}
\end{equation*}
$$

and

$$
\begin{gather*}
\epsilon_{Q}^{K}(y)=-\frac{1}{\sqrt{3}} \delta_{K, 0} \delta_{Q, 0} \\
-\delta_{K, 2}\left[\frac{1}{\sqrt{6}} \delta_{Q, 0}+\frac{1}{2}\left(\delta_{Q, 2}+\delta_{Q,-2}\right)\right] \tag{9.30}
\end{gather*}
$$

The reduced Rabi frequency $\chi_{H ; n F}$ can be written in terms of that in the $J$ basis as

$$
\begin{align*}
\chi_{H ; n F}= & \chi_{6 p_{3 / 2}, n s_{1 / 2}}(-1)^{F+1} \sqrt{(2 F+1)(2 H+1)} \\
& \times\left\{\begin{array}{ccc}
\frac{3}{2} & 1 & \frac{1}{2} \\
F & \frac{3}{2} & H
\end{array}\right\} \tag{9.31}
\end{align*}
$$

implying that the optical potential for each sublevel is proportional to

$$
\chi_{6 p_{3 / 2}, n s_{1 / 2}}^{+}(\rho, X) \chi_{6 p_{3 / 2}, n s_{1 / 2}}^{-*}(\rho, X) .
$$

### 9.6.3 Rydberg Level Eigenfrequencies

In principle, we should now diagonalize the entire $n s$ subspace. It turns out, however, that the effects of the optical potential can be treated using first order perturbation theory if the basis eigenkets associated with the eigenvalues given in Eq. (9.12) are used. That is when we transform the optical potential to this basis, it is effectively diagonal for our experimental parameters. Using such a procedure we can write the near-resonant contribution to the energy of each level $\nu_{n i}$ of the manifold as

$$
\begin{gather*}
U_{\nu_{n i}}^{r}(\rho, X) \approx-h b_{\nu_{n i}}(\rho, X) \\
\times\left[\cos ^{2}\left(k_{L} X\right)+\frac{\left[E_{+}(\rho, X)-E_{-}(\rho, X)\right]^{2}}{4 E_{+}(\rho, X) E_{-}(\rho, X)}\right], \tag{9.32}
\end{gather*}
$$

where $b_{\nu_{n i}}$ is in frequency units. The values of $b_{\nu_{n i}}$ are the diagonal elements of the $H_{r}$ contribution to the Hamiltonian, when the $\left|n F m_{F}\right\rangle$ eigenkets are expanded in terms of the $\left|n \nu_{n i} m_{F}\right\rangle$ eigenkets associated with the eigenfrequencies given in Eq. (9.12). The $b_{\nu_{n i}}$ values depend on the detuning of the of the trap fields from each of the hyperfine levels of the $6 p_{3 / 2}$ manifold as well as the matrix
elements connecting these hyperfine levels to the ground and Rydberg levels - as a consequence of the different matrix elements, the $b_{\nu_{n i}}$ are different for each of the Rydberg sublevels. The ponderomotive contribution to the energy is given in Eq. (9.21).

Both the near-resonant and ponderomotive components of the Rydberg optical potentials, as well as the ground state optical potential, contain both lattice [terms proportional to $\cos ^{2}\left(k_{L} X\right)$ ] and non-lattice contributions. The lattice potentials can result in a differential level shift for the Rydberg levels, owing to the fact that the trap depth differs for the different Rydberg sublevels. To account for this differential shift, we write $\cos ^{2}\left(k_{L} X\right)=1-\sin ^{2}\left(k_{L} X\right)$. The resulting terms that are proportional to $\sin ^{2}\left(k_{L} X\right)$ constitute the lattice potential and " 1 " contributes to the non-lattice potential.

For our magnetic field strength of about 5 Gauss, the two Zeeman sub-manifolds, each containing four of the eight sublevels of the $n s$ Rydberg level, are separated by about 14 MHz . As such, the excitation fields can be chosen to excite only one of the Zeeman sub-manifolds. Thus we need consider only the optical potentials of four levels at a time. For magic wavelength lattices, one matches the ground and excited state trap potentials by a proper choice of the trap field detuning. In our case. it is not possible to simultaneously match the potentials for all the Rydberg sublevels. For a given Zeeman sub-manifold, we match the $m_{F}=0$ potential. Using Eqs. (9.20), (9.21), and (9.32), we find the matching condition is

$$
\begin{equation*}
b_{n s, m_{F}=0}(\rho, X)=\tilde{U}_{0}(\rho, X)\left(1+\frac{\left|\alpha_{f}\right|}{\alpha_{g}} \theta_{n}\right), \tag{9.33}
\end{equation*}
$$

where the $m_{F}$ value now uniquely labels the energy of a level in each Zeeman sub-manifold. Then the differences in the non-lattice part of excited and ground state potentials, written in frequency units, are

$$
\begin{gather*}
\tilde{D}_{n s m_{F}}(\rho, X)=\tilde{U}_{n s m_{F}}(\rho, X)-\tilde{U}_{g}(\rho, X) \\
=\tilde{U}_{0}(\rho, X) \frac{\left|\alpha_{f}\right|}{2 \alpha_{g}}\left(1-\theta_{n}\right)[1+2 r(\rho, X)] \\
-\left[b_{n s m_{F}}(\rho, X)-b_{n s, m_{F}=0}(\rho, X)\right][r(\rho, X)+1] \tag{9.34}
\end{gather*}
$$

where

$$
\begin{equation*}
r=\frac{\left(E_{+}-E_{-}\right)^{2}}{4 E_{+} E_{-}} \tag{9.35}
\end{equation*}
$$

The spatial variations of $\tilde{U}_{0}(\rho, X)$ at the different atomic positions lead to a dephasing which degrades the output signal.

The ground and excited state lattice potentials are approximated by

$$
\begin{align*}
\tilde{U}_{g}(\rho, X) & =\tilde{U}_{n s 0}(X) \approx \tilde{U}_{0}(0,0) \sin ^{2}\left(k_{L} X\right) \\
\tilde{U}_{n s m_{F}}(X) & \approx \frac{b_{n s m_{F}}(0,0)}{b_{n s, m_{F}=0}(0,0)} \tilde{U}_{0}(0,0) \sin ^{2}\left(k_{L} X\right) \tag{9.36a}
\end{align*}
$$

The lattice potentials determine the center-of-mass motion of the atoms. Since these potentials are state-dependent, the motion must be treated quantum mechanically. The spatial dependence of $\tilde{U}_{0}$ is neglected in calculating the motional states - that is, $\tilde{U}_{0}$ is evaluated at the center of the atomic cloud. The justification for this approximation is traced to the fact that the transverse width of the excitation fields is much less than that of the trap fields - the trap potential is approximately constant over the excitation volume. Even though $\tilde{U}_{0}$ does not vary that much over the excitation volume, it still can have an effect when it appears in phases for sufficiently long times - that is why such effects must be included in $\tilde{D}_{n s m_{F}}$.

### 9.6.4 Excitation Scheme

The atoms are optically pumped into a single magnetic sublevel having angular momentum quantum number $G$ and magnetic quantum number $m_{G}$. Counter-propagating fields incident along the $x$-direction drive a two-photon transition from this ground state to the Zeeman manifolds of an $n s$ Rydberg level. We consider only transitions into the four levels of the upper Zeeman manifold ( $m_{J}=1 / 2$ ). These are spectrally isolated from the lower Zeeman manifold. Transitions to the lower manifold can be treated by the same formalism. The two-photon transition is via one of the hyperfine levels (labeled by its angular momentum quantum number $H$ ) of an intermediate $n p$ state. The first of the excitation fields is nearly resonant (but still far enough from resonance to neglect any saturation effects) with the ground to intermediate state transition and has polarization given by $\cos \theta_{i} \mathbf{u}_{z}+\sin \theta_{i} \mathbf{u}_{y}$. The second field completes the transition to the Rydberg sublevels and is polarized in the $z$ direction. At this point in the calculation, we neglect any motion of the atoms; that is we assume the atoms are at fixed positions. The expressions to be derived will then be generalized to account for the motion of the atoms in the trap potentials.

### 9.6.4.1 First step

In perturbation theory and in an interaction representation, the intermediate state amplitudes evolve
approximately as

$$
\begin{equation*}
c_{p_{J} H m_{H}}=\frac{\Omega_{1}(\rho, X) f_{1}(t) e^{-i \Delta_{m_{H}, m_{G}} t}}{2 \sqrt{2 H+1} \Delta_{m_{H}, m_{G}}} P\left(m_{G}, m_{H}, \theta_{i}\right), \tag{9.37}
\end{equation*}
$$

where

$$
\begin{gather*}
P\left(m_{G}, m_{H}, \theta\right)=\left(\begin{array}{c}
\cos \theta\left[\begin{array}{ccc}
G & 1 & H \\
m_{G} & 0 & m_{H}
\end{array}\right] \\
+\frac{i \sin \theta}{\sqrt{2}}\left[\begin{array}{ccc}
G & 1 & H \\
m_{G} & 1 & m_{H}
\end{array}\right] \\
+\frac{i \sin \theta}{\sqrt{2}}\left[\begin{array}{ccc}
G & 1 & H \\
m_{G} & -1 & m_{H}
\end{array}\right]
\end{array}\right),  \tag{9.38}\\
\Omega_{1}(\rho, X)=-\frac{E_{1}(\rho, X)}{\hbar}\left\langle p_{J} H\|\mu\| G\right\rangle  \tag{9.39}\\
\Delta_{m_{H}, m_{G}}=\omega_{L_{1}}-\omega_{m_{H}, m_{G}} \tag{9.40}
\end{gather*}
$$

$\left\langle p_{j} H\|\mu\| G\right\rangle$ is a reduced matrix element, $p_{J}$ is a label for the intermediate state, $\omega_{m_{H}, m_{G}}$ is the frequency difference between the $m_{H}$ hyperfine level and the $m_{G}$ ground state level, $\omega_{L_{1}}$ is the frequency of the first excitation field, $E_{1}(\rho, X)$ its amplitude, and $f_{1}(t)$ is its envelope function. It is assumed that the field is in near resonance with a single hyperfine level $H$ of either the $p_{J}=6 p$ or $p_{J}=5 p$ manifolds, depending on the excitation scheme. Although in near-resonance, the detunings $\Delta_{m_{H}, m_{G}}$ satisfy $\Delta_{m_{H}, m_{G}} T_{p e} \gg 1$ and $\gamma_{H} /\left(2 \Delta_{m_{H}, m_{G}}\right) \ll 1$, where $T_{p e}$ is the excitation pulse duration and $\gamma_{H}$ is the decay rate of the intermediate state; as a consequence of the first inequality, the intermediate state amplitude adiabatically follows the field amplitude. Note that $\Delta_{0, m_{G}}$ corresponds to $\Delta$ in Figure 1 (b). In our experiment, $\Delta / 2 \pi \approx 12 \mathrm{MHz}, T_{p e} \approx 1.0 \mu \mathrm{~s}$, and the frequency spacing between the adjacent $6 p_{3 / 2}(H=3)$ magnetic sublevels is $\approx 4.7 \mathrm{MHz}$.

### 9.6.4.2 Second Step

The second excitation field, which is applied simultaneously with the first, couples each intermediate state magnetic sublevel labeled by $m_{H}$ to a single level in the upper Zeeman ( $m_{J}=1 / 2$ ) sub-manifold having the same value, $m_{F}=m_{H}$, which remains a good quantum number. Since the final states are approximate eigenstates of $I_{z}$ and $J_{z}$ (Paschen-Back region), it is convenient to
use the $m_{J} m_{I}$ basis for these final excited states. Thus, we write

$$
\begin{gather*}
\dot{c}_{n s, 1 / 2, m_{I}}=\frac{i E_{2}(\rho, X) f_{2}(t)}{2 \hbar} c_{p_{J} H m_{H}}(t) \\
\times \sum_{m_{H}} e^{-i \Delta_{m_{J} m_{I}, H m_{H}} t}\left\langle n s, m_{J}=1 / 2, m_{I}\right| \mu_{z}\left|p_{J} H m_{H}\right\rangle \tag{9.41}
\end{gather*}
$$

where

$$
\begin{equation*}
\Delta_{m_{J} m_{I}, m_{H}}=\omega_{L_{2}}-\omega_{m_{J} m_{I}, m_{H}} \tag{9.42}
\end{equation*}
$$

$\omega_{m_{J} m_{I}, m_{H}}$ is the frequency difference between the $n s m_{J} m_{I}$ Rydberg level and the $m_{H}$ hyperfine level, $\omega_{L_{2}}$ is the frequency of the second excitation field, $E_{2}(\rho, X)$ its amplitude, and $f_{2}(t)$ is its envelope function. The kets $\left|p_{J} H m_{H}\right\rangle$ are expanded as

$$
\left|p_{J} H m_{H}\right\rangle=\sum_{m_{I}^{\prime}, m_{J}^{\prime}}\left[\begin{array}{ccc}
J_{p} & 3 / 2 & H  \tag{9.43}\\
m_{J}^{\prime} & m_{I}^{\prime} & m_{H}
\end{array}\right]\left|p_{J}, m_{J}^{\prime}, m_{I}^{\prime}\right\rangle
$$

and substituted into Eq. (9.41). In the resulting expression, only those matrix elements having $m_{J}^{\prime}=m_{J}=1 / 2$ and $m_{I}^{\prime}=m_{I}$ contribute in Eq. (9.41); as a consequence, we find

$$
\begin{gather*}
\dot{c}_{n s, 1 / 2, m_{I}}=-i \frac{\Omega_{2}(\rho, X) \Omega_{1}(\rho, X) f_{1}(t) f_{2}(t)}{4 \sqrt{2 p_{J}+1} \sqrt{2 H+1}} \\
\times e^{-i \Delta_{m_{J} m_{I}, m_{G}} t} \sum_{m_{H}} \frac{P\left(m_{G}, m_{H}, \theta_{i}\right)}{\Delta_{m_{H}, m_{G}}} \\
\times\left[\begin{array}{ccc}
J_{p} & 1 & 1 / 2 \\
1 / 2 & 0 & 1 / 2
\end{array}\right]\left[\begin{array}{ccc}
J_{p} & 3 / 2 & H \\
1 / 2 & m_{I} & m_{H}
\end{array}\right], \tag{9.44}
\end{gather*}
$$

where $J_{p}$ is the angular momentum of the intermediate $p$ state,

$$
\begin{gather*}
\Omega_{2}(\rho, X)=-\frac{E_{2}(\rho, X)}{\hbar}\left\langle n s_{1 / 2}\|\mu\| p_{J}\right\rangle  \tag{9.45}\\
\Delta_{m_{J} m_{I}, m_{G}}=\omega_{L_{1}}+\omega_{L_{2}}-\omega_{m_{J} m_{I}, m_{G}} \tag{9.46}
\end{gather*}
$$

$\omega_{m_{J} m_{I}, m_{G}}$ is the frequency difference between the $n s m_{J} m_{I}$ Rydberg level and the $m_{G}$ ground level, and we have used Eq. (9.37). If we define

$$
\begin{align*}
& K\left(m_{G}, m_{H}, m_{J}, m_{I}\right)=\frac{P\left(m_{G}, m_{H}, \theta_{i}\right)}{\Delta_{m_{H}, m_{G}}} \\
& \quad \times \int_{-\infty}^{\infty} d t f_{1}(t) f_{2}(t) e^{-i \Delta_{m_{J} m_{I}, m_{G} t} t} \tag{9.47}
\end{align*}
$$

then

$$
\begin{gather*}
c_{1 / 2, m_{I}}\left(0^{+}\right)=-\frac{i \Omega_{2}(\rho, X) \Omega_{1}(\rho, X)}{4 \sqrt{2 H+1} \sqrt{2 J_{p}+1}} \\
\times \sum_{m_{H}} K\left(m_{G}, m_{H}, 1 / 2, m_{I}\right)\left[\begin{array}{ccc}
J_{p} & 1 & 1 / 2 \\
1 / 2 & 0 & 1 / 2
\end{array}\right]\left[\begin{array}{ccc}
J_{p} & 3 / 2 & H \\
1 / 2 & m_{I} & m_{H}
\end{array}\right], \tag{9.48}
\end{gather*}
$$

where $0+$ is a time immediately following the excitation pulses. Only a single term, one having $m_{H}=1 / 2+m_{I}$ enters the sum - that is, each intermediate state is coupled only to a single final state in the upper Zeeman manifold having the same value of $m_{F}$. A specific example is given below in Sec. 9.6.7.

### 9.6.5 Retrieval Pulse

The excitation pulses create coherence $\rho_{G m_{G}, n s m_{J} m_{I}}$ between the ground $G m_{G}$ level and the $n s m_{J} m_{I}$ Rydberg sublevels. The relative values of $\rho_{G m_{G} ; n s m_{J} m_{I}}$ for different $m_{J} m_{I}$ is determined by the polarization of the excitation fields. To monitor this coherence, a retrieval pulse, polarized in the $z$ direction and propagating in the same direction as the second excitation field is applied at a time $T_{s}$ following the excitation pulses. The field is resonant with the the same Rydberg intermediate state transition used in the excitation process. The retrieval pulse creates coherences $\rho_{G m_{G} ; p_{J} H m_{H}}$ which lead to phase matched emission on the ground to intermediate state transition in the same direction as the first excitation field. In general, this emission will have polarization components in both the $y$ and $z$ directions

The retrieval pulse drives transitions between states having the same value of $m_{F}$. The appropriate equations of motion are

$$
\begin{align*}
\dot{c}_{p_{J} H m_{H}}= & -\frac{\gamma_{H}}{2} c_{p_{J} H m_{H}} \\
& +\frac{i E_{r}(\rho, X) f_{r}\left(t-T_{s}\right)}{2 \hbar} e^{i \Delta_{m_{H} ; 1 / 2, m_{I}}^{r} t} \\
& \times\left\langle p_{J} H m_{H}\right| \mu_{z}\left|n s m_{J} m_{I}\right\rangle c_{m_{J} m_{I}}, \tag{9.49}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{m_{H}, m_{J} m_{I}}^{r}=\omega_{L_{r}}-\omega_{m_{J} m_{I}, m_{H}} \tag{9.50}
\end{equation*}
$$

$\omega_{L_{r}}$ is the frequency of the of the retrieval pulse, $E_{r}(\rho, X)$ its amplitude, and $f_{r}\left(t-T_{s}\right)$ is its envelope function. The field frequency can be chosen to insure that $\Delta_{m_{H}, m_{J} m_{I}}^{r}=0$ for a given value of $m_{H}$ but, owing to the Zeeman splitting in the intermediate state, it cannot be equal to zero for all values of $m_{H}$.

Following the same procedure we used for the excitation field, we find

$$
\begin{gather*}
\dot{c}_{p_{J} H m_{H}}=-\frac{\gamma_{H}}{2} c_{p_{J} H m_{H}} \\
-i \frac{\Omega_{r}(\rho, X)}{2 \sqrt{2 J_{p}+1}} f_{r}\left(t-T_{s}\right) e^{i \Delta_{m_{H} ; 1 / 2, m_{H}-1 / 2}^{r} t} \\
\times\left[\begin{array}{ccc}
J_{p} & 1 & 1 / 2 \\
1 / 2 & 0 & 1 / 2
\end{array}\right]\left[\begin{array}{ccc}
J_{p} & 3 / 2 & H \\
1 / 2 & m_{H}-1 / 2 & m_{H}
\end{array}\right] c_{n s, 1 / 2, m_{H}-1 / 2}, \tag{9.51}
\end{gather*}
$$

where

$$
\begin{equation*}
\Omega_{r}(\rho, X)=-\frac{E_{r}(\rho, X)}{\hbar}\left\langle p_{J}\|\mu\| n s_{1 / 2}\right\rangle \tag{9.52}
\end{equation*}
$$

In contrast to the excitation pulse, the duration of retrieval pulse is greater than $\gamma_{H}^{-1}$; moreover, its Rabi frequency is typically larger than $\gamma_{H}$ so as to collect the output signal on a time scale of order $\gamma_{H}^{-1}$. As such a perturbation treatment is no longer valid and Eq. (9.51) must be solved numerically along with the corresponding equation for $\dot{c}_{n s m_{J} m_{I}}$. This solution provides values for $c_{p_{J} H m_{H}}(t)$ in terms of $c_{n s m_{J} m_{I}}\left(0^{+}\right)$, which can be used to calculate the radiated signal. Since we are considering only a single Zeeman sub-manifold with $m_{J}=1 / 2$ and a single value of $H$, there is no sum in Eq. (9.51). Only a single value of $H$ and $m_{I}=m_{H}-1 / 2$ are present in the equation. If we write

$$
\begin{align*}
& \Delta_{m_{H} ; 1 / 2, m_{H}-1 / 2}^{r} t=\Delta_{m_{H} ; 1 / 2, m_{H}-1 / 2}^{r} T_{s} \\
& \quad+\Delta_{m_{H} ; 1 / 2, m_{H}-1 / 2}^{r}\left(t-T_{s}\right), \tag{9.53}
\end{align*}
$$

then the formal solution of Eq. (9.51) is given by

$$
\begin{gather*}
c_{p_{J} H m_{H}}(t)=R_{p_{J} H m_{H} ; n s m_{J} m_{I}}\left(t-T_{s}\right) \\
\times e^{i \Delta_{m_{H} ; 1 / 2, m_{H}-1 / 2}^{r} T_{s}} \\
\times c_{n s m_{J} m_{I}}\left(0^{+}\right) \delta_{m_{J}, 1 / 2} \delta_{m_{I}, m_{H}-1 / 2} . \tag{9.54}
\end{gather*}
$$

In all but the perturbation theory limit, $R_{p_{J} H m_{H} ; n s m_{J} m_{I}}\left(t-T_{s}\right)$ is a nonlinear function of $\Omega_{r}$. The
interaction representation density matrix element,

$$
\begin{equation*}
\rho_{p_{J} H m_{H} ; G m_{G}}^{I}(t) \approx c_{p_{J} H m_{H}}(t), \tag{9.55}
\end{equation*}
$$

since the initial state amplitude is unchanged in lowest order perturbation theory.
So far the calculations have been carried out for an atom located at $X=0$. To generalize Eq. (9.55) for an atom located at $X=X_{j}$, we set

$$
\begin{equation*}
\rho_{p_{J} H m_{H} ; G m_{G}}^{I(j)}(t) \approx c_{p_{J} H m_{H}}(t) e^{i k_{0} X_{j}}, \tag{9.56}
\end{equation*}
$$

where $k_{0}=\omega_{H G} / c=\omega_{L_{r}} / c$.

### 9.6.6 Signal

The excitation, readout, and vacuum fields combine to produce a phase-matched emission in the $\mathbf{u}_{x}$ direction. The output electric field in the phase-matched direction has both $y$ and $z$ polarization components. These components are mixed on a half-wave plate oriented at an angle $\theta_{d} / 2$ from the $z$ axis to produce new vertical and horizontal components given by

$$
\begin{align*}
& E_{V}=E_{z} \cos \theta_{d}+E_{y} \sin \theta_{d} \\
& E_{H}=E_{y} \cos \theta_{d}-E_{z} \sin \theta_{d}, \tag{9.57}
\end{align*}
$$

which are then separated by a polarizing beam splitter and measured in two detectors. We discuss only the vertical component signal - the horizontal component signal can be obtained by interchanging $\cos \theta_{d}$ with $-\sin \theta_{d}$ and $\sin \theta_{d}$ with $\cos \theta_{d}$ in the final result.

The time-integrated phase-matched signal recorded at the vertical detector is proportional to a quantity $S_{V}$ defined by

$$
\begin{equation*}
S_{V}\left(T_{s}\right)=X_{d}^{2} \int d t\left\langle E_{V+}\left(X_{d}, t\right) E_{V-}\left(X_{d}, t\right)\right\rangle \tag{9.58}
\end{equation*}
$$

where $E_{V \pm}\left(X_{d}, t\right)$ are the positive and negative frequency components of the vertical component of the electric field operator evaluated at some arbitrary point $X_{d}$ in the radiation zone to the right of the half-wave plate. Using source-field theory [29], it then follows that

$$
\begin{equation*}
S_{V}\left(T_{s}\right)=\int_{0}^{\infty} d t\left|G_{V}\left(X_{d}, t\right)\right|^{2} \tag{9.59}
\end{equation*}
$$

where

$$
\begin{align*}
& G_{V}\left(X_{d}, t\right)=\frac{\omega_{0}^{2}}{4 \pi \epsilon_{0} c^{2}} \sum_{m_{H}} e^{-i \omega_{m_{H} m_{G}}\left(t-X_{d} / c\right)} \\
& \times\left\langle G m_{G}\right|\left(\mu_{z} \cos \theta_{d}+\mu_{y} \sin \theta_{d}\right)\left|p_{J} H m_{H}\right\rangle \\
& \times \sum_{j=1}^{N} \rho_{p_{J} H m_{H}, G m_{G}}^{I(j)}\left(t-X_{d} / c\right) e^{-i k_{0} X_{j}} \\
& =\left(\frac{\omega_{0}^{2}}{4 \pi \epsilon_{0} c^{2}}\right) \frac{\left\langle p_{J} H\|\mu\| G\right\rangle^{*}}{\sqrt{2 H+1}} \\
& \times \sum_{m_{I}=-3 / 2}^{3 / 2} e^{i\left(\omega_{L_{r}}-\omega_{1 / 2, m_{I} ; m_{G}}\right) T_{s}} P\left(m_{G}, m_{I}+1 / 2, \theta_{d}\right) \\
& \times \sum_{j=1}^{N} R_{p_{J} H m_{I}+1 / 2 ; n s, 1 / 2, m_{I}}^{(j)}\left(t-T_{s}-X_{d} / c\right) \\
& \times e^{-i \omega_{H, m_{I}+1 / 2 ; G m_{G}}^{\left(t-T_{s}-X_{d} / c\right)} c_{n s, 1 / 2, m_{I}}^{(j)}\left(0^{+}\right),} \tag{9.60}
\end{align*}
$$

and Eqs. (9.54) and (9.56) have been used. The spatial phase factors of the excitation fields have been accounted for in Eq. (9.56), so that the only spatial dependence of $c_{n s, 1 / 2, m_{I}}^{(j)}\left(0^{+}\right)$on $j$ is related to the fact that the excitation field envelopes, $E_{1,2}(\rho, X)$ are a function of position in the atomic cloud. By combining the numerical solution leading to Eq. (9.54) with Eq. (9.48), it is the possible to calculate $G_{V}\left(X_{d}, t\right)$ and $S_{V}\left(T_{s}\right)$.

### 9.6.6.1 Modifications resulting from the trap potentials

The trap potentials lead to a number of qualitatively different effects that modify the signal intensity. Of primary concern to us is the motional dephasing that occurs between the excitation and readout pulses. By using matched trap potentials for both the ground and Rydberg levels, the motional dephasing can be reduced significantly from a case in which the atoms undergo force-free motion. Since it is not possible to match all the Rydberg sublevel potentials to the ground state potential, there is some slight dephasing that results from the potential differences as a result of the spatial dependence of the fields in the atomic cloud. This is in addition to a similar dephasing that occurs for high $n$ Rydberg levels associated with the ponderomotive potential.

To generalize the result to include the effects of the trap potentials, we make a number of simplifying assumptions. First, we assume that atomic motion is frozen during the excitation and retrieval pulses. For our trap depths and temperatures, this is generally a very good approximation. Second, we approximate the energy levels in each potential as those associated with the quasibound states of the corresponding Mathieu equation problem [50]. Although we use the Mathieu equation
quasibound eigenenergies (since they appear in phases), we calculate transition matrix elements using harmonic oscillator wave functions, assuming the atoms are sufficiently cold to be localized near the bottom of the wells. As was already mentioned, we neglect any spatial variations of the field in calculating the quasibound states in the potentials - all fields are evaluated at cloud center, but we include the spatial variations of the fields insofar as they affect light shifts of the Rydberg levels relative to those of the ground state.

With these approximations and assuming an initial density matrix that is diagonal with respect to the motional states, we find $[48,57]$ that $G_{V}\left(X_{d}, t\right)$ can be written as

$$
\begin{align*}
& G_{V}\left(X_{d}, t\right)=e^{i\left(\omega_{L_{r}}+\omega_{G m_{G}}\right) T_{s}} e^{-\Gamma_{n s} T_{s} / 2} \Theta\left(t-T_{p}-X_{d} / c\right) \\
& \times \sum_{m_{F}=-1}^{2} \sum_{q, q^{\prime}}^{q_{\max }} \sum_{j=1}^{N} Q_{p_{J} H m_{H}=m_{F} ; n s m_{F}}^{(V)(j)}\left(t-T_{p}-X_{d} / c\right) \\
& \times e^{-2 \pi i \tilde{D}_{n s m_{F}}^{(j)} T_{s}} M_{g q ; n s m_{F} q^{\prime}}(-k) \\
& \quad \times M_{n s m_{F} q^{\prime} ; g q}(k) e^{i\left(\omega_{q}^{(g)}-\omega_{q^{\prime}}^{\left(n s m_{F}\right)}\right) T_{s}} \rho_{1 q, 1 q}(0), \tag{9.61}
\end{align*}
$$

where

$$
\begin{align*}
M_{n s m_{F} q ; g q^{\prime}}(k) & =\int d X\left[\psi_{n s m_{F} q}(X)\right]^{*} e^{i k X} \psi_{g q^{\prime}}(X) \\
& =\left[M_{g q^{\prime} ; n s m_{F} q}(-k)\right]^{*} \tag{9.62}
\end{align*}
$$

$\psi_{\alpha q}(X)$ is a ground state eigenfunction and $\omega_{q}^{(g)}$ an eigenfrequency for an atom moving in the potential $U_{g}(0,0), \psi_{n s m_{F} q}(X)$ is an eigenfunction and $\omega_{q}^{\left(n s m_{F}\right)}$ an eigenfrequency for an atom moving in the potential $U_{n s m_{F}}(0,0)$, and $\tilde{D}_{n s m_{F}}^{(j)}$ is given by Eq. (9.34). The function $Q_{p_{J} H m_{H} ; n s m_{F}}^{(V)(j)}(t)$ incorporates all the excitation and retrieval dynamics. The sums over $q, q^{\prime}, q^{\prime \prime}$ are restricted to (quasibound) states; that is, $q_{\max }$ is the number of bound states in the potential. A loss factor, $e^{-\Gamma_{n s} T_{s} / 2}$, has been added to allow for decay between the excitation and retrieval pulses owing to spontaneous emission, black-body radiation, and decay from the intermediate state. The sum over $j$ actually corresponds to an integral over $X$ and $\rho$, taking into account the spatial dependence of the excitation and retrieval fields, weighted with the atomic density distribution.

For the polarizations of our excitation fields, the sum over $m_{F}$ consists of at most three terms, $m_{F}=m_{G}, m_{G \pm 1}$. Experimentally, we optically pump the initial state into $m_{G}=0$, so only Rydberg levels having $m_{F}=0, \pm 1$ are populated.

The numerical calculation of $S_{V}\left(T_{s}\right)$ is time-consuming, since the sum over $j$ in Eq. (9.59) must be carried out for each $\tau=t-T_{p}-X_{d} / c$, the result squared and then integrated over $\tau$ from
zero to infinity. To simplify matters, we assume that

$$
\begin{equation*}
Q_{p_{J} H m_{H}=m_{F} ; n s m_{F}}^{(V)(\tau)}(\tau) \approx Q_{p_{J} n s m_{F}}^{(V)} g(\tau) \Lambda(\rho, X), \tag{9.63}
\end{equation*}
$$

where $g(\tau)$ is a state independent function of $\tau$ and

$$
\begin{equation*}
\Lambda(\rho, X)=\Omega_{r}(\rho, X) \Omega_{2}(\rho, X) \Omega_{1}(\rho, X) \tag{9.64}
\end{equation*}
$$

While this approximation is not justified in general, it should not seriously affect the dependence of the normalized signal on $T_{s}$. With this assumption, the signal at time $T_{s}$ normalized to that at $T_{s}=1 \mu \mathrm{~s}$, can be written in the form given in Eqs. (9.1)-(9.3). In those expressions, the sum over $j$ has been converted to a spatial integral over the sample.

For example, if $G=2$ and $m_{G}=0$, the basic structure consists of the absolute square of the sum of three terms oscillating at the frequencies of the $m_{F}=0, \pm 1$ Rydberg levels. The signal then oscillates at the difference frequencies of these levels. With our knowledge of the potential, we are then able to extract the hyperfine constant from the signal.

### 9.6.7 Perturbation Theory Calculation of $C_{V}\left(\rho, X, T_{s}\right)$

In this section, we give perturbation theory expressions for $c_{m_{J} m_{I}}\left(0^{+}\right), c_{p_{J} H m_{H}}(t)$, and $C_{V}\left(\rho, X, T_{s}\right)$ when $G=2, m_{G}=0, J_{p}=3 / 2, m_{J}=1 / 2$, and $H=3$ (values appropriate to one of the excitation schemes in our experiment). For these values, it follows from Eqs. (9.48) and (9.66) that

$$
\begin{align*}
c_{1 / 2,1 / 2}\left(0^{+}\right)= & -\frac{\Omega_{2}(\rho, X) \Omega_{1}(\rho, X)}{40 \sqrt{7}} \\
& \times K(1 / 2) \sin \theta_{i} \\
c_{1 / 2,-1 / 2}\left(0^{+}\right)= & \frac{3 i \Omega_{2}(\rho, X) \Omega_{1}(\rho, X)}{80 \sqrt{7}} \\
& \times K(-1 / 2) \cos \theta_{i} \\
c_{1 / 2,-3 / 2}\left(0^{+}\right)= & -\frac{\Omega_{2}(\rho, X) \Omega_{1}(\rho, X)}{40 \sqrt{21}} \\
& \times K(-3 / 2) \sin \theta_{i}, \tag{9.65}
\end{align*}
$$

where

$$
\begin{equation*}
K\left(m_{I}\right)=\frac{\int_{-\infty}^{\infty} d t f_{1}(t) f_{2}(t) e^{-i \Delta_{1 / 2, m_{I} ; 0} t}}{\Delta_{m_{I}+1 / 2,0}} \tag{9.66}
\end{equation*}
$$

If all the $K^{\prime} s$ were equal [which would be the case if the Zeeman splitting of the intermediates state is much larger than the detuning $\Delta_{m_{H}, 0}$ and if $\left|\Delta_{1 / 2, m_{I} ; 0} T_{p e}\right| \ll 1$, as it is for most of the $n$ in
our experiment] then

$$
\begin{align*}
c_{1 / 2,-3 / 2}\left(0^{+}\right) & =c_{1 / 2,1 / 2}\left(0^{+}\right) / \sqrt{3} \\
c_{1 / 2,-1 / 2}\left(0^{+}\right) & =-3 i \cot \theta_{i} c_{1 / 2,1 / 2}\left(0^{+}\right) / 2 \tag{9.67}
\end{align*}
$$

Note that the relative coherence between the $c_{1 / 2,-3 / 2}$ and $c_{1 / 2,-1 / 2}$ is important since it leads to the $y$-polarized signal in the phase-matched direction.

We next solve Eq. (9.51) using perturbation theory for a square envelope retrieval pulse for which

$$
f_{r}(\tau)=\left\{\begin{array}{cc}
0 & \tau<0 \text { and } \tau>T_{p r}  \tag{9.68}\\
1 & 0<\tau<T_{p r}
\end{array}\right.
$$

assuming that $\gamma_{H} T_{p r} \gg 1$ ( $T_{p r}$ is the retrieval pulse duration), to obtain

$$
\begin{align*}
& c_{p_{J} H m_{H}}(t) \approx-i \frac{\Omega_{r}(\rho, X)}{4} \frac{e^{i \Delta_{p_{J} H m_{H} ; n s, 1 / 2 \cdot m_{H}-1 / 2}^{r} T_{s}}}{\frac{\gamma_{H}}{2}+i \Delta_{p_{J} H m_{H} ; n s, 1 / 2, m_{H}-1 / 2}^{r}} \\
\times & {\left[\begin{array}{ccc}
3 / 2 & 1 & 1 / 2 \\
1 / 2 & 0 & 1 / 2
\end{array}\right]\left[\begin{array}{ccc}
3 / 2 & 3 / 2 & 3 \\
1 / 2 & m_{H}-1 / 2 & m_{H}
\end{array}\right] c_{n s, 1 / 2, m_{H}-1 / 2}\left(0^{+}\right) . } \tag{9.69}
\end{align*}
$$

Using Eqs. (9.59)-(9.64), we then find that the normalized signal, as defined in Eq. (9.1), is given by Eq. (9.2) with

$$
\begin{gather*}
C_{V}\left(\rho, X, T_{s}\right)=\sum_{m_{F}=-1}^{1} \sum_{q, q^{\prime}}^{q_{\max }} e^{-i \omega_{n s m_{F}} T_{s}} Q_{p_{J} n s m_{F}}^{(V)} \\
\times e^{-2 \pi i \tilde{D}_{n s m_{F}}^{(j)}(\rho, X) T_{s}} M_{g q ; n s m_{F} q^{\prime}}(-k) \\
\times M_{n s m_{F} q^{\prime} ; g q}(k) e^{i\left(\omega_{q}^{(g)}-\omega_{q^{\prime}}^{\left(n s m_{F}\right)}\right) T_{s}} \rho_{1 q, 1 q}(0), \tag{9.70}
\end{gather*}
$$

and

$$
\begin{align*}
& Q_{p_{J n s m_{F}}^{(V)}}=\frac{K\left(m_{F}-1 / 2\right)}{\frac{\gamma_{H}}{2}+i \Delta_{p_{J} H m_{H} ; n s m_{F}}^{r}} \\
& \quad \times\left(\begin{array}{c}
\sin \theta_{i} \sin \theta_{d} \delta_{m_{F}, 1} \\
-\frac{9 \cos \theta_{i} \cos \theta_{d}}{4} \delta_{m_{F}, 0} \\
+\frac{\sin \theta_{i} \sin \theta_{d}}{3} \delta_{m_{F},-1}
\end{array}\right) \tag{9.71}
\end{align*}
$$

Note that, owing to the definition given in Eq. (9.1), we were able to remove any spatially inde-
pendent common factors in writing the expression for $Q_{p_{j} n s m_{F}}^{(V)}$.

## CHAPTER 10

## Hanbury Brown-Twiss Correlations for a Driven Super-Atom

In his 1917 paper [63], Einstein introduced his famous $A$ and $B$ coefficients, with the $A$ coefficient associated with spontaneous emission and the $B$ coefficient to either absorption or stimulated emission (both referred to as changes of state due to irradiation by Einstein). While there may not be a universal definition as to what constitutes stimulated emission, any definition describes processes in which atom-field interactions lead to an increase in the intensity of an input field. There have been a number of both theoretical analyses and experimental implementations involving parametric down-conversion (e.g., Refs. [64, 65, 66, 67, 68, 69]) which have been interpreted in terms of stimulated emission and/or amplification. In all of these cases, coincidence counts involving both signal and idler modes are measured when a single-photon or a weak coherent probe pulse is sent into a crystal, so that it propagates collinearly with the signal mode. A two-fold increase in the time-integrated coincidence counts occurs for overlapping probe and signal field pulses, compared to the case of non-overlapping pulses. The increase in coincidence counts was interpreted in terms of probe-induced stimulated emission in the crystal. The analyses supporting this assertion are based on a perturbative calculation of the evolution of the state vector associated with an effective Hamiltonian involving third-order nonlinear susceptibilities.

We have carried out an experiment that, in some ways, is analogous to the down-conversion experiments. Instead of a nonlinear crystal, our active medium consists of a gas of cold rubidium atoms, Figure 1(a). Following their release from an optical trap, the atoms are subjected to an excitation/de-excitation pulse sequence, leading to phase-matched emission in the $x$ direction having central frequency $\omega_{A}$. A weak probe pulse having central frequency $\omega_{P}$ is also sent into the sample in the $x$ direction and can be delayed relative to the phase-matched emission pulse. The output field, containing contributions from both the input field and the field radiated by the atoms, is sent to a beam splitter and coincidence counts are recorded as a function of the delay time. As in the down-conversion experiments, we can observe an increase in coincidence counts by a factor of two when the probe field overlaps with the field radiated by the atoms.


Figure 10.1: Outline of the experiment. (a) Experimental setup: ultracold atomic gas is prepared in a crossed pair of focused YAG laser beams. A pair of lenses focuses $E_{1}$ and $E_{2}$ laser fields to drive a two-photon transition from the ground state $|g\rangle$ to the Rydberg state $|r\rangle$. A retrieval laser pulse $E_{R}$ leads to emission of atomic field which is split on a beam-splitter and directed onto photodetectors $\mathrm{D}_{1}$ and $\mathrm{D}_{2}$. A probe laser field with controllable frequency and delay is aligned into the spatial mode of the atomic emission. (b) Three main steps of the protocol: (i) an atomic ensemble is excited into a Rydberg atomic state $|r\rangle$; (ii) after a delay $T_{s}$, the atoms are driven into intermediate state $|e\rangle$, leading to emission on the $|e\rangle \leftrightarrow|g\rangle$ transition, with propagation direction determined by the phase-matching condition; (iii) an incoming probe field and atomic emission fields, with controllable delay between the two fields, are directed towards HBT measurement.

What is the origin of this increase in coincidence counts? Can it be traced to stimulated emission as is claimed in down-conversion experiments, or are there other mechanisms at play here? To help answer these questions, we prepare our atomic ensemble in two distinct fashions, one involving a single excitation ("super-atom" or Dicke [70] state) and the other a factorized initial state. We are able to do this by choosing different Rydberg states in the excitation schemes. The results are analyzed using source-field theory [71]. In the case of the Dicke state preparation, there is a single excitation shared by $N$ atoms and the incoming probe pulse can drive a stimulated transition between the Dicke state and the ground state. The coupling strength between the two collective states is enhanced by a factor $\sqrt{N}$. As a consequence, one might associate the increased coincidence counts with stimulated emission. On the other hand, for a factorized initial atomic state, such an interpretation is no longer tenable since the incident probe field is actually absorbed by the medium. In both cases however an increase in coincidence counts is observed. We present experimental results and a theoretical analysis that leads us to conclude that stimulated emission is not responsible for the increase in coincidence counts. Instead, the increase in coincidence counts can be attributed to Hanbury Brown and Twiss (HBT) interference [72], which we claim is also responsible for the increase in coincidence counts measured in the down-conversion experiments, see Supplementary Material.

To illustrate the underlying physics, we consider first a single-photon probe pulse incident on
a two-level atom (lower level $g$ and excited level $e$ ) that is prepared in its excited state at time $t=0$. The wave front of the probe pulse, which has cross-sectional area $A$ greater than the pulse's central wavelength $\lambda$, arrives at the atom at time $\tau \geq 0$. In source-field theory [29], the positive frequency component of the field operator for this system can be written as $E_{+}(\mathbf{R}, t)=$ $E_{+}^{(0)}(\mathbf{R}, t)+E_{+}^{(S)}(\mathbf{R}, t)$, where $E_{+}^{(0)}(\mathbf{R}, t)$ is the free-field operator and $E_{+}^{(S)}(\mathbf{R}, t)$ is the source field operator associated with the field radiated by the atoms in the sample. Two types of measurements can be envisioned. Either (1) the integrated field intensity is measured or (2) the time-integrated number of coincidence counts is recorded as a function of $\tau$ after the field is sent through a beam splitter. The detection volume is restricted to a small angle in the forward direction.

For $A>\lambda$, a weak coupling approximation can be made - the interaction between the atoms and the input pulse can be neglected to lowest order, owing to the fact that $\max \left[\Omega_{p} / \gamma_{e} \ll 1, \Omega_{p} T_{p} \ll 1\right]$, where $\Omega_{p}$ is the probe Rabi frequency, $T_{p}$ is the probe pulse duration, and $\gamma_{e}$ is the excited state decay rate. It is then rather easy to analyze the two measurement scenarios, which are sensitive to different physical processes. The total field can be viewed as a sum of the collimated input field, the spherical wave spontaneously emitted field from the atom, and the field scattered by the atom.

The integrated field intensity is sensitive to the amplitudes of the three contributions to the total field. Stimulated emission or absorption is associated with the interference of the scattered field with the (unperturbed) input field [73]. Whether stimulated emission or absorption occurs depends on both the spectral width of the input pulse and the time delay $\tau$. In contrast, the time-integrated number of coincidence counts $N_{c}$ is insensitive to the relative phase of the input and source fields - it depends only on field intensities. Moreover, in the weak coupling approximation, the scattered field has a negligible effect on the value of $N_{c}$. When measured as a function of $\tau, N_{c}$ exhibits a "bump" for $\tau=0$ that can then be interpreted as HBT interference between the input field and the field spontaneously emitted from the atoms, in exact analogy with the HBT increase in the second order correlation function for two independent light sources. In other words, although both stimulated emission and HBT interference can both be described in terms of interference, they correspond to fundamentally different physical processes. The HBT coincidence count bump is not linked to stimulated emission - it occurs even if the input field is attenuated. Moreover, in the weak coupling approximation, any absorption or stimulated emission of the input pulse is negligibly small - the output field intensity is approximately equal to the sum of the input and atomic field intensities, considered as independent sources.

The same formalism can be used to model our experiment involving phase-matched emission from an ensemble of atoms, Figure 1(b). The three-level atoms (ground state $|g\rangle=$ $\left|5 S_{1 / 2}, F=2, m_{F}=2\right\rangle$, intermediate state $|e\rangle=\left|5 P_{3 / 2}, F=3, m_{F}=3\right\rangle$, and Rydberg state $|r\rangle=\left|n S_{1 / 2}, m_{J}=1 / 2\right\rangle$ ) are prepared in a phase-matched superposition of ground and Rydberg


Figure 10.2: Probing a collective (super-atom) state. (a) Probability of photoelectric detection event per trial $P$ as a function of two-photon detuning $\Delta_{2}=\omega_{r g}-\left(\omega_{E_{1}}+\omega_{E_{2}}\right)$ for the Rydberg state $|r\rangle=\left|87 S_{1 / 2}\right\rangle$. The solid curve is a Lorentzian fit. The 0.8 MHz (FWHM) width of the peak is determined by the $1 \mu$ s excitation pulse duration; (b) $P$ as a function of the collective Rabi angle $\theta$ displaying a period of a many-body (super-atom) Rabi oscillation. Solid curve is a theory curve for a collective Rabi oscillation with $\Omega_{2} / 2 \pi=1.5 \mathrm{MHz}$ and $\Omega_{1} / 2 \pi$ varied between 2 and 20 MHz . The best fit between theory and the data occurs for the number of atoms $N=234$; (c) Normalized photocounts $\widetilde{M}$ as a function of time $t$ for the probe pulse (red) and the atomic emission (blue). The error bars represent $\pm$ one standard deviation $(\sqrt{M})$ for $M$ photoelectric counting events.
states using an excitation pulse of duration $T_{E}=1 \mu \mathrm{~s}$, consisting of two counter-propagating laser pulses $E_{1}$ and $E_{2}$ having central wavelengths 780 nm and 480 nm , respectively. Field $E_{1}$ drives the $|g\rangle \leftrightarrow|e\rangle$ transition with Rabi frequency $\Omega_{1}$ and field $E_{2}$ drives the $|e\rangle \leftrightarrow|r\rangle$ transition with Rabi frequency $\Omega_{2}$. Field $E_{1}$ is detuned by an amount $\delta=-2 \pi \times 90 \mathrm{MHz}$ from $\omega_{\text {eg }}$. For a high$n$ Rydberg state [4], excitation of more than one atom into the Rydberg state can be suppressed, with the atomic ensemble being coherently driven between the collective ground state $|G\rangle$ and a singly-excited (so-called super-atom) collective state $|R\rangle$ at a frequency $\Omega_{N}=\sqrt{N} \Omega_{1} \Omega_{2} /(2 \delta)$ [74, 75, 14, 21, 76, 22]. After a delay $T_{s} \approx 0.5 \mu$ s following the excitation pulse, a readout pulse $E_{R}$, centered at 480 nm is applied that is resonant with the $|r\rangle \leftrightarrow|e\rangle$ transition frequency and leads to phase-matched emission with $\omega_{A}=\omega_{e g}$.

Figure 2(a) displays the probability of photoelectric detection $P$ as a function of two-photon detuning $\Delta_{2}$ between $\left(\omega_{E_{1}}+\omega_{E_{2}}\right)$ and $\omega_{r g}$. The maximum probability of a photoelectric detection per trial is $P_{\max } \approx 2.5 \times 10^{-2}$ for a chosen value of $\theta \equiv \Omega_{N} T_{E} \simeq \pi$. Figure 2(b) shows $P$ as a function of $\theta$. Accounting for a factor of $\zeta=0.27$ transmission and detection efficiency, there is a maximum probability $p_{f} \approx 0.09$ for a single-photon to be emitted into the spatial mode defined by the single-mode fiber used for collection. A probe pulse whose temporal profile matches that of the phase-matched emission and whose spatial mode corresponds to the detector acceptance mode, is also sent into the medium. In the absence of any Rydberg excitation, the transmission coefficient for the probe pulse is $0.45 \pm 0.01$. Figure 2(c) shows measured intensity profiles (normalized photocounts $\widetilde{M}$ vs time $t$ ) for the probe pulse and the phase-matched atomic emission. The profiles are


Figure 10.3: Two-photon statistics for the upper atomic state $|r\rangle=\left|87 S_{1 / 2}\right\rangle$. (a) Coincidences in a 2-ns window $N_{c}\left(t_{21}\right)$ as a function of $t_{21}$ for detuning $\Delta / 2 \pi=-80 \mathrm{MHz}$ between the probe field and the field emitted by the atoms. (b) Normalized integrated coincidences $N_{c}$ as a function of the detuning $\Delta$ between the probe pulse and the pulse from the ensemble. (c) $N_{c}$ as a function of the delay $\tau$ between the probe pulse and the pulse from the ensemble. Solid curves in (a)-(c) are obtained using our theoretical model.
matched by adjusting both the readout and probe pulses, with their overlap integral being 0.97 for a $0.5 \mu \mathrm{~s}$ integration window and greater than 0.98 for a $0.1 \mu$ s integration window centered on their peak values. The value of the time-integrated second-order correlation function for atomic emission in the absence of the probe pulse is $g_{A}^{(2)}=0.04$. The probe pulse can be delayed by a time $\tau$ relative to the phase-matched emission and the probe frequency $\omega_{P}$ can be detuned by an amount $\Delta$ from $\omega_{A}$.

The total output field is sent into a beam splitter and detectors in the output mode of the beam splitter record coincidence counts. In the weak coupling approximation, any contribution to coincidence counts due to stimulated emission constitutes a small effect, of order $1 /\left(N k_{0}^{2} A\right) \simeq 10^{-6}$, where $k_{0}=\omega_{21} / c$ and $A$ is the cross-sectional area of the probe pulse. In fact, instead of being amplified by the medium, the output field intensity in the presence of Rydberg excitation is actually decreased by $\simeq 10^{-2}$.

The probe pulse is a weak, coherent state pulse having energy less than or of order $\hbar \omega_{e g}$. The atoms are prepared either into (1) a state consisting of a single phase-matched excitation by choosing an upper atomic state $|r\rangle=\left|87 S_{1 / 2}\right\rangle$ with strong interactions [12, 13, 15], or (2) an upper atomic state $|r\rangle=\left|50 S_{1 / 2}\right\rangle$, which leads to a factorized atomic state having on average $N_{r} \approx 1.5$ Rydberg excitations in the sample. In case (1), assuming that the spatial profiles of the probe and phase-matched emission pulses are identical, the number of photo-counts separated in time by $t_{21}$ is given by

$$
\begin{equation*}
N_{c}\left(t_{21}\right)=\int_{-\infty}^{\infty} d t \widetilde{I}(t) \widetilde{I}\left(t+t_{21}\right)\left[1+V_{1}(K) \cos \left(\Delta t_{21}\right)\right] \tag{10.1}
\end{equation*}
$$

where $\widetilde{I}(t)$ is proportional to the intensity profile of the probe field, $K$ is the ratio of integrated intensities for the input probe pulse and phase-matched emission, and $V_{1}(K)=2 K /\left(K^{2}+2 K+\right.$
$\left.g_{A}^{(2)}\right)$ is the fringe visibility, allowing for a non-zero value of $g_{A}^{(2)}$. As was the case for a two-level atom, Eq. (10.1) is derived assuming that atom-field interactions are negligibly small, that is no effects related to stimulated emission are included. In Figure 3(a), we plot measured values of $N_{c}\left(t_{21}\right)$ for $K=0.21$. The theory curve is obtained assuming a Gaussian profile for $\widetilde{I}(t)$ and an expected value of $V_{1}(0.21)=0.83$.

The normalized time-integrated coincidence counts are given by

$$
\begin{equation*}
N_{c}=1+2 K|J|^{2} /\left[K^{2}+2 K+g_{A}^{(2)}\right], \tag{10.2}
\end{equation*}
$$

where $S(t)$ and $f(t)$ are the (real) scaled amplitudes of the phase-matched field and the probe pulse, respectively, normalized such that $\int_{-\infty}^{\infty} d t S^{2}(t)=1, \int_{-\infty}^{\infty} d t f^{2}(t)=1, J \equiv \int_{-\infty}^{\infty} e^{-i \Delta t} S(t-$ $\tau) f(t) d t$ is the overlap integral of the two fields. In this case we allow for a slight difference between the intensity profiles of the probe field and atomic emission. If the intensity envelopes are identical and if $K \ll 1$ and $g_{A}^{(2)} \ll 1$, the time-integrated coincidence counts are doubled provided $\Delta=0$ and $\tau=0$, from the case where $|\Delta| / \gamma_{e} \gg 1$ or $\gamma_{e} \tau \gg 1$.

In Fig. 3(b), $N_{c}$ is plotted as a function of $\Delta$ for $\tau=0$ and $N_{c}$ is plotted as a function of $\tau$ for $\Delta=0$ in Fig. 3(c). The Eq.(10.2) is strictly valid only under an assumption of an optically thin medium in which the fraction of energy radiated by the atoms in the phase-matched direction $p_{f} \ll 1$. Including corrections of order $p_{f} \approx 0.06$ we estimate the value of $N_{c} \simeq 1+2(1-$ $\left.p_{f}\right) K|J|^{2} /\left(K^{2}+2 K+g_{A}^{(2)}\right)$. In Figs. 3(b) and 3(c), the theoretical curves are drawn using $\left\{K=0.46,|J|^{2}=0.98\right\}\left[N_{c}(\Delta=0)=1.72\right]$ and $\left\{K=0.35,|J|^{2}=0.94\right\}\left[N_{c}(\tau=0)=1.72\right]$, respectively.

When a Rydberg blockade is operative, the problem can be reduced to an effective two-level problem involving transitions between the Dicke state and the ground state. As such, it is possible to envision a situation in which there is total inversion of the system. Although the probe field can produce stimulated emission on the inverted system, the observed factor of two increase in coincidence counts is not a consequence of stimulated emission. Rather, it is an indication of both the non-classical nature of the atomic Dicke state and HBT interference.

As further evidence of the fact that the increase in coincidence counts results from HBT interference and not stimulated emission, we next consider a factorized initial atomic state for which $g^{(2)}=1$ and there is no inversion. Assuming that there is no temporal coherence between the input pulse and the phase-matched emission and that $f(t)=S(t), N_{c}\left(t_{21}\right)$ is given by

$$
N_{c}\left(t_{21}\right)=\int_{-\infty}^{\infty} d t \widetilde{I}(t) \widetilde{I}\left(t+t_{21}\right)\left[1+V_{2}(K) \cos \left(\Delta t_{21}\right)\right]
$$

where $V_{2}(K)=2 K /(1+K)^{2}$ is the fringe visibility. In Figure 4(a), we plot values of $N_{c}\left(t_{21}\right)$


Figure 10.4: Data and curves analogous to those shown in Fig. 3, but for the upper atomic state $|r\rangle=\left|50 S_{1 / 2}\right\rangle$.
for the Rydberg state $|r\rangle=\left|50 S_{1 / 2}\right\rangle$ and with $K=0.98$. The solid curve is theory, with fringe visibility $V_{2}(0.98) \approx 0.50$. The fringe visibility of $1 / 2$ is consistent with HBT interference between two coherent-state pulses, a situation that is mirrored by our choice of a factorized atomic state and a coherent-state probe pulse. For $K=1$, the normalized time-integrated coincidence counts are given by $N_{c}=1+\frac{1}{2}|J|^{2}$. It is seen that in this case, for $f(t)=S(t)$, the time-integrated coincidence rates are increased by a factor of $3 / 2$ provided $\Delta=0$ and $\tau=0$, from the case where $|\Delta| / \gamma_{e} \gg 1$ or $\gamma_{e} \tau \gg 1$. Figures 4(b,c) show $N_{c}$ as a function of pulse detuning and delay respectively, together with theory curves for which the enhancement factor $N_{c} \simeq 1+2\left(1-p_{f}\right)|J|^{2} K /(1+K)^{2}$. In Figs. 4(b) and 4(c), the theoretical curves are drawn using $\left\{K=0.90,|J|^{2}=0.97\right\}\left[N_{c}(\Delta=0)=1.46\right]$ and $\left\{K=1.00,|J|^{2}=0.93\right\}\left[N_{c}(\tau=0)=1.44\right]$, respectively. Again, although stimulated emission is absent, there is an enhancement in coincidence counts when the probe pulse overlaps with the phase-matched atomic emission.

In conclusion, the interaction between the incident probe field with the atoms experiments such as ours and in Refs. [64, 65, 66, 67, 68, 69] can be treated in a weak coupling approximation. In that limit the increase in coincidence counts can be fully described by HBT-type interference between the incident field and the field radiated by the medium. There is no direct connection with stimulated emission.
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## CHAPTER 11

## Phase Matching in Lower Dimensions

Beginning with the pioneering demonstrations of second-harmonic generation [77, 78] and photon echoes [79], phase-matching has played a critical role in nonlinear and quantum optics. When $N$ atoms are excited in free-space, collective emission can result in a number of ways, some of which are discussed by Dicke [70] in his seminal paper. One type of collective emission, which we refer to as superradiance, is produced when two-level atoms are prepared in a completely inverted or phase-matched initial state in an ensemble for which the so-called cooperativity parameter is greater than or of order unity. A second type of collective emission, on which we focus here, is simply phase-matched emission from an array of non-interacting atoms, that is, a limiting case where the field radiated be a given atom has a negligible effect on the dynamics of the other atoms. This is the type of interference effect typically encountered in optical coherent transients [29]. Yet a third type of collective emission is somewhat of a hybrid of the first two. Atoms are prepared in a collective, phased single-excitation state using a single-photon pulse [38, 80, 81]. The atoms do not acquire a dipole moment, but the emission pattern can mirror that of phase-matched emission. In this and related schemes in which the dimensions of the excitation volume are large compared with the wavelength of the excitation field(s), the k-vector of the phase-matched emission satisfies a momentum conservation condition involving the $\mathbf{k}$-vectors of the excitation fields. For example, in a four-wave mixing process with incident field $k$-vectors $k_{1}, k_{2}$, and $k_{3}$, a possible phasematched outgoing field propagates in the $\mathbf{k}_{s}=\mathbf{k}_{1}-\mathbf{k}_{2}+\mathbf{k}_{3}$ direction. The signal results from an average over the distribution of positions of individual atomic emitters and does not require a specific spatial arrangement of the atoms in the sample, in contrast to Bragg scattering.

In an experimental situation involving a single cw excitation field incident on a low density atomic vapor, collective scattering still occurs, but its signature is very different from that in the 4 -wave mixing experiment. The collectively scattered light is phase-matched only in the direction of the input field and it interferes with the incident light to diminish the incident field's intensity. In order to get constructive interference in other directions, a specific atomic array is needed, rather than a disordered vapor. This type of collective emission is nothing more than Bragg scattering and it has been demonstrated using chains of trapped ions [82, 83, 84], two-dimensional Mott insulators


Figure 11.1: Bragg scattering from a one-dimensional atomic chain. (a) A linear chain with $N=$ 10 atoms separated by $d=7.49 \mu \mathrm{~m}$ is aligned along the $z$ axis. An excitation laser with wave vector $\mathbf{k}_{\text {exc }}$ is directed onto the chain at an angle $\theta_{\text {exc }}=4^{\circ}$ with respect to the $z$ axis. The scattered light with wave vector $\mathbf{k}$ is detected as a function of spherical angles $(\theta, \phi)$. (b) Structure factor $S(\theta, \phi)$ for case of equal separation of atoms, and (c) in the presence of disorder of atomic positions with standard deviations $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0,0,0.3 \lambda)$, and (d) $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0.3 \lambda, 2.4 \lambda, 0.3 \lambda)$. Gray panels represent the $x-z$ plane in which the excitation laser propagates. To measure the scattered signal, we use a detector whose axis has polar angles $\left(\theta_{\text {det }}, 0\right)$.
[85], and ensembles of atoms in 1D and 3D lattices [86, 87]. In Bragg scattering, it is necessary to localize each emitter to well within the wavelength of the incident radiation. Deviations from perfect localization wash out any constructive interference and reduce the fidelity of associated quantum protocols.

Diverse applications of quantum information require interconnected quantum nodes that are capable of local processing and error correction. Integration of local processing and memory enhances performance of quantum repeaters over lossy channels, enables distributed quantum processing and sensing, and allows for entanglement resources to be shared within the network. In prior work with a single atomic qubit per node, entanglement between an atomic qubit and a photon [39, 88, 89, 15] and entanglement between remote atomic qubits [90, 91, 92] have been realized. High-fidelity one-qubit gates [93, 94] and pairwise entanglement of neighboring and next-to-nearest neighbor sites [95, 96] in 1-D and 2-D arrays have also been demonstrated. However, the integration of communication and processing capabilities remains an outstanding challenge. High-quality interference for light emitted from a reconfigurable array of trapped neutral atoms is essential for using such arrays in a way that combines processing and mapping between atomic and photonic states [97].

In this work we propose and demonstrate non-collinear phase-matching geometries that have suppressed sensitivity to particle localization. In the first geometry, there is a single atomic chain whose axis makes a small angle $\theta_{\text {exc }}$ with the propagation vector of the incident field [Fig. 1(a)]. In
the second geometry, two atomic chains are used to observe interference fringes having near-unity visibility. The ability to obtain high-quality phase-matched scattering from an array of individually controllable atoms represents an important step toward the realization of scalable atom-photon interfaces.

The central idea for achieving this goal is the observation that, as the dimensionality of the system decreases, new directions for phase matching appear even for a disordered atomic array. The origin of this effect can be understood by considering a structure factor $S(\theta, \phi)=\sum_{j, j^{\prime}=1}^{N} e^{-i \Phi_{j j^{\prime}}}$ for scattering of off-resonant radiation from independent atoms. The scattered intensity is proportional to $S$, with

$$
\begin{aligned}
\Phi_{j j^{\prime}}= & k X_{j j^{\prime}}\left(\sin \theta \cos \phi+\sin \theta_{\mathrm{exc}}\right)+k Y_{j j^{\prime}} \sin \theta \sin \phi \\
& +k Z_{j j^{\prime}}\left(\cos \theta-\cos \theta_{\mathrm{exc}}\right),
\end{aligned}
$$

being an overall phase for the scattering, $\mathbf{k}_{\mathrm{exc}}=k\left(-\sin \theta_{\mathrm{exc}} \hat{\mathbf{x}}+\cos \theta_{\mathrm{exc}} \hat{\mathbf{z}}\right)$ the incident field propagation vector, $(\theta, \phi)$ polar and azimuthal scattering angles, $\mathbf{R}_{j}=X_{j} \hat{\mathbf{x}}+Y_{j} \hat{\mathbf{y}}+Z_{j} \hat{\mathbf{z}}$ the position vector for atom $j$, and $\mathbf{R}_{j j^{\prime}}=\mathbf{R}_{j}-\mathbf{R}_{j^{\prime}}$. For phase-matching from a disordered atomic array, the phase $\Phi_{j j^{\prime}}$ must vanish for all $\mathbf{R}_{j j^{\prime}}$. In three-dimensions, phase matching is possible only in the direction of the incident field, $\left(\theta=\theta_{\mathrm{exc}}, \phi=\pi\right)$. However, if the atoms are confined to the $y-z$ plane, there is perfect reflective phase matching in the plane of incidence provided $\theta=\theta_{\text {exc }}$ and $\phi=0$. If the dimensionality is further reduced to a chain of atoms along the $z$-axis, there is phase matching in a cone with polar angle $\theta_{\text {exc }}$. Deviations from perfect phase-matching arising from excursions out of the plane or chain can be reduced by taking $\theta_{\text {exc }} \ll 1$.

We first consider an ideal situation in which $N$ atoms are confined to a one-dimensional chain in the $z$-direction with fixed spacing $d$ between the atoms. In this limit, as illustrated in Fig. 1(b) for our experimental parameters $\left(d \approx 7.49 \mu \mathrm{~m}, \lambda \approx 780.24 \mathrm{~nm}, \theta_{\mathrm{exc}} \approx 4^{\circ}\right.$ ), there is constructive conical collective scattering for several values of $\theta$ satisfying the Bragg condition. In our experiment, the confinement and separation of the trapped atoms is somewhat disordered, owing to imperfect positioning of the traps, finite atomic temperature, and random filling of trap sites. When effects of atom position deviations along the $z$ axis are included, the number of Bragg scattering cones diminishes, Fig. 1(c). Non-zero values of $X_{j}$ and $Y_{j}$ further restrict the emission pattern to a single cone about the symmetry axis having maxima at $\phi=0, \phi=\pi$, Fig. 1(d) and Supplementary Material.

We use cold ${ }^{87} \mathrm{Rb}$ atoms confined in an array formed by holographic optical microtraps. Once $N$ atoms are prepared in an array containing $N_{\mathrm{t}}$ traps, we image these atoms to determine the number of traps that are filled. We then apply a magnetic field of $B \approx 2.0 \mathrm{G}$ along the excitation laser axis and employ a gated probing-cooling sequence. During this sequence, the


Figure 11.2: Phase-matched emission from a single chain. (a) Averaged atomic fluorescence images of a linear chain containing $N_{\mathrm{t}}=20$ traps. The left image shows a configuration in which the atoms are aligned along with the detection mode axis, i.e. $\theta_{\text {det }}=0^{\circ}$. For the middle (right) image, the chain is prepared such that $\theta_{\text {det }} \approx 4^{\circ}\left(8^{\circ}\right)$. (b) The measured photocount rate as a function of $\theta_{\text {det }}$ for $N=4,8,12$. Each point is an average of randomly filled chains with a given $N$. Error bars represent one standard deviation of the observed photoelectric counting events. The green lines are the numerical results based on the Monte Carlo simulation with 1,000 runs. The shading on the line represents the standard deviation of the simulation divided by the square root of the averaged number of trials in the experiments. (c) The peak count rate as a function of $N$. Each point and its error bar represent the observed value at $\theta_{\text {det }}=\theta_{0}=4^{\circ}$. For the single-shot measurement of $N=15$, we associate a $\sqrt{M}$ Poissonian error for $M$ photoelectric count events. The solid (dashed) line represents the numerical simulation with (without) displacement of atomic positions due to imperfect positioning of the traps and finite temperature effects. The black dotted lines in (b, c) show the detection background measured without loading atoms.
excitation laser and cooling beams are switched on and off in an alternating manner with durations of 0.9 ms and 2.2 ms , respectively. The scattered light is detected with an avalanche photodiode (APD) gated on only during the excitation period. The excitation laser, propagating along the magnetic field, is $\sigma^{+}$-polarized and red-detuned by $\delta /(2 \pi) \approx 62 \mathrm{MHz}$ from the $|g\rangle=\left|5 S_{1 / 2}, F=2, m_{F}=2\right\rangle \leftrightarrow|e\rangle=\left|5 P_{3 / 2}, F^{\prime}=3, m_{F^{\prime}}=3\right\rangle$ transition. The beam waist of the excitation laser is $\sim 0.1 \mathrm{~mm}$. The scattered light is collected by an achromatic doublets lens with focal length $f=150 \mathrm{~mm}$ and coupled into a single-mode fiber directed toward the APD. The detector axis has polar angles $\left(\theta_{\text {det }}, 0\right)$, see Figure 1 (a). The detection mode has a waist of $\approx 13.3 \mu \mathrm{~m}$. After a total of 1,200 cycles of the gated probing-cooling sequence with repetition rate of $\approx 300 \mathrm{~Hz}$, an additional imaging of the traps is taken to determine the final number of atoms $N_{\mathrm{f}}$ in the array. For the data analysis, only experimental samples with $N_{\mathrm{f}}=N$ are post-selected to remove atom loss effects. We repeat this entire sequence in determining a photon count rate averaged over atomic configurations in the array for a given $N$.

In the first geometry, we use a linear chain with $N_{\mathrm{t}}=20$ traps separated by $d \approx 7.49 \mu \mathrm{~m}$. To experimentally find a reflective phase-matching condition, both $\theta_{\operatorname{det}}$ and $\theta_{\text {exc }}$ are varied by rotating the chain axis with $\theta_{0}=\left(\theta_{\text {det }}+\theta_{\text {exc }}\right) / 2$ kept fixed at $\approx 4^{\circ}$. Figure 11.2(a) displays
(a)

(b)

(c)


Figure 11.3: Observation of constructive and destructive Bragg scattering from two chains. (a) Averaged fluorescence images of two linear chains under three different values of the chain separation $L=L_{\|} \sin \theta_{0}+L_{\perp} \cos \theta_{0}$. (b) Measured photon count rate as a function of $L_{\|}$for $N=4,8,12$. Error bars represent one standard deviation for $M$ photoelectric counting events. The green lines are the numerical simulation based on the Monte Carlo simulation with 1,000 runs. The shading on the line represents the standard deviation of the simulation divided by the square root of the averaged number of trials in the experiments. The black dotted lines show the detection background which is measured without loading atoms. (c) The observed scaling of the interference visibilities $\mathcal{V}$ as a function of the total number of atoms $N$. Each point is obtained by fitting the observed fringe by a sinusoidal function. Error bars indicate the fitting errors with $68 \%$ confidence intervals. The solid line is the result of the numerical simulation together with the standard error of the mean (shaded area).
averaged fluorescence images of the chain for three different $\theta_{\text {det }}$. For $\theta_{\text {det }}=0^{\circ}$ (left image) the chain is oriented along the detection mode, while for $\theta_{\text {det }}=2 \theta_{0} \approx 8^{\circ}$ (right image) the chain is aligned along the axis of the excitation field. Reflective phase-matching is expected to appear when $\theta_{\text {det }}=\theta_{0} \approx 4^{\circ}$ (middle image). The measured photon count rates as a function of $\theta_{\text {det }}$ for various $N$ are shown in Fig. 11.2(b), where the horizontal axis is zeroed within the calibration error of $\pm 0.11^{\circ}$. We observe an enhanced photon count rate, attributed to the reflective phase-matching emission, for each $N$ at around the expected value of $\theta_{\text {det }}$.

The experimental data is offset from the background signal [represented by the black dotted lines in Fig. 2(b)]. The origin of this offset can be traced to (1) deviations from perfect periodicity of the trap potentials, (2) temperature effects, (3) random filling of the traps, and (4) inelastic scattering of the incident field [98].

For our experimental conditions, the theoretical expression for the scattered light intensity in steady-state can be written as

$$
\begin{equation*}
I(\mathbf{r}) \propto\left|\mathbf{F}_{\mathrm{sc}}(\mathbf{r})\right|^{2}\left(\sum_{j}^{N} \rho_{e e}^{(j)}+\sum_{j \neq j^{\prime}}^{N} \rho_{g e}^{(j)} \rho_{e g}^{\left(j^{\prime}\right)} e^{-i \Phi_{j j^{\prime}}}\right) \tag{11.1}
\end{equation*}
$$

where $\mathbf{F}_{\text {sc }}$ is a $\sigma^{+}$dipole radiation field amplitude, $\rho_{e e}^{(j)}$ is an excited state population, and $\rho_{g e}^{(j)}$
denotes the single atom coherence between $|g\rangle$ and $|e\rangle$. Both $\rho_{e e}^{(j)}$ and $\rho_{g e}^{(j)}$ are obtained as a function of $\Omega, \delta$ from the solution of the steady-state optical Bloch equations. We do not measure the intensity per se, rather we measure the absolute square of the scattered field amplitude projected onto the detection mode (see Supplementary Information). To include the effects of disorder, we compute a signal averaged over different atomic configurations. For each atomic configuration, traps for a given $N$ atoms are randomly chosen from a chain with $N_{\mathrm{t}}$ traps. The displacement of position of atom $j$ originates from imperfect positioning of the traps and from the finite temperature $T$. In these simulation the Rabi frequency and $\theta_{0}$ are taken to be free parameters to fit the data for $2 \leq N \leq 15$. We obtain $\Omega /(2 \pi)=3.24(4) \mathrm{MHz}$ and $\theta_{0}=4.19(2)^{\circ}$ without the calibration error. The results of the numerical simulations displayed as solid lines in Fig. 11.2(b) successfully reproduce the entire shape of the observed signal.

Under conditions of phase-matching, the relative phase $\Phi_{j j^{\prime}}$ is insensitive to position disorder along the $y$ and $z$ axes, that is $\partial \Phi_{j j^{\prime}} / \partial Y_{j j^{\prime}}=\partial \Phi_{j j^{\prime}} / \partial Z_{j j^{\prime}}=0$. Therefore, random filling of the traps by the atoms does not affect the peak signal. However, there is a small sensitivity of the peak signal to displacements along the $x$ axis, since $\partial \Phi_{j j^{\prime}} / \partial X_{j j^{\prime}}=2 k \sin \theta_{0} \equiv q_{x}$. Therefore, even for fully coherent scattering, averaging of the peak signal with a Boltzmann distribution of positions in the $x$ direction reduces the structure factor from $N^{2}$ to $f_{\mathrm{DW}} N^{2}+\left(1-f_{\mathrm{DW}}\right) N$, where $f_{\mathrm{DW}}$ is a Debye-Waller factor [99] given by $\left\langle e^{-i \Phi_{j j^{\prime}}}\right\rangle \approx e^{-q_{x}^{2} \sigma_{x}^{2}}$ and $\langle\cdots\rangle$ denotes the average over the Boltzmann distributions. In Fig. 11.2(c) the observed peak count rate (red points) is displayed together with a theoretical curve for an equally spaced chain without any position disorder (dashed line). The fact that the curves almost overlap is consistent with the Debye-Waller factor of $f_{\mathrm{DW}} \approx$ 0.93. The maximum scattered intensity is also diminished by an $N$ independent factor of about $10 \%$ resulting from the projection onto the detector mode.

In the second geometry, we extend the system to two chains, each composed of $N_{\mathrm{t}} / 2=20$ equally spaced traps. The chain axes are chosen to satisfy the reflective phase-matched condition $\theta_{\text {det }}=\theta_{\text {exc }}=\theta_{0}$ measured in the first geometry. The two chains are separated by a distance $L_{\perp}$ in the direction orthogonal to the detection axis that is chosen equal to the spacing $d$ between the adjacent traps [left image in Fig. 3(a)]. To observe interference of reflective phase-matched emissions from the two chains, each chain is displaced by $L_{\|} / 2$ in the direction away from each other along the detection axis [middle and right images in Fig. 11.3(a)]. Therefore, the shortest distance between the two chains can be written by $L=L_{\|} \sin \theta_{0}+L_{\perp} \cos \theta_{0}$.

Figure 3(b) displays the measured photon count rates as a function of the chain separation $L_{\|}$for $N=8,12$, and 16. These results show constructive and destructive Bragg scattering, and they are analyzed using sinusoidal fits. These interference fringes provide information about geometrical parameters of the experimental setup. According to Bragg's Law: $2 L \sin \theta_{0}=m \lambda$, the expected interference period is $\Delta L_{\|}=\lambda /\left(2 \sin ^{2} \theta_{0}\right)$ and $m$-th order constructive emission appears
at $L_{\|}^{(m)}=m \Delta L_{\|}-L_{\perp} \cot \theta_{0}$. Taking into account the observed period and 2 nd order peak position $\left(\Delta L_{\|}, L_{\|}^{(2)}\right)=(10.56(5), 6.92(2)) d$ averaged over $5 \leq N \leq 23$, we obtain $d=7.49(11) \mu \mathrm{m}$ and $\theta_{0}=4.01(4)^{\circ}$.The solid lines in Fig. 11.3(b) are the results of the numerical simulations with the obtained values of $d, \theta_{0}$.

In Figure 11.3(c) we show the measured interference visibility $\mathcal{V}=\left(I_{\text {max }}-I_{\text {min }}\right) /\left(I_{\max }+I_{\text {min }}\right)$ as a function of the total number of atoms $N$. When averaged over the range $20 \leq N \leq 23$, the background-subtracted $\mathcal{V}$ we obtain is $0.97(2)$, significantly higher than that reported in prior studies of multi-atom Bragg scattering [82, 83, 84, 85, 86, 87]. The clear reduction in visibility for smaller numbers of atoms $N$ is due mostly to an increased imbalance in the atom number between the two chains. It can be understood as follows: for constructive interference, the relative phase $\Phi_{j j^{\prime}}$ is zero for any two atoms in the same chain and a multiple of $2 \pi$ for any two atoms in different chains. Therefore the maximum fringe intensity $I_{\max }$ is insensitive to an imbalance in the number of atoms between the individual chains and scales as $\sim N^{2}$. On the other hand, for complete destructive interference, the relative phase between atoms in different chains must be a odd multiple of $\pi$ and the number of atoms in each chain must be the same. For unequal numbers of atoms in the two chains, destructive interference cannot be complete. The solid line in Figure 11.3(c) is based on our numerical simulations which include random filling of traps, inelastic scattering, and atomic position disorder, see Supplementary Material.

It is well-known that restricting the dimensionality of a quantum system can radically alter its global properties, as well as inter-particle interactions and, in doing so, allow for new applications that do not occur in higher dimensions. Frequently in such settings, many-body effects play a critical role. In contrast, our work demonstrates that the reduced dimensionality of a quantum system can be important in a situation with no strong inter-particle correlations. Specifically, we have demonstrated phase-matched coherent scattering for 1- and 2-dimensional geometries of a singleatom qubit array suitable for storage and processing of quantum information. High-visibility interference fringes are observed for two atomic chains as a function of their separation. Atom arrays connected to photonic channels can provide a technology foundation for future quantum networks with efficient multi-partite scaling. Networks using such arrays as quantum nodes would offer a variety of schemes to encode, transfer, and manipulate quantum information within and between the nodes of the network for distributed quantum computation, communication, and sensing [97]. A logical extension of this work could involve the creation of multi-atom entangled states in a setting where the atoms can be individually addressed and their various combinations chosen for entangled state generation.

### 11.1 Supplementary material

We use cold ${ }^{87} \mathrm{Rb}$ atoms confined in an array formed by holographic optical microtraps. The trapping beam is generated by a 1064 nm fiber-based amplifier seeded by a single-mode fiber laser. The trap field intensity is stabilized by measurement and feedback via an acousto-optic modulator. The resulting beam is diffracted by a spatial light modulator (SLM) that imprints a phase on the trapping beam, as shown in Fig. S11.4 (a). The diffracted beam passes through a $2: 3$ telescope and is then strongly focused by a high-numerical-aperture ( NA ) objective lens ( $\mathrm{NA} \approx 0.55$ ) into an ultra-high vacuum (UHV) glass cell to form an array of optical microtraps centered on what we define as our $z$ axis. Each trap has a waist of $\approx 1.7 \mu \mathrm{~m}$, a depth $U_{0} / k_{\mathrm{B}} \approx 2.3 \mathrm{mK}$, and trap frequencies $\left(\omega_{x}, \omega_{y}, \omega_{z}\right) \approx 2 \pi \times(91.2,13.0,91.2) \mathrm{kHz}$.

To load atoms into an array of microtraps, the array is spatially overlapped with a magnetooptical trap (MOT) which is loaded from a background Rb vapor in the UHV glass cell. After the loading phase, we turn off the magnetic field gradient of the MOT and then shine an imaging beam onto the trapped atoms. The imaging beam contains two laser beams, one is red-detuned by about 20 MHz from the in-trap $\mathrm{D} 2 F=2 \leftrightarrow F^{\prime}=3$ transition and the other is a repumper beam resonant with the in-trap $\mathrm{D} 2 F=1 \leftrightarrow F^{\prime}=2$ transition. The imaging beam is retro-reflected in a one-dimensional lin $\perp$ lin configuration which provides a Sisyphus cooling mechanism. The fluorescence from the trapped atoms is collected by the objective lens and directed onto a cooled electron-multiplying CCD (EMCCD) camera by a dichroic mirror (DM). To count the number of atoms, the detected photon statistics is analyzed for each trap. The statistics exhibit bimodal structure which indicates the trap has either zero or one atom due to a collisional blockade mechanism [100]. The total number of atoms $N$ in an array with $N_{t}$ traps is varied in a range of $N / N_{t} \lesssim 0.5$ by changing the duration of the loading phase. The atomic temperature is $T \approx 248 \mu \mathrm{~K}$ which yields disorder of atomic positions with standard deviations of $\sigma_{x}=\sigma_{z} \approx 0.3 \lambda, \sigma_{y} \approx 2.4 \lambda$.

Figure S11.4 (b) shows the geometry used in this work. An excitation laser propagating along the magnetic field direction results in scattering from the atoms. The scattered light is collected by a lens whose aperture is much larger than that of the detection mode $\lambda /\left(\pi w_{d, 0}\right) \approx 1.07^{\circ}$, where $w_{d, 0} \approx 13.3 \mu \mathrm{~m}$ is the spot size of the detection mode and $\lambda=780.24 \mathrm{~nm}$ is wavelength of the scattered light. The lens axis coincides with the detector axis. The collected light passes two optical band-pass filters having a central wavelength of 780 nm to suppress stray light, and is then coupled into a single-mode fiber directed to an avalanche photodetector (APD). The total transmission efficiency of the UHV glass cell, the lens, and the filters is $\eta_{\mathrm{T}} \approx 0.88$ and the quantum efficiency of the APD is $\eta_{\text {APD }} \approx 0.56$. The excitation laser is detuned by $\delta /(2 \pi) \approx 62 \mathrm{MHz}$ from the $|g\rangle=\left|5 S_{1 / 2}, F=2, m_{F}=2\right\rangle \leftrightarrow|e\rangle=\left|5 P_{3 / 2}, F^{\prime}=3, m_{F^{\prime}}=3\right\rangle$ transition of atoms located at the center of a trap. The light shift induced by the $\pi$-polarized trapping beam is extracted by


Figure 11.4: Experimental layout for holographic arrays of optical microtraps (a) and an excitation laser and a detection mode (b).
measuring atomic loss as a function of detuning of the excitation laser from the resonance in freespace. The value of the light shift averaged over all sites is 89 MHz , with the standard deviation $\sigma_{\mathrm{LS}} /(2 \pi) \approx 6.5 \mathrm{MHz}$ resulting in a $\sigma_{\mathrm{LS}} / \delta \approx 0.10$ fractional variation in the detuning. To reduce heating loss of trapped atoms during measurements of scattered light, a gated probing-cooling sequence is applied (see the main text), where the imaging beam is used as the cooling beam. The survival probability after 1200 cycles of the gated probing-cooling sequence with repetition rate of $\approx 300 \mathrm{~Hz}$ is about $95 \%$ per atom which is mainly limited by finite lifetime of trapped atoms. To extract experimental samples in which there is no atomic loss, we use post-selection to compare the number of atoms recorded before and after the gated-probing sequence. To measure the angle $\theta_{\text {det }}$ between the detection axis and the trap chain, we direct a laser field having wavelength 810 nm backwards through the detector mode volume into the interaction volume. This field forms a far-off-resonance optical trap (FORT). The angle $\theta_{\text {det }}$ is calibrated by analyzing fluorescence images of atoms trapped in the microtrap chain and the FORT. The calibration error is $\pm 0.11$ degrees limited by the EMCCD resolution and capture range.

## Theoretical methods

In general, the total electric field $\mathbf{E}_{\text {tot }}(\mathbf{R})$ at any position in space is a superposition of the excitation field $\mathbf{E}_{\text {exc }}(\mathbf{R})$ and the field scattered by the atoms $\mathbf{E}_{\mathrm{sc}}(\mathbf{R})$,

$$
\begin{equation*}
\mathbf{E}_{\mathrm{tot}}(\mathbf{R})=\mathbf{E}_{\text {exc }}(\mathbf{R})+\mathbf{E}_{\mathrm{sc}}(\mathbf{R}) . \tag{11.2}
\end{equation*}
$$

There are three axes defined in our experiment (see Fig. 1 (a) of main text). The $z$ axis is taken along the atomic chain(s). The propagation vector of the excitation field lies in the $x-z$ plane and defines a second axis that makes an angle $\theta_{\text {exc }}$ with the negative $z$ axis. This field is circularly polarized with respect to its own axis. Finally, there is the detector axis, having polar angles $\left(\theta_{\operatorname{det}}, 0\right)$. A collection lens having a diameter of $1 "$ is centered on this axis at a distance $R \approx 150$ mm from the origin. The plane of the lens lies roughly in the $\theta$ direction, having some extent in
both the $\theta$ and $\phi$ directions. The spatial mode of the single-mode fiber used to measure the signal is also centered on the detection axis. In our experiment, the angular separation $2 \theta_{0} \approx 8^{\circ}$ between the detection and excitation axes is kept fixed as the direction of the atomic chains is varied. There is never any overlap of the excitation and scattered fields in our measurements, so we restrict our discussion to the scattered field.

### 11.1.1 Scattered field from an atomic array

It is easiest to write an expression for the scattered field using polar angles $\left(\theta_{e}, \phi_{e}\right)$ relative to the excitation axis. Relative to this axis, it follows from source-field theory that the positive frequency component of the electric field operator can be written as

$$
\begin{gather*}
\hat{\mathbf{E}}_{\mathrm{sc}}^{+}\left(R, \theta_{e}, \phi_{e} ; \theta, \phi ; t\right)=\mathbf{F}_{\mathrm{sc}}\left(R, \theta_{e}, \phi_{e}\right) e^{-i \omega t} \sqrt{\frac{\hbar \omega \gamma_{e}}{2 \epsilon_{0} c}} \\
\times \sum_{j}^{N} e^{-i\left(\mathbf{k}-\mathbf{k}_{\mathrm{exc}}\right) \cdot \mathbf{R}_{j}} \hat{S}_{-}^{(j)} \tag{11.3}
\end{gather*}
$$

where $\hat{S}_{-}^{(j)}=\left|g_{j}\right\rangle\left\langle e_{j}\right|\left(\hat{S}_{+}^{(j)}=\left|e_{j}\right\rangle\left\langle g_{j}\right|\right)$ is the lowering (raising) for an atom at position $\mathbf{R}_{j}, \gamma_{e}$ is the excited state decay rate,

$$
\begin{align*}
\mathbf{k} & =\sin \theta \cos \phi \hat{\mathbf{x}}+\sin \theta \sin \phi \hat{\mathbf{y}}+\cos \theta \hat{\mathbf{z}}  \tag{11.4a}\\
\mathbf{k}_{\mathrm{exc}} & =-\sin \theta_{\mathrm{exc}} \hat{\mathbf{x}}+\cos \theta_{\mathrm{exc}} \hat{\mathbf{z}} \tag{11.4b}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{F}_{\mathrm{sc}}\left(R, \theta_{e}, \phi_{e}\right)=-\frac{e^{i k R}}{R} e^{i \phi_{e}} \sqrt{\frac{3}{8 \pi}}\left(\frac{\cos \theta_{e} \hat{\boldsymbol{\theta}}_{e}+i \hat{\boldsymbol{\phi}}_{e}}{\sqrt{2}}\right) \tag{11.5}
\end{equation*}
$$

is a function that gives the radiation pattern of a single atom, normalized such that

$$
\begin{equation*}
R^{2} \int\left\|\mathbf{F}_{\mathrm{sc}}\left(R, \theta_{e}, \phi_{e}\right)\right\|^{2} d \Omega_{e}=1 \tag{11.6}
\end{equation*}
$$

We note that the angles $\left(\theta_{e}, \phi_{e}\right)$ are implicit functions of $\left(\theta, \phi, \theta_{\mathrm{exc}}\right)$.

### 11.1.2 Detection mode

The detection mode corresponds to a circularly polarized $\mathrm{TEM}_{00}$ relative to the detection axis that is focused to a waist having radius $w_{d, 0} \approx 13.3 \mu \mathrm{~m}$ at the center of the atomic array. We specify the spherical angles relative to the detector axis by $\left(\theta_{d}, \phi_{d}\right)$. For our experimental parameters, $\theta_{d} \ll 1$
and the Rayleigh length $z_{\mathrm{R}}=\pi w_{d, 0}^{2} / \lambda \approx 712 \mu \mathrm{~m}$ is much less than $R$, enabling us to write the incoming vector spatial mode pattern on a spherical surface intersecting the collection lens as

$$
\begin{align*}
\mathbf{F}_{\mathrm{det}}\left(R, \theta_{d}, \phi_{d}\right) \approx & \left(\frac{\cos \theta_{d} \hat{\boldsymbol{\theta}}_{d}-i \hat{\boldsymbol{\phi}}_{d}}{\sqrt{2}}\right) e^{-i \phi_{d}} \sqrt{\frac{k z_{R}}{\pi}} \frac{e^{-i k R}}{R} \\
& \times e^{-k z_{\mathrm{R}} \theta_{d}^{2} / 2} e^{-i k R \theta_{d}^{4} / 8}, \tag{11.7}
\end{align*}
$$

which, for $k z_{R} \gg 1$, is normalized such that

$$
\begin{equation*}
R^{2} \int\left\|\mathbf{F}_{\mathrm{det}}\left(R, \theta_{d}, \phi_{d}\right)\right\|^{2} d \Omega_{d}=1 \tag{11.8}
\end{equation*}
$$

We note that the angles $\left(\theta_{d}, \phi_{d}\right)$ are implicit functions of $\left(\theta, \phi, \theta_{\text {det }}\right)$.

### 11.1.3 Count Rate

With the adopted normalization, the photoelectric count rate is given by

$$
\begin{equation*}
C_{N}=\mathcal{I} \eta+C_{0} \tag{11.9}
\end{equation*}
$$

where $\eta=\eta_{\mathrm{T}} \eta_{\text {APD }}, C_{0}$ is the experimentally determined background count rate, and

$$
\begin{equation*}
\mathcal{I}=\frac{2 \epsilon_{0} c R^{4}}{\hbar \omega}\left\langle\int \hat{\mathbf{E}}_{\mathrm{sc}}^{-} \cdot \mathbf{F}_{\mathrm{det}}^{*} d \Omega_{\mathrm{lens}} \int \hat{\mathbf{E}}_{\mathrm{sc}}^{+} \cdot \mathbf{F}_{\mathrm{det}} d \Omega_{\mathrm{lens}}\right\rangle \tag{11.10}
\end{equation*}
$$

is the intensity projected onto the fiber mode. The angular integrals can be restricted to the solid angle of the lens since the detection mode acts as a spatial filter whose acceptance angle $\sqrt{2 / k z_{\mathrm{R}}}=$ $\lambda /\left(\pi w_{d, 0}\right) \approx 0.019$ radians is much less than the angular acceptance of the lens, which is 0.084 radians. In acting as a spatial filter, the detection mode increases the visibility of the interference fringes observed with two chains of atoms as a function of the separation of the chains.

When Eq. (11.3) is substituted into Eq. (11.10), we find that $\mathcal{I}$ can be expressed in terms of density matrix elements as

$$
\begin{align*}
\mathcal{I}= & \sum_{j}^{N}\left[\rho_{e e}^{(j)}-\left|\rho_{e g}^{(j)}\right|^{2}\right]\left|\int \mathbf{F}_{\mathrm{sc}} \cdot \mathbf{F}_{\mathrm{det}} e^{-i \Phi_{j}} d \Omega_{\mathrm{lens}}\right|^{2} \\
& +\left|\sum_{j=1}^{N} \rho_{g e}^{(j)} \int \mathbf{F}_{\mathrm{sc}} \cdot \mathbf{F}_{\mathrm{det}} e^{-i \Phi_{j}} d \Omega_{\mathrm{lens}}\right|^{2} \tag{11.11}
\end{align*}
$$

where

$$
\begin{gather*}
\Phi_{j}(\theta, \phi)=\left(\mathbf{k}-\mathbf{k}_{\mathrm{exc}}\right) \cdot \mathbf{R}_{j},  \tag{11.12}\\
\rho_{e e}^{(j)}=\frac{s_{j}}{2\left(1+s_{j}\right)}, \rho_{e g}^{(j)}=\frac{i \Omega_{j}}{2\left(\gamma_{e} / 2-i \delta_{j}\right)\left(1+s_{j}\right)}, \tag{11.13}
\end{gather*}
$$

and

$$
\begin{equation*}
s_{j}=\frac{\Omega_{j}^{2} / 2}{\delta_{j}^{2}+\gamma_{e}^{2} / 4} \tag{11.14}
\end{equation*}
$$

is the saturation parameter associated with the $j$ th atom - field interaction. The saturation parameter is a function of the Rabi frequency $\Omega_{j}$ and the detuning $\delta_{j}$.

### 11.1.4 Numerical simulation

We account for (a) disorder in atomic positions resulting from temperature and from imperfect trap positioning, (b) random filling of $N_{t}$ trap sites by $N$ atoms, and (c) the effects of an inhomogenous distribution of trap depths, by using Monte Carlo simulations to average over these effects. The photoelectric count rate $C_{N}$ from an array consisting of $N$ atoms is calculated using the following procedure:

1. The coordinates for each of the $N_{\mathrm{t}}$ traps in the absence of experimental imperfections are defined using the geometric parameters $d, L_{\|}$and $L_{\perp}$ (see Fig. 2 (a) of main text).
2. Each site in the array is randomly assigned a deviation from the ideal trap position to account for irregularities arising from the finite spatial resolution of the SLM. The distribution is assumed as a normal distribution with the measured standard deviation of $\approx 0.10 \mu \mathrm{~m}$.
3. A value of in-trap detuning is randomly assigned to each site in the array to account for the nonuniform distribution of trap depths. The values of detuning follow a normal distribution centered at $\delta$ with a standard deviation $\sigma_{\mathrm{LS}}$.
4. To model the stochastic loading process associated with the collisional blockade mechanism, $N$ of the $N_{\mathrm{t}}$ the traps are randomly chosen to be filled.
5. Due to finite atomic temperature, atomic positions $\mathbf{R}_{j}$ are randomly sampled from Gaussian Boltzmann distributions in each dimension having spatial waists $\sigma_{i}=\sqrt{k_{\mathrm{B}} T /\left(m \omega_{i}^{2}\right)}$, where $m$ is the atomic mass. Atomic temperature $T$ and trap frequencies $\omega_{i}$ are measured by release and recapture techniques [101, 102]. The temperature remains approximately constant during the excitation process due to our gated probing-cooling sequence, allowing us to neglect any motional effects and any changes in the resonant frequency resulting from recoil heating.
6. The count rate for the particular configuration of atomic positions, Rabi frequency, and in-trap detuning is calculated using Eq. (11.9).

To match the theory to the experimental data, we perform simultaneous fits of peak count rates


Figure 11.5: Angular dependence of the Debye-Waller factors. (a) $f_{i}$ as a function of $\theta$ for various values of disorder $\sigma_{i}(i=x, z)$ for $\phi=0$ and $\theta_{\mathrm{exc}}=4^{\circ} \approx 0.022 \pi$, (b) $f_{i}$ as a function of $\phi$ for various values of disorder $\sigma_{i}(i=x, y)$ with $\theta=\theta_{\mathrm{exc}}$.


Figure 11.6: Bragg scattering from a one-dimensional atomic chain with $N=10$ atoms. Two dimensional structure factor $S(\theta, 0)$ for (a) case of equal separation of atoms, (b) in the presence of disorder of atomic positions with standard deviations $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0,0,0.3 \lambda)$, and (c) $\left(\sigma_{x}, \sigma_{y}, \sigma_{z}\right)=(0.3 \lambda, 2.4 \lambda, 0.3 \lambda)$. They correspond to the emission patterns in the $x-z$ plane displayed in Fig. 1 (b-d) of the main text. (d) the structure factor in a single cone $S\left(\theta_{\mathrm{exc}}, \phi\right)$. The solid lines are the results of the Monte Carlo simulation in which each atomic position is randomly sampled with the standard deviations ( $\sigma_{x}, \sigma_{y}, \sigma_{z}$ ). The dashed lines represent the envelope of the maximum intensity obtained from $N+f_{\mathrm{DW}} N(N-1)$.
for all values of $N$, using the Rabi frequency $\Omega$ as an adjustable parameter. The measurements at the value of $\theta_{\text {det }}=4^{\circ}\left(L_{\|} \approx 50 \mu \mathrm{~m}\right)$ serve as representative points for the single (double) chain geometry. To generate the theoretical curves shown in Figures 2 and 3 of the main text, we average over 1000 realizations of the Monte Carlo simulation using the best fit values of $\Omega / 2 \pi=$ $3.24(4) \mathrm{MHz}$ and $\Omega / 2 \pi=5.05(8) \mathrm{MHz}$ respectively.

### 11.1.5 Disorder in atomic position

In this section we want to see how thermal averaging of position affects Bragg scattering from an equally spaced single atomic chain, with one atom per site. The atoms are aligned along the $z$ axis and the excitation beam makes an angle $\theta_{\mathrm{exc}}=4^{\circ} \approx 0.07$ radians with the $z$ axis. The detector
axis can be placed at any $\theta_{\text {det }}=\theta$. For this geometry and with a saturation parameter much less than unity, the scattered signal is proportional to the structure factor $S=\left\langle\sum_{j, j^{\prime}=1}^{N} e^{-i \Phi_{j j^{\prime}}}\right\rangle$, where $\Phi_{j j^{\prime}}=\Phi_{j}-\Phi_{j^{\prime}}$ and the brackets denote a thermal average. The structure factor can be written as

$$
\begin{equation*}
S=N\left(1-f_{\mathrm{DW}}\right)+f_{\mathrm{DW}} \frac{\sin ^{2}\left[N k d\left(\cos \theta-\cos \theta_{\mathrm{exc}}\right) / 2\right]}{\sin ^{2}\left[k d\left(\cos \theta-\cos \theta_{\mathrm{exc}}\right) / 2\right]} \tag{11.15}
\end{equation*}
$$

where $d$ is the chain spacing and

$$
\begin{equation*}
f_{\mathrm{DW}}=\left|\left\langle e^{\left.-i\left(\mathbf{k}-\mathbf{k}_{\mathrm{exc}}\right) \cdot \mathbf{R}_{j}\right\rangle}\right\rangle\right|^{2} \tag{11.16}
\end{equation*}
$$

is a Debye-Waller factor. The average is over the thermal Boltzmann distribution associated with atom $j$. Disorder of atomic positions results in a reduction of the peak height of Bragg scattering and an offset of the Bragg minima from zero. It can also wash out Bragg diffraction peaks. For atoms confined in harmonic potentials, $f_{\mathrm{DW}} \approx f_{x} f_{y} f_{z}$, with

$$
\begin{align*}
f_{x} & =\exp \left[-k^{2}\left(\sin \theta \cos \phi+\sin \theta_{\mathrm{exc}}\right)^{2} \sigma_{x}^{2}\right] \\
f_{y} & =\exp \left[-k^{2}(\sin \theta \sin \phi)^{2} \sigma_{y}^{2}\right]  \tag{11.17}\\
f_{z} & =\exp \left[-k^{2}\left(\cos \theta-\cos \theta_{\mathrm{exc}}\right)^{2} \sigma_{z}^{2}\right] .
\end{align*}
$$

In Fig. S11.5 (a), $f_{x}$ and $f_{z}$ are plotted as a function of $\theta$ for $\phi=0, \theta_{\mathrm{exc}}=4^{\circ}$ and several values of $\sigma_{x} / \lambda$ and $\sigma_{z} / \lambda$. It is seen that disorder reduces the range of $\theta$ for which phase matching can occur. In Fig. S11.5 (b), $f_{x}$ and $f_{y}$ are plotted as a function of $\phi$ for $\theta=\theta_{\text {exc }}=4^{\circ}$ and several values of $\sigma_{x} / \lambda$ and $\sigma_{y} / \lambda$. The product of $f_{x}$ and $f_{y}$ is equal to unity at $\phi=0, \pi$, and is reduced somewhat for other values of $\phi$. Regardless of disorder, phase matching is always perfect in the direction of the excitation beam, $\theta=\theta_{\text {exc }}, \phi=\pi$.

To see how disorder reduces the number of Bragg peaks, first consider the case when all the $\sigma_{i}=0$. In that case the structure factor equals $N^{2}$ whenever $k d\left(\cos \theta-\cos \theta_{\text {exc }}\right)=n \pi$. For $\lambda=780.24 \mathrm{~nm}$ and $d=7.49 \mu \mathrm{~m}, k d=60.3$, Bragg peaks occur for 20 values of $\theta$. Since the Bragg condition is independent of $\phi$, each value of $\theta$ gives rise to a cone of phase-matched emission, resulting in the 20 cones seen in Fig. 1 (b) of the main text. Figure S11.6 represents a cross section of these cones in the $x-z$ plane ( $\phi=0, \pm \pi / 2$ ). In the presence of disorder in the $z$ direction alone with $\sigma_{z}=0.3 \lambda$, conical emission at angles other than $\theta=\theta_{\mathrm{exc}}$ are reduced by a factor $f_{z}$ [Fig. S11.6 (b)]. From Fig. S11.5 (a), you can deduce that $f_{z}<0.01$ for $\theta>\pi / 2$. As a consequence the number of phase-matched cones is reduced to 6 for $\sigma_{z}=0.3 \lambda$. When disorder along the $x$ and $y$ directions is also included [ $\sigma_{x}=0.3 \lambda, \sigma_{y}=2.4 \lambda$ ], Bragg scattering is reduced primarily to a single cone having $\theta=\theta_{\text {exc }}$ [Fig. S11.6 (c)]. Moreover, the disorder in the
$y$ direction results in a $\phi$ dependence that is a maximum at $\phi=\pi$ (forward scattering along the negative $x$ axis) and has a secondary maximum at $\phi=0$ (reflective scattering along the positive $x$ axis) [Fig. S11.6 (d)].

### 11.1.6 Random Filling

To isolate the effects of random filling on the signal, we neglect any effects of disorder. In this case, for a single chain with spacing $d$, the structure factor is given by

$$
\begin{equation*}
S=N+2 \sum_{j, j^{\prime}=1 ; j^{\prime}<j}^{N} \cos \left[\left(j-j^{\prime}\right) \alpha\right], \tag{11.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=k d\left[\cos \left(2 \theta_{0}-\theta\right)-\cos \theta\right] \tag{11.19}
\end{equation*}
$$

and we must place the $N$ atoms at random in $N_{t}$ traps, with at most one atom in each trap. In turns out that it is possible to get an analytic expression for $\langle S\rangle$, where the average is now over all possible configurations. Explicitly, [103]

$$
\begin{align*}
\bar{S}(\alpha)= & \frac{\langle S\rangle}{N^{2}}=\frac{1}{N}+\frac{2}{N^{2}\binom{N_{t}}{N}} \sum_{m=1}^{N_{t}-1} W(m) \cos (m \alpha) ; \\
W(m)= & \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \sum_{q=1}^{N_{t}-N+j-m}\binom{q-1}{i-1} \\
& \times\binom{ m-1}{j-i-1}\binom{N_{t}-q-m}{N-j} . \tag{11.20}
\end{align*}
$$

The quantity $W(m)$ gives the number of configurations for which atom $j$ and atom $i(j>i)$ are separated by $m d=(j-i) d$. In Fig. S11.7, $\bar{S}$ is plotted as a function of $\theta$ for $\theta_{0}=4^{\circ}, k d=60.3$, $N_{t}=20$, and $N=4,8,12$. As can be seen, the main effect of random filling is to produce an offset in the signal, which becomes less important with increasing $N$.

For two chains the normalized structure factor is

$$
\begin{equation*}
\bar{S}=\frac{1}{N^{2}}\left\langle\sum_{j, j^{\prime}=1}^{N} e^{i q_{z} Z_{j j^{\prime}}+i q_{x} X_{j j^{\prime}}}\right\rangle, \tag{11.21}
\end{equation*}
$$



Figure 11.7: Effect of random filling for a single chain. The normalized structure factor is plotted as a function of $\theta$ for 20 traps and $N=4,8,12$ atoms.
where

$$
\begin{align*}
Z_{j}= & j d \Theta\left(N_{t} / 2-j\right) \\
& +\left(j-N_{\mathrm{t}} / 2\right) d \Theta\left(j-N_{t} / 2-1\right)  \tag{11.22a}\\
X_{j}= & X_{0} \Theta\left(j-N_{t} / 2-1\right) \tag{11.22b}
\end{align*}
$$

$$
\begin{align*}
q_{z} & =k\left[\cos \left(2 \theta_{0}-\theta\right)-\cos \theta\right]  \tag{11.23a}\\
q_{x} & =k\left[\sin \left(2 \theta_{0}-\theta\right)+\sin \theta \cos \phi\right] \tag{11.23b}
\end{align*}
$$

and $\Theta(x)$ is the Heaviside function defined by $\Theta(x)=1$ for $x \geq 0$ and $\Theta(x)=0$ for $x<0$. In other words, there are now two chains of particles separated by $X_{0}$ in the $x$ direction and an even number $N_{t}$ of traps, with half the traps in each chain. Again, there is no more than one atom per trap, but it is possible to end up with all the atoms in one chain if $N<N_{t} / 2$. That is, there is no restriction that forces the number of atoms in each chain to be the same - indeed, $N$ can be odd. In


Figure 11.8: Effect of random filling on the visibility for two chains as a function of $N$ for 40 traps.
this case, when $\theta=\theta_{0} / 2=\theta_{\text {exc }}$ and $\phi=0$,

$$
\begin{align*}
& \bar{S}(\beta)=\frac{1}{N}+\frac{2}{N^{2}\binom{N_{t}}{N}} \sum_{m=N_{t} / 2}^{N_{t}-1} W(m) \cos \beta \\
& +\frac{2}{N^{2}\binom{N_{t}}{N}} \sum_{m=1}^{N_{t} / 2-1} m\binom{N_{t}-2}{N-2}(\cos \beta-1)+W(m) \tag{11.24}
\end{align*}
$$

where $\beta=2 k X_{0} \sin \theta_{\text {exc }}$. In Fig. S11.8, the fringe visibility,

$$
\begin{equation*}
V=\frac{\bar{S}(0)-\bar{S}(\pi)}{\bar{S}(0)+\bar{S}(\pi)}=\frac{1-\bar{S}(\pi)}{1+\bar{S}(\pi)}, \tag{11.25}
\end{equation*}
$$

is plotted as a function of $N$ for $N_{t}=40$. As can be seen, the main effect of random filling is to reduce the fringe visibility, an effect which becomes less important with increasing $N$.

## CHAPTER 12

## Theory of Rydberg Blockade With Multiple Intermediate State Excitations

### 12.1 Introduction

As a consequence of the dipole-dipole interaction between highly excited Rydberg atoms, it is possible to suppress multiple Rydberg excitations in an atomic ensemble when the atoms are driven by optical fields. The suppression mechanism produces a "dipole or Rydberg blockade" that can be used to entangle a large number of atoms. As proposed originally by Lukin et al [6], such a Rydberg blockade can be used as an important element in quantum computing and quantum information protocols. Experimental confirmation of the Rydberg blockade has been reported for both two-atom [104] and many-atom [105] systems.

In the simplest theoretical modeling of the Rydberg blockade, the ensemble of atoms is taken to consist of two collective states, the ground state and a fully symmetric state involving a single Rydberg excitation. Excitation of the collective Rydberg state is often accomplished via twophoton excitation via an off-resonant intermediate state. In the two-level model, the intermediate state does not appear explicitly in the formalism, having been adiabatically eliminated in some fashion. In such treatments, it is not clear whether or not there are multiple collective excitations of the intermediate state and to what extent off-resonant excitation of the intermediate states results in light shifts. The light shifts can modify the resonance condition for excitation of the blockade. In this paper, we fully account for multiple intermediate state excitations.

The collective states that are excited in the Rydberg blockade can be related to Dicke states [70]. There is a vast literature on both Dicke states and the Rydberg blockade. In a comprehensive article containing many references, Shammah et al [106] reviewed the Dicke state dynamics for an ensemble of non-interacting two-level atoms. If the atoms are non-interacting, the Dicke formalism, while interesting, simply makes a theoretical analysis of the problem much more complex, since the expectation value of any physical observable for non-interacting atoms is simply $N$ times that of a single atom. On the other hand, when the blockade is operational, the Dicke formalism
offers distinct advantages, especially if decay is negligible and the field amplitudes are constant over the atomic ensemble. In that limit, the state vector describing the atomic ensemble is restricted to a limited subspace, namely the fully symmetric Dicke states. Although there are many papers devoted to the state dynamics of the symmetric states in the Rydberg blockade [107], far fewer consider the role intermediate state excitations [108]. Moreover these papers often focus on the role of spontaneous decay rather than the modifications of the Rydberg dynamics in the absence of decay.

The goals of this paper are several-fold: (1) to provide formal justification for the use of the two-level approximation in the theory of the dipole blockade, (2) to examine the changes in the blockade that occur when there are multiple intermediate state excitations, (3) to develop a dressed state theory of the blockade that can be used for both constant amplitude and adiabatic input pulses, (4) to underline the advantages of the dressed state approach, (5) to calculate the probability of the collective Rydberg population produced in the blockade as a function of pulse duration, (6) to compare this response for both constant amplitude and adiabatic input pulses, and, finally, (7) to connect our results with those that can be obtained using a form of the Holstein-Primakoff transformation [109]. We shall see that multiple intermediate state excitations can lead to an overall modulation of the Rydberg state population for constant amplitude fields that is absent when adiabatic pulses are used.

The paper is organized as follows: In Sec. II, the basic model is presented. A theory based on "bare" states is developed in Sec. III, allowing us to calculate the probability for excitation of the collective Rydberg state as a function of pulse duration. The analogous theory using a dressed-state basis is developed in Sec. IV for constant amplitude and adiabatic pulses. In Sec. V, a form of the Holstein-Primakoff transformation is used to reproduce the results that were obtained for adiabatic pulse excitation of the blockade.

### 12.2 General Considerations

Each atom is modeled as a three-level atom with lower state 1 (ground state), intermediate state 2, and upper state 3 (Rydberg level), as shown in Fig. 12.1. The atoms are assumed to be cold motion of the atoms is neglected. There are two fields present,

$$
\begin{align*}
& \boldsymbol{E}_{1}(\boldsymbol{R}, t)=\frac{1}{2} E_{1}(t) \boldsymbol{\epsilon}_{1} e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}-i \omega_{1} t}+\text { c.c. }  \tag{12.1a}\\
& \boldsymbol{E}_{2}(\boldsymbol{R}, t)=\frac{1}{2} E_{2}(t) \boldsymbol{\epsilon}_{2} e^{i \boldsymbol{k}_{2} \cdot \boldsymbol{R}-i \omega_{2} t}+\text { c.c. } \tag{12.1b}
\end{align*}
$$



Figure 12.1: Level scheme. The detuning $\delta_{2}=\omega_{32}-\omega_{2}$ is not indicated explicitly in the figure.
where c.c. stands for "complex conjugate." Field $\boldsymbol{E}_{1}(\boldsymbol{R}, t)\left[\boldsymbol{E}_{2}(\boldsymbol{R}, t)\right]$ has propagation vector $\boldsymbol{k}_{1}$ $\left[\boldsymbol{k}_{2}\right]$, frequency $\omega_{1}=k_{1} c\left[\omega_{2}=k_{2} c\right]$, and polarization $\boldsymbol{\epsilon}_{1}\left[\boldsymbol{\epsilon}_{2}\right]$. We define detunings

$$
\begin{equation*}
\delta_{1}=\omega_{21}-\omega_{1} ; \quad \delta_{2}=\omega_{32}-\omega_{2}, \tag{12.2}
\end{equation*}
$$

where $\omega_{21}$ is the intermediate state to ground state frequency and $\omega_{32}$ is the Rydberg state to intermediate state frequency. It is assumed that $\left|\delta_{1}\right| \gg\left|\delta_{1}+\delta_{2}\right|$. In drawing the figures in this paper, we assume that $\delta_{1}>0$. Field $\boldsymbol{E}_{1}(\boldsymbol{R}, t)$ drives the $1-2$ transition and field $\boldsymbol{E}_{2}(\boldsymbol{R}, t)$ drives the $2-3$ transition with associated Rabi frequencies

$$
\begin{align*}
& \Omega_{1}(t)=2 \chi_{1}(t)=-\frac{\boldsymbol{\mu}_{12} \cdot \boldsymbol{\epsilon}_{1} E_{1}(t)}{\hbar}  \tag{12.3a}\\
& \Omega_{2}(t)=2 \chi_{2}(t)=-\frac{\boldsymbol{\mu}_{23} \cdot \boldsymbol{\epsilon}_{2} E_{2}(t)}{\hbar} \tag{12.3b}
\end{align*}
$$

where $\boldsymbol{\mu}_{12}$ and $\boldsymbol{\mu}_{23}$ are dipole matrix elements. It is assumed that both $\chi_{1}(t)$ and $\chi_{2}(t)$ are real and positive.

Two pulse amplitude envelopes are considered, square profiles having duration $T$ for which

$$
\begin{equation*}
\chi_{1,2}(t)=\chi_{1,2} \Theta(t) \Theta(T-t), \tag{12.4}
\end{equation*}
$$

where $\Theta(t)$ is a Heaviside function, and Gaussian profiles,

$$
\begin{equation*}
\chi_{1,2}(t)=\chi_{1,2} e^{-t^{2} / T_{p}^{2}} \tag{12.5}
\end{equation*}
$$

with

$$
\begin{equation*}
T_{p}=T / \sqrt{\pi}, \tag{12.6}
\end{equation*}
$$

chosen such that the pulse areas of the square and Gaussian pulses are equal. For the most part, it is assumed that the detunings satisfy

$$
\begin{equation*}
\frac{\chi_{1}^{2}}{\delta_{1}^{2}} \ll 1 ; \quad \frac{\chi_{2}^{2}}{\delta_{1}^{2}}, \frac{\chi_{2}^{2}}{\delta_{2}^{2}} \ll 1 \tag{12.7}
\end{equation*}
$$

and that

$$
\begin{equation*}
\left|\delta_{1}\right| T_{p} \approx\left|\delta_{2}\right| T_{p} \gg 1 \tag{12.8}
\end{equation*}
$$

Condition (12.7) guarantees that the intermediate state population of a single atom is much less than unity while condition (12.8) insures that the Gaussian pulses are adiabatic.

It is assumed that the Rydberg blockade is totally functional. That is, in an ensemble of $N$ atoms, there is at most one collective Rydberg excitation in the sample. On the other hand, there can be several collective intermediate state excitations. The average number of level 2 excitations is of order

$$
\begin{equation*}
n_{2}=\frac{N \Omega_{1}^{2}}{\delta_{1}^{2}} \ll N \tag{12.9}
\end{equation*}
$$

Decay of levels 2 and 3 is neglected, based on the assumptions that

$$
\begin{align*}
\frac{\left(\chi_{1}^{2}+\chi_{2}^{2}\right)}{\delta_{1}^{2}} \gamma_{2} T & \ll 1,  \tag{12.10a}\\
\gamma_{3} T & \ll 1 \tag{12.10b}
\end{align*}
$$

where $\gamma_{j}$ is the decay rate of state $j$ [110]. Although decay is neglected, the light shifts, which are of order $\chi_{1}^{2} / \delta_{1}, \chi_{2}^{2} / \delta_{1}$, can modify the atomic response to the applied fields if

$$
\begin{equation*}
\frac{\chi_{1}^{2} T}{\left|\delta_{1}\right|} \gtrsim 1 \text { or } \frac{\chi_{2}^{2} T}{\left|\delta_{1}\right|} \gtrsim 1 \tag{12.11}
\end{equation*}
$$

The ensemble will undergo enhanced Rabi oscillations between the ground and collective Rydberg state with rate

$$
\begin{equation*}
\chi_{R N}=\sqrt{N} \frac{\chi_{1} \chi_{2}}{\left|\delta_{1}\right|} \equiv \frac{\Omega_{R N}}{2} . \tag{12.12}
\end{equation*}
$$

To observe $m$ Rabi oscillations, it is necessary that $\chi_{R N} T>m \pi$. On this time scale, the light shifts will be negligible provided that

$$
\begin{equation*}
\frac{\chi_{1} m \pi}{\chi_{2} \sqrt{N}} \ll 1 ; \quad \frac{\chi_{2} m \pi}{\chi_{1} \sqrt{N}} \ll 1 . \tag{12.13}
\end{equation*}
$$

We assume that $N \gg 1$.

### 12.3 Bare Atom Basis

### 12.3.1 Single Atom

For a single atom, the wave function in a field interaction representation [29] can be written as

$$
\begin{equation*}
|\psi(t)\rangle=a_{1}|1\rangle+a_{2}|2\rangle e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{1}-i \omega_{1} t}+a_{3}|3\rangle e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{1}-i \omega_{1} t} e^{i \boldsymbol{k}_{2} \cdot \boldsymbol{R}_{1}-i \omega_{2} t} \tag{12.14}
\end{equation*}
$$

where $\boldsymbol{R}_{1}$ is the position of the atom. The state amplitudes evolve as

$$
\begin{align*}
& \dot{a}_{1}=-i \chi_{1}(t) a_{2},  \tag{12.15a}\\
& \dot{a}_{2}=-i \chi_{1}(t) a_{1}-i \chi_{2}(t) a_{3}-i \delta_{1} a_{2},  \tag{12.15b}\\
& \dot{a}_{3}=-i \chi_{2}(t) a_{2}-i\left(\delta_{1}+\delta_{2}\right) a_{3}, \tag{12.15c}
\end{align*}
$$

with initial condition, $a_{1}(0)=1$. It is straightforward to solve these equations numerically. For square pulses the solution for the vector $\boldsymbol{a}(t)=\left(a_{1}(t), a_{2}(t), a_{3}(t)\right)$ is

$$
\begin{equation*}
\boldsymbol{a}(t)=\exp (-i \boldsymbol{H} t / \hbar) \boldsymbol{a}(0) \tag{12.16}
\end{equation*}
$$

where

$$
\boldsymbol{H}=\hbar\left(\begin{array}{ccc}
0 & \chi_{1} & 0  \tag{12.17}\\
\chi_{1} & \delta_{1} & \chi_{2} \\
0 & \chi_{2} & \delta_{1}+\delta_{2}
\end{array}\right)
$$

is the effective Hamiltonian in a field interaction representation.
For adiabatic Gaussian pulses, it is possible to eliminate the intermediate state using

$$
\begin{equation*}
a_{2}(t) \approx-\frac{\left[\chi_{1}(t) a_{1}(t)+\chi_{2}(t) a_{3}(t)\right]}{\delta_{1}} \tag{12.18}
\end{equation*}
$$

to arrive at

$$
\begin{align*}
& \dot{a}_{1} \approx i \frac{\chi_{1}(t) \chi_{2}(t)}{\delta_{1}} a_{3}+i \frac{\left[\chi_{1}(t)\right]^{2}}{\delta_{1}} a_{1}  \tag{12.19a}\\
& \dot{a}_{3} \approx i \frac{\chi_{1}(t) \chi_{2}(t)}{\delta_{1}} a_{1}+i \frac{\left[\chi_{2}(t)\right]^{2}}{\delta_{1}} a_{3}-i\left(\delta_{1}+\delta_{2}\right) a_{3} \tag{12.19b}
\end{align*}
$$

Even though there is a very small probability for the atom to be in level 2 following the pulse, these
equations give the sum of level 1 and level 3 populations equal to unity. In other words, adiabatic elimination leads to an error that is exponentially small in the parameter $\left|\delta_{1}\right| T_{p}$. This is true of any asymptotic expansion - it misses only exponentially small corrections.

There is an effective net detuning from two-photon resonance given by

$$
\begin{equation*}
\Delta(t)=\delta_{1}+\delta_{2}-\frac{\left[\chi_{2}(t)\right]^{2}}{\delta_{1}}+\frac{\left[\chi_{1}(t)\right]^{2}}{\delta_{1}} \tag{12.20}
\end{equation*}
$$

which implies that the light shifts can be larger than or comparable with the two-photon coupling rate

$$
\begin{equation*}
\chi(t)=\frac{\chi_{1}(t) \chi_{2}(t)}{\delta_{1}} \tag{12.21}
\end{equation*}
$$

The light shifts can be somewhat compensated by taking a non-zero two-photon detuning, but it is impossible to compensate for the light shifts at all times.

### 12.3.2 $N$ Atoms

Once the dipole-dipole interaction between different atoms in Rydberg level 3 is included, the calculation becomes very difficult. Even if the blockade is fully functional, as we assume, there can be several level 2 excitations. There is no obvious simple way to eliminate the intermediate states, in general. In other words, there is no formal justification for considering the problem as an effective 2-level problem involving the ground and collective Rydberg states.

A more formal justification begins with the neglect of Rydberg-Rydberg interactions. We assume the field amplitude is constant over the sample. Then the ensemble wave function is given simply by

$$
\begin{equation*}
|\psi(t)\rangle=\prod_{j=1}^{N}\left(a_{1}|1\rangle_{j}+a_{2}|2\rangle_{j} e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{j}-i \omega_{1} t}+a_{3}|3\rangle_{j} e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{j}-i \omega_{1} t} e^{i \boldsymbol{k}_{2} \cdot \boldsymbol{R}_{j}-i \omega_{2} t}\right) \tag{12.22}
\end{equation*}
$$

where $\boldsymbol{R}_{j}$ is the position of the atom $j$. When expanded, this gives a state vector that can be written as the sum of fully symmetric orthonormal phased basis kets $|N ; n, q\rangle$ that have $n$ excitations of level 2 and $q$ excitations of level 3 ; that is

$$
\begin{equation*}
|N ; n, q\rangle=\frac{1}{\sqrt{C_{n}^{N} C_{q}^{N-n}}}\left|S_{n q}^{N}\right\rangle \tag{12.23}
\end{equation*}
$$

where the $\left|S_{n q}^{N}\right\rangle$ are fully symmetric, unnormalized phased states. In other words,

$$
\begin{align*}
|\psi(t)\rangle & =\sum_{n, q} a_{1}^{N-n-q} a_{2}^{n} a_{3}^{q}\left|S_{n q}^{N}\right\rangle \\
& =\sum_{n, q} c_{n q}^{N}(t)|N ; n, q\rangle \tag{12.24}
\end{align*}
$$

where $n$ and $q$ can vary from 0 to $N$ with $n+q \leq N$. It then follows immediately that

$$
\begin{equation*}
c_{n q}^{N}=\sqrt{C_{n}^{N} C_{q}^{N-n}} a_{1}^{N-n-q} a_{2}^{n} a_{3}^{q} . \tag{12.25}
\end{equation*}
$$

The $|N ; n, 0\rangle$ are not Dicke states [70], but can be related to the Dicke states if we set $n=m_{\text {Dicke }}+$ $N / 2$ and $N=2 J_{\text {Dicke }}$. Using Eqs. (12.25) and (12.15), we obtain the evolution equations

$$
\begin{align*}
\dot{c}_{n q}^{N} & =-i\left[n \delta_{1}+q\left(\delta_{1}+\delta_{2}\right)\right] c_{n q}^{N}-i \chi_{1}(t) \sqrt{n(N-n-q+1)} c_{n-1, q}^{N} \\
& -i \chi_{1}(t) \sqrt{(n+1)(N-n-q)} c_{n+1, q}^{N}-i \chi_{2}(t) \sqrt{n(q+1)} c_{n-1, q+1}^{N} \\
& -i \chi_{2}(t) \sqrt{q(n+1)} c_{n+1, q-1}^{N}, \tag{12.26}
\end{align*}
$$

subject to the initial conditions

$$
\begin{equation*}
c_{n q}^{N}(0)=\delta_{n, 0} \delta_{q, 0}, \tag{12.27}
\end{equation*}
$$

where $\delta_{i, j}$ is a Kronecker delta. Of course, for our factorized state, if you want to calculate any physical observable's expectation value, it will simply be $N$ times the single atom expectation value.

To go from a factorized state to the blockade, we limit the values of $q$ to be 0 or 1 . Then there are two ladders of levels, the first of which has $N+1$ steps ( $q=0$ and $0 \leq n \leq N$ ) and the second $N$ steps $(q=1$ and $0 \leq n \leq N-1)$. These ladders are represented schematically in Fig. 12.2 for the case when $\delta_{1}+\delta_{2}=0$. The equations for the state amplitudes in these two chains are

$$
\begin{align*}
\dot{c}_{n 0}^{N} & =-i n \delta_{1} c_{n 0}^{N}-i \chi_{1}(t) \sqrt{n(N-n+1)} c_{n-1,0}^{N} \\
& -i \chi_{1}(t) \sqrt{(n+1)(N-n)} c_{n+1,0}^{N}-i \chi_{2}(t) \sqrt{n} c_{n-1,1}^{N},  \tag{12.28a}\\
\dot{c}_{n 1}^{N} & =-i\left[n \delta_{1}+\left(\delta_{1}+\delta_{2}\right)\right] c_{n 1}^{N}-i \chi_{1}(t) \sqrt{n(N-n)} c_{n-1,1}^{N} \\
& -i \chi_{1}(t) \sqrt{(n+1)(N-n-1)} c_{n+1,1}^{N}-i \chi_{2}(t) \sqrt{(n+1)} c_{n+1,0}^{N} . \tag{12.28b}
\end{align*}
$$

Field 1 produces strong coupling up and down each ladder when $N$ is large, as is assumed. There is coupling between adjacent ladder states for $n$ differing by one with a coupling constant $\sqrt{(n+1)} \chi_{2}$. The maximum population in each ladder occurs for $n \approx n_{2} / 2$, where $n_{2}$ is given by


Figure 12.2: Fully-symmetric collective bare states. The left ladder consists of states $|N ; n, 0\rangle$ containing zero Rydberg excitations and up to $n=N$ level 2 excitations. The right ladder consists of states $|N ; n, 1\rangle$ containing one Rydberg excitation and up to $n=(N-1)$ level 2 excitations. Coupling strengths are shown. Initially the atoms are in the ground state $|N ; 0,0\rangle$. The ladders are drawn for $\delta_{1}+\delta_{2}=0$.

Eq. (12.9), and approximately $n_{2}$ states are populated significantly. Thus, only the lower states of the ladders get populated in the limit that $\Omega_{1}^{2} / \delta_{1}^{2} \ll 1$. In the case of square pulses, the solution of Eqs. (12.28) at time $t=T$ can be expressed formally as

$$
\begin{equation*}
\boldsymbol{c}_{n q}^{N}(t)=e^{-i \boldsymbol{H}_{\text {bare }} t / \hbar} \boldsymbol{c}_{n q}^{N}(0), \tag{12.29}
\end{equation*}
$$

where $\boldsymbol{H}_{\text {bare }}$ is a $(2 N+1) \times(2 N+1)$ matrix and $\boldsymbol{c}_{n q}^{N}$ is a $(2 N+1)$ column vector. The matrix exponential function needs to be calculated numerically, in general. For time-dependent Rabi frequencies (pulsed fields), Eqs. (12.28) must be solved numerically.

If $n_{2}=N \Omega_{1}^{2} / \delta_{1}^{2} \ll 1$, it is a good approximation to include only the two lowest states of each ladder (at least two steps must be included since the lowest states of each ladder are not coupled in
this bare state calculation). The truncated equations with $n \leq 1$ and $q \leq 1$ are

$$
\begin{align*}
\dot{c}_{00}^{N} & =-i \chi_{1}(t) \sqrt{N} c_{10}^{N},  \tag{12.30a}\\
\dot{c}_{10}^{N} & =-i \delta_{1} c_{10}^{N}-i \chi_{1}(t) \sqrt{N} c_{00}^{N}-i \chi_{2}(t) c_{01}^{N},  \tag{12.30b}\\
\dot{c}_{01}^{N} & =-i\left(\delta_{1}+\delta_{2}\right) c_{01}^{N}-i \chi_{2}(t) c_{10}^{N}-i \chi_{1}(t) \sqrt{N-1} c_{11}^{N},  \tag{12.30c}\\
\dot{c}_{11}^{N} & =-i\left(2 \delta_{1}+\delta_{2}\right) c_{11}^{N}-i \chi_{1}(t) \sqrt{N-1} c_{01}^{N}, \\
& \approx-i \delta_{1} c_{11}^{N}-i \chi_{1}(t) \sqrt{N-1} c_{01}^{N} . \tag{12.30d}
\end{align*}
$$

For adiabatic pulses [111]

$$
\begin{align*}
& c_{10}^{N}(t) \approx-\frac{\chi_{1}(t) \sqrt{N} c_{00}^{N}(t)+\chi_{2}(t) c_{01}^{N}(t)}{\delta_{1}},  \tag{12.31a}\\
& c_{11}^{N}(t) \approx-\frac{\chi_{1}(t) \sqrt{N-1}}{\delta_{1}} c_{01}^{N}(t), \tag{12.31b}
\end{align*}
$$

which, when substituted into the original equations, yields

$$
\begin{align*}
\dot{c}_{00}^{N} & \approx \frac{i N\left[\chi_{1}(t)\right]^{2}}{\delta_{1}} c_{00}^{N}+\frac{i \sqrt{N} \chi_{1}(t) \chi_{2}(t)}{\delta_{1}} c_{01}^{N},  \tag{12.32a}\\
\dot{c}_{01}^{N} & \approx-i\left(\delta_{1}+\delta_{2}\right) c_{01}^{N}+\frac{i\left[\chi_{2}(t)\right]^{2}}{\delta_{1}} c_{01}^{N} \\
& +\frac{i(N-1)\left[\chi_{1}(t)\right]^{2}}{\delta_{1}} c_{01}^{N}+\frac{i \sqrt{N} \chi_{1}(t) \chi_{2}(t)}{\delta_{1}} c_{00}^{N} . \tag{12.32b}
\end{align*}
$$

If we let

$$
\begin{align*}
& c_{00}^{N}=\tilde{c}_{00}^{N} \exp \left[i \frac{N}{\delta_{1}} \int_{-\infty}^{t}\left[\chi_{1}\left(t^{\prime}\right)\right]^{2} d t^{\prime}\right],  \tag{12.33a}\\
& c_{01}^{N}=\tilde{c}_{01}^{N} \exp \left[i \frac{N}{\delta_{1}} \int_{-\infty}^{t}\left[\chi_{1}\left(t^{\prime}\right)\right]^{2} d t^{\prime}\right], \tag{12.33b}
\end{align*}
$$

then

$$
\begin{align*}
& d \tilde{c}_{00}^{N} / d t=\frac{i \sqrt{N} \chi_{1}(t) \chi_{2}(t)}{\delta_{1}} \tilde{c}_{01}^{N},  \tag{12.34a}\\
& d \tilde{c}_{01}^{N} / d t=\frac{i \sqrt{N} \chi_{1}(t) \chi_{2}(t)}{\delta_{1}} \tilde{c}_{00}^{N}-i \Delta(t) \tilde{c}_{01}^{N}, \tag{12.34b}
\end{align*}
$$

which are the effective two-level equations, including the light shifts, with $\Delta(t)$ defined by Eq. (12.20).

For constant amplitude pulses and $n_{2} \ll 1$, Eqs. (12.34) can still provide a very good approx-


Figure 12.3: Population of the lowest state of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=1$, $\chi_{2}=10, \delta_{1}=-\delta_{2}=1000$, and $N=500$. The solid red curve is the exact result and the dashed blue curve is the two-level result given by Eq. (12.35a). For these parameters the two curves overlap.
imation to the exact result provided that $\chi_{2} / \delta_{1} \ll 1$. The solution of Eqs. (12.34) with constant amplitude fields is

$$
\begin{align*}
\left|c_{01}^{N}(t)\right|^{2} & =\frac{4 \chi_{R N}^{2}}{\Delta^{2}+4 \chi_{R N}^{2}} \sin ^{2}\left[\sqrt{\Delta^{2}+4 \chi_{R N}^{2}} t / 2\right],  \tag{12.35a}\\
\left|c_{00}^{N}(t)\right|^{2} & =1-\left|c_{01}^{N}(t)\right|^{2}, \tag{12.35b}
\end{align*}
$$

where $\Delta$ is given by Eq. (12.20) and $\chi_{R N}$ by Eq. (12.12). With increasing $\chi_{2} / \delta_{1}$, Eqs. (12.34) may fail to reproduce the nonadiabatic effects associated with the sudden turn-on of the fields. In Figs. 12.3 and 12.4 , we plot $\left|c_{01}^{N}(t)\right|^{2}$ as a function of $\chi_{R N} t$ with values of $\chi_{1}, \chi_{2}, \delta_{1}$, and $\delta_{2}$ given in arbitrary units. The values chosen are $\chi_{1}=1, \delta_{1}=1000, N=500$, and $\left\{\chi_{2}=10, \delta_{2}=-1000\right\}$ (Fig. 12.3) or $\left\{\chi_{2}=500, \delta_{2}=-890\right\}$ (Fig. 12.4). For $\chi_{2} / \delta_{1}=0.01$, the exact [obtained from Eq. (12.29)] and "adiabatic" results are in good agreement, but for $\chi_{2} / \delta_{1}=0.5,\left|c_{01}^{N}(t)\right|^{2}$ is modulated at frequency $\delta_{1}$, even though the two-level approximation remains valid. We shall see that this nonadiabatic behavior persists for the total Rydberg population when the two-level approximation is no longer valid. The oscillation frequency in Fig. 12.4 is much larger than the collective Rabi frequency owing to the large light shift associated with field 2.


Figure 12.4: Population of the lowest state of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=1$, $\chi_{2}=500, \delta_{1}=1000, \delta_{2}=-890$, and $N=500$. The solid red curve is the exact result and the dashed blue curve is the two-level result given by Eq. (12.35a).

### 12.4 Dressed Atom Basis

### 12.4.1 Constant Amplitude Dressed States

It turns out there can be some significant advantages if (semiclassical) dressed states are used [29]. In this subsection we consider constant amplitude fields, but it turns out that adiabatic dressed states, to be discussed in the following subsection, may be more useful. The equations of motion for the bare state amplitudes in the absence of field 2 are

$$
\begin{align*}
& \dot{a}_{1}=-i \chi_{1} a_{2}  \tag{12.36a}\\
& \dot{a}_{2}=-i \chi_{1} a_{1}-i \delta_{1} a_{2} \tag{12.36b}
\end{align*}
$$

which implies an effective Hamiltonian

$$
\boldsymbol{H}_{2}=\hbar\left(\begin{array}{cc}
0 & \chi_{1}  \tag{12.37}\\
\chi_{1} & \delta_{1}
\end{array}\right)
$$

We diagonalize this Hamiltonian and obtain eigenvalues

$$
\begin{equation*}
E_{I, I I}=\hbar \omega_{I, I I}=\hbar\left[\frac{\delta_{1}}{2} \mp \frac{\Omega}{2}\right], \tag{12.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega=\sqrt{\delta_{1}^{2}+4 \chi_{1}^{2}} \tag{12.39}
\end{equation*}
$$

The corresponding eigenkets are

$$
\begin{align*}
|I\rangle & =\cos \theta|1\rangle+\sin \theta|2\rangle  \tag{12.40a}\\
|I I\rangle & =\cos \theta|2\rangle-\sin \theta|1\rangle \tag{12.40b}
\end{align*}
$$

with

$$
\begin{align*}
& \cos \theta=\frac{\chi_{1}}{\sqrt{\chi_{1}^{2}+\omega_{I}^{2}}},  \tag{12.41a}\\
& \sin \theta=\frac{\omega_{I}}{\sqrt{\chi_{1}^{2}+\omega_{I}^{2}}} . \tag{12.41b}
\end{align*}
$$

Note that for $\chi_{1}^{2} / \delta_{1}^{2} \ll 1$,

$$
\begin{align*}
\cos \theta & \approx 1-\frac{\chi_{1}^{2}}{2 \delta_{1}^{2}}  \tag{12.42a}\\
\sin \theta & \approx-\frac{\chi_{1}}{\delta_{1}}  \tag{12.42b}\\
\omega_{I} & \approx-\frac{\chi_{1}^{2}}{\delta_{1}} \tag{12.42c}
\end{align*}
$$

The bare and dressed state amplitudes are related by

$$
\begin{align*}
a_{I} & =\cos \theta a_{1}+\sin \theta a_{2},  \tag{12.43a}\\
a_{I I} & =\cos \theta a_{2}-\sin \theta a_{1},  \tag{12.43b}\\
a_{1} & =\cos \theta a_{I}-\sin \theta a_{I I},  \tag{12.43c}\\
a_{2} & =\cos \theta a_{I I}+\sin \theta a_{I}, \tag{12.43d}
\end{align*}
$$

and the initial condition for the dressed state amplitudes is

$$
\begin{equation*}
a_{I}(0)=\cos \theta ; \quad a_{I I}(0)=-\sin \theta \tag{12.44}
\end{equation*}
$$

It is now possible to introduce symmetric collective states as before. The ensemble wave function is given simply by

$$
\begin{equation*}
|\psi(t)\rangle=\prod_{j=1}^{N}\left(a_{I}|I\rangle_{j}+a_{I I}|I I\rangle_{j} e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{j}-i \omega_{1} t}+a_{3}|3\rangle_{j} e^{i \boldsymbol{k}_{1} \cdot \boldsymbol{R}_{j}-i \omega_{1} t} e^{i \boldsymbol{k}_{2} \cdot \boldsymbol{R}_{j}-i \omega_{2} t}\right) \tag{12.45}
\end{equation*}
$$

where

$$
\begin{align*}
|I\rangle_{j} & =\cos \theta|1\rangle_{j}+\sin \theta|2\rangle_{j}  \tag{12.46a}\\
|I I\rangle_{j} & =\cos \theta|2\rangle_{j}-\sin \theta|1\rangle_{j} \tag{12.46b}
\end{align*}
$$

When expanded, this gives a state vector that can be written as the sum of fully symmetric orthonormal dressed basis kets $\mid \widetilde{N ; n, q\rangle}$ that have $n$ excitations of state $I I$ and $q$ excitations of level 3 ; that is

$$
\begin{equation*}
\left\lvert\, \widetilde{N ; n, q\rangle}=\frac{1}{\sqrt{C_{n}^{N} C_{q}^{N-n}}} \widetilde{\left|S_{n q}^{N}\right\rangle}\right. \tag{12.47}
\end{equation*}
$$

where the $\widetilde{\left|S_{n q}^{N}\right\rangle}$ are the fully symmetric, unnormalized states. In other words,

$$
\begin{align*}
|\psi(t)\rangle & =\sum_{n, q} a_{I}^{N-n-q} a_{I I}^{n} a_{3}^{q} \mid \widetilde{\left.S_{n q}^{N}\right\rangle} \\
& =\sum_{n, q} c_{n q}^{N d}(t) \mid \widetilde{N ; n, q\rangle}, \tag{12.48}
\end{align*}
$$

where $n$ and $q$ can vary from 0 to $N$ with $n+q \leq N$. It then follows immediately that

$$
\begin{equation*}
c_{n q}^{N d}=\sqrt{C_{n}^{N} C_{q}^{N-n}} a_{I}^{N-n-q} a_{I I}^{n} a_{3}^{q} . \tag{12.49}
\end{equation*}
$$

Using Eqs. (12.43) and (12.15), one can show that the single atom dressed state amplitudes obey the evolution equations

$$
\begin{align*}
\dot{a}_{I} & =-i \omega_{I} a_{I}-i \chi_{2} \sin \theta a_{3}  \tag{12.50a}\\
\dot{a}_{I I} & =-i \omega_{I I} a_{I I}-i \chi_{2} \cos \theta a_{3},  \tag{12.50b}\\
\dot{a}_{3} & =-i\left(\delta_{1}+\delta_{2}\right) a_{3}-i \chi_{2} \cos \theta a_{I I}-i \chi_{2} \sin \theta a_{I} \tag{12.50c}
\end{align*}
$$

from which it follows that the collective state amplitudes obey

$$
\begin{align*}
\dot{c}_{n q}^{N d} & =-i\left[(N-q) \omega_{I}+n \Omega+q\left(\delta_{1}+\delta_{2}\right)\right] c_{n q}^{N d}-i \chi_{2} \sin \theta \sqrt{(q+1)(N-n-q)} c_{n, q+1}^{N d} \\
& -i \chi_{2} \sin \theta \sqrt{q(N-n-q+1)} c_{n, q-1}^{N d}-i \chi_{2} \cos \theta \sqrt{n(q+1)} c_{n-1, q+1}^{N d} \\
& -i \chi_{2} \cos \theta \sqrt{q(n+1)} c_{n+1, q-1}^{N d} \tag{12.51}
\end{align*}
$$

where we have used the relation $\omega_{I I}-\omega_{I}=\Omega$.

Redefining the zero of energy by setting

$$
\begin{equation*}
c_{n q}^{N d}(t)=b_{n q}^{N d}(t) e^{-i N \omega_{I} t} e^{-i n \Omega t} \tag{12.52}
\end{equation*}
$$

we find, for a perfect blockade, that the needed equations are

$$
\begin{align*}
\dot{b}_{n 0}^{N d} & =-i \chi_{2} \sin \theta \sqrt{(N-n)} b_{n 1}^{N d}-i \chi_{2} e^{i \Omega t} \cos \theta \sqrt{n} b_{n-1,1}^{N d}  \tag{12.53a}\\
\dot{b}_{n 1}^{N d} & =-i\left(\delta_{1}+\delta_{2}-\omega_{I}\right) b_{n 1}^{N d} \\
& -i \chi_{2} \sin \theta \sqrt{N-n} b_{n 0}^{N d}-i \chi_{2} \cos \theta e^{-i \Omega t} \sqrt{n+1} b_{n+1,0}^{N d} \tag{12.53b}
\end{align*}
$$

The situation has changed dramatically from the bare basis (see Fig. 12.5, drawn for $\delta_{1}+\delta_{2}=$ 0 ). Having used a dressed basis, there is no longer any direct coupling up and down each of the ladders. Most of the coupling is between adjacent states of the two ladders having the same $n$ and this coupling is enhanced by a factor of $\sqrt{N}$ for low lying states if $N \gg 1$. Note that the energy of state $|\widetilde{N ; n, 0}\rangle$ is lower than that of state $\mid \widetilde{N ; n, 1\rangle}$ by $-\hbar \omega_{I}$, which is the ground state light shift associated with the first field (recall that $-\omega_{I} \approx \chi_{1}^{2} / \delta_{1}>0$ ). In other words the dressed states automatically include this light shift. In addition there is coupling of order $\chi_{2} \sqrt{n}$ between states in different ladders differing in $n$ by one. Since these states are separated in frequency by $\Omega \approx \delta_{1} \gg \chi_{2}$, this coupling leads to contributions to state amplitudes of order $\chi_{2} \sqrt{n} / \Omega$.

If the $\chi_{2}$ coupling between states differing in $n$ by one is neglected, the problem reduces to a number of independent two state problems between different ladder states having the same $n$. In this limit, and in the limit that

$$
\begin{equation*}
|\sigma|=\left|\delta_{1}+\delta_{2}-\omega_{I}\right| \ll \chi_{2}|\sin \theta| \sqrt{(N-n)} \tag{12.54}
\end{equation*}
$$

the approximate solution of Eqs. (12.53) is

$$
\begin{align*}
& {\left[b_{n 0}^{N d}(t)\right]^{(0)}=b_{n 0}^{N d}(0) \cos \left[\chi_{2} t \sin \theta \sqrt{(N-n)}\right]}  \tag{12.55a}\\
& {\left[b_{n 1}^{N d}(t)\right]^{(0)}=-i b_{n 0}^{N d}(0) \sin \left[\chi_{2} t \sin \theta \sqrt{(N-n)}\right]} \tag{12.55b}
\end{align*}
$$

where

$$
\begin{align*}
b_{n q}^{N d}(0) & =\sqrt{C_{n}^{N}} a_{I}^{N-n}(0) a_{I I}^{n}(0) \delta_{q, 0} \\
& =\sqrt{C_{n}^{N}} \cos ^{N-n} \theta[-\sin \theta]^{n} \delta_{q, 0} \tag{12.56}
\end{align*}
$$

For $\theta \ll 1$ and $N \gg n,\left|b_{n 0}^{N d}(0)\right|^{2}$ approaches a Poisson distribution having average value $\langle n\rangle=$ $N \chi_{1}^{2} / \delta_{1}^{2}=n_{2} / 4$. Good convergence is achieved if a maximum of $n_{2} / 2$ steps in each ladder is

## Constant amplitude dressed states



Figure 12.5: Fully-symmetric collective dressed states for constant amplitude fields when $\delta_{1}+$ $\delta_{2}=0$. In contrast to the bare state ladders, there is no longer any direct coupling up and down the ladders. However, initially there is now population in each of the states in the left ladder (represented by the shaded circles), with the relative populations determined from Eq. (12.56).
included. We have reduced the number of states from what was needed in the bare state basis by a factor of 2 ; moreover, we now have an approximate analytic solution.

We can improve upon this solution by using a truncated subspace for the amplitudes

$$
\boldsymbol{b}_{n}^{N d}=\left[b_{n 0}^{N d}, b_{n 1}^{N d}, \tilde{b}_{n+1,0}^{N d}, \tilde{b}_{n+1,1}^{N d}, \tilde{b}_{n-1,0}^{N d}, \tilde{b}_{n-1,1}^{N d}\right] .
$$

As is shown in the appendix, whenever the inequalities

$$
\begin{equation*}
\frac{\chi_{1}^{2}}{\delta_{1}^{2}} \ll 1 ; \quad \frac{\chi_{2}}{\delta_{1}} \ll 1 ; \quad N \gg n, \quad \chi_{R N} \gg\left|\delta_{1}+\delta_{2}+\frac{\chi_{1}^{2}}{\delta_{1}}\right| \tag{12.57}
\end{equation*}
$$

hold, approximate solutions for the dressed state amplitudes are

$$
\begin{align*}
& b_{n 0}^{N d}(t) \approx b_{n 0}^{N d}(0) e^{-i s t} \cos \left(\chi_{R N} t\right),  \tag{12.58a}\\
& b_{n 1}^{N d}(t) \approx i b_{n 0}^{N d}(0) e^{-i s t} \sin \left(\chi_{R N} t\right), \tag{12.58b}
\end{align*}
$$

where

$$
\begin{equation*}
s=\frac{\chi_{1}^{2}}{2 \delta_{1}}-\frac{\chi_{2}^{2}}{2 \delta_{1}}+\frac{\delta_{1}+\delta_{2}}{2}=\frac{\Delta}{2} \tag{12.59}
\end{equation*}
$$

To this order, the solution depends on $n$ only through the initial conditions. A somewhat improved approximation can be obtained by using the exact solution for the truncated subspace given by Eq. (12.95) in the appendix. There are no collective light shifts, proportional to $N$, that enter the solution.

Some illustrative plots are given for $\operatorname{Im} b_{01}^{N d}$ as a function of $\chi_{R N} t$ for $\delta_{1}=-\delta_{2}$. In Fig. 12.6, $\chi_{1}=\chi_{2}=1, \delta_{1}=100, N=10,000$, and $n=0$. For these parameters, $n_{2}=4$ and only the first 2 steps in each dressed state ladder are populated significantly. Moreover, $s=0$, such that $\operatorname{Re} b_{01}^{N d} \approx 0$. The solid red curve is the exact solution and the dashed blue curve, which virtually coincides with the exact solution, is the approximate solution given by Eq. (12.58b). Modifications of the transition amplitude introduced by light shifts can be seen in Fig. 12.7, in which $\chi_{1}=2$, $\chi_{2}=1, \delta_{1}=50, N=100$, and $n=0$. For these parameters, $s=0.03$ and the light shifts lead to a modulation of the collective Rabi oscillations, but the exact and approximate solutions for both $\operatorname{Im} b_{01}^{N d}$ and $\operatorname{Re} b_{01}^{N d}$ (not shown) still are in excellent agreement. For larger values of $\chi_{2} / \delta_{1}$, the approximate expression given by Eq. (12.58b) begins to breakdown for two reasons. There are corrections within the truncated subspace of order $\chi_{2} / \delta_{1}$ and there is coupling between the truncated subspaces as well. This feature is illustrated in Fig. 12.8, in which $\chi_{1}=2, \chi_{2}=30$, $\delta_{1}=50, N=100$, and $n=0$. The dotted black curve is an improved approximation for $\operatorname{Im} b_{01}^{N d}$ in the truncated subspace given by Eq. (12.95) of the appendix.

Having derived approximate expressions for the dressed state amplitudes, we can use these


Figure 12.6: Imaginary part of the amplitude associated with the lowest level of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1, \delta_{1}=-\delta_{2}=100, N=10,000$. The exact (solid red curve) and approximate solution given by Eq. (12.58b) (dashed blue curve) overlap.


Figure 12.7: Imaginary part of the amplitude associated with the lowest level of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=2, \chi_{2}=1, \delta_{1}=-\delta_{2}=50, N=100$. The exact (solid red curve) and approximate solution given by Eq. (12.58b) (dashed blue curve) begin to deviate from one another for large times.


Figure 12.8: Imaginary part of the amplitude associated with the lowest level of the Rydberg ladder as a function of $\chi_{R N} t$ for $\chi_{1}=2, \chi_{2}=30, \delta_{1}=-\delta_{2}=50, N=100$. The exact (solid red curve) and approximate solution given by Eq. (12.58b) (dashed blue curve) no longer agree. The black dotted solution is an approximate solution in the truncated subspace described in the appendix.
results to obtain approximate expressions for the bare state amplitudes. From Eqs. (12.25), (12.43), and (12.49), it follows that the bare state amplitudes $c_{n 0}^{N}(t)$ and $c_{n 1}^{N}(t)$ can be expressed in terms of the dressed state solutions as

$$
\begin{align*}
c_{n 0}^{N}(t) & =\sum_{\mu=0}^{N-n} \sum_{\nu=0}^{n} \sqrt{\frac{C_{n}^{N}}{C_{n+\mu-\nu}^{N}} C_{\mu}^{N-n} C_{\nu}^{n}(-1)^{\mu}(\cos \theta)^{N-\mu-\nu}(\sin \theta)^{\mu+\nu}} \\
& \times e^{-i(n+\mu-\nu) \Omega t} e^{-i N \omega_{I} t} b_{n+\mu-\nu, 0}^{N d}(t)  \tag{12.60a}\\
c_{n 1}^{N}(t) & =\sum_{\mu=0}^{N-n-1} \sum_{\nu=0}^{n} \sqrt{\frac{N-n}{N-n-\mu+\nu}} \sqrt{\frac{C_{n}^{N}}{C_{n+\mu-\nu}^{N}}} C_{\mu}^{N-1-n} C_{\nu}^{n}(-1)^{\mu} e^{-i N \omega_{I} t} \\
& \times(\cos \theta)^{N-1-\mu-\nu}(\sin \theta)^{\mu+\nu} e^{-i(n+\mu-\nu) \Omega t} b_{n+\mu-\nu, 1}^{N d}(t) . \tag{12.60b}
\end{align*}
$$

In the limit of large $N$, Eqs. (12.60), (12.58), and (12.56) can be combined to give the approximate
solutions

$$
\begin{align*}
c_{n 0}^{N}(t) & \approx \sqrt{C_{n}^{N}}\left(1-e^{i \Omega t}\right)^{n}(-1)^{n} e^{-i n \Omega t} \cos ^{n} \theta \sin ^{n} \theta e^{-i N \omega_{I} t} \\
& \times\left(\cos ^{2} \theta+e^{-i \Omega t} \sin ^{2} \theta\right)^{N-n} e^{-i s t} \cos \left[\chi_{2} t \sin \theta \sqrt{N}\right]  \tag{12.61a}\\
c_{n 1}^{N}(t) & \approx-i \sqrt{C_{n}^{N}}\left(1-e^{i \Omega t}\right)^{n}(-1)^{n} e^{-i n \Omega t} \cos ^{n+1} \theta \sin ^{n} \theta e^{-i N \omega_{I} t} \\
& \times\left(\cos ^{2} \theta+e^{-i \Omega t} \sin ^{2} \theta\right)^{N-1-n} e^{-i s t} \sin \left[\chi_{2} t \sin \theta \sqrt{N}\right] . \tag{12.61b}
\end{align*}
$$

If $\theta \ll 1$, we find

$$
\begin{align*}
& \left|c_{n 0}^{N}(t)\right|^{2} \approx C_{n}^{N}\left(\frac{2 \chi_{1}^{2}}{\delta_{1}^{2}}\right)^{n}\left[1-\cos \left(\delta_{1} t\right)\right]^{n} \exp \left[-2(N-n) \frac{\chi_{1}^{2}}{\delta_{1}^{2}}\left[1-\cos \left(\delta_{1} t\right)\right] \cos ^{2}\left(\chi_{R N} t\right)\right.  \tag{12.62a}\\
& \left|c_{n 1}^{N}(t)\right|^{2} \approx C_{n}^{N}\left(\frac{2 \chi_{1}^{2}}{\delta_{1}^{2}}\right)^{n}\left[1-\cos \left(\delta_{1} t\right)\right]^{n} \exp \left[-2(N-n-1) \frac{\chi_{1}^{2}}{\delta_{1}^{2}}\left[1-\cos \left(\delta_{1} t\right)\right]\right] \sin ^{2}\left(\chi_{R N} t\right) \tag{12.62b}
\end{align*}
$$

For $2 N \chi_{1}^{2} / \delta_{1}^{2}>1$, the probabilities consist of a number of spikes under the envelope of the collective Rabi oscillations. For $n \ll 2 N \chi_{1}^{2} / \delta_{1}^{2}$, the spikes are centered near $\delta_{1} t=2 m \pi$, for integer $m$, but for $n \gg 2 N \chi_{1}^{2} / \delta_{1}^{2}$, they are centered at $\delta_{1} t=(2 m+1) \pi$. This feature is seen in Fig. 12.9 where $\left|c_{n 1}^{N}\right|^{2}$ is plotted as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1, \delta_{1}=-\delta_{2}=50$, $N=10000$, and $n=0,16$.

In a typical experiment there is a read-out pulse following the excitation pulses applied at a time where all intermediate state populations have decayed. For large $N$, it is a fairly good approximation to assume that all the decay is confined to the fully symmetric states, provided the number of excited states $n_{2} \ll N$ [112]. In that limit, the observed signal is proportional to the total Rydberg population $P_{R}$ following the excitation pulse given by

$$
\begin{equation*}
P_{R}=\sum_{n=0}^{N-1}\left|c_{n 1}^{N}(t)\right|^{2} \approx \sin ^{2}\left(\chi_{R N} t\right) \tag{12.63}
\end{equation*}
$$

In some sense, this is a justification for the two-level approximation that is used to model this system. However, Eq. (12.63) is valid only when inequalities (12.57) hold. In the appendix, it is shown that an approximate solution giving first order corrections in $\chi_{2} / \delta_{1}$ is [113]

$$
\begin{equation*}
P_{R} \approx \sin ^{2}\left(\chi_{R N} t\right)-\frac{\chi_{R N}}{\delta_{1}} \sin \left(\delta_{1} t\right) \sin \left(2 \chi_{R N} t\right) \tag{12.64}
\end{equation*}
$$

assuming that $\delta_{1} \gg \chi_{R N}$. Most of the modulation seen in Fig. 12.9 is now gone, but there remains


Figure 12.9: Graph of $\left|c_{n 1}^{N}(t)\right|^{2}$ as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1, \delta_{1}=-\delta_{2}=50$, $N=10000$, and $n=0$ (large red spikes) and $n=16$ (smaller blue peaks).
a small component of the signal which is modulated at frequency $\delta_{1}$. This modulation can be seen in Fig. 12.10.

### 12.4.2 Adiabatic Dressed States

As long as $\left|\delta_{1} T_{p}\right| \gg 1$ for the Gaussian pulse envelope of Eq. (12.5), we can use time-dependent adiabatic dressed states defined as in Eqs. (12.43), but with time-dependent $\theta(t)$. The evolution equations will be given by Eq. (12.51), if $\Omega, \theta$, and $\chi_{2}$ are replaced by their time-dependent values, provided terms of order $\dot{\theta}(t) \approx\left|\delta_{1} T_{p}\right| \ll 1$ can be neglected. The use of adiabatic dressed states changes things dramatically since the only adiabatic dressed state that is occupied at $t=-\infty$ is the $n=q=0$ state (see Fig. 12.11). As time evolves the ensemble stays mainly in the lowest state of each ladder, with a contribution to the light shifts from the first excited state of each ladder. Thus, we get an excellent approximation to the exact result by considering only the two lowest states of each ladder (or even just the lowest states, with the second states adiabatically eliminated). Moreover following the pulse, all amplitudes except $c_{00}^{N d}$ and $c_{01}^{N d}$ go to zero. The adiabatic solution is generally valid for smooth pulses, provided

$$
\begin{equation*}
\Omega(t) T_{p}=\sqrt{\delta_{1}^{2}+\left[\chi_{1}(t)\right]^{2}} T_{p} \gg 1 \tag{12.65}
\end{equation*}
$$

that is, it is not restricted to values $\left[\chi_{1}(t)\right]^{2} / \delta_{1}^{2} \ll 1$. Considering only the lowest two states [and


Figure 12.10: Graph of the total Rydberg population $P_{R}(t)$ as a function of $\chi_{R N} t$ for $\chi_{1}=\chi_{2}=1$, $\delta_{1}=-\delta_{2}=50$, and $N=10000$. The exact (solid red curve) and approximate solution from Eq. (12.64) (dashed blue curve) are shown.
subtracting out an energy as in Eqs. (12.33)], we adiabatically eliminate the second state in the first ladder using

$$
\begin{equation*}
\tilde{c}_{10}^{N d}(t)=-\frac{\chi_{2}(t) \cos [\theta(t)] \tilde{c}_{01}^{N d}(t)}{\Omega(t)} \tag{12.66}
\end{equation*}
$$

leading to evolution equations for the lower state amplitudes [114]

$$
\begin{align*}
d \tilde{c}_{00}^{N d} / d t & =-i \sqrt{N} \sin [\theta(t)] \chi_{2}(t) \tilde{c}_{01}^{N d}  \tag{12.67a}\\
d \tilde{c}_{01}^{N d} d t & =-i \sqrt{N} \sin [\theta(t)] \chi_{2}(t) \tilde{c}_{00}^{N d} \\
& -i\left[\left(\delta_{1}+\delta_{2}\right)-\omega_{I}(t)+\frac{\left[\chi_{2}(t) \cos [\theta(t)]\right]^{2}}{\Omega(t)}\right] \tilde{c}_{01}^{N d} \tag{12.67b}
\end{align*}
$$

Equations (12.67) lead to results that agree with the exact results when $\left|\delta_{1} T_{p}\right| \gg 1$. This is true even when the inequalities (12.7) are violated. There is no modulation at frequency $\delta_{1}$ in the adiabatic result. For the Gaussian pulse envelope of Eq. (12.5), in Fig. 12.12, we plot $\left|c_{01}^{N}(\infty)\right|^{2}=$ $\left|\tilde{c}_{01}^{N d}(\infty)\right|^{2}$ as a function of $\chi_{R N} T / \sqrt{2}$ for $\chi_{1}=30, \chi_{2}=2, \delta_{1}=-\delta_{2}=50, N=100$, and compare it with the exact solution. The blue, dashed curve is the adiabatic solution and the red solid curve is the exact solution - as can be seen, they agree perfectly, even though $\chi_{1} / \delta_{1}=0.6$.

## Adiabatic dressed states



Figure 12.11: Fully-symmetric collective dressed state levels for adiabatic, time-dependent fields when $\delta_{1}+\delta_{2}=0$. In contrast to the constant amplitude dressed ladders, the only state populated initially is the $|\widetilde{N ; 0,0}\rangle$ state and the only final states populated are $\mid \widetilde{N ; 0,0\rangle}$ and $|\widetilde{N ; 0,1}\rangle$. Although not indicated explicitly, $\chi_{1}, \chi_{2}, \Omega$, and $\theta$ are functions of time.


Figure 12.12: Graph of $\left|c_{01}^{N}(\infty)\right|^{2}$ as a function of $\chi_{R N} T / \sqrt{2}$ for $\chi_{1}=30, \chi_{2}=2, \delta_{1}=-\delta_{2}=50$, and $N=100$. The blue, dashed curve is the adiabatic solution and the red solid curve is the exact solution.

### 12.5 Effective Hamiltonian and the Holstein-Primakoff Transformation

The Hamiltonian that gives rise to the evolution Eqs. (12.26) is

$$
\begin{align*}
H & =\hbar \sum_{n, q}\left[n \delta_{1}+q\left(\delta_{1}+\delta_{2}\right)\right]|N ; n, q\rangle\langle N ; n, q| \\
& +\hbar \chi_{1}(t) \sum_{n=0}^{N-q+1} \sqrt{n(N-n-q+1)}|N ; n, q\rangle\langle N ; n-1, q| \\
& +\hbar \chi_{1}(t) \sum_{n=0}^{N-q} \sqrt{(n+1)(N-n-q)}|N ; n, q\rangle\langle N ; n+1, q| \\
& +\hbar \chi_{2}(t) \sum_{q=0}^{N-n} \sqrt{n(q+1)}|N ; n, q\rangle\langle N ; n-1, q+1| \\
& +\hbar \chi_{2}(t) \sum_{q=0}^{N-n} \sqrt{q(n+1)}|N ; n, q\rangle\langle N ; n+1, q-1| \tag{12.68}
\end{align*}
$$

and is exact. However in the limit that $N \gg n, q, 1$, it reduces to

$$
\begin{align*}
H & \approx-\hbar \sum_{n, q}\left[n \delta_{1}+q\left(\delta_{1}+\delta_{2}\right)\right]|N ; n, q\rangle\langle N ; n, q| \\
& +\hbar \chi_{1}(t) \sqrt{N} \sum_{n}(\sqrt{n}|N ; n, q\rangle\langle N, n-1, q|+\sqrt{(n+1)}|N ; n, q\rangle\langle N ; n+1, q|) \\
& +\hbar \chi_{2}(t) \sum_{q}\binom{\sqrt{n(q+1)}|N ; n, q\rangle\langle N ; n-1, q+1|}{+\sqrt{q(n+1)}|N ; n, q\rangle\langle N ; n+1, q-1|} . \tag{12.69}
\end{align*}
$$

This a Hamiltonian for coupled oscillators, in which one of the oscillators is driven by an incident field. That is, if the ladder operators for each oscillator are denoted by $a$ and $b$, then

$$
\begin{align*}
H & \approx \hbar\left[\delta_{1} a^{\dagger} a+\left(\delta_{1}+\delta_{2}\right) b^{\dagger} b\right] \\
& +\hbar \chi_{1}(t) \sqrt{N}\left(a+a^{\dagger}\right) \\
& +\hbar \chi_{2}(t)\left(a^{\dagger} b+b^{\dagger} a\right) . \tag{12.70}
\end{align*}
$$

Since these correspond to linear oscillators, there can be no nonlinear effects. To simulate the blockade we must truncate the $b$ oscillator. That is we replace $b$ by $\sigma_{-}=|1\rangle\langle 3|, b^{\dagger}$ by $\sigma_{+}=|3\rangle\langle 1|$, and $b^{\dagger} b$ by $\sigma_{+} \sigma_{-}=|3\rangle\langle 3|=\sigma_{33}$, yielding

$$
\begin{align*}
H & \approx \hbar\left[\delta_{1} a^{\dagger} a+\left(\delta_{1}+\delta_{2}\right) \sigma_{33}\right] \\
& +\hbar \chi_{1}(t) \sqrt{N}\left(a+a^{\dagger}\right) \\
& +\hbar \chi_{2}(t)\left(a^{\dagger} \sigma_{-}+\sigma_{+} a\right), \tag{12.71}
\end{align*}
$$

which corresponds to an oscillator driven by an off-resonant field that is coupled to a two-level atom. The excited state of the "two-level" atom is actually the collective Rydberg state.

The equation of motion for $a$ is

$$
\begin{equation*}
\dot{a}=-i \delta_{1} a-i \chi_{1}(t) \sqrt{N}-i \chi_{2}(t) \sigma_{-} . \tag{12.72}
\end{equation*}
$$

The adiabatic solution of this equation is

$$
\begin{equation*}
a=-\frac{\chi_{1}(t) \sqrt{N}+\chi_{2}(t) \sigma_{-}}{\delta_{1}} . \tag{12.73}
\end{equation*}
$$

Note that the adiabatic solution might fail when $\frac{\left[\chi_{1}(t)\right]^{2} T}{\delta_{1}}>1$.

The equations for the atomic operators are

$$
\begin{align*}
\dot{\sigma}_{11} & =i \chi_{2}(t)\left[\sigma_{+} a-a^{\dagger} \sigma_{-}\right]  \tag{12.74a}\\
\dot{\sigma}_{33} & =-i \chi_{2}(t)\left[\sigma_{+} a-a^{\dagger} \sigma_{-}\right]  \tag{12.74b}\\
\dot{\sigma}_{+} & =i\left(\delta_{1}+\delta_{2}\right) \sigma_{+}-i \chi_{2}(t) a^{\dagger}\left[\sigma_{33}-\sigma_{11}\right]  \tag{12.74c}\\
\dot{\sigma}_{-} & =-i\left(\delta_{1}+\delta_{2}\right) \sigma_{-}+i \chi_{2}(t)\left[\sigma_{33}-\sigma_{11}\right] a, \tag{12.74d}
\end{align*}
$$

where $\sigma_{11}=\sigma_{-} \sigma_{+}=|1\rangle\langle 1|$. If we insert the solution (12.73) for $a$ in these equations, we find

$$
\begin{align*}
\dot{\sigma}_{11} & =-i \frac{\chi_{2}(t) \chi_{1}(t) \sqrt{N}}{\delta_{1}}\left[\sigma_{+}-\sigma_{-}\right],  \tag{12.75a}\\
\dot{\sigma}_{33} & =i \frac{\chi_{2}(t) \chi_{1}(t) \sqrt{N}}{\delta_{1}}\left[\sigma_{+}-\sigma_{-}\right],  \tag{12.75b}\\
\dot{\sigma}_{+} & =i\left(\delta_{1}+\delta_{2}\right) \sigma_{+}+i \frac{\chi_{2}(t) \chi_{1}(t) \sqrt{N}}{\delta_{1}}\left[\sigma_{33}-\sigma_{11}\right]-i \frac{\left[\chi_{2}(t)\right]^{2}}{\delta_{1}} \sigma_{+},  \tag{12.75c}\\
\dot{\sigma}_{-} & =\left(\dot{\sigma}_{+}\right)^{\dagger} \tag{12.75d}
\end{align*}
$$

These equations suggest that there is no level shift associated with the field $\chi_{1}$, but this can be traced to the neglect of $q$ in going from Eq. (12.68) to (12.69), under the assumption that $N \gg q$ (see below).

Suppose we want to find corrections to the excited state population resulting from multiple level 2 excitations. If we want to estimate corrections, we can look only at terms in the Hamiltonian related to the $\chi_{1}$ field and drop the $q$ terms in the Hamiltonian. In this limit

$$
\begin{align*}
H & =\hbar \sum_{n} n \delta_{1}|N ; n\rangle\langle N ; n| \\
& +\hbar \chi_{1}(t) \sum_{n=0}^{N-q+1} \sqrt{n(N-n+1)}|N ; n\rangle\langle N ; n-1| \\
& +\hbar \chi_{1}(t) \sum_{n=0}^{N-q} \sqrt{(n+1)(N-n)}|N ; n\rangle\langle N ; n+1| . \tag{12.76}
\end{align*}
$$

We convert this to operators by replacing $n$ by $a^{\dagger} a$ to arrive at

$$
\begin{equation*}
H \approx \hbar \delta_{1} a^{\dagger} a+\hbar \chi_{1}(t) \sqrt{N}\left(\sqrt{\left(1-\frac{a^{\dagger} a}{N}\right)} a+a^{\dagger} \sqrt{\left(1-\frac{a^{\dagger} a}{N}\right)}\right) \tag{12.77}
\end{equation*}
$$

where we have neglected terms of order $1 / N$. This result has essentially the same form as the

Holstein-Primakoff (HP) transformation [109]. If we expand to lowest order, then

$$
\begin{align*}
H & \sim \hbar \delta_{1} a^{\dagger} a+\hbar \chi_{1}(t) \sqrt{N}\left(a+a^{\dagger}\right) \\
& -\hbar \chi_{1}(t) \frac{1}{2 \sqrt{N}}\left(a^{\dagger} a a+a^{\dagger} a^{\dagger} a\right) \tag{12.78}
\end{align*}
$$

Including the interaction with the second field

$$
\begin{align*}
H & \approx \hbar \delta_{1} a^{\dagger} a+\hbar \chi_{1}(t) \sqrt{N}\left(a+a^{\dagger}\right) \\
& -\hbar \chi_{1}(t) \frac{1}{2 \sqrt{N}}\left(a^{\dagger} a a+a^{\dagger} a^{\dagger} a\right) \\
& +\hbar \chi_{2}(t)\left(a^{\dagger} \sigma_{-}+\sigma_{+} a\right) . \tag{12.79}
\end{align*}
$$

The equation for $\dot{a}$ is

$$
\begin{equation*}
\dot{a}=-i \delta_{1} a-i \chi_{1}(t) \sqrt{N}+i \chi_{1}(t) \frac{1}{2 \sqrt{N}}\left(a^{2}+2 a^{\dagger} a\right)-i \chi_{2}(t) \sigma_{-} . \tag{12.80}
\end{equation*}
$$

One possibility is to put the adiabatic solution

$$
\begin{equation*}
a=-\frac{\chi_{1}(t) \sqrt{N}+\chi_{2}(t) \sigma_{-}}{\delta_{1}} \tag{12.81}
\end{equation*}
$$

in the third term and neglect the $\chi_{2}(t) \sigma_{-}$term. Then

$$
\begin{equation*}
\dot{a} \approx-i \delta_{1} a-i \chi_{1}(t) \sqrt{N}\left(1-\frac{3}{2} \frac{\chi_{1}^{2}(t)}{\delta_{1}^{2}}\right)-i \chi_{2}(t) \sigma_{-}, \tag{12.82}
\end{equation*}
$$

such that

$$
\begin{equation*}
a \approx-\frac{\chi_{1}(t) \sqrt{N}\left(1-\frac{3}{2} \frac{\chi_{1}^{2}(t)}{\delta_{1}^{2}}\right)+\chi_{2}(t) \sigma_{-}}{\delta_{1}} . \tag{12.83}
\end{equation*}
$$

As a consequence, the coupling is modified as

$$
\begin{equation*}
\sqrt{N} \frac{\chi_{2}(t) \chi_{1}(t)}{\delta_{1}} \rightarrow \sqrt{N} \frac{\chi_{2}(t) \chi_{1}(t)}{\delta_{1}}\left(1-\frac{3}{2} \frac{\left[\chi_{1}(t)\right]^{2}}{\delta_{1}^{2}}\right), \tag{12.84}
\end{equation*}
$$

consistent with the lowest order correction to the coupling in the adiabatic model given in Eq. (12.67).

The use of the HP approximation does not simplify the calculation. However, if the light shifts are negligible, it does provide a simple justification for the two-level model. The Hamiltonian of Eq. (12.71) can be viewed as the lowest order approximation to the HP transformation. Equation
(12.71) led to Eqs. (12.75). If the light shifts are neglected in Eqs. (12.75) and expectation values are taken, one arrives at density matrix equations consistent with the two-level approximation. In other words, the Heisenberg operator approach of the HP transformation allows one to arrive at expressions for the total Rydberg population without regard to the individual state populations of the ladder states.

### 12.5.0.1 How to include the light shift from the first field

Even with corrections, the Hamiltonian given by Eq. (12.79) does not contain the light shifts produced by field 1 . The reason for this is clear. In the dressed basis, there are two ladders and the $q=1$ ladder is shifted slightly from the $q=0$ ladder. There is no analogous term in HP since we have assumed that $N \gg q$;, in effect, we treat $q=0$ and $q=1$ in the same manner. Thus to include the light shift in HP, we must somehow account for the $q$ dependence. To do so we expand

$$
\begin{equation*}
\sqrt{n(N-n-q+1)} \approx \sqrt{n N}-\frac{q \sqrt{n}}{2 \sqrt{N}} \tag{12.85}
\end{equation*}
$$

As a consequence, the effective Hamiltonian given in Eq. (12.79) is replaced by

$$
\begin{align*}
H & \approx \hbar\left[\delta_{1} a^{\dagger} a+\left(\delta_{1}+\delta_{2}-\frac{\chi_{1}(t)\left(a+a^{\dagger}\right)}{2 \sqrt{N}}\right) b^{\dagger} b\right] \\
& +\hbar \chi_{1}(t) \sqrt{N}\left(a+a^{\dagger}\right) \\
& +\hbar \chi_{2}(t)\left(a^{\dagger} b+b^{\dagger} a\right) \tag{12.86}
\end{align*}
$$

If, in lowest approximation for large $N$, we replace $\left(a+a^{\dagger}\right)$ in the frequency term by

$$
\begin{equation*}
\left(a+a^{\dagger}\right) \approx-\frac{2 \chi_{1}(t) \sqrt{N}}{\delta_{1}} \tag{12.87}
\end{equation*}
$$

then the effective Hamiltonian becomes

$$
\begin{align*}
H & \approx \hbar\left[\delta_{1} a^{\dagger} a+\left(\delta_{1}+\delta_{2}+\frac{\left[\chi_{1}(t)\right]^{2}}{\delta_{1}}\right) b^{\dagger} b\right] \\
& +\hbar \chi_{1}(t) \sqrt{N}\left(a+a^{\dagger}\right) \\
& +\hbar \chi_{2}(t)\left(a^{\dagger} b+b^{\dagger} a\right) . \tag{12.88}
\end{align*}
$$

We then proceed as before, so that the effective equations for the atomic operators are

$$
\begin{align*}
& \dot{\sigma}_{11}=-i \frac{\chi_{2}(t) \chi_{1}(t)}{\delta_{1}} \sqrt{N}\left[\sigma_{+}-\sigma_{-}\right]  \tag{12.89a}\\
& \dot{\sigma}_{33}=i \chi_{2}(t)\left[\sigma_{+}-\sigma_{-}\right]  \tag{12.89b}\\
& \dot{\sigma}_{+}=i\left(\delta_{1}+\delta_{2}+\frac{\left[\chi_{1}(t)\right]^{2}}{\delta_{1}}\right) \sigma_{+}+i \chi_{2}(t)\left[\sigma_{33}-\sigma_{11}\right]-i \frac{\left[\chi_{2}(t)\right]^{2}}{\delta_{1}} \sigma_{+}  \tag{12.89c}\\
& \dot{\sigma}_{-}=\left(\dot{\sigma}_{+}\right)^{\dagger} . \tag{12.89d}
\end{align*}
$$

Now the light shifts from both fields are included. Moreover, if we also include the corrections to the coupling term given by Eq. (12.84), the HP and dressed state approaches are in excellent agreement in the limit that inequalities (12.7) hold.

### 12.6 Conclusions

We have presented a detailed theory of the Rydberg blockade, including contributions from multiple intermediate state excitations. It has been shown that a dressed state approach offers distinct advantages when multiple intermediate state excitations occur. In the case of fixed amplitude fields, the multiple intermediate excitations can result in comb-like modulated populations of individual states having one Rydberg excitation and $n \ll N$ intermediate state excitations. However, when summed over all such state populations, most of the modulation disappears and the system is described to a good approximation by an effective two-level model. In the case of adiabatic, pulsed fields, there is no such modulation and an effective two-level model (in the dressed basis), corrected for light shifts, can be used to model the system. The calculation has been restricted to fully symmetric (phased) states containing at most one Rydberg excitation. Spontaneous decay from the intermediate state will couple these states to states outside the symmetric subspace, but such effects are expected to provide only small corrections provided the number of excited states $n \ll N$ and $\left(\chi_{1}^{2} / \delta_{1}^{2}\right) \gamma_{2} T \ll 1$. In other words, as was the case for the light shifts, there are no collective decay rates proportional to $N$ that contribute to the signal [115]. In addition to solving this problem using conventional methods, we have shown that similar results could be obtained using a form of the Holstein-Primakoff transformation. Given the state of the art of current experiments involving atoms in lattices, it may be possible to test some of our predictions concerning the role of multiple intermediate excitations.
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### 12.7 Appendix

We can improve upon the lowest order solution for the dressed state amplitudes by expanding the subspace for $n$ excitations from two to six levels. That is, we look at a truncated subspace for dressed state amplitudes

$$
\begin{equation*}
\boldsymbol{b}_{n}^{N d}=\left[b_{n 0}^{N d}, b_{n 1}^{N d}, \tilde{b}_{n+1,0}^{N d}, \tilde{b}_{n+1,1}^{N d}, \tilde{b}_{n-1,0}^{N d}, \tilde{b}_{n-1,1}^{N d}\right] \tag{12.90}
\end{equation*}
$$

with

$$
\begin{align*}
& \tilde{b}_{n+1,0}^{N d}=e^{-i \Omega t} b_{n+1,0}^{N d}, \quad \tilde{b}_{n+1,1}^{N d}=e^{-i \Omega t} b_{n+1,1}^{N d},  \tag{12.91a}\\
& \tilde{b}_{n-1,0}^{N d}=e^{i \Omega t} b_{n-1,0}^{N d}, \quad \tilde{b}_{n-1,1}^{N d}=e^{i \Omega t} b_{n-1,1}^{N d} . \tag{12.91b}
\end{align*}
$$

We truncate the space by considering only these amplitudes, which obey the matrix equation

$$
\begin{equation*}
i \hbar \dot{\boldsymbol{b}}_{n}^{N d}=\boldsymbol{H}_{n} \boldsymbol{b}_{n}^{N d} \tag{12.92}
\end{equation*}
$$

subject to the initial conditions $\boldsymbol{b}_{n}^{N d}(0)=\left[b_{n 0}^{N d}(0), 0, b_{n+1,0}^{N d}(0), 0, b_{n-1,0}^{N d}(0), 0\right]$ with

$$
H_{n}=\hbar\left(\begin{array}{cccccc}
0 & \chi(n, N) & 0 & 0 & 0 & \chi(n)  \tag{12.93}\\
\chi(n, N) & \sigma & \chi(n+1) & 0 & 0 & 0 \\
0 & \chi(n+1) & \Omega & \chi(n+1, N) & 0 & 0 \\
0 & 0 & \chi(n+1, N) & \Omega+\sigma & 0 & 0 \\
0 & 0 & 0 & 0 & -\Omega & \chi(n-1, N) \\
\chi(n) & 0 & 0 & 0 & \chi(n-1, N) & -\Omega+\sigma
\end{array}\right)
$$

where

$$
\begin{aligned}
\chi(n, N) & =\chi_{2} \sin \theta \sqrt{(N-n)}, \\
\chi(n) & =\sqrt{n} \chi_{2} \cos \theta,
\end{aligned}
$$

and

$$
\begin{equation*}
\sigma=\delta_{1}+\delta_{2}-\omega_{I} \tag{12.94}
\end{equation*}
$$

The formal solution of Eq. (12.92) is

$$
\begin{equation*}
\boldsymbol{b}_{n}^{N d}(t)=e^{-i \boldsymbol{H}_{n} t / \hbar} \boldsymbol{b}_{n}^{N d}(0) \tag{12.95}
\end{equation*}
$$

which can be evaluated numerically. In this truncated subspace the resulting solution is valid only for $b_{n 0}^{N d}(t)$ and $b_{n 1}^{N d}(t)$ and this solution provides an excellent approximation to the exact solution provided

$$
\begin{equation*}
\frac{\chi_{2}}{\delta_{1}} n \approx \frac{\Omega_{1}^{2} \chi_{2}}{\delta_{1}^{3}} N \ll 1 \tag{12.96}
\end{equation*}
$$

In fact, when this inequality holds, a first approximation can be obtained by considering only the $\left[b_{n 0}^{N d}, b_{n 1}^{N d}\right]$ subspace. For $N \gg n$, the analytic solution of Eq. (12.92) in this limited subspace is

$$
\begin{align*}
b_{n 0}^{N d}(t) & =b_{n 0}^{N d}(0) e^{-i \sigma t / 2} \cos \left(\frac{\sqrt{4 \chi_{R N}^{2}+\sigma^{2}}}{2} t\right) \\
& +i b_{n 0}^{N d}(0) e^{-i \sigma t / 2} \frac{\sigma}{\sqrt{4 \chi_{R N}^{2}+\sigma^{2}}} \sin \left(\frac{\sqrt{4 \chi_{R N}^{2}+\sigma^{2}}}{2} t\right),  \tag{12.97a}\\
b_{n 1}^{N d}(t) & =i b_{n 0}^{N d}(0) e^{-i \sigma t / 2} \frac{2 \chi_{R N}}{\sqrt{4 \chi_{R N}^{2}+\sigma^{2}}} \sin \left(\frac{\sqrt{4 \chi_{R N}^{2}+\sigma^{2}}}{2} t\right) . \tag{12.97b}
\end{align*}
$$

In this approximation, the total population $P_{R}$ in the Rydberg ladder is equal to

$$
\begin{equation*}
P_{R}=\sum_{n=0}^{N-1}\left|b_{n 1}^{N d}(t)\right|^{2} \approx \sum_{n=0}^{N}\left|b_{n 1}^{N d}(t)\right|^{2}=\frac{4 \chi_{R N}^{2}}{4 \chi_{R N}^{2}+\sigma^{2}} \sin \left(\frac{\sqrt{4 \chi_{R N}^{2}+\sigma^{2}}}{2} t\right) \tag{12.98}
\end{equation*}
$$

and does not exhibit modulation at frequency $\delta_{1}$.
In order to see if $P_{R}$ can exhibit modulation at frequency $\delta_{1}$, we must obtain corrections of order $\chi_{2} / \delta_{1}$. An approximate analytic solution to Eq. (12.92) can be obtained in the limit that

$$
\begin{equation*}
\frac{\chi_{1}^{2}}{\delta_{1}^{2}} \ll 1 ; \quad|\sigma| \approx\left|\delta_{1}+\delta_{2}+\frac{\chi_{1}^{2}}{\delta_{1}^{2}}\right| \ll \chi_{R N} ; \quad N \gg n, \tag{12.99}
\end{equation*}
$$

for which

$$
\boldsymbol{H}_{n} \approx \hbar\left(\begin{array}{cccccc}
0 & -\chi_{R N} & 0 & 0 & 0 & \sqrt{n} \chi_{2}  \tag{12.100}\\
-\chi_{R N} & \sigma & \sqrt{n+1} \chi_{2} & 0 & 0 & 0 \\
0 & \sqrt{n+1} \chi_{2} & \delta_{1} & -\chi_{R N} & 0 & 0 \\
0 & 0 & -\chi_{R N} & \delta_{1}+\sigma & 0 & 0 \\
0 & 0 & 0 & 0 & -\delta_{1} & -\chi_{R N} \\
\sqrt{n} \chi_{2} & 0 & 0 & 0 & -\chi_{R N} & -\delta_{1}+\sigma
\end{array}\right) .
$$

To obtain the state amplitudes in this limit, we first use degenerate perturbation theory to diagonal-
ize the (nearly) degenerate $\left\{b_{n 0}^{N d}, b_{n 1}^{N d}\right\}$ sub-block. If $\chi_{R N} \gg|\sigma|$, the eigenvectors are then given approximately by

$$
\begin{align*}
& |\mu 0\rangle^{\prime} \approx \frac{1}{\sqrt{2}}(|\mu 0\rangle+|\mu 1\rangle)  \tag{12.101a}\\
& |\mu 1\rangle^{\prime} \approx \frac{1}{\sqrt{2}}(|\mu 0\rangle-|\mu 1\rangle) \tag{12.101b}
\end{align*}
$$

( $\mu=n, n \pm 1$ ) and the transformed matrix by

$$
\boldsymbol{H}_{n}^{\prime \prime} \approx \hbar\left(\begin{array}{cccccc}
\frac{\sigma}{2}-\chi_{R N} & 0 & \sqrt{n+1} \frac{\chi_{2}}{2} & \sqrt{n+1} \frac{\chi_{2}}{2} & \sqrt{n} \frac{\chi_{2}}{2} & -\sqrt{n} \frac{\chi_{2}}{2}  \tag{12.102}\\
0 & \frac{\sigma}{2}+\chi_{R N} & -\sqrt{n+1} \frac{\chi_{2}}{2} & -\sqrt{n+1} \frac{\chi_{2}}{2} & \sqrt{n} \frac{\chi_{2}}{2} & -\sqrt{n} \frac{\chi_{2}}{2} \\
\sqrt{n+1} \frac{\chi_{2}}{2} & -\sqrt{n+1} \frac{\chi_{2}}{2} & \frac{\sigma}{2}+\delta_{1}-\chi_{R N} & 0 & 0 & 0 \\
\sqrt{n+1} \frac{\chi_{2}}{2} & -\sqrt{n+1} \frac{\chi_{2}}{2} & 0 & \frac{\sigma}{2}+\delta_{1}+\chi_{R N} & 0 & 0 \\
\sqrt{n} \frac{\chi_{2}}{2} & \sqrt{n} \frac{\chi_{2}}{2} & 0 & 0 & \frac{\sigma}{2}-\delta_{1}-\chi_{R N} & 0 \\
-\sqrt{n} \frac{\chi_{2}}{2} & -\sqrt{n} \frac{\chi_{2}}{2} & 0 & 0 & 0 & \frac{\sigma}{2}-\delta_{1}+\chi_{R N}
\end{array}\right)
$$

We now use non-degenerate perturbation theory, assuming that $\delta_{1} \gg \chi_{R N}$, to obtain the eigenenergies,

$$
\begin{align*}
& E_{1}^{\prime \prime} \approx \hbar\left(-\chi_{R N}+s\right) ; \quad E_{2}^{\prime \prime} \approx \hbar\left(\chi_{R N}+s\right),  \tag{12.103a}\\
& E_{3 n}^{\prime \prime} \approx \hbar\left(s+\delta_{1}-\chi_{R N}+\frac{(n+2) \chi_{2}^{2}}{\delta_{1}}\right),  \tag{12.103b}\\
& E_{4 n}^{\prime \prime} \approx \hbar\left(s+\delta_{1}+\chi_{R N}+\frac{(n+2) \chi_{2}^{2}}{\delta_{1}}\right),  \tag{12.103c}\\
& E_{5 n}^{\prime \prime} \approx \hbar\left(s-\delta_{1}-\chi_{R N}-\frac{(n-1) \chi_{2}^{2}}{\delta_{1}}\right),  \tag{12.103d}\\
& E_{6 n}^{\prime \prime} \approx \hbar\left(s-\delta_{1}+\chi_{R N}-\frac{(n-1) \chi_{2}^{2}}{\delta_{1}}\right), \tag{12.103e}
\end{align*}
$$

where

$$
\begin{equation*}
s=\frac{\chi_{1}^{2}}{2 \delta_{1}}-\frac{\chi_{2}^{2}}{2 \delta_{1}}+\frac{\delta_{1}+\delta_{2}}{2} . \tag{12.104}
\end{equation*}
$$

The eigenkets associated with these eigenenergies are given approximately by [113]

$$
\begin{gather*}
|n 0\rangle^{\prime \prime} \approx|n 0\rangle^{\prime} \approx \frac{1}{\sqrt{2}}(|n 0\rangle+|n 1\rangle),  \tag{12.105a}\\
|n 1\rangle^{\prime \prime} \approx|n 1\rangle^{\prime} \approx \frac{1}{\sqrt{2}}(|n 0\rangle-|n 1\rangle),  \tag{12.105b}\\
|n+1,0\rangle^{\prime \prime} \approx|n+1,0\rangle^{\prime}+\sqrt{n+1} \frac{\chi_{2}}{2 \delta_{1}}\left(|n 0\rangle^{\prime}-|n 1\rangle^{\prime}\right) \\
=\frac{1}{\sqrt{2}}(|n+1,0\rangle+|n+1,1\rangle)+\sqrt{n+1} \frac{\chi_{2}}{\sqrt{2} \delta_{1}}|n 1\rangle,  \tag{12.105c}\\
|n+1,1\rangle^{\prime \prime} \approx|n+1,1\rangle^{\prime}+\sqrt{n+1} \frac{\chi_{2}}{2 \delta_{1}}\left(|n 0\rangle^{\prime}-|n 1\rangle^{\prime}\right) \\
=\frac{1}{\sqrt{2}}(|n+1,0\rangle-|n+1,1\rangle)+\sqrt{n+1} \frac{\chi_{2}}{\sqrt{2} \delta_{1}}|n 1\rangle,  \tag{12.105d}\\
|n-1,0\rangle^{\prime \prime} \approx|n-1,0\rangle^{\prime}-\sqrt{n} \frac{\chi_{2}}{2 \delta_{1}}\left(|n 0\rangle^{\prime}+|n 1\rangle^{\prime}\right) \\
=\frac{1}{\sqrt{2}}(|n-1,0\rangle+|n-1,1\rangle)-\sqrt{n} \frac{\chi_{2}}{\sqrt{2} \delta_{1}}|n 0\rangle,  \tag{12.105e}\\
|n-1,1\rangle^{\prime \prime} \approx|n-1,1\rangle^{\prime}+\sqrt{n} \frac{\chi_{2}}{2 \delta_{1}}\left(|n 0\rangle^{\prime}+|n 1\rangle^{\prime}\right) \\
=\frac{1}{\sqrt{2}}(|n-1,0\rangle-|n-1,1\rangle)+\sqrt{n} \frac{\chi_{2}}{\sqrt{2} \delta_{1}}|n 0\rangle \tag{12.105f}
\end{gather*}
$$

The state vector $|\psi(t)\rangle$ in this subspace is expanded as

$$
\begin{align*}
|\psi(t)\rangle & =\left[b_{n 0}^{N d}(0)\right]^{\prime \prime} e^{i \chi_{R N} t} e^{-i s t}|n 0\rangle^{\prime \prime}+\left[b_{n 1}^{N d}(0)\right]^{\prime \prime} e^{-i \chi_{R N} t} e^{-i s t}|n 1\rangle^{\prime \prime} \\
& +\left[b_{n+1,0}^{N d}(0)\right]^{\prime \prime} e^{-i \delta_{1} t}|n+1,0\rangle^{\prime \prime}+\left[b_{n+1,1}^{N d}(0)\right]^{\prime \prime} e^{-i \delta_{1} t}|n+1,1\rangle^{\prime \prime} \\
& +\left[b_{n-1,0}^{N d}(0)\right]^{\prime \prime} e^{i \delta_{1} t}|n-1,0\rangle^{\prime \prime}+\left[b_{n-1,1}^{N d}(0)\right]^{\prime \prime} e^{i \delta_{1} t}|n-1,1\rangle^{\prime \prime} \tag{12.106}
\end{align*}
$$

Using the fact that

$$
\begin{gather*}
{\left[b_{n 0}^{N d}(0)\right]^{\prime \prime} \approx \frac{1}{\sqrt{2}} b_{n 0}^{N d}(0)-\sqrt{n+1} \frac{\chi_{2}}{\sqrt{2} \delta_{1}} b_{n+1,0}^{N d}(0),}  \tag{12.107a}\\
{\left[b_{n n}^{N d}(0)\right]^{\prime \prime} \approx \frac{1}{\sqrt{2}} b_{n 0}^{N d}(0)+\sqrt{n+1} \frac{\chi_{2}}{\sqrt{2} \delta_{1}} b_{n+1,0}^{N d}(0),}  \tag{12.107b}\\
{\left[b_{n+1,0}^{N d}(0)\right]^{\prime \prime} \approx \frac{1}{\sqrt{2}} b_{n+1,0}^{N d}(0) ; \quad\left[b_{n+1,1}^{N d}(0)\right]^{\prime \prime} \approx \frac{1}{\sqrt{2}} b_{n+1,0}^{N d}(0),}  \tag{12.107c}\\
{\left[b_{n-1,0}^{N d}(0)\right]^{\prime \prime} \approx \frac{1}{\sqrt{2}} b_{n-1,0}^{N d}(0) ; \quad\left[b_{n-1,1}^{N d}(0)\right]^{\prime \prime} \approx \frac{1}{\sqrt{2}} b_{n-1,0}^{N d}(0),} \tag{12.107d}
\end{gather*}
$$

we find the state amplitudes

$$
\begin{align*}
b_{n 0}^{N d}(t) & \approx b_{n 0}^{N d}(0) e^{-i s t} \cos \left(\chi_{R N} t\right)-i b_{n+1,0}^{N d}(0) e^{-i s t} \frac{\chi_{2}}{\delta_{1}} \sqrt{n+1} \sin \left(\chi_{R N} t\right), \\
& -i b_{n-1,0}^{N d}(0) \frac{\chi_{2}}{\delta_{1}} \sqrt{n} e^{i \delta_{1} t} e^{-i s t} \sin \left(\chi_{R N} t\right),  \tag{12.108a}\\
b_{n 1}^{N d}(t) & \approx i b_{n 0}^{N d}(0) e^{-i s t} \sin \left(\chi_{R N} t\right) \\
& +b_{n+1,0}^{N d}(0) \frac{\chi_{2}}{\delta_{1}} \sqrt{n+1}\left(e^{-i \delta_{1} t}-1\right) e^{-i s t} \cos \left(\chi_{R N} t\right) . \tag{12.108b}
\end{align*}
$$

In writing these equations, we have neglected contributions from the light shifts of field 2 in the correction terms of order $\chi_{2} / \delta_{1}$. It then follows that the total Rydberg population,

$$
\begin{align*}
P_{R} & \approx \sum_{n=0}^{N}\left|b_{n 1}^{N d}(t)\right|^{2} \approx \sin ^{2}\left(\chi_{R N} t\right) \\
& -\frac{\chi_{2}}{\delta_{1}} \sin \left(\delta_{1} t\right) \sin \left(2 \chi_{R N} t\right) \sum_{n=0}^{N} \sqrt{n+1} b_{n 0}^{N d}(0) b_{n+1,0}^{N d}(0) \tag{12.109}
\end{align*}
$$

exhibits modulation at frequency $\delta_{1}$, with a modulation depth of order $\chi_{2} / \delta_{1}$. For $\left(\chi_{1} / \delta_{1}\right)^{2} \ll 1$ and $N \gg 1$,

$$
\begin{equation*}
\sum_{n=0}^{N} \sqrt{n+1} b_{n 0}^{N d}(0) b_{n+1,0}^{N d}(0) \approx 2 \frac{\chi_{1}}{\delta_{1}} \sqrt{N} \tag{12.110}
\end{equation*}
$$

## CHAPTER 13

## Trapped Alkali-metal Rydberg Qubit

Quantum technologies offer transformative advances in storage, processing, and communication of information compared to established classical approaches. The recipe for combining distant quantum processors into a single quantum network involves three key ingredients: qubits, quantum logic for entanglement generation and correction, and interaction interfaces [116, 117]. Neutral atomic ensembles are a strong candidate to serve as a basis for scalable quantum networks [39, 80, $118,119]$. Collective qubits based on atomic hyperfine ground states can be converted, on-demand, into single photons [120], making them well-suited for scalable quantum network-type protocols over telecom-wavelength optical fibers [41, 121]. Notably, collective atomic qubit states between ground and Rydberg states can be deterministically created and coherently manipulated in the regime of the excitation blockade [122, 123, 21, 12, 14, 40, 5, 124, 125], allowing for dramatically faster remote entanglement generation compared with probabilistic approaches [10, 11].

In order to use the Rydberg blockade in quantum information processing, the (optical) groundRydberg atomic coherence must be preserved. Ideally, this is achieved if the atoms are confined in a potential $U(\mathbf{r})$ that is identical for the ground and the Rydberg levels. However, in a regular far-off-resonance optical dipole trap, e.g., based on a 1064 nm laser for Rubidium atoms, the spatially inhomogeneous energy shifts $U(\mathbf{r})$ are entirely different for the ground and Rydberg states. For (trapped) ground-level atoms, the dynamic polarizability in a (red-detuned) light field is positive, whereas Rydberg electrons are nearly free, and their polarizability is approximately equal to that of a free electron, which is negative. This means that atoms in Rydberg states are anti-trapped since they are pushed out of the laser field intensity maxima. This problem leads to the necessity of shutting off the trap fields for the duration of quantum operations. The repeated process of turning the trap fields on and off heats the atoms and dramatically shortens their lifetime to $\mu \mathrm{s}$, limiting its utility [126, 127].

In a state-insensitive (or "magic-wavelength") trap proposal of Refs. [26, 27], the frequency of an optical lattice is tuned to the blue side of an atomic resonance from the Rydberg level to an intermediate level, creating positive polarizability of the Rydberg level. For example, if the (1012 nm ) lattice field is detuned by $\simeq(52 / n)^{3} \mathrm{GHz}$ from the $\left|n S_{1 / 2}\right\rangle \leftrightarrow\left|6 P_{3 / 2}\right\rangle$ transition in atomic

Rb , the depth of the trapping potentials for the ground- and Rydberg-level atoms are approximately equal. This method has been demonstrated by our group [40, 48, 128] and by Goldschmidt et al. [28]. More recently, trapped single-atom Rydberg qubits have been demonstrated in alkaline-earth atoms [129].

Here we report observations of dynamics of a Rydberg qubit encoded in an ensemble of $\sim 10^{3}$ atoms that are confined in a state-insensitive optical lattice trap. We observe coherent driving and Ramsey interference measurements of light shifts induced on either the lower or the upper qubit state, on timescales of order $\sim 10 \mu \mathrm{~s}$. The dynamics of the trapped qubit and the light shifts are well-described by an effective two-level model with possible dephasing factors included, i.e. laser phase noise, atom number fluctuation, and so on. The experimental setup is shown in Fig. 13.1(a). ${ }^{87} \mathrm{Rb}$ atoms are collected in a magneto-optical trap (MOT) and are subsequently loaded into a faroff resonance (YAG, 1064nm) cross-dipole trap. The longitudinal extent of the atomic cloud is $\sim 10 \mu \mathrm{~m}$ along the excitation field direction. Next, the atoms are transferred from the cross-dipole trap to a state-insensitive optical lattice. The lattice is formed by a horizontally-polarized and retroreflected laser field, which is detuned from the $\left|6 P_{3 / 2}\right\rangle \leftrightarrow\left|75 S_{1 / 2}\right\rangle$ transition by $\Delta_{m} / 2 \pi \simeq 367$ MHz - the so-called "magic" value of the detuning for which the potential depths for the ground and the Rydberg atomic states are equal. After the transfer, the lattice depth is adiabatically lowered.

The atoms are driven by laser fields $E_{1}\left(780 \mathrm{~nm}, \sigma^{-}\right)$and $E_{2}\left(480 \mathrm{~nm}, \sigma^{+}\right)$from the ground state $|g\rangle=\left|5 S_{1 / 2}, F=2, m_{F}=-2\right\rangle$ to the Rydberg state $|r\rangle=\left|75 S_{1 / 2}, m_{J}=-1 / 2\right\rangle$ with a detuning of $\Delta / 2 \pi=480 \mathrm{MHz}$ from the intermediate state $|p\rangle=\left|5 P_{3 / 2}, F=3, m_{F}=-3\right\rangle$, with respective Rabi frequencies $\Omega_{1}$ and $\Omega_{2}$, Fig. 13.1(b). In the Rydberg excitation blockade regime, ideally, the atoms will undergo an oscillation between two collective (Dicke) atomic states, $|0\rangle=\prod_{i=1}^{N}\left|g_{i}\right\rangle$ and $|1\rangle=\frac{1}{\sqrt{N}} \sum_{i=1}^{N} e^{i\left(\mathbf{k}_{1}+\mathbf{k}_{2}\right) \cdot \mathbf{r}_{\mathbf{i}}-i\left(\omega_{1}+\omega_{2}\right) t}\left|g_{1} \ldots r_{i} \ldots g_{N}\right\rangle$, where $N$ is the total number of atoms participating in the many-body blockade. After a controllable delay, $T_{s}$, following the excitation pulse, a readout pulse $E_{r}$ (with Rabi frequency $\Omega_{r}$ ) that is resonant with the $|r\rangle$ to $|p\rangle$ transition frequency is applied and leads to phase-matched emission having frequency $\omega_{e}$ (see the Supplementary Material for experimental details).

We model our system as an effective two-level system with a closed-transition between the states $|0\rangle$ and $|1\rangle$. The collective Rabi frequency of this two-state model is $\Omega_{N}=\sqrt{N} \Omega$, where $\Omega=\frac{\Omega_{1} \Omega_{2}}{2 \Delta}$ is the effective two-photon, single-atom Rabi frequency. With the twophoton detuning $\delta$ set equal to zero, the population of the many-body Rydberg state $|1\rangle$ is $\rho_{11}=\frac{1}{2}\left(1-e^{-\frac{\gamma_{1}}{2} t} \cos \sqrt{N} \Omega T_{p}\right)$, where $T_{p}$ is the pulse duration of a constant amplitude pulse whose pulse area is equal to that of the actual pulse. We have incorporated dephasing from relaxation processes such as that produced by laser frequency noise into our model by assuming that the coherence $\rho_{01}$ decays at rate $\gamma_{1}$, which agrees well with the measured laser linewidth in our system. The intensity of the retrieved signal is proportional to this population.


Figure 13.1: (a) Experimental setup: an ultracold ${ }^{87} \mathrm{Rb}$ atomic ensemble is prepared in a onedimensional state-insensitive lattice trap (SILT) formed by a 1012 nm retro-reflected beam using atoms that have been transferred from a crossed far-off-resonance dipole trap (FORT) formed by focused yttrium aluminum-garnet (YAG) laser beams. Excitation fields $E_{1}(780 \mathrm{~nm})$ and $E_{2}(480 \mathrm{~nm})$ drive atoms from $|g\rangle$ to $|p\rangle$ and from $|p\rangle$ to $|r\rangle$, respectively. A retrieval pulse $E_{r}$ leads to phase-matched emission that is coupled into a pair of single-mode fibers and subsequently measured by single-photon counting modules $\mathrm{SPCM}_{\mathrm{T}}$ and $\mathrm{SPCM}_{\mathrm{R}}$. (b) Single atom energy levels for ${ }^{87} \mathrm{Rb}:|g\rangle=\left|5 S_{1 / 2}, F=2, m_{F}=-2\right\rangle,|p\rangle=\left|5 P_{3 / 2}, F=3, m_{F}=-3\right\rangle$, and $|r\rangle=\left|n S_{1 / 2}, m_{J}=-1 / 2\right\rangle$. (c) Timing sequence for the ground-Rydberg spin-wave coherence measurement. (d) Normalized signal $\eta$ as a function of storage time $T_{s}$ for quantum number $n=75$. The storage efficiency is normalized to that at $1 \mu \mathrm{~s}$. Blue and red bands represent temperatures $40 \%$ lower and higher than the best-fit value, respectively.


Figure 13.2: (a) Collective Rabi oscillation as function of the pulse duration $T_{p}$ for different numbers of atoms. Red: $N=109(2)$; green: $N=326(3)$; blue: $N=755(3)$; purple: $N=930(4)$. Here, $\Omega_{1} / 2 \pi=9.2 \mathrm{MHz}, \Omega_{2} / 2 \pi=10.8 \mathrm{MHz}, \Omega_{r} / 2 \pi=11.5 \mathrm{MHz}$. The dashed lines are theoretical results using an effective two-state model. The error bars represent one standard deviation ( $\sqrt{M}$ ) for $M$ photoelectric counting events. (b) probe transmission (orange square) and EIT (blue diamond) measurement for $N=755(9)$, consistent with an $\mathrm{OD}=3.5$. (c) The enhancement of the collective Rabi frequency $\Omega_{N} / \Omega$ as a function of number of atoms $N_{a}$ determined by the absorption measurement. The data are fit with a function $\Omega_{N}=\Omega N_{a}^{k}$ with the best-fit value $k=0.463(5)$. The error bars represent the standard errors of the respective fits.

To describe combined effects of spin-wave dephasing and loss of the Rydberg state component, we include an overall exponential damping of the retrieved signal $\sim e^{-\alpha t}$. We account for fluctuations in atomic number by weighting the retrieved signal with the probability distribution $f(k, N)$ to have $k$ atoms in the interaction, volume when the average number in the volume is $N$. On averaging over $k$ for the Poisson distribution $f(k)=\frac{N^{k} e^{-N}}{k!}$, we find that the oscillation amplitude is damped by a factor $\exp \left(-t^{2} / \tau_{1}^{2}\right)$, where $\tau_{1}=2 \sqrt{2} / \Omega$, and that the photoelectric detection probability per trial $p_{1}$ for the retrieved signal is given by

$$
\begin{equation*}
p_{1} \simeq \frac{1}{2} \xi e^{-\alpha T_{p}}\left(1-e^{-\frac{\gamma_{1}}{2} T_{p}} e^{-T_{p}^{2} / \tau_{1}^{2}} \cos \sqrt{N} \Omega T_{p}\right) \tag{13.1}
\end{equation*}
$$

where $\xi$ is the overall retrieval and detection efficiency. Intensity fluctuations of the driving fields would also damp the oscillation visibility, but these effects are negligible in our experiment.

The normalized storage efficiency $\eta$ [48] is plotted as a function of storage period $T_{s}$ for a trap depth of $\simeq 40 \mu \mathrm{~K}$ in Fig. 13.1(c), showing that the coherence lifetime for the ground-Rydberg coherence can be extended up to $\simeq 20 \mu \mathrm{~s}$, which is an order of magnitude improvement over that achieve with atomic ensembles in free space [12, 14, 21, 76, 15]. The longer lifetime allows us to vary the excitation pulse duration to tens of $\mu \mathrm{s}$, instead of varying the excitation field strength as we did previously [14]. As a result, the light shifts caused by the excitation laser fields can be kept constant over the extent of the measurement. The methods we employ to control laser phase noise and intensity fluctuations, to reduce electric field shifts, to minimize atom number variation or loss, and to suppress the effects of atomic thermal motion are outlined.

The population of the upper qubit state is measured by mapping it into a phase-matched retrieved field. The associated photoelectric detection probability per trial $p_{1}$ are recorded as a function of the excitation pulse duration time $T_{p}$, while the storage period $T_{s}=1 \mu \mathrm{~s}$ is kept constant. In Fig. 13.2, the resulting collective Rabi oscillations are shown for a lattice trap depth of $60 \mu \mathrm{~K}$ for varying atomic density, controlled by altering the YAG power. As expected, the oscillation frequency increases with the atomic density, but all the signals vanish within $5 \mu \mathrm{~s}$, due to the limitation of $\tau_{1} \approx 4.3 \mu \mathrm{~s}$. The dashed curves are theory fits based on Eq. 13.1. As the YAG power is raised up from 6 W to 35 W , the fitted value for the number of atoms $N$ increases from $\simeq 10^{2}$ to $\simeq 10^{3}$. The fit value for the global dephasing factor $\gamma_{1} / 2 \pi \simeq 40 \mathrm{kHz}$ is consistent with the laser linewidth estimated from the excitation spectra. The best fit for $\alpha$ for all four sets of data is $\alpha / 2 \pi \approx 0.008 \mathrm{MHz}$, which agrees with the coherence time of $20 \mu$ s shown in Fig. 13.1(c).

For an independent determination of the atom number and single-atom Rabi frequency, we measure the atomic density using absorption of a transmitted probe field, both with and without a control-EIT (electromagnetic-induced transparency) field. For example, the measured optical depth (OD) of $\simeq 3.5$ for a YAG power of 20 W that can be extracted from the transmission curves shown in Fig. 13.2(b) corresponds to an atomic density having peak value of $2.9 \times 10^{11} \mathrm{~cm}^{-3}$. In Fig. 13.2(c) we plot the normalized collective Rabi frequency $\Omega_{N} / \Omega$ as a function of the number of atoms $N_{a}$ in the interaction volume. We confirm the collective Rabi frequency $\Omega_{N}$ is enhanced by a factor $\sqrt{N}$ with respect to the single-atom value, by fitting the function $\Omega_{N}=\Omega N_{a}^{k}$ and finding a best-fit value $k=0.463(5)$. The discrepancy for low atom numbers results from a relatively large error of OD fit value when the absorption is small.

We confirm that the Rydberg blockade is fully operational in our system by measuring the second-order autocorrelation function $g^{(2)}(0)<0.2$ within the time interval of Rabi oscillations [Fig. 13.3] and demonstrate the multi-particle entanglement [130, 131, 132] of the $W$-state $|1\rangle$ within the ensemble. To investigate the main contributions to the damping of the Rabi oscillations, we vary the Rabi frequency and the atom number in a shallower trap depth of $40 \mu \mathrm{~K}$ to minimize the effects of atomic thermal motion and collisions. In Fig. 13.3 (a), the signal exhibits 9 oscillation


Figure 13.3: Collective Rabi oscillation as function of the pulse duration for different Rabi frequency, (a) $\Omega_{1} / 2 \pi=4.7 \mathrm{MHz}, \Omega_{2} / 2 \pi=5.4 \mathrm{MHz}, N=797(7)$. (b) $\Omega_{1} / 2 \pi=9.2 \mathrm{MHz}$, $\Omega_{2} / 2 \pi=10.8 \mathrm{MHz}, N=553(2)$. The dashed line shows best fit from theory with dephasing and atom number fluctuations. The dotted line shows the simulation without dephasing, and the dash-dotted line shows the simulation without atom number fluctuations. The blue hollow circles represent the second-order intensity correlation function at zero delay $g^{(2)}(0)$, which is below 0.2 within the Rabi oscillations, suggesting a well-established Rydberg blockade.


Figure 13.4: Ramsey interferometry of the trapped qubit. (a) Schematic and timing sequence. (b) Evolution of the $|1\rangle$ state versus free evolution time $T_{f}$ between the two $\pi / 2$ pulses of detuning $\delta_{s} / 2 \pi=-0.3 \mathrm{MHz}$ and pulse width $0.45 \mu \mathrm{~s}$. Dashed line represents the sinusoidal fit with an exponential decay. The error bars represent one standard deviation $(\sqrt{M})$ for $M$ photoelectric counting events. (c) The detuning extracted from the sinusoidal fit versus detuning set to $\omega_{1}$. The line represents the fitted result of $\delta_{e}=k \delta_{s}+b$ with $k=1.022(6)$ and $b=0.000(6) \mathrm{MHz}$. The error bar of each point is within the size of the marker.
cycles within $12 \mu \mathrm{~s}$ are shown for a smaller Rabi frequency $\Omega$. Approximately four times higher Rabi frequency, but fewer atoms in the blockade volume are used for data in Fig. 13.3(b). In this limit, 13 oscillation cycles are damped within $\simeq 6 \mu \mathrm{~s}$. These results indicate that for in the case of Fig. 13.3 (a), the dephasing is due mainly to the dephasing parameter $\gamma_{1}$ term. If this parameter is set equal to zero [resulting in the dotted line in Fig. 13.3 (a)], the oscillations damp more slowly than the data, while the atom number fluctuations has little impact on the visibility damping [resulting in the dash-dotted line in Fig. 13.3 (a)]. In the case of Fig. 13.3 (b), the damping of the oscillations can be ascribed chiefly to the Poisson distribution of number of atoms, $N_{e}$, that limits the visible number of the oscillation periods. If atom number fluctuations are neglected [resulting in the dash-dotted line in Fig. 13.3 (b)], the oscillations persist for a time longer than the experimental observation period. However, the oscillations damping is similar to the data when we eliminate the dephasing $\gamma_{1}$ [resulting in the dotted line in Fig. 13.3 (b)]. These results indicate that a combination of a narrower (e.g., 1 kHz ) laser linewidth and a sub-Poisson atom-number


Figure 13.5: Ramsey interferometry with dressing field light shift. (a) Ramsey interferometry with (blue circles) and without (red triangles) dressing field of $\Omega_{1} / 2 \pi=3.9 \mathrm{MHz}$. (b) Ramsey interferometry with (blue circles) and without (red triangles) dressing field of $\Omega_{2} / 2 \pi=10.8 \mathrm{MHz}$. The detuning of the $\pi / 2$ pulses is set to $\delta_{s} / 2 \pi=-0.3 \mathrm{MHz}$. (c) Light shift $\Delta E$ versus dressing field Rabi frequency $\Omega_{1}$ and $\Omega_{2}$. Red squares represent varying the $\Omega_{1}$ field and blue circles represent varying the $\Omega_{2}$ field. Black lines represent the theoretical curve of $\Delta E=\hbar\left(\Omega_{1}^{2}-\Omega_{2}^{2}\right) /(4 \Delta)$.
distribution $[133,134]$ may be able to prolong the lifetime of the collective Rabi oscillation to tens of micro-seconds. Notably, with a large intermediate state detuning and a shallow lattice trap depth, spontaneous decay from the Rydberg level and the influence of blackbody radiation can be neglected in our system.

To further investigate the nature of the collective state, we perform Ramsey interferometry. First, we apply two off-resonance $\pi / 2$ pulses separated by a variable free evolution time $T_{f}$, followed by a phase-matched retrieval of the $|1\rangle$ state population. Using this protocol, we obtain the oscillation of the retrieved signal as a function of $T_{f}$ shown in Figure 13.4 (a). In order to explore different Ramsey scenarios, we change the two photon detuning by varying the detuning $\delta_{s}$ of the $\omega_{1}$ field. We extract the measured detuning $\delta_{e}$ from the oscillation period in the Ramsey interferometry by the fitting equation $p_{1} / p_{1}(0)=\frac{1}{2}\left(1+\exp \left(-\gamma T_{f}\right) \cos \left(\delta_{e} T_{f}+\phi\right)\right)$. The decay time constant $1 / \gamma$ for the Ramsey interferometry in Figure 13.4 (a) is $6.89 \pm 1.3 \mu$ s. The phase offset $\phi / 2 \pi=0.14$ is due to the finite $(0.45 \mu \mathrm{~s})$ duration of $\pi / 2$ pulses. We fit our results using $\delta_{e}=k \delta_{s}+b$, with $k=1.022(6)$ and $b=2 \pi \times 0.000(6) \mathrm{MHz}$ [Figure 13.4 (b)].

To determine whether or not there are any collective light shifts, we add a dressing field $E_{1}$ or $E_{2}$ during the $T_{f}$ period. With the presence of the dressing field, the oscillation frequency of the Ramsey interferometry will be changed from $\delta_{e}$ to $\delta_{e}+\Delta E / \hbar$, where $\Delta E$ is the light shift produced by the two excitation fields. It is expected that $\Delta E=\hbar\left(\Omega_{1}^{2}-\Omega_{2}^{2}\right) /(4 \Delta)$, with no enhancement from collective effects. We measure the dependence of $\Delta E$ on $\Omega_{1,2}$ by changing the power of the dressing field and observing the change in frequency of the Ramsey interferometry signal. We observe either an increase or a decrease in oscillation frequency as we increase $\Omega_{1}$ and
$\Omega_{2}$ respectively, as shown in Figure 13.5 (a) and (b). Figs. 13.5 (c) shows the light shift induced by different $\Omega_{1}$ and $\Omega_{2}$ as well as theory curves, confirming that there is no relative collective light shift between the two levels.

In summary, we have demonstrated long-lived Rabi oscillations and measured light shifts for a collective Rydberg qubit held in an optical lattice that is state-insensitive for the ground and Rydberg levels. Whereas the coupling producing the Rabi oscillations is enhanced by a factor of $\sqrt{N}$, there is no corresponding enhancement for the light shifts. These results provide new evidence that collective Rydberg qubits can be used to create high-fidelity photon-photon gates [5], deterministic single photons [120], and multiple qubits [135] for scalable quantum networking.

### 13.1 I. THEORETICAL METHODS

### 13.1.1 A. Theoretical model for an effective two-level system

We adopt a simplified theoretical description in which the blockade is fully operational. Each atom is modeled as a three-level atom with lower state $|g\rangle$ (ground state), intermediate state $|p\rangle$, and upper state $|r\rangle$ (Rydberg level). There are two fields present

$$
\begin{align*}
& \mathbf{E}_{1}(\mathbf{R}, t)=\frac{1}{2} E_{1} f(t) \boldsymbol{\epsilon}_{1} e^{i \mathbf{k}_{1} \cdot \mathbf{R}-i \omega_{1} t}+\text { c.c. }  \tag{13.2a}\\
& \mathbf{E}_{2}(\mathbf{R}, t)=\frac{1}{2} E_{2} f(t) \boldsymbol{\epsilon}_{2} e^{i \mathbf{k}_{2} \cdot \mathbf{R}-i \omega_{2} t}+\text { c.c. } \tag{13.2b}
\end{align*}
$$

Field $\mathbf{E}_{1}(\mathbf{R}, t)\left[\mathbf{E}_{2}(\mathbf{R}, t)\right]$ has propagation vector $\mathbf{k}_{1}\left[\mathbf{k}_{2}\right]$, frequency $\omega_{1}=k_{1} c\left[\omega_{2}=k_{2} c\right]$, and polarization $\boldsymbol{\epsilon}_{1}\left[\boldsymbol{\epsilon}_{2}\right]$. We define detunings

$$
\begin{equation*}
\Delta_{1}=\omega_{1}-\omega_{p g} ; \quad \Delta_{2}=\omega_{2}-\omega_{r p} \tag{13.3}
\end{equation*}
$$

where $\omega_{p g}$ is the intermediate state to ground state frequency and $\omega_{r p}$ is the Rydberg state to intermediate state frequency. It is assumed that $\left|\Delta_{1}\right| \gg\left|\Delta_{1}+\Delta_{2}\right|$. The function $f(t)$ is a smooth function having temporal with $T$ satisfying $\left|\Delta_{1}\right| T \gg 1$, where $T$ is some effective pulse width. Decay is neglected. Field $\mathbf{E}_{1}(\mathbf{R}, t)$ drives the $|g\rangle \leftrightarrow|p\rangle$ transition and field $\mathbf{E}_{2}(\mathbf{R}, t)$ drives the $|p\rangle \leftrightarrow|r\rangle$ transition with associated (assumed real) Rabi frequencies $\Omega_{1}=2 \chi_{1}$ and $\Omega_{2}=2 \chi_{2}$, respectively.

We first neglect any Rydberg-Rydberg interactions and assume that the field amplitudes are
constant over the sample. Then the ensemble wave function is given simply by the factorized state

$$
\begin{equation*}
|\psi(t)\rangle=\prod_{j=1}^{N}\left(a_{g}(t)|g\rangle_{j}+a_{p}(t)|p\rangle_{j} e^{i \mathbf{k}_{1} \cdot \mathbf{R}_{j}-i \omega_{1} t}+a_{r}(t)|r\rangle_{j} e^{i \mathbf{k}_{1} \cdot \mathbf{R}_{j}-i \omega_{1} t} e^{i \mathbf{k}_{2} \cdot \mathbf{R}_{j}-i \omega_{2} t}\right), \tag{13.4}
\end{equation*}
$$

where $N$ is the number of atoms, $\mathbf{R}_{\mathbf{j}}$ is the position of atom $j$ and the $a_{n}(t)$ are the state amplitudes for a single atom that obey the equations of motion

$$
\begin{align*}
\dot{a}_{g} & =-i \chi_{1} f(t) a_{p},  \tag{13.5a}\\
\dot{a}_{p} & =-i \chi_{1} f(t) a_{g}-i \chi_{2} f(t) a_{r}+i \Delta_{1} a_{p},  \tag{13.5b}\\
\dot{a}_{r} & =-i \chi_{2} f(t) a_{p}+i\left(\Delta_{1}+\Delta_{2}\right) a_{r} . \tag{13.5c}
\end{align*}
$$

When expanded, the state vector $|\psi(t)\rangle$ can be written as a sum of fully symmetric orthonormal phased basis kets $|N ; n, q\rangle$ that have $n$ excitations of level $|p\rangle$ and $q$ excitations of level $|r\rangle$; that is

$$
\begin{equation*}
|N ; n, q\rangle=\frac{1}{\sqrt{C_{n}^{N} C_{q}^{N-n}}}\left|S_{n q}^{N}\right\rangle \tag{13.6}
\end{equation*}
$$

where the $\left|S_{n q}^{N}\right\rangle$ are fully symmetric, unnormalized phased states and $C_{n}^{N}$ is a binomial coefficient. In other words,

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{n, q} a_{g}^{N-n-q} a_{p}^{n} a_{r}^{q}\left|S_{n q}^{N}\right\rangle=\sum_{n, q} c_{n q}^{N}(t)|N ; n, q\rangle, \tag{13.7}
\end{equation*}
$$

where $n$ and $q$ can vary from 0 to $N$ with $n+q \leq N$. It then follows immediately that the collective state amplitudes $c_{n q}^{N}(t)$ are related to the individual atom state amplitudes via

$$
\begin{equation*}
c_{n q}^{N}=\sqrt{C_{n}^{N} C_{q}^{N-n}} a_{g}^{N-n-q} a_{p}^{n} a_{r}^{q}, \tag{13.8}
\end{equation*}
$$

When used with Eqs. (12.15), this leads to the evolution equations

$$
\begin{align*}
\dot{c}_{n q}^{N}= & -i \chi_{1} f(t) \sqrt{n(N-n-q+1)} c_{n-1, q}^{N}-i \chi_{1} f(t) \sqrt{(n+1)(N-n-q)} c_{n+1, q}^{N} \\
& -i \chi_{2} f(t) \sqrt{n(q+1)} c_{n-1, q+1}^{N}-i \chi_{2} f(t) \sqrt{q(n+1)} c_{n+1, q-1}^{N} \\
& +i\left[n \Delta_{1}+q\left(\Delta_{1}+\Delta_{2}\right)\right] c_{n q}^{N} \tag{13.9}
\end{align*}
$$

subject to the initial condition $c_{n q}^{N}(-\infty)=\delta_{n, 0} \delta_{q, 0}$, where $\delta_{n, m}$ is a Kronecker delta. We introduce the blockade by assuming that $c_{n q}^{N}=0$ for $q>1$.

Equation (12.26) can be solved numerically. For our experimental conditions, however, the
inequalities

$$
\begin{equation*}
\frac{N \chi_{1}^{2}}{\Delta_{1}^{2}} \ll 1 ; \quad \frac{\sqrt{N} \chi_{1} \chi_{2}}{\Delta_{1}^{2}} \ll 1 \tag{13.10}
\end{equation*}
$$

hold. This means that there is at most one (collective) intermediate state excitation. Moreover these conditions are sufficient for adiabatically eliminating intermediate states. The truncated equations with $n \leq 1$ and $q \leq 1$ are

$$
\begin{align*}
\dot{c}_{00}^{N} & =-i \chi_{1} f(t) \sqrt{N} c_{10}^{N}  \tag{13.11a}\\
\dot{c}_{10}^{N} & =i \Delta_{1} c_{10}^{N}-i \chi_{1} f(t) \sqrt{N} c_{00}^{N}-i \chi_{2} f(t) c_{01}^{N},  \tag{13.11b}\\
\dot{c}_{01}^{N} & =i\left(\Delta_{1}+\Delta_{2}\right) c_{01}^{N}-i \chi_{2} f(t) c_{10}^{N}-i \chi_{1} f(t) \sqrt{N-1} c_{11}^{N},  \tag{13.11c}\\
\dot{c}_{11}^{N} & =i\left(2 \Delta_{1}+\Delta_{2}\right) c_{11}^{N}-i \chi_{1} f(t) \sqrt{N-1} c_{01}^{N} \tag{13.11d}
\end{align*}
$$

Adiabatically eliminating $c_{10}^{N}$ and $c_{11}^{N}$, we find

$$
\begin{align*}
c_{10}^{N} & \approx \frac{\chi_{1} f(t) \sqrt{N} c_{00}^{N}+\chi_{2} f(t) c_{01}^{N}}{\Delta_{1}}  \tag{13.12a}\\
c_{11}^{N} & \approx \frac{\chi_{1} f(t) \sqrt{N-1}}{\Delta_{1}} c_{01}^{N} \tag{13.12b}
\end{align*}
$$

which, when substituted into the original equations, yield

$$
\begin{align*}
\dot{c}_{00}^{N}= & -\frac{i N \chi_{1}^{2} f^{2}(t)}{\Delta_{1}} c_{00}^{N}-\frac{i \sqrt{N} \chi_{1} \chi_{2} f^{2}(t)}{\Delta_{1}} c_{01}^{N},  \tag{13.13a}\\
\dot{c}_{01}^{N}= & i\left(\Delta_{1}+\Delta_{2}\right) c_{01}^{N}-\frac{i \chi_{2}^{2} f^{2}(t)}{\Delta_{1}} c_{01}^{N} \\
& -\frac{i(N-1) \chi_{1}^{2} f^{2}(t)}{\Delta_{1}} c_{01}^{N}-\frac{i \sqrt{N} \chi_{1} \chi_{2} f^{2}(t)}{\Delta_{1}} c_{00}^{N} . \tag{13.13b}
\end{align*}
$$

If we let

$$
\begin{aligned}
c_{00}^{N} & =\tilde{c}_{00}^{N} \exp \left[-\frac{i N \chi_{1}^{2}}{\Delta_{1}} \int_{-\infty}^{t} f^{2}\left(t^{\prime}\right) d t^{\prime}\right] \\
c_{01}^{N} & =\tilde{c}_{01}^{N} \exp \left[-\frac{i N \chi_{1}^{2}}{\Delta_{1}} \int_{-\infty}^{t} f^{2}\left(t^{\prime}\right) d t^{\prime}\right]
\end{aligned}
$$

then

$$
\begin{align*}
d \tilde{c}_{00}^{N} / d t= & -\frac{i \sqrt{N} \chi_{1} \chi_{2} f^{2}(t)}{\Delta_{1}} \tilde{c}_{01}^{N},  \tag{13.14a}\\
d \tilde{c}_{01}^{N} / d t= & -\frac{i \sqrt{N} \chi_{1} \chi_{2} f^{2}(t)}{\Delta_{1}} \tilde{c}_{00}^{N}+i\left(\Delta_{1}+\Delta_{2}\right) \tilde{c}_{01}^{N} \\
& -\frac{i\left(\chi_{2}^{2}-\chi_{1}^{2}\right) f^{2}(t)}{\Delta_{1}} \tilde{c}_{01}^{N}, \tag{13.14b}
\end{align*}
$$

which are the effective two-level equations. Although there is a collective light shift for each of these amplitudes, there is no relative collective light shift between the two levels.

The phase matched signal varies as

$$
\sum_{j, j^{\prime}=1}^{N}\left\langle\sigma_{21}^{(j)} \sigma_{12}^{\left(j^{\prime}\right)}\right\rangle
$$

where $\sigma_{21}^{(j)}\left[\sigma_{12}^{(j)}\right]$ is a raising [lowering] operator for atom $j$.The blockade creates a final state after the two-photon excitation of

$$
\begin{equation*}
|\psi(t)\rangle=c_{00}^{N}(t)|N ; 0,0\rangle+c_{01}^{N}(t)|N ; 0,1\rangle . \tag{13.15}
\end{equation*}
$$

In calculating

$$
\sum_{j, j^{\prime}}\left\langle\sigma_{21}^{(j)} \sigma_{12}^{\left(j^{\prime}\right)}\right\rangle
$$

following the readout pulse, only matrix elements between $\langle N ; 0,1|$ and $|N ; 0,1\rangle$ are nonvanishing; that is, the signal varies as $\left|c_{01}^{N}\left(T^{+}\right)\right|^{2}$, where $T^{+}$is the time following the two-photon excitation pulse.

We relabel state amplitude $\tilde{c}_{00}^{N}$ as $c_{0}$ and $\tilde{c}_{01}^{N}$ as $c_{1}$, set $\Delta_{1}=\Delta$, define

$$
\begin{align*}
\Omega & =\frac{\Omega_{1} \Omega_{2}}{2 \Delta}=\frac{2 \chi_{1} \chi_{2}}{\Delta}  \tag{13.16a}\\
\Omega_{N} & =\sqrt{N} \Omega  \tag{13.16b}\\
\delta & =\Delta_{1}+\Delta_{2}+\frac{\left(\Omega_{1}^{2}-\Omega_{2}^{2}\right) f^{2}(t)}{4 \Delta_{1}} \tag{13.16c}
\end{align*}
$$

and replace the pulsed fields with constant amplitude fields having pulse duration $T_{p}$ (such an assumption does not affect the overall nature of the solutions). Moreover, to account for relaxation processes such as those produced by laser frequency noise, we go over to density matrix equations and introduce a dephasing rate $\gamma_{1}$ for the off-diagonal matrix elements, leading to optical Bloch
equations of the form:

$$
\begin{align*}
& \dot{\rho}_{00}=-\frac{i}{2}\left(\Omega_{N} \rho_{01}-\Omega_{N}^{*} \rho_{10}\right),  \tag{13.17a}\\
& \dot{\rho}_{11}=\frac{i}{2}\left(\Omega_{N} \rho_{01}-\Omega_{N}^{*} \rho_{10}\right),  \tag{13.17b}\\
& \dot{\rho}_{01}=-\left(\gamma_{1}-i \delta\right) \rho_{01}-\frac{i \Omega_{N}^{*}}{2}\left(\rho_{00}-\rho_{11}\right),  \tag{13.17c}\\
& \dot{\rho}_{10}=-\left(\gamma_{1}+i \delta\right) \rho_{10}+\frac{i \Omega_{N}}{2}\left(\rho_{00}-\rho_{11}\right), \tag{13.17d}
\end{align*}
$$

where we have generalized the equations to allow for complex $\Omega_{N}$.
By solving the above equations in the conditions of $\delta=0$ and $\gamma_{1} \ll \sqrt{N}|\Omega|$, we obtain the population of the many-body Rydberg state $|1\rangle$ as

$$
\begin{equation*}
\rho_{11}=\frac{1}{2}\left(1-e^{-\frac{\gamma_{1}}{2} T_{p}} \cos \sqrt{N}|\Omega| T_{p}\right) . \tag{13.18}
\end{equation*}
$$

It has been shown that when laser linewidth is modelled as white frequency noise (Markovian approximation), it provides a contribution to the decay of the relevant atomic coherence [136, 137]. Our numerical simulations along the lines of Ref. [138] confirm that the impact of the white laser frequency noise on the Rabi oscillations is equivalent to using a decay rate $\gamma_{1}$ for the atomic coherence. A time-dependent Rabi frequency $\Omega(t)=\Omega_{0} \exp [i \phi(t)]$ is used in the optical Bloch equations 13.17, with $\phi(t)$ being the time trace of the phase noise gener ated from the spectral noise density $S_{\phi}(f)$ [139]. For white noise, the spectral density $S_{\phi}(f)=h_{0} / f^{2}$, where the coefficient $h_{0}$ can be related to the laser linewidth with a Lorentzian shape by $\gamma_{1}=2 \pi^{2} h 0$ [140, 141]. With the laser locking servo bump suppressed in our system, the use of a Lorentzian laser frequency profile with linewidth $\gamma_{1}$ is a reasonable approximation. After obtaining the time series of the phase $\phi(t)$, we numerically simulate the time-dependent optical Bloch equations using the Runge-Kutta method. In Fig. 13.6(a), we show one thousand individual samples (gray lines) and their average (red line) for a white frequency noise spectrum with $h_{0}=0.08 \mathrm{MHz}$, assuming no other damping process, and observe a slow damping of the oscillation. Comparison of this result with the solution to the master equations [Eq. 13.17] without phase noise but with a dephasing $\gamma_{1}=2 \pi \times 0.04 \mathrm{MHz}$, as well as the analytical solution in Eq. 13.18, indicates that all three Rabi oscillation traces agree well with each other, as shown in Fig. 13.6(b).

### 13.1.2 B. Brief review on the theory of magic-wavelength trap

We briefly review the theory of the magic-wavelength lattice trap along the lines of our prior study [48]. Assuming all the atoms are confined in the state-insensitive lattice trap and neglecting


Figure 13.6: Influence of laser phase noise. (a) Numerical simulations for Rabi oscillation in the presence of white frequency noise. The gray lines are individual realizations for 1000 numerical samples with random processes on $\phi(t)$ generation. The red line is the average of the 1000 samples. (b) Comparison of the simulations with different mechanisms. The red solid line is from the solution to the optical Bloch equations only with the white noise phase, same as in (a). The blue dashed line is from the solution to the master equations [Eq. 13.17] only with a dephasing rate $\gamma_{1}$. The orange dotted line is from the analytical function in Eq. 13.18 with a dephasing rate $\gamma_{1}$. Atom number $N=100$, the single-atom Rabi frequency $\Omega / 2 \pi=0.1 \mathrm{MHz}, h_{0}=0.08 \mathrm{MHz}$, the dephasing rate $\gamma_{1} / 2 \pi=0.04 \mathrm{MHz}$.

Rydberg-Rydberg interactions, we find that the phase-matched retrieval signal at time $T_{s}$ normalized to that at $T_{s}=1 \mu \mathrm{~s}$, can be written as

$$
\begin{equation*}
\eta\left(T_{s}\right)=G\left(T_{s}\right) / G\left(T_{s}=1 \mu s\right) \tag{13.19}
\end{equation*}
$$

with

$$
\begin{equation*}
G\left(T_{s}\right)=\left|\int_{-\infty}^{\infty} d X \int_{0}^{\infty} \rho d \rho f(\rho, X) \mathcal{N}(\rho, X) C\left(\rho, X, T_{s}\right)\right|^{2} \times e^{-T_{s} / \tau_{e f f}} \tag{13.20}
\end{equation*}
$$

The transverse and longitudinal effects combine to produce an atomic density profile $\mathcal{N}(\rho, X)$ given by

$$
\begin{equation*}
\mathcal{N}(\rho, X)=\exp \left[\frac{U_{0}}{2 k_{B} T} \mathcal{I}(\rho, X)\right] \exp \left[-\frac{X^{2}}{L^{2}}\right] \tag{13.21}
\end{equation*}
$$

The distribution $f(\rho, X)$ appearing in Eq. (13.20) is equal to the product of the spatially dependent envelopes of the excitation and retrieval electric field amplitudes, namely

$$
\begin{equation*}
f(\rho, X)=\left(\frac{w_{E_{1}, 0}}{w_{E_{1}}(X)}\right) \exp \left[-\frac{\rho^{2}}{w_{E_{1}}^{2}(X)}\right] \times\left\{\left(\frac{w_{E_{2}, 0}}{w_{E_{2}}(X)}\right) \exp \left[-\frac{\rho^{2}}{w_{E_{2}}^{2}(X)}\right]\right\}^{2} \tag{13.22}
\end{equation*}
$$

where $w_{i, 0}$ are the transverse waists of the beams at the foci, $w_{i}(X)=w_{i, 0} \sqrt{1+\left(\frac{X}{X_{r i}}\right)^{2}}$, and $X_{r i}$ is the Rayleigh length for beam $i$. In our experiment, $w_{E_{1}, 0}=6 \mu \mathrm{~m}, w_{E_{2 / r}, 0}=15 \mu \mathrm{~m}$.

The factor $C\left(X, \rho, T_{s}\right)$ is the product of a non-lattice contribution, $e^{-i \omega_{d}(\rho, X) T_{s}}$, and a lattice contribution corresponding to motional dephasing, given by

$$
\begin{equation*}
C\left(X, \rho, T_{s}\right)=\sum_{q, q^{\prime}, q^{\prime \prime}}^{q_{\max }} e^{-i \omega_{d}(\rho, X) T_{s}} \rho_{1 q^{\prime \prime}, 1 q^{\prime}}(0) \times M_{1 q^{\prime} ; 3 q}\left[-k \mathbf{u}_{x}\right] M_{3 q ; 1 q^{\prime \prime}}\left[k \mathbf{u}_{x}\right] e^{i\left(\omega_{q^{\prime}}^{(1)}-\omega_{q}^{(3)}\right) T_{s}} \tag{13.23}
\end{equation*}
$$

where the frequencies $\omega_{q^{\prime}}^{(1)}$ and $\omega_{q}^{(3)}$ are obtained as eigenvalues of the potentials

$$
\begin{align*}
& U_{1}^{(l)}(X)=-U_{0} \cos ^{2}\left(k_{L} X\right)  \tag{13.24a}\\
& U_{3}^{(l)}(X)=-\frac{U_{0}}{\alpha_{g}} \cos ^{2}\left(k_{L} X\right) \times\left[\frac{D_{n}^{2}}{6 \hbar \Delta}-\left|\alpha_{f}\right| \theta_{n}\right], \tag{13.24b}
\end{align*}
$$

respectively.
We include three dissipative mechanisms that affect the ground-Rydberg coherence lifetime. The effective population decay lifetime is given by

$$
\begin{equation*}
\frac{1}{\tau_{e f f}}=\frac{1}{\tau_{6 p, n}}+\frac{1}{\tau_{n}^{(0)}}+\frac{1}{\tau_{n}^{(b b)}}, \tag{13.25}
\end{equation*}
$$

where $\tau_{6 p, n}, \tau_{n}^{(0)}$, and $\tau_{n}^{(b b)}$ are the contributions from the lattice-induced population decay of the $6 p_{3 / 2}$ level, Rydberg level decay at zero temperature, and blackbody induced transitions, respectively. Explicitly

$$
\begin{align*}
\tau_{6 p, n} & =\frac{h \Delta_{m, n}}{U_{0}} \tau_{6 p, 0} ;  \tag{13.26a}\\
\tau_{n}^{(0)} & =\tau^{(0)}\left(n^{*}\right)^{2.94}  \tag{13.26b}\\
\tau_{n}^{(b b)} & =\frac{3 \hbar\left(n^{*}\right)^{2}}{4 \alpha_{F S}^{3} k_{B} T}, \tag{13.26c}
\end{align*}
$$

where $\tau_{6 p, 0}=125 \mathrm{~ns}, \tau^{(0)}=1.43 \mathrm{~ns}, T=293 \mathrm{~K}$, and $n^{*}=n-3.13$ is the effective electronic quantum number, $\alpha_{F S}$ is the fine structure constant. At low $n$, the lifetime is limited mainly by spontaneous decay and blackbody transitions. With $n \gtrsim 40$, the dephasing produced by the non-lattice potential begins to reduce the lifetime, an effect that saturates for $n \gtrsim 60$. For still higher values of $n$, the lattice induced population of the $6 p_{3 / 2}$ begins to play an important role in limiting the coherence lifetime. The reason for this is that the magic detuning $\Delta_{m, n}$ decreases with increasing $n$. In our system, the principal quantum number is $n=75$, and the lattice trap depth is
$40-60 \mu \mathrm{~K}$, hence the blackbody radiation time constant is $\tau_{75}^{(b b)}=267 \mu \mathrm{~s}$, the Rydberg level decay constant at zero temperature is $\tau_{75}^{(0)}=411 \mu \mathrm{~s}$, but the lattice-induced population decay constant is $\tau_{6 p, 75} \approx 54-36 \mu \mathrm{~s}$, which mainly limits the ground-Rydberg coherence lifetime in our system.

### 13.2 II. EXPERIMENTAL SETUP

### 13.2.1 A. Timing sequence and source efficiency

In our experiment, to realize a small and dense atomic ensemble, we initially prepare the atoms in a magneto optical trap (MOT), transfer into a far-off-resonance crossed dipole trap (FORT), and finally load into a state-insensitive lattice trap (SILT), as shown in Fig. 13.7(a). The transfer efficiency is about $70 \%$.

After every atom loading process, we first apply an optical pumping ( $\mathrm{OP}, 795 \mathrm{~nm}, \mathrm{~F}=2$ to $\mathrm{F}^{\prime}=2$, $\sigma-$ ) and a repumper optical pumping ( $\mathrm{RP} \mathrm{OP}, 780 \mathrm{~nm}, \mathrm{~F}=1$ to $\mathrm{F}^{\prime}=2, \pi$ ) to prepare all the atoms to $|G\rangle$, and then run 10 excitation and retrieval experimental trials as a loop, as shown in Fig. 13.7(b). For each loading period, we discard the first 100 loops to make sure that all atoms are in the ground state with the correct magnetic sublevel, and then we repeat the loop for 50 times to get efficient photon generation rate. The excitation and retrieval pulses have approximately rectangular shapes with rising and falling edges of $\lesssim 50 \mathrm{~ns}$ extent. The emitted light is gated by an acousto-optic modulator (AOM) (not shown in Fig. 1(a)), then split by a beam splitter and directed into two single-mode optical fibers (SMFs), coupled to the single-photon counting modules (SPCMs).

Therefore, the photoelectric detection probability per trial $p_{1}$ (in Figs. 2 and 3 in the main text) is obtained by photon counts per atom loading (Fig. 13.9 as an example) divided by 500 trials. To suppress the measurement uncertainty, for each point in Figs. 2 and 3, we repeat the atom loading sequence for 16 times, which is 8000 trials and then get the total photon counts to calculate the photoelectric detection probability per trial $p_{1}$.

The photon transmission and detection efficiency $\eta_{t d}$ is given by $\eta_{t d}=\eta_{c} \eta_{o} \eta_{f} \eta_{d}=0.16$, where $\eta_{c}=0.95, \eta_{o}=0.55, \eta_{f}=0.55, \eta_{d}=0.55$ are the vacuum cell transmission, optics transmission (including an AOM gate), fiber coupling, and single-photon detection efficiencies, respectively.

For the storage and retrieval protocol, we follow the procedures in Ref. [14] to measure the storage and retrieval efficiency. We first obtain the storage efficiency $\eta_{s}$ through the measurement of the transmitted fraction of $\Omega_{1}$ with and without $\Omega_{2}$. To protect the SPCM but have a measurable absorption, we use a much weaker 780 pulse but a smaller intermediate state detuning of 40 MHz , and obtain $\eta_{s}=0.028(3)$. Afterwards, we apply the retrieval field $\Omega_{r}$ at $T_{s}=1 \mu \mathrm{~s}$, and obtain $\eta_{s} \eta_{r}=0.0066(3)$, resulting in $\eta_{r}=0.23(3)$, which is similar to the value reported in Ref. [14]. The conditions here are the same as those in Fig. 3 of the main text. The retrieval efficiency will
vary with different atomic density or positions [120]. We notice that the definition of the retrieval efficiency in our system is the photon generation probability in Ref. [120], which is a product of the writing, storage and retrieval efficiencies and is estimated to be $0.40(4)$ in their system.

The main limiting factor for the source efficiency in our system is the retrieval process, which can be optimized by increasing the optical depth [120]. In addition, the optical transmission and detection efficiency can be improved with better mirrors, gated AOM and single-photon detectors. In principle, we may achieve one order of magnitude improvement for the photon generation efficiency.


Figure 13.7: (a) Timing sequence of atomic cloud forming process. (b) Timing sequence of Rydberg excitation, retrieval, and optical pumping process.

### 13.2.2 B. Calibration for sample size and atom number

We first determine the longitudinal size of our atomic ensemble by measurement of the interactioninduced dephasing dynamics [142, 143, 144], and obtain $L_{z}=2 \sigma_{z} \approx 10 \mu \mathrm{~m}$ for a Gaussian distribution of $\lambda(z)=a_{z} \exp -|z|^{2} / \sigma_{z}^{2}$. The excitation beams are focused onto the atoms with beam waists $w_{E_{1}, 0}=6 \mu \mathrm{~m}$ and $w_{E_{2}, 0}=15 \mu \mathrm{~m}$. From the fluorescence image, we confirm that the excitation beam size is much smaller than that of the atomic ensemble in the trap, so that the transverse dimension is determined by the excitation Gaussian beam of $E_{1}$ field with a waist $w_{E_{1}, 0}=6 \mu \mathrm{~m}$. The minimum blockade radius in our system is estimated to be $R_{b}=\left(C_{6} / \hbar \Omega\right)^{1 / 6}=$ $16.3 \mu \mathrm{~m}$ by using $C_{6} /(2 \pi) \approx-\hbar \cdot 1,948 \mathrm{GHz} \cdot \mu \mathrm{m}^{6}$ for $n=75$ [34], therefore entirely covering the excited ensemble, as one should expect in order to observe the many-body Rabi oscillations and the single-photon generation. The effectiveness of Rydberg-level interactions in creating a blockade is also demonstrated by measuring the second-order intensity correlation function at zero
delay, $g^{(2)}(0)$, as a function of pulse duration for many-body Rabi oscillation. $g^{(2)}(0)$ is calculated using $g^{(2)}(0)=P_{\mathrm{TR}} P_{\mathrm{G}} /\left(P_{\mathrm{T}} P_{\mathrm{R}}\right)$, where $P_{\mathrm{T}}$ and $P_{\mathrm{R}}$ represent the photon counts in each SPCM, $P_{\mathrm{TR}}$ is the coincidence counts between the two SPCMs, and $P_{\mathrm{G}}$ records the total trial gates. We achieve $g^{(2)}<0.2$ within the time interval of Rabi oscillations in Fig. 3 in the main text.

Afterwards, for an independent determination of the atom number, we measure the optical depth (OD) by absorption of a transmitted probe field, both with and without a control-EIT field. As an example, in Fig. 2(b) in the main text, the measured OD is $\simeq 3.5$ for YAG power 20 W . The atomic density can be determined from the optical depth by using the relationship OD $=\sigma \int_{-\infty}^{\infty} \lambda(z) d z$, where $\sigma=2.9 \times 10^{-13} \mathrm{~m}^{-2}$ is the absorption cross section. This results in the value of peak atom density $a_{z}=2.9 \times 10^{11} \mathrm{~cm}^{-3}$. We can also calibrate the relationship between the effective singleatom Rabi frequencies of $\Omega_{1,2}$ and their intensities through the two-level absorption and three-level EIT measurement.

Hence, the number of atoms in the blockade volume is given by $N_{a}=\iiint_{V} n(x, y, z) d V$, where $V$ is the excitation volume of the ensemble. Therefore, we confirm the collective Rabi frequency $\Omega_{N}$ is enhanced by a factor $\sqrt{N}$ with respect to the single-atom result, by fitting the function $\Omega_{N}=\Omega N_{a}^{k}$ with the best-fit value $k=0.463(5)$. The discrepancy for low atom numbers results from a relatively large error of OD fit value when the absorption is small.

### 13.2.3 C. System stabilization and performance

To achieve a long-lived Rydberg qubit, we implement a variety of techniques to stabilize our system of cold Rydberg atomic ensembles:

Narrowing laser linewidth. The two lasers ( 780 nm and 960 nm external-cavity diode lasers from MOGLabs) are frequency stabilized by a standard Pound-Drever-Hall (PDH) technique to an ultra-low expansion (ULE) high finesse cavity of finesse $F \simeq 2 \times 10^{3}$ and free-spectral-range $\mathrm{FSR} \simeq 1.5 \mathrm{GHz}$. The PDH locking suppresses frequency noise of the lasers, resulting in a narrow linewidth of $\approx 20-40 \mathrm{kHz}$. However, high frequency noise cannot be suppressed using the PDH locking due to the finite feedback bandwidth, which could result in servo bump several MHz away from the locking position. We use the high finesse cavity as a spectral filter for servo bumps and then phase lock our excitation lasers to the cavity transmitted light by a fast servo (Vescent D2135). The linewidth of the beat signal after phase-locking is within 1 kHz . The 480 nm laser is frequency doubled from the 960 nm laser by a Toptica SHG.

With laser linewidth narrowed to tens of kHz , we measure the excitation spectrum with weak driving powers, as shown in Fig. 13.8, for different pulse duration times. As can be seen, for longer pulse duration, the bandwidth of the excitation spectrum decreases accordingly. The data are fit with the function of $f(\delta)=a /\left(\delta^{2}+\sigma^{2}\right)\left|\operatorname{sinc}\left(\delta T_{p}\right)\right|^{2}+z$, where the sinc function results from the


Figure 13.8: The excitation spectra for different pulse durations. (a)-(d): $1 \mu \mathrm{~s}, 5 \mu \mathrm{~s}, 10 \mu \mathrm{~s}, 20$ $\mu \mathrm{s}$, respectively. The dashed lines are the fitting curves with the function of $f(\delta)=a /\left(\delta^{2}+\right.$ $\left.\sigma^{2}\right)\left|\operatorname{sinc}\left(\delta T_{p}\right)\right|^{2}+z$. The best-fit value for all the excitation spectra is $\sigma / 2 \pi=40(4) \mathrm{kHz}$.

Fourier transformation of the rectangular pulse shape of the excitation light, and the uncertainty $\sigma$ represents the laser linewidth. In our system, the best-fit value for all the excitation spectra is $\sigma / 2 \pi=40(4) \mathrm{kHz}$, which reflects the HWHM of the effective overall laser line shape, as well as the dephasing $\gamma_{1}$.

Stabilizing laser intensity. Each excitation beam intensity is stabilized to $\sim 0.14 \%$ by a photodiode and an AOM, which is also used for controlling the pulse duration of the Rabi oscillation excitation. We use a sample-and-hold method to pause the intensity feedback during the Rydberg pulses to avoid introducing additional intensity noise due to the limited bandwidth of our locking module New Focus LB-1005. Therefore, in our system, after intensity stabilization, the fluctuation percentage is $\beta \approx 0.2 \%$. Allowing for intensity fluctuations $I \sim I_{0} \exp \left(-\left(I-I_{0}\right)^{2} /\left(\beta I_{0}\right)^{2}\right)$, the visibility damping of the Rabi oscillations will have an additional decay factor $\exp \left(-t^{2} / \tau_{2}^{2}\right)$, where $\tau_{2}=\sqrt{2} /(\beta \sqrt{N} \Omega) \gg \tau_{1}$ (the Gaussian decay time constant from atom number fluctuation), so the time constant for the Gaussian decay in Eq. 1 of the main text is $1 / \tau^{2}=1 / \tau_{1}^{2}+1 / \tau_{2}^{2} \approx 1 / \tau_{1}^{2}$.

Reducing electric field fluctuation. We observe slow drifts in the resonant frequency of the $\left|6=5 P_{3 / 2}\right\rangle \leftrightarrow\left|75 S_{1 / 2}\right\rangle$ transition on the scale of several MHz , which is probably due to fluctuation in electric field induced by Rb ion build-up on the cell wall. By placing eight 1 W ultraviolet LEDs of wavelength 365 nm on the glass cell, we are able to stabilize the Rydberg resonance fre-
quency within tens of kilohertz. The most stable configuration is reached by applying the UV light at the end of the experimental sequence; it is turned on for 800 ms after the Rydberg excitation period and turned off before the MOT preparation.

Suppressing atomic thermal motion. We utilize a magic-wavelength optical lattice to trap the excited Rydberg atoms and adiabatically lower the trap depth to eliminate the atomic thermal motion dephasing. Without switching on and off the optical trap, the heating effect from the trap blinking can also be reduced.

In Fig. 2 of the main text, to achieve higher atom number, we use a deeper lattice trap of $60 \mu \mathrm{~K}$, while in Fig. 3 of the main text, we adopt a lower trap depth of $40 \mu \mathrm{~K}$ to minimize atomic thermal motion and collisions, so that we would expect longer coherence time of the collective qubit, which will be mainly limited by the laser linewidth or the atom number distribution.

Minimizing atom number variation or loss. To have the consistent atom number in each atom loading, we stabilize the MOT laser power, as well as the YAG and lattice power to $<1 \%$ fluctuation. Furthermore, we minimize the variation of atom numbers between different measurement trials by discarding the first 100 loops to make sure that all atoms are in the ground state with the correct magnetic sublevel, and then we repeat the loop for 50 times to have more flat collection counts, which means the atom number remains similar for different loops in this condition. The photon counts follow a Poisson distribution and do not fluctuate with time, as shown in Fig. 13.9. We measured the generated photon counts for 200 atom loading sequences. The moving average of every 5 atom loading remains around the overall average of 15.6 , and the distribution agrees well with the Poissonian one with rate of 15.6 and a corresponding uncertainty of 3.9.

With limited excitation loops, we can also reduce an atom loss mechanism produced by the excitation lasers and optical pumping. By measuring the absorption of 780 nm probe light, coupled to the ground $|G\rangle$ state to the intermediate $|P\rangle$ state, after our Rydberg excitation sequence to calibrate the ground state population, we observe both the optical depth (OD) and the fluorescence image drops to $80 \%$ for $10 \mu$ s of Rydberg excitation. We expect the number of atoms in our system to decay with a time constant of $40 \mu \mathrm{~s}$.

After all these stabilization efforts, the possible dephasing sources for a collective qubit in an atomic ensemble that remain are:

- Atomic thermal motion: the spin-wave coherence time is about $20 \mu \mathrm{~s}$ in our system [Fig. 1 (c) in the main text], including contributions from the lattice-induced population decay of the $6 p_{3 / 2}$ level, Rydberg level decay at zero temperature, and blackbody induced transitions.
- Poisson distribution on atom numbers: $\tau_{1}=2 \sqrt{2} / \Omega$, which depends on the single-atom Rabi frequency.


Figure 13.9: The photon counts per atom loading ( 3.5 s ) are measured for 200 atom loading sequences, which shows the Poisson distribution. The lattice trap depth is $60 \mu \mathrm{~K}$, and the pulse duration is 900 ns .

- Laser phase noise: $1 /\left(\gamma_{1} / 2\right) \approx 8 \mu \mathrm{~s}$, which is limited by the laser linewidth.
- Laser intensity fluctuation: $\tau_{2}=\sqrt{2} /(\beta \sqrt{N} \Omega) \ll \tau_{1}$, where the fluctuation percentage $\beta \approx 0.2 \%$ after intensity stabilization.


### 13.2.4 D. Witness for the many-body entanglement

We follow the M-separability witness for the many-particle entanglement in Ref [130] and give some details for the derivation of a lower bound of $P_{2}$ given $P_{1}$. Since we are concerned with at most a single excitation in the Rydberg blockade, it is sufficient to work with pure states of the form

$$
\begin{equation*}
|\Psi\rangle=\left|\phi_{1}\right\rangle \otimes \ldots \otimes\left|\phi_{M}\right\rangle=\otimes_{i=1}^{M}\left(a_{i}|0\rangle+b_{i}|1\rangle\right) \tag{13.27}
\end{equation*}
$$

where $a_{i}^{2}+b_{i}^{2}=1$. We can get the one-photon and two-photon probability to be

$$
\begin{gather*}
P_{1}=|\langle 1 \mid \Psi\rangle|^{2}=\frac{|A|^{2}}{M}\left|\sum_{i} \frac{b_{i}}{a_{i}}\right|^{2}  \tag{13.28}\\
P_{2}=|\langle 2 \mid \Psi\rangle|^{2}=\frac{2|A|^{2}}{M^{2}}\left|\sum_{i<j} \frac{b_{i} b_{j}}{a_{i} a_{j}}\right|^{2} \tag{13.29}
\end{gather*}
$$

with $A=\prod_{i=1}^{M} a_{i}$, and $|2\rangle=\sum_{i<j}\left|G \ldots R_{i} \ldots R_{j} \ldots G\right\rangle$ is the doubly excited state.
To find the lowest bound of $P_{2}$ given any $P_{1}$, we use the Lagrange multiplier method, which is suitable for constrained minimization problems. In our case, we consider

$$
\begin{equation*}
\mathcal{L}=P_{2}+\lambda\left(P_{1}-C\right) \tag{13.30}
\end{equation*}
$$

For $M=2$ and a given $P_{1}$, if we set $a_{1}=1, b_{1}=0, a_{2}=\sqrt{1-2 P_{1}}, b_{2}=\sqrt{2 P_{1}}$, we can get $P_{2}=0$ for any $P_{1}$. We can also infer a upper boundary for $P_{1}$ that is $P_{1}=0.5$, as depicted in Fig. 13.10. For the case $M=3$, we performed a Monte-Carlo simulation on $a_{i}$ and $b_{i}$ to explore all possible $\langle 1 \mid \Psi\rangle$ and $\langle 2 \mid \Psi\rangle$ combinations. The simulation result is shown in Fig. 13.10 where the gray dots represent the Monte Carlo results for $M=3$, and the orange line describes the contour for the simulation result. Notice that the orange line gets ragged for low $P_{2}$ value due to the limited number of points.

Using the $g^{(2)}(0)$ data in Fig. 3 in the main text, we extract one photon and two photon collection rates, $p_{1}$ and $p_{2}$ respectively. $p_{1}$ and $p_{2}$ are transformed into $\langle 1 \mid \Psi\rangle$ and $\langle 2 \mid \Psi\rangle$ by $\langle 1 \mid \Psi\rangle=P_{1}=$ $p_{1} / \eta_{\mathrm{tot}}$ and $\langle 2 \mid \Psi\rangle=P_{2}=p_{2} / \eta_{\mathrm{tot}}^{2}$, where $\eta_{\mathrm{tot}}=\eta_{r} \eta_{t d}=0.0368(48)$ with the retrieval efficiency $\eta_{r}=0.23(3)$ and the photon transmission and detection efficiency $\eta_{t d}=0.16$, as mentioned before. The red triangles and purple circles represent data points in Fig. 3(a) and (b), respectively. The two points of Rabi angle $\sqrt{N} \Omega t=\pi$ fall into the range of $M=1$ but not $M=2$, therefore, we can conclude that we have at most 1 excitation blockade site and the entanglement depth is at least $K=N / M \geq 800$. The rest of the points are at least falling in the range of $M=3$, but due to the decrease of the storage efficiency for the long pulse duration, it is difficult to confirm the subgroup number $M$. All the data shows the non-separable properties of our Rydberg atomic ensemble. We may use this method to perform a deterministic single photon generation with even lower Rydberg states and weak laser excitations, or to realize some multi-particle entanglement applications.


Figure 13.10: Many-body entanglement. The data are the peaks of Rabi oscillations in Fig. 3 in main text. The blue lines is $\mathrm{M}=2$ and the orange line is $\mathrm{M}=3$. The gray dots are Monte Carlo simulations for $\mathrm{M}=3$. The red triangles and purple circles are the peaks of $\sqrt{N} \Omega t=m \pi$. The first peaks of the many-body Rabi oscillations in Fig. 3(a) and (b) of the main text lie in the right side of the $M=1$, indicating the entanglement depth in our system is at least $K=N / M \geq 800$. The error bars include the one standard deviation of photon counts and one standard error of total photon source efficiency.

## APPENDIX A

## List of Programs:

The online repository for the below programs can be accessed via
Google Drive:
https://drive.google.com/drive/folders/1EPKIrka23wtUX1jVoAxqhDTz4DcZGfEs?usp=sharing

## GitHub:

https://github.com/HNNguyen92/Thesis
Email:
HuyNNguyen92@gmail.com

1. Lightshift calculator: Calculate level shifts for the $D_{2}$ line with a 1064 nm trapping field.
2. Hologram generation : Calculate phase holograms utilizing the Gerchberg Saxton algorithm.
3. ECDL mode selection : Model the frequency mode selection process as a function of cavity lengths and filter angle.
4. PDH error signal : Model the PDH error signal for different mixing phase and cavity parameters.
5. Radiation pattern from Rydberg Array: Calculate the radiative patterns utilizing a twophoton scheme and an array of atoms.
6. Many Body Rabi Oscillations : Calculate the dynamics associated with many body Rabi oscillations utilizing a collective basis.
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