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ABSTRACT

Learning analytics researchers have been diligently integrating trace data to study Self-
Regulated Learning (SRL). Compared to traditionally used survey data, trace data, such as log
or clickstream data designed and interpreted to understand a certain SRL construct, are consid-
ered to be more effective in capturing dynamic SRL as fine-grained events. Yet, trace data is not
completely free from validity issues, since researchers’ understanding of contexts and target con-
structs heavily affect the validity of design and interpretation of trace data [4, 102, 173]. Rather,
researchers can adopt survey and trace data to complement each other [19, 148]. They can also
compare survey and trace data on the same construct to deepen the understanding of what each
type of data captures.

The aim of this dissertation is to understand the different nature of self-reported survey and
trace data and to adopt context-specific indicators for particular SRL constructs. This dissertation
is composed of three studies, each of which employed both survey and trace data to answer specific
SRL-related questions. In Chapter 3, the first study demonstrates the importance of reflection
in facilitating learning from hints through integrating complementary surveys and log data. The
second study in Chapter 4 contrasts the alignment between achievement goal theory and trace
data, and the misalignment between the theory and survey responses. The third study presented in
Chapter 5 investigates causes of misalignments and builds theoretical interpretation from data.

This dissertation contributes to the field of learning analytics and SRL in multiple ways. First
of all, the dissertation shows that effort in posing more valid methodological approaches could
contribute to theories. In Chapters 4 and 5, I revealed the huge difference between learners’ goal
statement before learning and goal-relevant behaviors during learning, and questioned some of the
previous findings that heavily relied upon survey data. Furthermore, it emphasizes the importance
of thoroughly understanding targeted constructs in specific contexts. Only then, can we select a
strongly valid methodological approach.

ix



CHAPTER 1

Introduction

Measurement is one of the main components of learning analytics [149]. With continuous improve-
ment in educational technology, learning analytics researchers have been pushing the methodolog-
ical boundary by integrating more and more trace data into their studies. Trace data are clickstream
or logs designed to capture a certain construct using devices that learners interact with during learn-
ing. The methodological integration is particularly meaningful to Self-Regulated Learning (SRL)
researchers. This is not only due to general benefits of technology such as allowing researchers to
easily collect large amount of data, but also because there are several criticisms about surveys.

For decades, knowledge of SRL constructs has been predominantly built with self-reported
instruments, especially surveys [13, 23, 31, 42, 51, 59, 63, 75, 76, 98, 131, 142, 177, 185]. Multiple
researchers have questioned the validity of using survey data in studying SRL and have raised a
concern over detachment from dynamic SRL theories [153, 185]. A common practice of surveying
learners to study SRL is prompting them with questions multiple times before, during, or after
learning. This is not fine-grained enough to capture the dynamic nature of SRL constructs, which
can frequently change depending on time and context [60, 170, 188]. Another limitation is that
surveys heavily rely on various assumptions about learners that are often not guaranteed. For
instance, validity of using survey data could be negatively affected if learners misinterpret survey
questions or fail to respond to questions honestly and mindfully [6, 79, 164, 170]. Furthermore,
many surveys ask learners to aggregate their experiences. These responses often do not accurately
represent an actual SRL-relevant behavior during learning in a particular context [170].

Trace data, on the other hand, suffer less from potential theoretical detachment. Trace data are
fine-grained enough to report learners’ SRL as context-specific events. Furthermore, trace data
allow automatic and less obtrusive data collection which does not require learners’ attention. Due
to these benefits, previous learning analytics work has widely applied trace data to measure several
SRL constructs including the impact of scaffolds, achievement goals, and different SRL phases
[19, 148, 153, 185]. Yet, trace data can also suffer from their own validity issues. Trace data is
inherently equivocal; that is, a piece of log data could represent several constructs. Furthermore,
the validity of trace data is affected by how researchers understand target constructs and translate
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that understanding to educational system data design. If the researchers’ understanding of the
learning context or the trace data design process is flawed, it is likely that the data will fit the
constructs poorly and, hence validity will be low.

Addressing the validity issues of self-reported data and trace data is especially critical to SRL
researchers in the field of learning analytics. Learning analytics builds on traditional research
methods, such as surveys, and seeks to enhance these with digital data such as trace data [57].
Understanding how to appropriately employ these methods together to advance learning-related
knowledge is under one of the main interests of learning analytics researchers. Furthermore, SRL
has been one of the core topics in learning analytics, which has expanded understanding of how to
support achievement of learners across a wide range of proficiency [139]. Thus, SRL knowledge
built on validly captured constructs could contribute to understanding and supporting learning ex-
periences. As a learning analytics researcher studying SRL, I aim to answer the following question
through this dissertation:

• How can the different nature of self-reported surveys and trace data be understood in order
to adopt more appropriate indicators to capture specific SRL constructs?

While there are many ways to answer this question posed above regarding the validity issues in
using SRL measurements, I have taken two major approaches in this dissertation. One approach
is adopting survey and trace data together to measure different constructs and to complement each
other [19, 122, 148]. By taking the benefits of each measure, researchers can enhance not only the
validity of measurements but also the validity of their study findings. This complement approach
would be a practical option for researchers whose main goal is to advance knowledge on learners’
SRL. This approach is explored in Chapter 3 of this dissertation, where the the study integrated
self-reported surveys and log data to measure the effect of reflection prompts on learning with
hints. Specifically, self-reported surveys were used to measure learners’ aggregated affect on over-
all learning experiences with the prompts, and log data were employed to capture learners’ task
submission behaviors.

Another approach is the comparison approach which compares survey and trace data on the
same construct to find potential discrepancies between the two [64, 153, 185]. This approach is
appropriate for researchers who aim to investigate when and why weak validity of using measure-
ment is observed so that methodological characteristics can be considered. The studies in Chapters
4 and 5 applied this approach. In Chapter 4, I examined alignment between an achievement goal
theory with survey and trace datasets using confirmatory factor analysis. In Chapter 5, the survey
and trace datasets on achievement goals were investigated further in order to understand what in-
formation these datasets captured and how different they are from each other when building theory.

This dissertation contributes to the better methodological understanding of how to capture
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SRL-relevant constructs, particularly in the context of studying effects of reflection processes and
achievement goals. The dissertation also demonstrates that methodological understanding can con-
tribute to theoretical understanding. The complement approach builds SRL knowledge on previ-
ous findings. In Chapter 3, I employed the complement approach to efficiently measure learners’
affect and behaviors in a large-scale online classroom. Through the combination of surveys and
traces, I revealed the positive delayed effects of reflection prompts on performance and perceived
learning. The finding also suggested a more parsimonious intervention design to elicit reflection
processes and help learners to improve learning gain.

On the other hand, the comparison approach questions current SRL research instruments and
suggest novel ways to expand those. In Chapter 4, I found that trace datasets demonstrated good
fits with the goal complex theory while survey datasets did not. This study result is particularly
striking as achievement goals have been predominantly measured by surveys. Chapter 4 proposed
the possibility of temporal goal changes of mastery learners in an authentic learning environment
to avoid course failures.

In Chapter 5, which also posed the comparison approach, I found that learners’ self-reported
goals stated before learning did not translate into the goal-relevant behaviors during learning. This
finding questions interpretations of previous work which has more strongly linked self-reported
goal constructs with behaviors. Chapter 5 also suggested that instructors might want to keep their
eyes on self-reported mastery learners as they could turn out to be less motivated or performance-
oriented.

Taken together, this dissertation serves as a call to the learning analytics community to care-
fully understand how SRL constructs should be measured. Through more SRL investigations with
complement and comparison approaches, learning analytics can benefit from both self-reported
surveys and trace data to shed light on and build relevant theory.
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CHAPTER 2

Self-regulated Learning and Measurement

2.1 Models and their implications for measurement designs

Self-regulated learning (SRL) is the process where a learner monitors and controls metacognition,
cognition, motivation, affect, and contextual factors to achieve goals [22, 62, 126, 176, 187]. SRL
includes numerous goal-oriented actions from building strategies to tackle a given task to evaluat-
ing learners’ own learning experiences. For instance, learners with more productive self-regulation
skills would carefully lay out their goals, build plans, and constantly self-monitor. Decade-long
research in SRL has expanded understanding of how to support learners’ achievement with a wide
range of proficiency [139]. By understanding SRL models and each learner’s different SRL skill
level, a researcher can design a better intervention for learners with different goals.

There are six primary SRL models [123]. Zimmerman [187] proposes the Cyclical model that
is composed of three phases: forethought, performance, and reflection. The model is considered
dynamic as, for instance, learners start to self-regulate with goal setting and planning i.e., the
forethought phase and then segue to the performance phase to implement the plans, followed by
evaluating the degree of successful implementation and progress toward their goal, which is the
reflection phase. Measures based on this model are those that can detect and captures that dynamic
process. Another feature of the Cyclical model is a focus on how a person constructs, controls
and adjusts to environments. Because of the importance of the environment for learners and of
their learning behavior to control environments in the model, the Cyclical model could be useful
in studying the role of learning context in SRL research. The emphasis on learners’ environments
would not be limited to physical surroundings such as teachers’ presence but also stressors like
poverty and stereotype threat [159].

Pintrich’s model [126] is also considered to be dynamic. It is composed of four phases: (a)
forethought, planning, and activation, (b) monitoring, (c) control, and (d) reaction and reflection
[123]. The model particularly focuses on both motivational and cognitive components of an SRL,
primarily mastery and performance achievement goal orientations [126]. While mastery goals refer
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to efforts to increase learners’ own competence and understanding, performance goals are focused
on learners’ assessment of their own ability and self-worth such as besting other people, receiving
public recognition, and avoiding seeking help in order not to appear incompetent [96].

As with Pintrich’s focus on mastery and performance goals, Boekaerts’ model [22] distin-
guishes goals for gaining knowledge from those self-focused goals [128]. Depending on whether
a learners’ primary interpretation is task-focused or self-focused, goal setting leads to goal striv-
ing that is either problem-focused (i.e., positive goals) or emotion-focused (i.e., negative goals).
When learners aim at knowledge gain, they are considered to be problem-focused; when learners
are focused on maintaining or restoring mental well-being they are emotion-focused. One unique
feature of Boekaerts’ model is a recommended balance of task-focused and self-focused goals
whereas Pintrich [126] advocated mastery goals over performance goals.

Winne’s model [172, 174, 176] specifies a schema of information processing that occurs at
every SRL phase: Conditions, Operations, Products, Evaluations, and Standards (COPES) [61,
176]. Each component of the COPES schema describes how information is related to the task at
each of four SRL phases – scanning conditions, planning and setting goals, executing plans, and
considering major adaptations to working on tasks — and how that information is processed. For
instance, conditions of COPES are defined as (1) internal contexts such as self-efficacy of a learner,
affect, motivation and (2) external contexts including task difficulty, availability of peers for help,
noise in a classroom. These conditions can positively or negatively affect learners’ information
processing and thus also their performance [170].

Efklides’ Metacognitive and Affective Model of Self-Regulated Learning (MASRL) [47] ex-
plains SRL at two levels. One is a macro level represented by personal characteristics such as
motivation, self-concept, and metacognitive skills. The other is a micro level which is task-specific
such as ongoing feeling and thinking during task processing.

All of these models seemingly agree with the importance of contexts in understanding SRL,
although each model has a their own definitions of what a primary context are: environments in
Zimmerman’s model, motivation in Pintrich’s model, emotion in Boekaerts’ model, conditions in
Winne’s model, and personal and task-specific traits in Efklides’s model. A learner’s SRL practice
is defined in these specific contexts and these contexts are key to understand how to support their
SRL. The IF-THEN-ELSE model of Winne [170] offers a framework for structural understanding
of SRL in contexts. For example, IF a learner developed a phobia from an unsuccessful exam
experience, THEN the learner might not be able to self-regulate their affect and quit the next exam.
ELSE, they might try to find a tactic for their mental well-being during the exam. In this exam-
ple, a methodological approach that could not detect the learners’ context, i.e., the phobia, would
miss crucial information that is significant for understanding learners’ experiences and potentially
implementing successful interventions to improve their learning experiences.
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Despite the general agreement on the importance of contextual information in understanding
SRL, how to appropriately adopt an SRL measurement to capture SRL in contexts has still been
a major question. In the next section, I discuss the concept of construct validity, which is one
criterion that helps researchers determine whether an SRL measurement is adopted appropriately
in a particular study. Furthermore, the major criticism on currently well-received measurements in
SRL studies was also discussed.

2.2 SRL measurements

2.2.1 Construct validity

Construct validity indicates how well an interpretation of a measurement is justified in show-
ing the presence or a degree of a construct [102]. Therefore, construct validity is a key con-
cern when considering whether a measure appropriately reflects a variable or factor in theo-
ries or models. Construct validity is also frequently pursued by correlating different measures
of the same construct to investigate if there is any correspondence between those measures
[4, 35, 36, 44, 64, 114, 153, 175, 185]. What is critical for the present discussion is the conditional
nature of measurement validity. To address design, evaluate, and interpret of general research mea-
sures, Messick [102] emphasized two important features of construct validity: (a) that validity is
not dichotomous, “unlikely to be zero or near zero [102, p.147]” and (b) that validity is specific to
the context in which it was obtained. That is, the validity of the same measurement is not a fixed
property across studies with different research questions and study settings.

The perspective that validity is not stable across studies naturally leads to a question of how
generalizable findings of examining validity would be. In fact, the goal of these studies is not
to generalize findings regarding validity of interpretation of each measurement across all SRL
studies. To generalize findings involves knowing facets composing measurement scores as well as
collecting measurement data from various contexts [107]. With that being said, the present studies,
particularly the second and the third studies in Chapters 4 and 5, aimed to contribute to the field by
adding an context-specific investigation of the validity issue to accumulate the empirical evidence
toward a generalizable conclusion.

2.2.2 SRL measurement classification and criticism

Among various self-reported measures, surveys have been the most frequently used approach for
studying SRL. It is cost-effective both to produce survey instruments and to obtain data from a
large number of participants [6, 179]. Unlike other methods specialized in measuring cognitive,
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metacognitive, affective, or motivational processes, self-report surveys are also generally capable
of providing evidence regarding any of those constructs including learners’ inner contexts such as
affect, belief, knowledge, or perceptions.

Yet, surveys have been criticized for limitation in capturing dynamic SRL and contexts. SRL
theory states that SRL changes between and during tasks in response to internal and external con-
texts [60, 188]. Since each SRL action is made with respect to a certain context, it is crucial to
report both context and reaction in order to fully understand the SRL of learners in details. Yet,
survey respondents are often asked to summarize their general experiences relatively detached
from context rather than explain their specific experiences in a particular context. For example,
survey instruments often include key phrases such as ‘most of the time’ or ‘typically’ to encourage
respondents to aggregate their experiences and knowledge and then elicit responses across differ-
ent contexts [170, 188]. Winne [170] asserts that this could cause theoretical detachment from
dynamic SRL models which change throughout contexts.

Another problem of surveys asking learners to aggregate their experiences or actions is that
the measures rely on learners’ ability to interpret their experiences and decide what to report. To
generate answers to survey questions, learners may selectively summarize experience which may
provide a skewed understanding of past events. In other words, learners subjectively interpret or
‘sample’ their past experiences in the process of articulating their cognitive events [170]. Further-
more, if respondents are asked retrospectively to think about their previous behaviors that may have
happened a while ago, it increases the chances of incomplete recall or memory distortion [164].
Regarding using a pre-survey which does not require respondents’ recall, Azevedo [6] pointed out
the potential discrepancy between learners’ perception of how they would behave a priori and ac-
tual actions occurs during learning. Karabenick et al. [79] also raised the issue of respondents’
interpretations of survey items, particularly when items are designed to operationalize abstract
concepts such as those used to assess self-regulated learning.

On the other hand, in terms of trace measures such as clickstream designed to capture a certain
SRL phase or construct, the data collection process is not intrusive and therefore learners are barely
interrupted during a learning episode. Nevertheless, a trace measure is not completely free from
the the issues of the constructive validity.

Researchers’ perspectives when interpreting trace data could be a source of low construct valid-
ity. Kovanovic et al. [86] pointed out that the concept of time-on-task, which has been prevalently
used in educational research, has been defined in multiple ways with little agreement on the defi-
nition. Their investigation shows differences in definition can lead to statistically different results.
Similarly, Jo et al. [78] raised the issue that there is variance in operationally defining how to
derive a learner’s time management skill; researchers have used different variables such as total
login time, login frequency, and login intervals. It is important to recognize that the variety in how
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a variable is defined is not necessarily a problem for SRL research. A key issue when defining
variables and interpreting data is consideration of contexts. Kovanovic et al. [86] demonstrated
that no single definition of the time-on-task variable offers the best fit for courses on different sub-
jects. Their results indicated that using measures based on the temporal data (e.g., how long a user
viewed a quiz material) were beneficial for fully-online courses, while simple count measures (e.g.,
how many times a user logged in to the LMS) offered better fit for different contexts. Therefore,
contexts should be thoroughly considered to decide which definition of the variable worked better.

Furthermore, representing learners’ internal context such as emotional reaction through behav-
ioral data has been still considered difficult even for well-built trace measures particularly if a
platform is not developed with the purpose of capturing such data. Trace data can provide higher
accuracy by excluding learners’ perceptions that may influence survey responses. However, mea-
suring the intentions or perceptions of the learning experience may be difficult through trace data
which are not designed to detect such constructs [18]. For example, Aleven and Koedinger [1]
could gather granular data which gave them insight on learners’ help-seeking strategy usages on
the ITS throughout time. Yet, they could not identify exact reasons behind learners’ hesitation to
look for hints, and instead, they concluded their study by suggesting several potential explanations
on internal contexts of learners. Depending on which research questions researchers would like to
answer, losing this information on learners’ internal contexts could significantly negatively impact
the quality of researchers’ understanding of SRL.

2.3 How to address the validity issues of SRL measurements

One approach to address the validity issue is to compensate for weaknesses of each measure by
using both trace measures and self-reported measures to report constructs. Karabenick and Zusho
[80] suggested that there is a benefit to using multiple sources of data instead of relying on one
type of measurement. As an example of benefiting from the strengths of each measure, Paans et
al. [122] used both the think-aloud protocol and log data to understand time-varying SRL and nav-
igation behavior in hypermedia learning environments. Participants in their study were 5th-grade
children who could find it difficult to perform a think-aloud protocol while working on their tasks.
Therefore, log data were adopted to record behavior that may have not been verbalized using a
think-aloud protocol. The authors also investigated a correlation between those different types of
data and mapped learners’ navigation behaviors recorded through log data and metacognitive and
cognitive processes measured through the think-aloud protocol. Bernacki et al. [19] also adopted
multiple methods to study how much self-efficacy was related to learners’ problem-solving per-
formance. Learners’ self-efficacy was reported through self-prompted utterances, while learners’
performance and learning processes were tracked through log file data.
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Another approach to address the issue is to scrutinize the validity issues of these measures in
specific contexts by adopting them to report the same constructs and comparing their outputs. A
few previous studies found that self-reported data and trace data did not provide the aligned out-
puts on measuring the same constructs. Hadwin et al. [64] used log data of learning behaviors and
surveys responses to the Motivated Strategies for Learning Questionnaire (MSLQ) [125]. Two sets
of student profiles were built, based on each type of data, and students were subsequently clustered
into those profiles. Not only did profiles based on log data provide data with more details, there
was also a discrepancy between students’ self-reported responses on how they studied and the log
data indicating their actual learning behavior. Zhou and Winne [185] adopted both self-reported
surveys and log data to understand learners’ goal orientation and found that log data, which is
trace measures, were a better predictor of learners’ performance and thus supported achievement
goal theory better than self-reported measures. Considering that achievement goal has been pre-
dominantly studied through self-reported measures, this is a striking result. In their findings, there
was nearly no correspondence between goals derived from self-reported and trace data. Another
example is Susac et al. [153] who compared eye-tracking data and survey data to understand learn-
ers’ strategy usage during algebraic equation rearrangement. In the study, eye-tracking trace data
showed that a few learners checked correct answers given on the same page while working on the
problem sets. Yet, almost no learner reported on the survey that they used such a strategy. From
the results, the authors speculated that the accuracy of their metacognition of the learners was not
high enough to fully track their strategy usages.

While these previous works raised the question on the validity of researchers’ interpretations of
SRL measurements, more in-depth investigations are necessary to conclude how to properly use
each measurement in an SRL study. For example, there should be further research on the contexts
and reasons of such discrepancies between self-reported and trace measures reported. The previous
work [64, 153, 185] has proposed that possible reasons could be the lower accuracy of self-reported
data in capturing actions due to inaccurate recall, dishonest responses motivated by concerns of
social presentation, or time delay between self-reported responses and actions. Yet, none of these
researchers have formally tested these hypotheses. Furthermore, they did not shed light either on
(1) potential weaknesses of trace data that might have been responsible for the discrepancy or (2)
contextual factors that could cause one or both measurements to be less successful in providing
results with high validity.

2.4 Current research

In the previous section, two types of approaches were suggested to address the validity issues of
self-reported surveys and trace measures. One is to complement the weaknesses of both measures
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when they are used together to capture different constructs. Another approach is to compare the
levels of agreement between the two measures, when studying the same construct. Both types of
approaches are necessary to understand the validity of interpreting SRL measurements. The com-
plement approach is a practical option for researchers to continue to answer SRL-related research
questions with decent construct validity of interpreting measurements. The comparison approach
is a path for researchers to optimize their research methods by deciding whether self-reported sur-
veys or trace measures are more applicable to their study.

The following chapters present three studies posing each of these approaches to the validity is-
sues of SRL measurements. The first study integrated self-reported survey and log data to measure
short-term and long-term effects of reflection prompts on learners’ satisfaction, perceived learning,
and task performance. The second study examined trace data on goal-relevant behaviors and re-
sponses to achievement goal surveys to ensure consistency with theoretical models. Finally, in the
third study, a data-driven investigation was conducted on the same datasets from the second study
to expand the theory mainly built on survey data.

To avoid common misunderstanding that statistical significance i.e., p-value<0.05 firmly di-
vides the rejection of affirmation of the null hypotheses (See the statement of American Statistical
Association (ASA) [167]), the following three studies adopted recommendations from ASA [168]
such as (1) reporting all findings without favoring statistically significant results, (2) sharing p-
value in continuous format (e.g., p-value=0.023 instead of p-value<0.05), (3) presenting more
evidence such as effect size, multiple model fit criteria, or contextual information for transparency
and replicability, and most importantly (4) abandoning the phrase ‘statistically significant.’

10



CHAPTER 3

Complementing SRL measurements

3.1 Introduction

3.1.1 Reflection prompts and hints

Providing reflection prompts to learners has been a widely adopted instructional practice aimed
at improving learners’ academic performance. Reflection is generally defined as a process of ex-
panding and deepening one’s understanding by critically analyzing what has been learned and how
[24, 41, 93, 108]. It scaffolds knowledge acquisition by facilitating the development of cognitive
structures and making them available for problem-solving [21, 160]. Reflection also leads learners
to deliberately review their learning experiences and learn from them. Hence it tends to increase
academic performance [24, 41, 93, 108, 121]. Reflection has been also employed in the field
of Computer-Supported Collaborative Learning (CSCL), as it has been revealed to contribute to
building more constructive answers as a group [133, 134]. Due to these clear benefits of reflection,
researchers have been designing various kinds of interventions aimed at encouraging learners to
engage in reflection during different phases of the learning process. An often-used intervention
is metacognitive prompts. Over more than two decades, researchers have confirmed the effect of
prompts on stimulating various metacognitive processes including reflection [32, 83, 94, 95].

Given the role of reflection in knowledge acquisition and academic performance, reflection
prompts might be a useful metacognitive support encouraging meaningful learning from hints and
improving learning gain. Hints are commonly used to provide cognitive support explaining how
to solve a given problem [132] or triggering a particular cognitive process [116]. Hints could be
provided in multiple formats. For example, in CSCL work, different parts of hints were given to
each learner to encourage learners’ collective thinking [43, 155]. Yet, hints are often shown to
be ineffective in increasing learning gain despite their designed purpose to support learning. For
example, Zhou et al. [186] did not find any evidence that hints could increase adult learners’ correct
first attempt on MOOC assignment. One reason for this is a lack of learners’ mindful interactions
with hints [2, 132]. In general, learners do not deliberately activate metacognitive processes such
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as reflection when they learn [17, 25, 32, 95]. Furthermore, in their study of an Intelligent Tutoring
System (ITS), Aleven et al. [2] showed that nearly half of undesirable interactions with hints
are caused by learners aiming to find answers from hints without trying to thoroughly understand
them (e.g., mindlessly clicking through hints). Follow-up work by Roll et al. [132] found that
guiding learners away from these behaviors did not make a meaningful difference in learning
gains, suggesting that a solution might be instead to encourage mindful interactions with hints. In
their study [109] in Khan Academy with Spanish undergraduates, Muñoz-Merino et al. found that
hint abusers tended to submit incorrect answers in less than 10 seconds. The authors identified this
behavior tendency as the evidence of a lack of reflection processes while engaging with questions
and hints. Taken together, providing reflection prompts along with hints might be the missing piece
in encouraging learners to mindfully interact with and learn from hints.

The combined effect of hints and reflection prompts on task performance is still underexplored.
Berthold et al. [20] investigated a combination of cognitive and metacognitive prompts as means
of promoting reflection and monitoring. Yet, their cognitive prompts were different from hints
in that they were designed to activate organization and elaboration strategies instead of directly
explaining domain knowledge that learners might lack. Marwan et al. [101] showed that hints
meaningfully increased immediate programming performance, but only when they were accom-
panied by self-explanation prompts. However, the self-explanation prompts did not seem to elicit
reflection processes and instead were (1) designed primarily for general critical thinking rather
than reflection and (2) given before letting learners apply hints to solve a problem. In fact, Marwan
et al. [101] reported that during the post-study interview, one of the study participants suggested
presenting self-explanation prompts after the task so that they could reflect upon the whole process
including how they understood and used hints. It is clear that more investigations are necessary to
comprehend the effect of reflection prompts on learners’ interaction with hints and to examine the
effect of such interactions on task performance.

This work addresses such a need and examines how hints and reflection prompts support pro-
gramming learning, taking into consideration the duration of task complexity and prompt effects.
To understand how providing learners with hints and reflection prompts relates to performance,
we conducted an experiment combining three scaffolds: (1) hints alone, (2) reflection prompts
alone, and (3) both hints and reflection prompts. We measured both immediate and delayed effects
on transfer task performance, perceived learning, and course enjoyment. Our findings show that
combining reflection prompts and hints benefits delayed transfer task performance, but does not
affect immediate performance. Our findings show that (1) reflection prompts alongside hints can
support mindful interaction with hints, and (2) such mindful interaction with hints impacts delayed
performance. These findings have design implications supporting the need to include reflection
prompts with hints in the learning environments.
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3.1.2 Previous studies on design factors

Previous studies suggest that it is important to consider factors that might affect the effect of re-
flection prompts on learning outcomes [7, 8, 9, 10, 25, 38, 82, 88, 93, 95, 141]. Previous re-
search has shown that reflection prompts could increase performance most effectively when ap-
plied to knowledge transfer tasks, that is, tasks requiring learners to apply adopted knowledge to
new contexts [10, 25, 38, 82]. Learners within the same intervention did not show meaningful
improvement in performance on simpler tasks such as recall or knowledge comprehension tasks
[7, 8, 9, 93, 95, 141]. For instance, three studies by Bannert and colleagues presented the com-
pelling evidence for an increase in transfer task scores with moderate effect sizes (d=0.55, d=0.58,
d=0.44) [7, 8, 9]. Schworm and Renkl [141] also used transfer tasks and found an increase in learn-
ers’ task performance after providing self-explanation prompts which evoked reflections along with
other metacognitive processes. Lew and Schmidt [93] suggested that addressing reflection prompts
assisted with the synthesis of new and prior knowledge, while reflection prompts alone did not
meaningfully affect learners’ performance on the knowledge acquisition tasks. While Krause and
Stark [88] did not find any impact of reflection prompts on task performance, they found that
learners made more progress on their tasks, with a large effect size (d=0.8), only when working
on relatively complex problems. There was no compelling evidence for a difference in progress
on simpler problems. Lin and Lehman [95] observed meaningful increases in score only on more
complex problems, which led learners to far transfer their conceptual understanding to dissimilar
contexts. These findings clearly present a relationship between the complexity of tasks and the
benefits of reflection prompts. Reflection prompts are highly likely to improve performance on
transfer tasks or other tasks with higher complexity, whereas they do not affect performance on
less complex tasks, such as recall or knowledge comprehension tasks.

Some of the previous work has also tried to reveal a duration of the effect of reflection prompts,
with Bannert et al. [9] being one of few studies that examined their delayed effect. They found
that learners who received reflective prompts performed better on their delayed transfer tasks com-
pared to the control group. In contrast, Jeong et al. [77], who studied reflection prompts in the
context of concept map drawing tasks, found no effect of metacognitive prompts on their delayed
task performance. Studies that reported effects measured by post-tests immediately after learning
sessions also showed conflicting results [7, 8, 88, 95, 160]. For example, Krause and Stark [88]
presented learners with reflection prompts asking them to justify the choice of learning strategies,
and found no significant effect on learners’ performance at 0.05 level. Similarly, van den Boom
et al. [160] showed no meaningful effect of reflection prompts on the immediate post-test score.
Yet, Bannert and colleagues [7, 8] found the compelling evidence for positive effects of reflection
prompts on immediate post-test scores. These mixed results show that the duration of the effect
might be an important factor to consider in reflection prompt study but it requires more investiga-
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tion. The effect of reflection prompts might appear either immediately or after a delay. To account
for the potential effect of reflection prompts as well as to understand the duration of the impact
from the prompts, it is necessary to measure both immediate and delayed effects while controlling
for the task complexity.

Finally, it is important to design reflection prompts in a way to balance likeability and effec-
tiveness. Likeability is highly influential in learners deciding to engage with given interventions.
One component of likeability leading learners to make more mindful engagement with prompts
would be perceived learning. Multiple previous studies have shown that perceived learning is a
component of metacognitive monitoring and evaluation which could affect learners’ willingness
to engage with a certain intervention [11, 46, 163]. Another factor would be how much learners
enjoyed their interactions with prompts. Previous studies showed that low enjoyment and high
annoyance are factors that can lead learners to low compliance with prompts [8, 20]. Taken to-
gether, if learners do not consider that interactions with reflection prompts bring enough perceived
learning and enjoyment, learners would easily lose interest toward the interventions and fail to
take benefit of them. To design reflection prompts which could make impacts at learning prac-
tice, it would be particularly helpful to examine designs in authentic learning environments where
learners are more genuinely motivated stakeholders compared to a controlled lab study.

3.2 Research questions

In this study, we aimed to understand the immediate and delayed effects of different combinations
of hints and reflection prompts on task performance. The task complexity was controlled and thus
only the transfer task was used. Furthermore, we designed a field study instead of a lab study, to
collect the data in an authentic learning environment. We asked the following research questions:

• RQ1. What is the immediate effect of the combined hint and reflective prompt intervention
on transfer task performance?

• RQ2. What is the delayed effect of the combined hint and reflective prompt intervention on
transfer task performance?

• RQ3. What is the immediate effect of the combined hint and reflective prompt intervention
on meaningful interaction with the task?

• RQ4. What is the delayed effect of the combined hint and reflective prompt intervention on
meaningful interaction with the task?

• RQ5. What is the immediate effect of the combined hint and reflective prompt intervention
on perceived learning?
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• RQ6. What is the immediate effect of the combined hint and reflective prompt intervention
on enjoyment on learning?

We posed RQ1 and RQ2 to investigate if there is any difference between the immediate (RQ1)
and delayed effects (RQ2) of the interventions on transfer task performance. RQ3 and RQ4 were
added to understand learners’ immediate and delayed behavioral changes in solving programming
tasks measured through the number of task submissions. In this particular learning environment,
learners were allowed to submit their tasks as many times as they wanted and could check their
scores for each submission. If learners in a certain condition submitted tasks more only to achieve
the same or lower scores than other conditions, it would be the evidence of learners’ less meaning-
ful engagement with interventions and tasks. Furthermore, particularly within the hint condition,
it also might mean learners tried to game the system by carelessly guessing answers and checking
if their guesses were correct through abusing hints. RQ5 and RQ6 were posed to answer the effect
of the interventions on perceived learning and enjoyment after using reflection prompts, which are
components of the likeability of the interventions..

This study addressed these questions through a three-condition experiment: (1) the hint inter-
vention was provided while a learner was working on a task i.e., the hint condition, (2) a reflection
prompt intervention would appear when a learner finished tasks i.e., the reflection condition, and
(3) both the hint and a reflection prompt intervention present the programming task delivered at
times described above i.e., the hint-reflection condition. The hint condition was a control condition,
while the hint-reflection condition was the main treatment condition. The reflection condition was
additionally included to see if reflection prompts alone could impact the listed learning outcomes,
when compared to the hint condition.

3.3 Pilot study

3.3.1 Study context

Prior to the main field experiment, a pilot study was conducted to ensure the appropriate design of
hints and reflection prompts. The primary design decisions to be made were (1) when to present
reflection prompts - every time before or after the hint was presented or only after a learner com-
pleted the task, (2) which concepts or code elements to explain through hints, (3) which type of
reflection prompts was effective in eliciting reflection, and (4) if learners could understand task
questions, reflection prompt questions, and hints. For the pilot study, nineteen learners who had
already taken this course were recruited.
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3.3.2 Study procedure

A set of reflection prompts were designed based on previous literature [37, 40, 74, 183]. The
authors and the course instructor reviewed and discussed the prompt designs to ensure that the
prompts can activate reflection processes. During the pilot study, the first author explained the
benefits of reflection prompts to the participants, to prevent potential annoyance and unwillingness
from interacting with the prompts [8]. Learners were then asked to think aloud while working on
tasks with both hint and reflection prompt interventions. Learners were provided with a reflection
prompt before and after every hint request. Tasks were followed by an individual interview.

3.3.3 Instruments

3.3.3.1 Follow-up interviews

The first author asked common questions and follow-up questions to clarify some of the statements
made during each participant’s think-aloud session. Common questions were as follows:

• Think about how you interacted with the prompts. Did prompts help you check your under-
standing with hints?

• Was it easy to understand what prompts asked you to think about?

• Think about how you interacted with hints while working on the Jupyter Notebook program-
ming tasks. Did hints address what you wanted to know to solve your problem?

• Was it easy to understand the suggestions that hints gave?

Follow-up questions varied and were determined by some specific statements the participants said
while self-reporting (think-aloud) on the task.

3.3.4 Pilot study results

Overall, pilot study participants did not comply with reflection prompt instructions when they saw
prompts either before or after a hint. The reflection prompt given before each hint was designed
to encourage them to reflect on what they already knew and what they were not sure of. However,
13 out of 19 participants ignored these reflection prompts and proceeded to see hints. During the
follow-up interview, one participant (P2) said that they did not have enough motivation to engage
with a reflection prompt when they were frustrated, and were eager to see a hint to resolve the
frustration as soon as possible. Another participant (P12) added that using reflection prompts be-
fore seeing hints did not add anything to their understanding. One participant (P15) even described
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the prompt as ‘an extra obstacle to the selection of hints.’ Similarly, 9 out of 19 participants also
considered reflection prompts given after every hint annoying and did not comply with prompts
asking them to activate reflection.

The participants’ annoyance due to the high frequency of prompting along with low compliance
with prompts is not at all surprising considering findings from previous studies [8, 20]. Yet, it
was concerning that most participants did not engage with reflection prompts even though the
benefits of engaging with reflection prompts were explained to them, to motivate them for such
engagements [8]. To reduce learners’ annoyance and to draw their attention to reflection prompts,
for the main study we decreased the frequency of prompting to only once when learners completed
their tasks. In the modified design, reflective prompts aimed to activate learners’ reflection process
over the entire tasks, including but not limited to their use of hints. Marwan et al. [101] suggested
such a design to encourage reflections instead of eliciting them after each hint.

Based on learner feedback, we also included an additional hint to address a problematic area in
the assignment. Otherwise, learners agreed that the assignment questions and reflection prompts
were clear and understandable.

3.4 Method

3.4.1 Study context

A field study was conducted where learners received different combinations of hints and reflection
prompts interventions while working on a programming transfer task. There were two tasks: (1) the
task measured the immediate effect of the interventions and (2) the task measured the delayed effect
of the interventions. Interventions (i.e., hints and reflection prompts) accompanied immediate
tasks, but not the delayed tasks.

We used G*Power [55] to decide the estimated sample size, which showed that there should be
more than 159 participants total i.e., at least 53 per condition for the medium effect size (Cohen’s
f = 0.25) with an alpha of .05 and power of .80 for one-way ANOVA tests. Since most previous
studies reported their results with medium to large effect sizes, we determined to use the medium
effect size based on the Cohen [33].

Data were collected during two iterations of the same introductory data science course in the
fully online Master’s degree program of University of Michigan, School of Information. The
course materials included lecture videos, readings, and programming assignments. Iteration 1 took
place first which was followed by iteration 2 in the next semester. Each iteration was four weeks
long and had a different sample and different number of enrolled learners. The instructor team was
ethically obliged to provide a similar learning experience to all learners who enrolled in the course
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for credits in the same term. Hence, all learners enrolled in the first iteration were assigned in
the reflection condition. All learners who enrolled in the second iteration of the course were split
between the hint-reflection condition and the hint condition. This was based on discussions with
the instructor who expected that giving only a portion of learners hints would discourage learners
who did not get hints and even feel they were not fairly treated compared to other students in the
same class.

The total number of learners who enrolled in the two iterations of the course was 432 before
removing learners who did not complete even a single task. While each of the course materials
was recommended in certain weeks, some learners worked ahead and finished materials earlier.
That is, while they followed all the course materials in order as planned, they might have finished
courses earlier than other students. IRB oversight was obtained through University of Michigan
study ID HUM00151900.

3.4.2 Instruments

3.4.2.1 Questionnaire on metacognitive skills

To confirm that learners in different conditions did not meaningfully differ in self-reported
metacognitive skills including reflection before engaging with the interventions, a questionnaire
on metacognitive skills was conducted at the beginning of the course. Six question items were
adopted from the Metacognitive Self-regulation section of the Motivated Strategies for Learning
Questionnaire (MSLQ) [125] and slightly reworded to follow the context of the course.

3.4.2.2 Tasks and assignments

To measure learners’ performance on immediate and delayed knowledge transfer tasks, four
weekly assignments were prepared in Jupyter Notebook, a web-based programming environment
[84] used in programming courses. All assignments consisted of Python programming tasks that
were automatically graded by a system embedded on the Coursera platform upon submission. All
tasks were designed and reviewed by the course staff and the first author to confirm that they mea-
sured what learners were supposed to learn each week. Conceptually, each assignment was built
upon the previous assignments. Therefore, it was expected that learners who did not perform well
on earlier assignments would perform poorly on the subsequent assignments. Learners had to reach
80% of the full credit per assignment to pass the course; they were allowed to submit assignments
as many times as they wanted prior to a weekly deadline.

The first two assignments, assignments 1 and 2, consisted of three separate tasks each and
included an intervention. These tasks were used to measure the immediate effect of the intervention
on learners’ academic performance. Since each of these tasks was provided separately, learners
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who were provided with reflection prompts could activate their reflection per task. That is, these
learners saw reflection prompts at least three times per assignment since they had to submit three
different tasks for each of assignments 1 and 2. The last two assignments, assignments 3 and 4,
included more than one task per assignment and did not offer any interventions to learners in any
of the conditions. These assignments were used to measure the delayed effect of interventions
received for assignments 1 and 2 on learners’ academic performance.

3.4.2.3 Hints

Learners who were offered hints (i.e., the hint-reflection condition and the hint condition) could
engage with the hint intervention by clicking the ‘Show Hint’ button while working on a task.
When learners clicked the button, a pop-up with a list of summaries of available hints was displayed
(Figure 3.1 (a), (b)).

When learners chose a hint and clicked the ‘Next’ button, they could see the full text of the
chosen hint on the next pop-up. This full hint was inscribed below the associated task cell (Figure
3.1 (c)), so that learners could easily look up hints while working on a task even after closing the
hint pop-up.

(a) (b)

(c) (d)

Figure 3.1: (a) Each task has a ‘Show Hint’ button below a question. (b) When a learner clicks the
‘Show Hint’ button, a pop-up appears and shows a list of available hints. Some hints are grayed
out here since they have already been chosen by the learner in previous interactions. (c) The full
text of the chosen hint is shown on a pop-up and also inscribed below the associated question so
that a learner can see hints even after closing the pop-up. (d) When a learner clicks the submit
button, a reflection pop-up appears.
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3.4.2.4 Reflection prompts

Learners assigned to the conditions with a reflection prompt intervention (i.e., the reflection condi-
tion and the hint-reflection condition) were given a reflection prompt when they clicked the submit
button to submit their task and receive auto-graded credit (Figure 3.1 (d)).

All reflection prompts were designed as directed reflection prompts, i.e. prompts that offer spe-
cific instructions such as ‘stop and think about what you misunderstood before seeing hints.’ We
opted for the directed prompts based on the pilot study participants’ preference for them over the
generic prompts that encourage learners’ reflection by simply asking ‘stop and think.’ The distinc-
tion was proposed by Davis [37] and no agreement currently exists on which of the two are more
beneficial for the effective reflection process [37, 74, 87, 92]. Hence, upon task submissions, a
learner would be provided with a reflection prompt statement randomly chosen from the following
list:

• What steps did you take when solving the problem? Why? Provide a short justification for
each step.

• What did you find difficult or challenging in this task? Why? Provide a quick explanation.

• What was the main thing you learned by completing this task?

3.4.2.5 Questionnaire on perceived learning and enjoyment

A questionnaire was also distributed to learners to measure perceived learning and enjoyment over
the learning experience with the given intervention. The questionnaire had four 7-point Likert scale
questions for perceived learning and three 7-point Likert scale questions for enjoyment, where
both of the question sets asked how much a learner agreed with each statement. Statements were
adopted from Barzilai and Blau [11] and revised for this study as presented in Table3.1.

3.4.3 Study procedure

At the beginning of the first week, learners were asked to take the questionnaire on metacognitive
skills. Learners assigned to the hint condition and the hint-reflection condition could use the hints
while working on tasks included in assignments 1 and 2. Learners in the reflection condition or the
hint-reflection condition were also asked to report their reflection process as a written response,
upon submitting their tasks for assignments 1 and 2. Having completed week 1 and week 2 materi-
als and prior to embarking on week 3, learners were required to take a questionnaire on perceived
learning and enjoyment. The course was self-paced with fixed dates of assignment deadlines.
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Construct measured Questionnaire items
Perceived learning • The weekly assignments helped me learn more about the

topic (e.g., regular expression)
• I learned new things from the weekly assignments.
• The weekly assignments helped me remember the things
I learned.
• The weekly assignments helped me apply the things I
learned to other problems.

Enjoyment • I enjoyed the weekly assignments.
• I had fun working on weekly assignments.
• Working on the weekly assignments was pleasant.

Table 3.1: Question items for measuring perceived learning and enjoyment

3.4.4 Data analyses

For data cleaning purposes, we removed incomplete submissions (e.g., questionnaires which were
only partially filled out) while including learner data as long as they made at least one complete
submission of a task or an assignment. For example, there were learners who received the grace
period for a portion of assignments due to their personal circumstances and their tasks were man-
ually graded with different criteria. In this case, we still retained their other submissions and
questionnaire response data instead of dropping the entire submission data of the learner.

To address RQ1 and RQ2 related to immediate and delayed effects of interventions on the
transfer tasks, we conducted a mixed-effect model analysis in R using the lme4 package [12]. A
mixed-effect model was adopted to account for scores of multiple assignment submissions per
learner. Data of submitted assignment scores were split into two sets and respectively used to
analyze the immediate effect (data of week 1 and week 2 assignments) and a delayed effect (data
of week 3 and week 4 assignments). That is, there were two mixed effect models: one for the
immediate task and the other for the delayed task. The experimental condition and assignment
label for the week that the assignment was due (i.e., week 1, week 2, week 3, and week 4) were
used as the fixed effects. For example, in the mixed-effect model for the immediate task, there
were two assignment values, i.e. week 1 or week 2, included as a covariate. Learner IDs were
used as random effects in the model. Regarding RQ3 and RQ4, a one-way Analysis Of Variance
(ANOVA) was conducted over the number of submissions for measuring the immediate effect on
performance (RQ3) and for measuring the delayed effect on performance (RQ4). For RQ5 and
RQ6, we ran a one-way ANOVA over the questionnaire responses on perceived learning (RQ5)
and enjoyment (RQ6).

The normality of the residuals of the assignment score data was visually inspected and con-
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firmed by a quantile-quantile (QQ) plot. Considering that the submission count data were highly
right-skewed, we applied reciprocal transformations to the immediate task submission count and
logarithmic transformation to the delayed task submission count data. The data transformation re-
duced the skewness values respectively to 0.46 and -0.39 which are in the generally accepted range
of normal distribution. Even though the perceived learning data and enjoyment data were also
non-normally distributed and all showed high skewness values, statistical tests such as ANOVA
and regression analysis are still statistically valid options for the non-normally distributed Likert-
scale data [67, 117].

3.5 Results

3.5.1 Data overview

The total number of learners in the dataset used for analysis was 354 with the following break-
down across the conditions: 70 participants in the hint condition, 222 participants in the reflection
condition, and 62 participants in the hint-reflection condition. Overall, the number of participants
meets the target sampling size.

The overall means of the submission score of immediate tasks and delayed tasks were 53.26
out of 100 (SD = 49.89) and 44.02 out of 100 (SD = 34.71). Means and standard deviations
of the submission scores per condition are given in Table 3.2. It is important to note that each of
assignments 1 and 2 was split into each task which makes them into six tasks (1-1, 1-2, 1-3, 2-1,
2-2, and 2-3) and therefore task score was either 0 or 100, which explains large standard deviations.
On the other hand, assignments 3 and 4 were composed of multiple tasks.

Average submission counts of immediate tasks and delayed tasks were respectively 2.08 (SD =

2.30) and 16.79 (SD = 13.95). Means and standard deviations of the number of submissions per
condition are presented in Table 3.3.

Learners’ average enjoyment score was reported as 17.88 out of 21 (SD = 3.26) and the aver-
age score of perceived learning was 25.01 out of 28 (SD = 2.87). Means and standard deviations
for the scores per condition are shown in Table 3.4.

An ANOVA was run on the questionnaire on metacognitive skills and it confirmed that the
learners’ prior metacognitive skills were not statistically different across conditions at the 0.05
level.
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Assignment/task
labels

Hint Reflection Hint-reflection

Task 1-1 67.48 (46.99) 73.83 (44.01) 74.02 (44.03)
Task 1-2 66.46 (47.36) 71.36 (45.26) 82.08 (38.54)
Task 1-3 34.60 (47.66) 36.82 (48.26) 40.38 (49.18)
Task 2-1 63.23 (48.38) 60.34 (48.97) 69.77 (46.11)
Task 2-2 53.30 (50.03) 58.85 (49.26) 68.91 (46.48)
Task 2-3 40.09 (49.11) 36.58 (48.20) 44.86 (49.87)
Assignment 3 40.32 (35.61) 47.43 (33.42) 48.18 (34.87)
Assignment 4 41.24 (35.38) 37.74 (35.34) 48.07 (34.43)

Note. Mean (standard deviation)

Table 3.2: Means and standard deviations of assignment scores per condition

Assignment/task
labels

Hint Reflection Hint-reflection

Task 1-1 1.85 (1.30) 1.57 (1.01) 1.58 (1.22)
Task 1-2 1.85 (1.32) 1.54 (1.27) 1.32 (0.63)
Task 1-3 2.98 (2.68) 2.89 (3.00) 2.66 (2.17)
Task 2-1 1.80 (1.60) 1.85 (1.56) 1.61 (1.43)
Task 2-2 2.11 (1.65) 1.84 (1.99) 1.48 (0.99)
Task 2-3 2.72 (3.05) 3.00 (4.36) 2.31 (1.66)
Assignment 3 21.56 (17.38) 24.18 (16.44) 17.63 (12.20)
Assignment 4 8.69 (5.44) 12.22 (8.04) 7.00 (4.98)

Note. Mean (standard deviation)

Table 3.3: Means and standard deviations of assignment submission counts per condition

Hint Reflection Hint-reflection
Perceived learning 23.87 (4.06) 25.27 (2.38) 25.43 (2.56)
Enjoyment 17.14 (3.86) 18.00 (3.06) 18.28 (3.13)

Note. Mean (standard deviation)

Table 3.4: Means and standard deviations of perceived learning and enjoyment per condition

3.5.2 Study results

RQ1 and RQ2 asked whether hint and reflective prompt interventions had the immediate effect
(RQ1) and the delayed effect (RQ2) on the performance of a transfer task. These results analyzed
through mixed-effect modeling are reported in line with the guidelines suggested by Brown [29].

Analysis to address RQ1 revealed that there was no compelling evidence showing a difference
across the conditions in the performance of the transfer tasks that measured the immediate effect
of the interventions (χ2 = 2.83, p = 0.24). Assignment label (i.e., week 1 and week 2) also did not

23



make statistically different performance at the 0.05 level (χ2 = 1.64, p = 0.19) (Table 3.5). Yet,
data analysis addressing RQ2 showed that there was a compelling evidence for a difference across
the conditions in the effect on the performance of the delayed transfer tasks (χ2 = 12.14, p =

0.002). Assignment labels (i.e., week 3 and week 4) also affected task performance (χ2 = 103.08,
p = 2.2e − 16) (Table 3.6). Task score of the hint-reflection group was on average an estimated
10.26 points higher than the hint group (β̂ = 10.26, SE = 2.91, t = 3.51). Furthermore, a
mean of week 4 assignment scores was 7.41 points lower than a mean of week 3 assignment
scores (β̂ = 6.75, SE = 2.21, t = 3.04). Tukey’s post-hoc test confirmed that when results are
averaged over the levels of assignment label factor1, the hint-reflection condition gained higher task
scores than the hint-reflection condition with a small effect size (β̂ = −9.06, p = 0.004, Cohen’s
f = 0.17). The task score of the reflection group was higher than the hint group (β̂ = −1.64,
SE = 2.14, t = −0.76). Yet, the post-hoc test showed no compelling evidence for a difference
between the reflection condition and the hint condition (p = 0.72). Finally, a difference was
observed between reflection condition and the hint-reflection condition with a small effect size
(β̂ = −7.41, p = 0.003, Cohen’s f = 0.17).

Predictors Estimates [Lower CI, Upper CI] p-value
Fixed Effects
(Intercept) 56.71 [49.95, 63.47] 1.00e-58
Reflection 4.50 [-3.08, 12.09] 0.24
Hint-reflection 8.07 [-1.85, 17.99] 0.11
Assignment week 2 -1.02 [-8.24, 6.20] 0.78
Reflection
∗ assignment week 2 -1.06 [-9.20, 7.08] 0.79

Hint-reflection
∗ assignment week 2 -1.96 [-12.78, 8.86] 0.72

Random Effects
σ2 2171.55
τ00Learner id 257.89
ICC 0.11
NLearner id 315.00
Observations 3748.00
Marginal R2/Conditional R2 0.002/0.108

Note 1. Lower CI = lower bound of 95% confidence interval, Upper CI = upper bound of 95% confidence
interval
Note 2. ICC: Intraclass correlation coefficient

Table 3.5: A summary table of the mixed effect model for RQ1

1Suppose d1 is the difference between condition 1 and condition 2 for assignment week 3 and d2 is the difference
between condition 1 and condition 2 for assignment week 4. Then the result reported would be (d1 + d2)/2.
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Predictors Estimates [Lower CI, Upper CI] p-value
Fixed Effects
(Intercept) 44.58 [40.68, 48.48] 1.55e-108
Reflection 6.75 [2.41, 11.10] 2.31e-03
Hint-reflection 10.26 [4.54, 15.98] 4.37e-04
Assignment week 4 0.48 [-3.31, 4.27] 0.80
Reflection
∗ assignment week 4 -10.22 [-14.35, -6.09] 1.28e-06

Hint-reflection
∗ assignment week 4 -2.41 [-8.15, 3.32] 0.40

Random Effects
σ2 1068.52
τ00Learner id 136.89
ICC 0.11
NLearner id 315.00
Observations 10090.00
Marginal R2/Conditional R2 0.018/0.129

Note 1. Lower CI = lower bound of 95% confidence interval, Upper CI = upper bound of 95% confidence
interval
Note 2. ICC: Intraclass correlation coefficient

Table 3.6: A summary table of the mixed effect model for RQ2

RQ3 and RQ4 asked how each of the interventions affected the behavioral pattern of interacting
with tasks measured by the number of immediate and delayed task submissions. An ANOVA for
RQ3 showed that there was a difference across conditions in the number of immediate task sub-
missions with less than a small effect size (F (2, 1852) = 4.06, p = 0.01, Cohen’s f = 0.07) (Table
3.7). The follow-up Tukey post-hoc test also did not show compelling evidence for any difference.
For effect on the number of delayed task submissions (RQ4), there was a difference across condi-
tions in the number of delayed assignment submissions with small effect size (F (2, 617) = 6.80,
p = 0.001, Cohen’s f = 0.15) (Table 3.8). The follow-up Tukey post-hoc test revealed that the re-
flection group submitted more than both the hint-reflection group (p = 0.0008, Cohen’s f = 0.15).
There was no statistical difference at 0.05 level in the submission count between (1) the hint group
and the hint-reflection group and between (2) the hint group and the reflection group.

RQ5 asked if the interventions affected perceived learning over assignments 1 and 2. An
ANOVA revealed a difference across conditions with small effect size (F (2, 312) = 4.61,
p = 0.001, Cohen’s f = 0.20) (Table 3.9). Tukey’s post-hoc test results supported that perceived
learning in the hint-reflection condition was higher than the hint condition with a small effect size
(p = 0.04, Cohen’s f = 0.17). Furthermore, reflection condition also reported higher perceived
learning than the hint condition (p = 0.009, Cohen’s f = 0.14). There was no compelling evidence
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Predictors Estimates [Lower CI, Upper CI] t value p-value
(Intercept) −0.69 [-0.73, -0.65] −36.52 0.00
Reflection −0.04 [-0.09, -0.00] −2.12 0.03
Hint-reflection −0.07 [-0.12, -0.02] −2.78 0.01
Observations 1855.00
R2 0.004
Adjusted R2 0.003

Note 1. Lower CI = lower bound of 95% confidence interval, Upper CI = upper bound of 95% confidence
interval
Note2. Robust standard error was calculated through HC3 option in jtool R package summ function
[97].

Table 3.7: A summary table of the regression model for RQ3

Predictors Estimates [Lower CI, Upper CI] t value p-value
(Intercept) 15.79 [12.90, 18.69] 10.71 0.00
Reflection 1.64 [-1.56, 4.84] 1.01 0.31
Hint-reflection −4.00 [-7.58, -0.42] −2.19 0.03
Observations 620.00
R2 0.02
Adjusted R2 0.01

Note 1. Lower CI = lower bound of 95% confidence interval, Upper CI = upper bound of 95% confidence
interval
Note2. Robust standard error was calculated through HC3 option in jtool R package summ function
[97].

Table 3.8: A summary table of the regression model for RQ4

for a difference between the hint-reflection condition and the reflection condition (p = 0.99).

Predictors Estimates [Lower CI, Upper CI] t value p-value
(Intercept) 23.92 [22.66, 25.19] 37.17 0.00
Reflection 1.32 [0.02, 2.63] 1.99 0.05
Hint-reflection 1.38 [-0.08, 2.85] 1.86 0.06
Observations 315.00
R2 0.03
Adjusted R2 0.02

Note 1. Lower CI = lower bound of 95% confidence interval, Upper CI = upper bound of 95% confidence
interval
Note2. Robust standard error was calculated through HC3 option in jtool R package summ function
[97].

Table 3.9: A summary table of the regression model for RQ5
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Lastly, RQ6 asked how much learners enjoyed assignments 1 and 2 (Table 3.10). An ANOVA
showed that there was no compelling evidence for a difference in enjoyment across conditions
(p = 0.10).

Predictors Estimates [Lower CI, Upper CI] t value p-value
(Intercept) 16.86 [15.70, 18.03] 28.45 0.00
Reflection 1.08 [-0.16, 2.32] 1.72 0.09
Hint-reflection 1.10 [-0.42, 2.61] 1.43 0.15
Observations 315.00
R2 0.01
Adjusted R2 0.01

Note 1. Lower CI = lower bound of 95% confidence interval, Upper CI = upper bound of 95% confidence
interval
Note2. Robust standard error was calculated through HC3 option in jtool R package summ function
[97].

Table 3.10: A summary table of the regression model for RQ6

3.6 Discussion and future work

This field study deployed in an online programming course did not show substantial differences
between hints, reflection, and hints-reflection conditions in terms of effects of interventions on (1)
immediate effect of interventions on the immediate task performance and (2) enjoyment. However,
it provided evidence for the delayed effect on delayed transfer tasks performance when hints and
reflection prompts are combined. This suggests that hints could have a delayed effect on achieve-
ment only when they are followed by reflection prompts.

Combined with the findings of the submission count, the effect of interventions on the delayed
task performance becomes clearer. Compared to those in the hint-only condition, learners exposed
to both hints and reflection prompts scored higher, whereas maintaining a similar count of assign-
ment submissions. These results can be interpreted in several ways. Considering that each task
was conceptually built on the previous tasks, the hint-reflection intervention can be understood as
beneficial in maintaining the knowledge obtained from the previous tasks activated through reflec-
tion processes. Maintaining knowledge could enable learners in the hint-reflection condition to
perform better by making fewer incorrect submissions. The other interpretation, compatible with
the former, is that the hint-reflection intervention led learners to interact with learning materials
and tasks in a more meaningful manner. They might have built such interaction patterns, instead of
ineffective interactions with hints (e.g., making ‘wild’ guesses) while working on the immediate
tasks and might have maintained the patterns. It is also important to acknowledge that the reflection
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group made more submissions than the hint-reflection group only to achieve a similar score on the
delayed task. This might suggest that reflection prompts without hints or other cognitive support
could not fill learners’ knowledge gaps. That is, the combination of both reflection prompts, as
metacognitive support, and hints, as cognitive support, could effectively improve learners’ delayed
performance.

The results have implications for how to encourage learners to learn from hints. The first im-
plication is the importance of interventions eliciting reflection processes in learning with hints.
Previous studies have been consistent in showing that hints are generally ineffective in increasing
learner performance [2, 132]. Their findings showed that more than half of learners adopt a mind-
less and passive approach to hints without directing themselves to learn from the hints [2]. The
reflection prompts with hints might effectively address the issue by encouraging learners to learn
from hints, by reviewing how they have applied hints while solving the given problems and what
they learned from the hints. Furthermore, our results have shown that the perceived learning in
both conditions with reflection prompts was higher than in the hint condition, while there was no
compelling evidence for a difference in enjoyment across conditions. This suggests that the current
design of prompts with hints does not affect learners’ annoyance with intervention design.

Another implication for design stemming from our results is that a reflection prompt does not
need to follow every hint presented to the learner. Most previous studies, even without hints,
designed a system which displayed reflection prompts more than once or even showed reflection
prompts after every decision making [7, 8, 9, 88, 160]. While this might have worked in a lab
setting, this study showed (a) that in an authentic online classroom, learners are highly likely not
to comply with reflection prompts due to annoyance, if prompts are shown before or after every
hint and (b) that presenting a reflection prompt once at the end of each task could meaningfully
increase task performance.

The importance of the reflection process on learning from hints as demonstrated in the current
study suggests that future work can further examine the effects of other metacognitive processes
on learners’ use of hints. Considering the overall importance of metacognitive processes in learn-
ing [90, 151, 156, 178], the reflection would not be the only metacognitive process encouraging
mindful learning. It would be interesting to see if hints affect academic performance when they are
accompanied by metacognitive prompts or other interventions that elicit different metacognitive
processes. With such findings, more generalizable conclusions on the importance of metacognitive
processes could be drawn for the design of hint interventions.

In this study, we did not analyze the responses of individual learners which could have indicated
the quality of reflection processes. For example, Engelmann et al. [54] did not find a meaningful ef-
fect of self-created metacognitive prompts including prompts asking for reflection on performance,
and their analysis showed that how learners utilized prompts changed the impact of the prompts.
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Accordingly, another natural extension of the current study would be to measure the quality of
learners’ use of prompts and examining its impact on the size of the effects of reflection prompts
provided with hints. Furthermore, while the study findings are aligned with [9] who showed the
benefit of reflection prompts on the delayed transfer task, we acknowledge that the current study
findings have reduced power. While the study sample size was set for medium or large effects, the
findings did not reach the threshold of medium effect size according to Cohen [33].

3.7 Conclusion

This work investigated the immediate and delayed effects of reflection prompts and hints on the
performance in transfer tasks, perceived learning, and enjoyment in the domain of programming
education. We have demonstrated that (a) none of the combinations of metacognitive and cognitive
support affected immediate task performance, and (b) the combination of reflection prompts and
hints meaningfully affected delayed performance on a transfer task. This study poses critical design
implications on how to design a learning environment that can lead to deeper learning from hints
and increased task performance.
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CHAPTER 4

Confirming SRL theory through data

4.1 Introduction

Designing and validating trace indicators of the inner state of mind is challenging yet significantly
rewarding to the SRL field. Despite the limitations of surveys in capturing various SRL constructs
which were discussed in Chapter 2, less work has been done in examining the possibility of trace
indicators in capturing learners’ state of mind such as achievement goals. This is likely due to the
difficulty of measuring learners’ inner state of mind through behavioral data.

These difficulties should not discourage researchers from balancing the limitations of surveys
with trace indicators. Designing and adopting trace indicators could contribute substantially to
expand and deepen the understanding of internal SRL constructs. For example, internal constructs
are often sensitive to other contexts such as task difficulty or peer pressure, and could frequently
change accordingly. Less obtrusive and fine-grained trace data could be helpful in detecting dy-
namic changes without consistently interrupting the learning process to prompt learner with ques-
tions. Researchers could also explore different insights by adopting trace measures that can capture
goal-relevant behaviors in real-time through relying less on learners’ memory and honesty. Zhou
and Winne [185] have also reported empirical evidence questioning the validity of surveys specif-
ically and advocating the potential use of trace indicators in studying achievement goals.

The present study was conducted and brought several contributions. First, this study expanded
the achievement goal theory through capturing behavioral evidence demonstrating how learners
exercise their achievement goals in authentic learning situations. Contrasting between behavioral
evidence and survey responses, this study explored beyond the findings of its previous studies
which solely relied on survey responses of learners’ expectation of achievement goals. Secondly,
this study adds a case of developing trace data and evaluating their fit with goal complex theory
[49, 53, 158]. The process of developing trace indicators should be well-thought-out considering
that the researchers’ imprudent interpretation of indicators is the main source of low construct
validity [78, 86]. A design template [3, 58] was adopted as a tool to approach a high validity of
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trace indicators. To evaluate if and how data collected with the surveys and trace indicators fit the
achievement goal theory, a confirmatory factor analysis was conducted.

4.2 Related Works

4.2.1 Goal complex theory

While there are multiple versions of achievement goal theories, the theoretical base of the present
study is the goal complex theory. Goal complex theory [49, 53, 158] suggests that there are at least
two dimensions with which we can understand academic goals: the what dimension and the why

dimension. The what dimension is further composed of two categories: mastery and performance.
On one end of a mastery-performance dimension, there are learners aiming for self-improvement
judged by an intra-personal standard i.e., mastery. On the other end, there are learners aiming
to outperform others with a normative standard such as grade i.e., performance [51, 99, 144].
The why dimension is composed of autonomous and controlling motivations which arise in self-
determination theory [39, 135]. Autonomous motivation drives learners to align personal values
or satisfaction with outputs from accomplishing tasks. People in this category, for example, are
interested in outperforming others for the sake of a higher grade or feeling of achievement without
any strong desire to demonstrate competence. Controlling motivation is driven due to external
pressures or tangible rewards. For example, learners with this motivation want to demonstrate
their ability and then get recognition from others such as peers, family, or instructors [39].

Goal complex theory is particularly useful in clearly designing indicators of performance goals
which has a history of confusing definitions. Goal orientation theory, one of the earlier achievement
goal theories, defined the motivation behind the performance goals as a desire to demonstrate one’s
competence and gain recognition [5, 45, 115]. Yet, a review paper by Hulleman et al. [73] showed
that some studies either combined or replaced the original definition of performance goals with
a more general motivation: to outperform others [48, 52, 53, 144]. The desire to demonstrate
one’s competence could be understood to reflect a social comparison component that learners want
to stand out compared to others. On the other hand, the desire to outperform others does not
necessarily include that component. As long as one can attain competence to a satisfactory extent,
that is enough. These two definitions of performance goals led researchers not only to debates on
which definition should be dropped [26] but also to confusion over previous studies which used
the same term ‘performance goals’ with different definitions.

Goal complex theory, combined with self-determination theory, explains why learners would
aim to outperform others. Controlling motivation comes from internal or external pressures such
as fear of punishment or desires of reward. This type of motivation represents the initial definition
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of performance goals: to show off one’s competence and gain recognition for that. On the other
hand, learners with autonomous motivation would perform tasks for inherent satisfaction and joy
in accomplishing tasks or seeing their core values aligned with task accomplishment. Thus, au-
tonomous motivation describes people who would still like to outperform others even without con-
trolling motivation. This categorization of the motivations behind performance goals has also been
supported by multiple empirical studies including Urdan and Mestas [158]. The authors showed
through interviews that learners’ main reasons for pursuing performance goals were autonomous
and controlling motivations.

4.2.2 Self-determination theory and Self-concordance

Goal complex theory clarified the definition of performance goals by adding the dimension of
autonomous and controlling motivations from self-determination theory. Self-determination theory
[39, 135] also provokes another important question to achievement goal theorists who have been
modeling relationships between goals and trying to understand how multiple goal pursuit happens:
Can performance goals with each of these motivations be pursued together?

Empirical evidence of multiple previous studies gives positive response to this question. For
instance, Koestner et al. [85] conducted three studies on how these two motivations were associated
with goal progress and the use of goal implementation plans. In their studies, the authors found
that autonomous and controlling motivations were not strongly related to each other. In fact, the
negative correlation between autonomous and controlled motivation that Sheldon and Elliot [146]
found was also weak. Ratelle et al. [130] also found that more than 90 percent of students in their
two different samples endorsed a combination of equivalent levels of autonomous motivations
and controlled motivations. In summary, the previous empirical findings [85, 130] suggested that
autonomous and controlling motivations are not opposite poles on a continuum and thus learners
can simultaneously endorse both goals despite the original interpretation of Sheldon and Elliot
[146].

4.2.3 Survey and trace data

Learners’ achievement goals have been predominantly measured through self-reported surveys.
Surveys have been commonly used to prospectively and retrospectively measure learners’ achieve-
ment goals on their tasks in numerous studies across domains from sports to psychology
[13, 23, 31, 42, 51, 59, 63, 75, 76, 98, 131, 142, 177, 185]. There are multiple frequently-used sur-
veys such as the Achievement Goal Questionnaire (AGQ) [50], Achievement Goal Questionnaire-
Revised (AGQ-R) [51], and Patterns of Adaptive Learning Scales (PALS) [103, 104].
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One limitation is that survey data are not fine-grained enough to capture learners’ context-
specific goals. Several studies tried to narrow learning experience to specific contexts through
adding words to survey questions such as ‘this semester’ or ‘this class’ [56, 152]. Yet, these ap-
proaches are still not fine-grained enough to capture contexts that could heavily impact learners’
goals such as the moment when a learner encounters an exam question that is unexpectedly dif-
ficult. To overcome this issue, researchers would have to develop a large number of questions
which address numerous important contexts. Even after researchers develop this survey, it is likely
that such a time-consuming survey would overwhelm learners and lead them to make less mindful
responses.

An inherent drawback of surveys is that they require learners’ attention to obtain honest and
accurate descriptions of their goals or motivation. Winne [170] pointed out that researchers do
not know how learners selectively choose or ‘sample’ what to report during self-report measures.
Survey respondents have to generate their responses through recall, while trace data can directly
and automatically record learners’ dynamic behavior in a specific context in a less obtrusive way.
Survey respondents have to predict or retrieve goal-relevant information from diverse experiences
and then compute a statistic representative to shape their response to answer a given question. This
process is not only cognitively demanding but also could be easily biased or distorted for various
reasons, including misrecall or concerns of social presentation i.e., social desirability. Furthermore,
Karabenick et al. [79] also raised the concern that respondents’ interpretations of survey items
might not be aligned with what researchers intended.

Despite these drawbacks, there has been little research exploring instruments other than surveys
to measure achievement goals. Zhou and Winne [185] conducted one of the few studies which
investigated the potential of trace data in measuring achievement goals. The authors adopted both
prospective survey and trace data to understand learners’ goals and found weak to no correlation
between them. The authors also found that trace data had stronger correlations with learners’
achievement test scores than survey data, indicating that trace data were a better predictor for test
performance. Considering that goal orientation has been predominantly studied through surveys,
these are striking results. The authors have suspected the lower accuracy of survey data in capturing
achievement goals was due to respondents’ inaccurate recall, dishonest responses, or time delay
between self-reported responses and actions.

One limitation of Zhou and Winnie [185] is that the authors did not conduct a further investi-
gation on whether trace data only validly captured achievement goals. While trace data showed a
strong correlation with learners’ achievement, a correlation does not guarantee high validity of the
trace data in capturing what the data are supposed to measure. While trace data are comparably
free of the drawbacks of survey data mentioned above, trace data, similar to other event data, can
be noisy without meticulous definition of trace data; log data or clickstream data often include
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signals which are not what researchers are interested. For example, a simple click on a learning re-
source could mean learners’ engagement, attention, interest, enjoyment, or a combination of these.
Extracting clickstream data which only represent a certain construct may be extremely difficult for
a researcher. Thus, interpreting a clear signal from trace data is often challenging [14, 89, 171].
This issue of trace data were also found in Zhou and Winne [185], and hence there were multiple
chances for misinterpretation of trace data in their study. Tasks given to learners in their study were
reading online articles and taking on a post-test. While reading, learners could click hyperlinks to
additional materials or tag content to study the given articles better for their post-tests. Engagement
with hyperlinks or tags were used as behavioral indicators associated with learners’ achievement
goals in the study. For instance, if a learner clicked a hyperlink titled “Find out more informa-
tion about this” while reading an article, the behavior was interpreted as an manifestation of a
mastery-approach goal. On the other hand, if a learner clicked a hyperlink labeled “Avoid misun-
derstanding about this,” it was considered as a representation of performance-avoidance goal. Yet,
the behavioral indicators could have measured not only achievement goals but also other constructs
as well. For instance, some learners might have been simply curious about the new technical fea-
ture, or learners might have avoided using particular features if they did not feel comfortable with
incorporating this new technology in their learning, instead of a lack of mastery or performance
motivation. These concerns are especially relevant in this lab study, as learners might have not had
enough time to explore the given technical features and then to naturally integrate the features in
their learning.

One framework which could reduce this concern of trace data inaccurately representing the tar-
geted construct is the Evidence-Centered Design (ECD). The Evidence-centered design is created
to design features of assessments to provoke particular knowledge or skills and to have learn-
ers speak or behave in a way that provides evidence about the knowledge or skills [14, 105, 106].
ECD broadly defines the assessments ranging from traditional exams composed of multiple-choice
questions to instructional opportunities to capture learners’ development progress [14]. In partic-
ular, the domain modeling stage of the framework is useful to identify potential under- or over-
representation of targeted constructs and to design more accurate indicators. In particular, a re-
searcher can use ‘a design pattern’ which is a diagram tool to scrutinize design plans of assessments
[3, 58]. With the tool, researchers can represent how the design of an assessments (1) obtains data
evidence about the targeted knowledge and skills of learners, (2) supports claims based on those
data evidence, and (3) considers possible counter-claim.

It is also important to investigate how much each indicator of both surveys and trace data con-
tribute to measuring achievement goals. In particular, examining trace indicators and comparing
them against survey data could shape more rigorous approaches to collect well-defined data of
context-specific goal-relevant behaviors with less noise. Confirmatory Factor Analysis (CFA) is a
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frequently adopted analytical approach to estimate if and how much each indicator (i.e., observed
data) contributes to shape factors (i.e., latent variables) [28, 65]. While multiple achievement goal
studies have conducted CFA, these previous studies focused on validating a fit between the sur-
vey dataset and a given achievement goal theory using different contexts. For example, AGQ and
AGQ-R were built based on data of American college students and were examined and evaluated
with several populations: American students who were in short medical training, African Amer-
ican middle and high school students, Argentinean university students, and Italian primary and
secondary school students [34, 68, 129, 136]. However, in all of these examples, only the survey
data was used to conduct CFA.

The approach in this chapter is to apply CFA to both survey and trace data to explore how the
two forms of evidence relate to theoretical constructs in an authentic learning environment. This is
crucial to understand the potential gap between learners’ expected goals before learning and their
actual goal-relevant behaviors during learning in the real-world setting.

4.3 Research Questions

The aim of this study is to investigate the construct validity of interpretations grounded in self-
reported survey data and trace data in a study following goal complex theory. This study is con-
ducted in the context of an online credit-bearing course instead of a controlled lab environment.
Research questions are as follows:

• RQ1. How well do self-reported survey data fit the goal complex model?

• RQ2. How well do trace data fit the goal complex model?

To answer RQ1 and RQ2, survey and trace data were collected, and then CFAs were conducted
separately on the collected survey and trace datasets. Both data were collected from iterations of
an online course for a master’s degree at the University of Michigan, School of Information. Con-
sidering that there are already multiple well-received surveys, the ECD was only applied to design
trace data indicators. By investigating the fit between datasets and CFA solution structured upon
the goal complex model, evidence for the construct validity of each measurement was investigated.
IRB oversight was obtained through the University of Michigan study ID HUM00203534.

35



4.4 Methods

4.4.1 Study context

Survey and trace data were collected during two iterations of the same introductory Python course
for an online Master’s degree program for applied data science offered by the University of Michi-
gan, School of Information. This course was one credit unit and learners needed 34-credit units
to complete the degree. The course was 4-week long and each iteration took place in September,
2021 (151 enrollments) and January, 2022 (98 enrollments) on Coursera. The course was one of
the first technical courses that learners had to take for their degree. Learners communicated with
peers and teaching staff through Slack, a communication platform providing chat rooms, and and
most of assignments were provided on Jupyter Notebook, an integrated development environment.

The course was different from both residential college courses and Massive Open Online
Courses (MOOCs). Compared to traditional residential college students, learners in this course
were part-time students and were often more diverse in ages, background knowledge, occupations,
and levels of education, as they came back to earn the degree a few years to decades after their last
degree. These learners were also expected to be high in retention since they paid for the degree
program to gain the access to the courses.

Learners earned credit through four weekly mandatory assignments each of which was worth
25% of the full credit. Learners could submit mandatory assignments as many times as they
wanted, and their submissions were graded through an automated code grading system ‘auto-
grader’ in a few seconds to few minutes. Learners could also obtain additional credit by com-
pleting bonus assignments. The top letter grade, A+, was only awarded to learners who earned
100% from mandatory assignments and additionally completed at least one bonus assignments.
Figure 4.1 shows when these assignments were given to learners, and furthermore, when survey
and trace data were collected.

4.4.2 Measurements and indicators

Two types of data were collected throughout the course: AGQ-R and motivation survey data [51,
162], and trace data. The survey data were collected to identify learners’ expectations on what their
self-reported achievement goals would be at two points of the course. Surveys were presented to
learners at the beginning of weeks 1 and 3 to capture possible goal changes between the first half
and the second half of the course.

As there are no widely agreed designs of trace measures for achievement goals, the domain
modeling step of the ECD was applied to design course materials generating trace data which were
used to shape behavioral indicators of learners’ achievement goals. This involved the researcher
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Week 1 Week 2 Week 3 Week 4 

Survey dataset  
(Week 1)

● AGQ-R
● Motivation 

questionnaire

Trace dataset 
(Week 1-2)

Trace dataset 
(Week 3-4)

Survey dataset  
(Week 3)

● AGQ-R
● Motivation 

questionnaire

Assignments
● Mandatory
● Bonus
● Extra

Assignments
● Mandatory
● Bonus
● Extra

Assignments
● Mandatory
● Bonus
● Extra

Assignments
● Mandatory
● Bonus
● Extra

Figure 4.1: A course timeline showing when surveys and assignments were provided to learners.
Trace data were collected throughout the course and were broken into two datasets based on when
the data were collected.

and the instructor modifying the curriculum to include differentiated materials that theoretically
attract learners with different goals. Interactions that learners made with these materials generated
log data throughout the course and were used to generate behavioral indicators associated with
achievement goals. For each course material designed for the study, a design pattern table [3, 58,
106] showing rationales and supporting data were included. The following subsections described
each instrument used for data collection.

4.4.2.1 Self-reported: Achievement Goal Questionnaire-Revised (AGQ-R)

At the beginning of weeks 1 and 3, all learners were asked to answer the AGQ-R [51] to prospec-
tively self-report if they expected themselves to pursue mastery goals or performance goals. While
the survey was originally designed by Elliot and Murayama [51] to differentiate 2×2 goal ori-
entations (i.e., mastery-approach, mastery-avoidance, performance-approach, and performance-
avoidance), the survey has also been adopted to measure mastery-performance dimension only to
identify goals based on the goal complex theory [144]. There were twelve 5-point Likert-scale
questions. The AGQ-R used in the study is attached in appendix B.
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4.4.2.2 Self-reported: Motivation questionnaire

Along with the AGQ-R, a questionnaire developed by Vansteenkiste et al. [162] based on Sheldon
and Kasser [147] was presented to learners in weeks 1 and 3 to measure learners’ autonomous
and controlling motivations. Each of the four 5-point Likert-scale items measured the external,
introjected, identified, and intrinsic motivations for performance goal pursuit. The external and
the introjected questions represented the controlling motivation and the identified and the intrin-
sic questions indicated the autonomous motivation. The motivation questionnaire revised for the
present study is attached in appendix B.

4.4.2.3 Trace: Tip-of-the-week email and Jupyter Notebook

The instructor uploaded a Jupyter Notebook explaining a tip on how to write more efficient Python
code in week 2 and week 4. Immediately after an upload, learners received a notification email.
While these Jupyter Notebook materials were designed to advance learners’ understanding of
Python programming for data science, comprehending these materials was neither necessary nor
directly relevant to their mandatory weekly assignments, and tip-of-the-week Jupyter Notebooks
were designed specifically to attract mastery learners. These materials were clearly marked as
optional, and did not give any tangible rewards or benefits for short-term performance such as
bonus credit but offered opportunities for the long-term development of Python skills. There were
two indicators generated from learners’ interaction with tip-of-the-week emails and Jupyter Note-
books: (1) the number of times that they opened notification emails and (2) the number of log data
generated while learners using a tip-of-the-week Jupyter Notebook (Table 4.1).

4.4.2.4 Trace: Bonus assignments

Optional bonus weekly assignments provided learners more opportunities to practice skills they
picked up from lecture videos. These assignments were expected to attract performance-oriented
learners since learners could earn additional credits if they submitted the correct answers. For
week 1 bonus assignment, a tool built by Wu et al. [181] was used to provide learners practice
questions on regular expressions. The rest of weekly bonus assignments were provided on the
Jupyter Notebook. Learners could submit assignments multiple times and every submission was
graded through the autograder.

When learners made submissions, the system asked learners if instructors may share their an-
swers with other instructors and learners. This sharing preference question was designed to iden-
tify controlling motivations from autonomous motivations. Learners could choose between three
options below:

• I do not want my answers shared with others after the assignment deadline.
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• You may share my answers with others but only anonymously after the assignment deadline.

• You may share my answers with others but only with credit after the assignment deadline.

Learners who chose to share their answers only with credit could be understood as having a
stronger controlling motivation who would like to get recognition from instructors, faculty, and
other learners (Table 4.2).

4.4.2.5 Trace: Extra assignments

In addition to the bonus assignments, extra weekly assignments were also provided. Similar to
the mandatory assignments and bonus assignments, learners were also able to submit extra as-
signments as many times as possible and each submission was graded through the autograder. As
bonus assignments, learners were provided with two formats of extra assignments: a set of regular
expression practice questions in week 1 and Jupyter Notebook assignments in weeks 2, 3, and 4.
Unlike the bonus assignments, the extra assignments were designed to teach learners advanced
concepts or skills beyond what lecture videos covered without giving additional credits. Thus, the
extra assignments were expected to attract mastery-oriented learners (Table 4.3).

4.4.3 Data analysis

As the first step of data analysis, learners who did not submit any of the surveys were dropped from
the final dataset during data cleaning (e.g., no responses to the AGQ-R surveys given in week 3).
Then, for the main data analysis, data were split into four survey datasets and two trace datasets
as follows: the week 1 survey dataset, the week 3 survey dataset, the week 1 no-avoidance survey
dataset, the week 3 no-avoidance survey dataset, the week 1-2 trace dataset, and the week 3-4 trace
dataset.

4.4.3.1 Survey dataset

One approach to measuring the mastery-performance dimension of achievement goals from the
perspective of the goal complex theory is to combine approach items and avoidance items [161].
The first two survey datasets followed this approach. The week 1 survey dataset was composed of
all twelve items from the AGQ-R and four items from the motivation survey which were collected
in the first week of the course. The second dataset was composed of the same items collected
in the third week. In these two datasets, responses to three mastery-approach and three mastery-
avoidance items were used as six indicators of an individuals’ mastery goal pursuit, and three
performance-approach and three performance-avoidance questions were included as six indicators
of their performance goal pursuit.
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Attribute Definition
Argument

Component

Summary

The more learners (1) actively interacted with a tip-of-the-
week Jupyter Notebook and/or (2) opened a notification
email of it, the more the learners were learning toward the
mastery achievement goal.

-

Focal Knowledge,
skills, and abilities

Interacting with course materials with mastery achievement
goals.

Claim

Rationale

A tip-of-the-week Jupyter Notebook was an optional ac-
tivity without any benefits to short-term performance (e.g.,
mandatory weekly assignment scores). Actively interacting
with the emails and/or Jupyter Notebook showed that learn-
ers willingly spent time and effort to develop their Python
skills for long-term learning outcomes.

Warrant

Additional
Knowledge, skills,
and abilities

Learners could have opened such notification emails and
Jupyter Notebooks simply to check contents (e.g., curios-
ity). Yet, in this case, the number of them opening the
emails and interacting with the Jupyter Notebook would
not be high.

Alternative
explanation

Potential
observation

Learners’ interactions such as
• opening a notification email from their email inbox.
• adding a cell on the Jupyter Notebook.
• executing a cell successfully.
• executing a cell and receiving an error message.
• removing a cell.
• changing contents in a cell.

Data

Potential work
product

Log data generated every time when
• learners actively interacted with a Jupyter Notebook.
• learners opened a tip-of-the-week notification email.

.

The log data were used to form continuous variables per
learner showing the number of interactions with each tip-
of-the-week Jupyter Notebook and with each notification
email.

Data

Table 4.1: A design pattern [3, 58] of tip-of-the-week emails and Jupyter Notebooks
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Attribute Definition
Argument

Component

Summary

Through submitting an optional weekly bonus assignment,
learners expressed their performance goals. If learners
chose to share their assignments with credit to peers and
faculty members, the sharing preference showed learners’
controlling motivations.

-

Focal Knowledge,
skills, and abilities

Interacting with course materials with performance-
controlling or -autonomous goal.

Claim

Rationale

Through submitting a bonus assignment, learners showed
their interest in earning bonus credits and outperforming
other learners. Considering that it does not offer opportuni-
ties to practice new skills, it would not be hugely attractive
to mastery learners. A preference or sharing answers with
credit showed learners’ interest to be recognized by faculty
members and peers (controlling motivations). Other shar-
ing preferences would show that they were not interested in
earning recognition (autonomous motivations).

Warrant

Additional
Knowledge, skills,
and abilities

Learners could have engaged with the bonus assignments
simply to check contents (e.g., curiosity). To focus on
learners who showed strong interest in earning credits, the
indicator was designed to include only submissions. This
indicator is also incapable of detecting learners who sought
recognition or other types of rewards from people other
than faculty and peers (e.g., parents, colleagues at work).

Alternative
explanation.

Potential
observation

Bonus assignment submissions with one of the following
sharing preferences:
• No permission to share their answers.
• Permission to share them anonymously.
• Permission to share them with credit.

Data

Potential work
product

Log data generated per each submission of a bonus assign-
ment where they also expressed their sharing preferences.
The log data were used to shape three binary variables per
submission showing sharing preferences (e.g., if permis-
sion for sharing the week 2 bonus assignment of a par-
ticular learner was (1) not given, (2) given only if it was
anonymously shared, or (3) given only if it was shared with
credit).

Data

Table 4.2: A design pattern [3, 58] of bonus assignments
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Attribute Definition
Argument

Component

Summary
Through submitting an optional weekly extra assignment,
learners showed their mastery goals.

-

Focal Knowledge,
skills, and abilities

Interacting with course materials with performance-
controlling or -autonomous goal.

Claim

Rationale

Through submitting an extra assignment, learners showed
their interest in developing their long-term skills and
knowledge which are not directly relevant to short-term
performance. Considering that this optional bonus assign-
ment does not provide any additional credit or other ben-
efits to short-term performance such as higher scores on
weekly mandatory assignments or the final letter grade, ex-
tra assignments would not be hugely attractive to perfor-
mance learners.

Warrant

Additional
Knowledge, skills,
and abilities

Learners could have engaged with the bonus assignments
simply to check contents (e.g., curiosity). To focus on
learners who committed to developing their skills, the in-
dicator was designed to include only submissions, not any
other engagements (e.g., opening any of assignments and
writing code).

Alternative
explanation

Potential
observation

Extra assignment submission status. Data

Potential work
product

Log data was generated every time learners made a submis-
sion of an extra assignment. The log data were used to form
binary variables each of which showing learners’ submis-
sion status (e.g., a binary variable on if a learner submitted
a week 3 extra assignment or not)

Data

Table 4.3: A design pattern [3, 58] of extra assignments
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On the other hand, there were other studies [15, 16, 127, 144] where an individual’s mastery
goal and performance goal was respectively measured only through mastery-approach items and
performance-approach items without any mastery-avoidance and performance-avoidance items.
Thus, the last two survey datasets were only composed of ten items: the approach items from the
AGQ-R as well as the four motivation items. In addition to these four survey datasets, there were
two trace datasets each of which is based on the first two weeks or the last two weeks of the 4-week
long course.

4.4.3.2 CFA

A CFA was conducted independently on each of these six datasets. A three-factor model as shown
in Figure 4.2 was chosen as most empirical evidence from previous work has shown that au-
tonomous motivation and controlling motivation could be modeled together [85, 130]. When a
CFA solution was not identified, Exploratory Factor Analysis (EFA) was conducted to identify a
solution. Schmitt [137] recommended this follow-up EFA to explore other possible solutions when
the expected theory does not fit the data. In this particular study, such a follow-up EFA can provide
insights on how different (1) the goal complex model and (2) associations between observed are.
CFAs and EFAs were conducted using Mplus 8.6 [113] and MplusAutomation R package [66]. All
the programming code used in this study is attached in Appendix A.

Figure 4.2: A three-factor CFA model with the premise that autonomous motivation and controlling
motivation can be simultaneously endorsed together

While there were various suggestions on how to report and understand the fit of a model, the
present study follow the recommendations from Brown and colleagues [27, 28] in terms of report-
ing and comparing a fit of each solution: reporting not only (1) goodness-of-fit indices evaluating
a global fit between a dataset and a model but also (2) modification indices which show fits of
localized areas and (3) the theoretical interpretability of the parameter estimates.
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4.4.3.3 Quantifying fit significance

Goodness-of-fit indices, χ2 and χ2 p-value (absolute fit), Root Mean Square Error of Approxi-
mation (RMSEA) (parsimony correction), Comparative Fit Index (CFI), and Tucker-Lewis Index
(TLI) (comparative fit) were used as criteria to assess overall fits between each dataset and CFA
solutions based on the goal complex model. These fit indices assess either how far an examined
model is from a model perfectly following data (RMSEA, χ2, and χ2 p-value) or from the worst
model (CFI and TLI) [182].

Modification indices represent to what extent χ2 values could be decreased if a particular path
between an indicator and a factor is added. A modification index equal to or greater than 3.84 has
been commonly used as a generally agreed cutoff point which corresponds to 1 degree of freedom
at p < 0.05. To avoid misusing the p < 0.05 as a dichotomous cutoff of statistical significance,
the entire modification indices are reported as continuous values. Furthermore, instead of simply
checking the existence of any values higher than 3.84, the overall number or the distribution of the
values were checked.

Only when a solution shows good overall goodness-of-fit and modification indices, were pa-
rameter estimates of the solution evaluated. In this third step of interpreting parameter estimates,
factors and indicators were inspected for standardized factor correlation no greater than 1.00, nega-
tive factor variances, and negative indicator error variances. Furthermore, it was evaluated if factor
loadings were theoretically interpretable.

It is important to explain why the present study did not solely rely on particular cutoff points
of goodness-of-fit indices to indicate an acceptable fit between each dataset and a model. Hu
and Bentler [72] originally suggested cutoff values for each fit index, such as 0.06 or below for
RMSEA, with a note of caution that these values should not be considered as a universal rule across
different contexts including sample sizes and estimators. Yet, their suggestions have been wrongly
adopted as ‘Golden rules’ to judge acceptable fits without consideration of such contexts, which is
similar to how the p-value became misunderstood as a dichotomous cutoff concluding true or false
of null hypotheses (See the statement of American Statistical Association (ASA) on p-value [167]).
Multiple other papers have also questioned the reliability of a universal cutoff point for those fit
indices without considering which estimator was used, a degree of freedom, and a sample size [30,
81, 100, 154]. Regarding this issue, Steiger [150] recommended that researchers report confidence
intervals of a fit index since confidence intervals are associated with a statistical rationale of sample
size; the bigger the sample size is, the more precise the confidence intervals become. Brown and
colleague [27, 28] proposed to report multiple fit indices since each of them provides different
information about model fits, from absolute fit to comparative fit, and therefore reporting them
together provides a more conservative and reliable way to assess fits. Thus, the CFA models in
this study were estimated with multiple goodness-of-fit indices including confidence intervals of
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RMSEA as well as modification indices for localized fits, and theoretical interpretability instead
of heavily relying on a couple of cutoff points of goodness-of-fit indices.

Considering that both survey data and trace data included categorical or binary factor indicators,
the Weighted Least Square Mean and Variance adjusted (WLSMV) estimator was used to compute
estimates such as factor loadings [28, 112]. Goals of a CFA model is to obtain these estimates
of each indicator and latent variable which produce a predicted variance-covariance matrix that is
similar to the input variance-covariance matrix as much as possible. To achieve this goal, estima-
tors improve an initial set of parameter estimates (i.e., starting values in Mplus [113]) throughout
iterative processes, and thus choosing the right estimator is important to obtain a set of accurate
estimates.

4.5 Results

4.5.1 Data overview

The total of 193 learners were considered after removing those who missed answering any surveys
conducted in in weeks 1 and 3. This decision was made since an absence of complete responses to
a survey from a learner as missing data could lower the statistical power of analyses. Among 193
learners, 136 learners were from the first iteration and 57 learners were from the second iteration
of the course. Table 4.5 shows a descriptive statistic summary of the week 1 survey and the week
3 survey data collected.

Table 4.6 displays a summary of descriptive statistics for survey and trace data collected. Trace
indicators which showed observations lower than three were removed from final datasets to avoid
CFA solutions not being identified. In this removal process, the following indicators were removed:
(1) indicators representing learners’ disagreement to share their bonus assignments for week 1,
week 3, and week 4 and (2) indicators representing learners’ submissions of extra assignments for
week 2 and week 4. Trace indicators included in the final dataset are shown in Table 4.4.
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4.5.2 Findings

Two RQs were posed for the present study as follows:

• RQ1. How well do self-reported survey data fit the goal complex model?

• RQ2. How well do trace data fit the goal complex model?

Regarding the RQ1, all CFA solutions except one based on week 1 no-avoidance survey datasets
were identified in the first iteration of CFAs. Therefore, a follow-up EFA was conducted [137]
(Table 4.8). In terms of RQ2, both solutions built on each trace dataset were identified.

4.5.2.1 RQ1: Investigation on survey-based solutions

As the first step to assess fits between the goal complex model and each dataset, the goodness-of-
fit indices were computed (Table 4.7). In general, the survey-based solutions showed worse fits
than trace-based solutions. χ2 values of survey-based solutions were larger than those of trace-
based solutions. χ2 p-values also showed that the survey data were detectably different from the
data perfectly fitting the model. Both RMSEA values and confidence intervals of survey-based
solutions were also reasonably far away from the conventional threshold of 0.06.

For the unidentified solution for the week 1 no-avoidance survey dataset, EFA was conducted to
further understand the associations between the survey data and three factors (Table 4.8). Geomin
rotation was used to compute factor loadings. Factor loadings showed that the major difference
between the goal complex model and the observed associations was how items were related to per-
formance goals. Factor 2 had strong positive associations with all performance-approach items and
performance-autonomous items. On the other hand, factor 3 which was positively related with both
performance-controlling items did not show any association with performance-approach items.
That is, none of the performance-approach items contributed to shape performance-controlling
factor.

48



M
od

el
Pa

ra
m

et
er

s
χ
2

df
χ
2
p-

va
lu

e
R

M
SE

A
[l

ow
er

C
I,

up
pe

rC
I]

C
FI

T
L

I
Su

rv
ey

(w
ee

k
1)

85
26

6.
30

3
95

0.
00

0
0.

09
7

[0
.0

83
,0

.1
10

]
0.

97
7

0.
97

1
Su

rv
ey

(w
ee

k
3)

88
35

4.
19

2
95

0.
00

0
0.

11
9

[0
.1

06
,0

.1
32

]
0.

96
6

0.
95

7
Su

rv
ey

,n
o

av
oi

da
nc

e
(w

ee
k1

)
N

A
N

A
N

A
N

A
N

A
N

A
N

A
N

A
Su

rv
ey

,n
o

av
oi

da
nc

e
(w

ee
k3

)
55

86
.2

53
29

0.
00

0
0.

10
1

[0
.0

77
,0

.1
26

]
0.

99
5

0.
99

3
Tr

ac
e

(w
ee

k1
-2

)
21

23
.9

55
17

0.
12

0
0.

04
6

[0
.0

00
,0

.0
86

]
0.

88
1

0.
80

5
Tr

ac
e

(w
ee

k3
-4

)
19

12
.7

33
11

0.
31

1
0.

02
9

[0
.0

00
,0

.0
84

]
0.

99
7

0.
99

5

N
ot

e
1.

L
ow

er
C

I=
lo

w
er

bo
un

d
of

90
%

co
nfi

de
nc

e
in

te
rv

al
,U

pp
er

C
I=

up
pe

rb
ou

nd
of

90
%

co
nfi

de
nc

e
in

te
rv

al
.

N
ot

e
2.

Fi
ti

nd
ic

es
fo

rt
he

so
lu

tio
n

fo
rt

he
w

ee
k

1
no

-a
vo

id
an

ce
su

rv
ey

da
ta

se
tw

er
e

re
po

rt
ed

as
N

A
si

nc
e

th
e

so
lu

tio
n

w
as

no
ti

de
nt

ifi
ed

.

Ta
bl

e
4.

7:
T

he
go

od
ne

ss
-o

f-
fit

in
di

ce
s

of
so

lu
tio

ns
fo

re
ac

h
da

ta
se

t

49



Indicators Factor 1 Factor 2 Factor 3
mastery-approach1 0.582 * 0.118 −0.034
mastery-approach2 0.886 * 0.000 0.004
mastery-approach3 0.904 * −0.006 0.054
performance-approach1 −0.002 0.889 * −0.072
performance-approach2 0.013 0.971 * 0.001
performance-approach3 −0.019 0.902 * 0.081
performance-autonomous1 0.107 0.465 * −0.058
performance-autonomous2 0.022 0.682 * 0.053
performance-controlling1 0.006 −0.008 0.773 *
performance-controlling2 −0.003 0.256 * 0.551 *

Note. Values significant at 5% level appeared with *.

Table 4.8: EFA loadings of the week1 no-avoidance survey data solution. Geomin rotation was
used to compute loadings.

Modification indices were statistical criteria also used in the study to evaluate how much fit
could be improved when a particular connection (1) between an indicator and a factor or (2) be-
tween indicators is newly established. A modification index equal to or greater than 3.84, which
corresponds to 1 degree of freedom at p < 0.05, was used as a criteria to tell if a index is mean-
ingfully large. The localized fits measured by modification indices were aligned with the findings
of the goodness-of-fit values.

For survey datasets, there was no modification index computed between indicators, which
showed that indicators did not show any correlation which could have improved a fit but was
not included in the models (See Appendix C for Table C.1, Table C.2, and Table C.3 showing
modification indices). Survey-based solutions generally reported poor fits. Every survey-based
model showed several modification indices between factors and indicators larger than 3.84: 34.6%
of indices in the week 1 survey model, 26.9% of indices in the week 3 survey model, and 23.5%
of indices in the week 3 no-avoidance model. Not only the number of these large values of survey-
based solutions but also their values themselves were generally large. Thus, modification indices
re-confirmed the overall poor fit between the survey datasets and the goal complex model. Due to
these results, theoretical interpretability was not investigated.

4.5.2.2 RQ2: Investigation on trace-based solutions

The trace-based solutions reported generally acceptable goodness-of-fit values. RMSEA values,
and confidence intervals were also lower than or near 0.06. Yet, the solution for the week 1-2 trace
data reported the lowest CFI and TLI values (Table 4.7).

In terms of localized fit estimation shown by modification indices, the week 1-2 trace dataset
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only showed 10.7% of indices which were larger than 3.84 cutoff. The week 3-4 trace dataset did
not report any numbers larger than 3.84.

Only trace-based solutions were examined for their interpretability since only these showed
acceptable global and localized fits. Both solutions showed neither standardized factor correlation
greater than 1.000 nor negative indicator error variances. Since all the factor variances were fixed
at 1.000, there were also no negative factor variances.

Theoretical interpretability of factor loadings from the week 1-2 trace datasets is mixed (Table
4.9). Except for the negative factor loading between the mastery goal factor and the extra2 submit
indicator, which shows that mastery learners tended not to submit extra assignments in week 2,
other indicators showed strong associations with each factor toward the expected direction. Yet,
trace indicators for performance-autonomous and performance-controlling showed mixed results.
Performance-autonomous reported negative factor loadings for learners’ preference over anony-
mously sharing their bonus assignment answers, which was opposite to what was expected. Fur-
thermore, a factor loading of performance-controlling with the bonus1 credit indicator was not
strong, and the bonus2 credit indicator was negatively associated with the factor which was differ-
ent from the original expectation built upon the goal complex theory.

On the other hand, the theoretical interpretability of factor loadings of the week 3-4 trace
datasets generally followed the goal complex theory (Table 4.10). Mastery goal showed posi-
tive factor loadings for notebook4 count email4 count, and extra3 submit, which all showed mas-
tery learners’ engagement with materials designed for them. Performance-autonomous goal factor
showed positive loadings of bonus3 anonymous and bonus4 anonymous which show that they do
not mind not getting credit for sharing their answers. The performance-controlling factor was pos-
itively loaded with bonus3 credit and bonus4 credit. That is, the factor was explained by learners’
tendency of submitting bonus assignments and sharing answers of the assignments with credit,
which are indicators designed to capture the performance-controlling goal factor depicted in the
goal complex theory.

4.6 Discussion and future work

Results showed that only the week 3-4 trace-based solution showed a good global, local, and
theoretical fit between the theoretical goal complex model [51] and the observed data. While week
1-2 trace-based solution also reported a reasonable global and local fit, factor loadings were not
easily explainable with the goal complex theory. All four survey-based solutions did not show
acceptable global and local fits according to the commonly used cutoff criteria [182].

Surveys have been traditionally and commonly used to measure achievement goals across mul-
tiple achievement goal theories, however, this study shows poor fit for all four survey-based solu-
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Indicators Mastery
Performance
-autonomous

Performance
-controlling

notebook2 count 1.062 (0.004)
email2 count 0.354 (0.008)
extra1 no submit -0.234 (0.041)
bonus1 no sharing 0.278 (0.038)
bonus1 anonymous -0.429 (0.001)
bonus2 anonymous -0.441 (0.000)
bonus1 credit 0.364 (0.217)
bonus2 credit -0.690 (0.000)

Note. Factor loadings (p-value).

Table 4.9: Standardized estimates of the solution for week 1-2 trace data. Standardization was
conducted through STDYX standardization computed by Mplus.

Indicators Mastery
Performance
-autonomous

Performance
-controlling

notebook4 count 0.174 (0.027)
email4 count 0.213 (0.006)
extra3 no submit 0.787 (0.000)
bonus3 anonymous 0.995 (0.000)
bonus4 anonymous 0.935 (0.000)
bonus3 credit 1.097 (0.000)
bonus4 credit 0.840 (0.000)

Note. Factor loadings (p-value).

Table 4.10: Standardized estimates of the solution for week 3-4 trace data. Standardization was
conducted through STDYX standardization computed by Mplus.

tions. It is important to note that these findings are bound to the three-factor model used in this
study. There is a possibility that surveys might have shown better results with different models
such as a four-factor or a two-level model. The trace-based solutions, especially one based on the
week 3-4 trace dataset, showed not only good fit but also strong theoretical interpretability.

There is also significant evidence to support the argument that the AGQ-R and motivation sur-
vey did not sufficiently measure learners’ achievement goals of learners in this study context.
Modification indices of survey-based solutions showed that unexpected connections between each
goal factor and survey item could increase fits, and these connections are seemingly random from
the perspective of the goal complex theory. For example, a fit of the solution for the week 1
survey dataset could be improved if the following connections are made: (1) mastery goal factor
and performance-controlling item indicator, (2) performance-autonomous goal factor and mastery-
approach, mastery-avoidance, and performance-controlling item indicators, and (3) performance-
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controlling goal factor and mastery-approach and mastery-avoidance item indicators. These con-
nection suggestions are not congruent with the goal complex theory.

There could be multiple reasons for these unexpected poor fits of survey-based solutions. One
could be due to the low accuracy of learners’ responses to the prospective survey in terms of
predicting their future goal-relevant behaviors. In this study, learners had to answer what their
goals were going to be for the next few weeks, which would be more difficult than predicting their
goals for a one-time task. In addition, because the course was the first of many in the master’s
program, participants did not have a robust body of expectations. Thus, their predictions might be
less precise; as the difficulty of assignment tasks, the time commitment required, and the strategies
to use may be unclear to the learners. Another compatible explanation is that learners did not give
candid responses due to social desirability. The survey was introduced by instructors and therefore
learners might have been concerned that the instructor would judge them based on their responses
to the surveys. Therefore, they might have endorsed most of the questions to show ‘the best version
of themselves.’

The week 1-2 trace-based solution showed a negative correlation between the mastery goal
factor and the extra1 submit, which contradicts the expected positive correlation. This does not
necessarily force a rejection of the goal complex theory, but instead might suggest expansion of
the theory to include the effect of time pressure on mastery learners. For instance, Beck and
Schmidt [13] have found that time pressure led more learners to state their goals as performance-
oriented and led fewer learners toward mastery-oriented goals. When the students perceived that
they were under time constraints (e.g., near the final exam), strategies that might have facilitated
long-term skill development yet required more time invested were utilized less. Instead, learners
might have prioritized strategies which could increase their short-term performance and hence help
them pass the course or earn good grades. This might explain why mastery learners in this study
tended not to submit extra assignments; These mastery learners could have temporarily chosen
to be performance-focused by not engaging with optional advanced materials to save time for
themselves to safely pass the course. In this study, optional extra assignments shared weekly
deadlines with mandatory assignments and learners could have prioritized mandatory assignments
over completing the extra assignments to pass the course. The tip-of-the-week Jupyter Notebooks,
which were also designed to attract mastery-oriented learners with opportunities to learn advanced
knowledge, did show a high positive loading to the mastery goal factor, perhaps because they were
comparably less burdensome tasks. Learners did not have to work on any exercises or questions
but simply read the notebook and run cells as needed.

This finding has two implications. First, if the aim is to design tasks attractive to mastery
learners, it may be important to give learners flexibility in time to explore the task. Giving them
deadline-free experiences such as the tip-of-the-week Jupyter Notebook used in this study would be
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one option to encourage mastery learners. To generalize this finding, it will be important to conduct
replication studies on different contexts or with different deadline-free experience designs.

Secondly, caution must be exercised as researchers try to infer mastery learners’ context-specific
behaviors using surveys measuring achievement goals, specifically with the AGQ-R [51] and mo-
tivation survey [162]. In an online or residential classroom, it would be rare to see purely mastery-
oriented learners who do not mind failing the course as long as they can develop their knowledge
and skills. Even if learners lean towards mastery achievement goals, they might still show some
performance-oriented behaviors to avoid risks such as failing their course or having trouble with
earning their degree. If mastery learners occasionally adopt performance-oriented strategies and
these goals are brief and more temporally situated, it is hard to capture through survey questions
measuring learners’ general behaviors. To extend understanding of learners’ temporal goal changes
or multiple-goal pursuit, researchers should closely follow learners’ goal changes more frequently,
to which log data or clickstream could be useful.

The solution for the week 1-2 trace dataset also showed loadings representing associations be-
tween performance-autonomous and performance-controlling goal factors and their indicators are
not easily explainable with the goal complex theory. Most of the learners in the performance-
autonomous either did not submit bonus assignments or chose to share assignments with credit.
Furthermore, the performance-controlling learner group in weeks 1-2 was distinguished from other
learners by either not submitting week 2 bonus assignments or preferring to anonymously share
assignments. These factor loadings of performance-controlling and performance-autonomous are
contradictory to the goal complex theory. This comparably low theoretical interpretability is
sharply contrasted with the factor loadings of the week 3-4 trace dataset. The solutions for the
two datasets shares similar types of indicators, but their main differences are when these datasets
were collected. Learners might have required some time to become familiar with various course
materials and evaluate their skills so that they could set up and follows realistic goals. Thus, during
the first couple of weeks, their goals might not have been stable. To confirm this possible effect of
time factor, future study is necessary.
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CHAPTER 5

Generating SRL theory through data

5.1 Introduction

The previous chapter examined how well survey data and trace data indicated online learners’
achievement goals. Field study results with the data composed of responses to the Achievement
Goal Questionnaire-Revised (AGQ-R) [51] and to the survey measuring controlling-autonomous
motivations [162]. Results showed that Confirmatory Factor Analysis (CFA) solutions based on
the goal complex model did not fit survey data globally and locally. On the other hand, solutions
based on the same model showed better global and local fits when using trace data. In particular,
trace data collected in the last two weeks of a course (i.e., weeks 3 and 4), after learners may have
had time to experience and acclimate to the course and its circumstances, showed strong theoretical
alignment with the goal complex model tested.

A natural next step would be investigating causes of the differences through scrutinizing how
well each dataset indicates information relevant to achievement goals. In such an investigation, the
focus would be analyzing data with less reliance on a previous theory. Through this data-driven
approach, several types of insights might be drawn ranging from how to modify the survey and
trace indicators to how to further expand and articulate the goal complex theory.

5.1.1 Variable-centered approach versus person-centered approach

Studies in learning analytics often apply one of two methodological approaches – variable-centered
or person-centered – to data analysis, each of which answers different types of research questions.
The variable-centered approach focuses on identifying associations among variables which can
characterize the entire dataset. It identifies predictor-outcome associations and builds a predictive
model to answer questions regarding the influence of predictor variables on outcome variables.
Frequently used statistical methods in this category are correlations, regression analysis, and struc-
tural equation modeling, including CFA [71, 91, 124]. Researchers who apply this approach often
aim to understand the entire dataset in terms of these associations. For example, in the previous
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chapter, CFAs were conducted to examine whether and how well a dataset fits a particular theory
by examining the relationship between indicator variables and latent variables. In this process of
identifying associations among variables, it is assumed that a dataset is composed of relatively ho-
mogeneous individuals – homogeneous because they are a sample from a well-defined population
– who can all be represented by the same set of parameters explaining associations [71, 91].

A person-centered approach could give further insights on the composition of learners’ survey
responses and behavioral trace data. A person-centered approach is often applied to differenti-
ate individuals. Clustering and mixture modeling are examples of person-centered approaches.
These approaches assume that individuals are heterogeneous enough to be differentiated into
groups based on shared attributes [71, 91, 124]. In this particular study’s context, the person-
centered approach can complement the variable-centered approach by more precisely representing
multiple-goal pursuits and suggest how heterogeneous learners can be grouped by similar patterns
of pursuing achievement goals. In this chapter, I will employ latent variable mixture modeling, a
person-centered approach, to enrich understanding of different goals stated in surveys and goal-
relevant behaviors captured through trace data.

5.1.2 Latent variable mixture modeling

Among person-centered approaches, latent variable mixture modeling has consistently garnered
the interest of researchers across fields. Latent Variable Mixture Modeling is a statistical technique
that reveals clusters of sample populations using indicators [111, 120, 138]. Latent variable mix-
ture modeling is subdivided into Latent Profile Analysis (LPA) and Latent Class Analysis (LCA)
depending on which data type indicators form latent variables. LPA uses continuous data while
LCA uses categorical data. Yet, because latent variable mixture modeling often includes both
continuous and categorical data as indicators, Pastor et al. [124] pointed out that such distinc-
tion might be unnecessary. Unlike clustering, latent variable mixture modeling does not require
transforming indicators measured in different scales or exhibiting different degrees of variances to
match scales for analysis [124]. This is an especially clear advantage for the present study which
includes a combination of continuous variables on a large scale and categorical data on a smaller
scale. Furthermore, latent variable mixture modeling has a set of more rigorous criteria, such as
Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), than clustering.
These criteria are used to evaluate solution fits and decide which solution best represents features
in the given dataset best [124, 138].

Some previous studies on achievement goals applied latent variable mixture modeling on sur-
vey datasets in order to understand relationships between clusters and various learning outcomes
such as task performance and motivations. Pastor et al. [124] aimed to compare LCA solu-
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tions on different subset of college students’ responses to the Achievement Goal Questionnaire
(AGQ) [50]. The authors examined LCA solutions on (1) a dataset only with mastery-approach
and performance-approach question responses, (2) a dataset with mastery-approach, performance-
approach, and performance-avoidance questions responses, and (3) the full dataset with mastery-
approach, mastery-avoidance, performance-approach, and performance-avoidance question re-
sponses. Then using cluster outputs from the final solutions, they examined correlations between
each cluster and students’ motivation and performance. Zhang et al. [184] investigated correla-
tions between German elementary students’ multiple goal pursuit and learning outcomes such as
motivation, test anxiety, and academic performances by running LCA on survey data. They identi-
fied three patterns of multiple goal pursuit: (1) high mastery, (2) low mastery, and (3) high in both
mastery and performance-approach. Schwinger and Wild [140] conducted LCA on a five years
long longitudinal data. They reported changes in multiple-goal pursuits of students and analyzed
relationships between these goal pursuits and learning outcomes.

The focus of the current study is to compare self-reported survey datasets and trace datasets.
It was motivated by Chapter 4, where CFA results questioned the correspondence of survey data
to trace data in measuring achievement goals of learners taking an online degree program course.
Thus, to examine patterns of cluster outputs of each dataset, I shaped one of the first studies con-
ducting latent variable mixture modeling on trace datasets as well as survey datasets. That is, the
present study has contributed in three ways: (1) applying latent variable mixture modeling based
on goal complex theory (2) on a unique sample population (3) to directly estimate the difference
in the information collected by different measures.

5.2 Research Questions

The following research questions were posed in order to further examine the collected data de-
scribed in Chapter 4.

• RQ1. What goal clusters can be identified from survey data?

• RQ2. What goal clusters can be identified from trace data?

• RQ3. How are goal survey-based goal clusters and trace-based goal clusters related?

RQ1 and RQ2 were posed to compare and contrast the difference of achievement-goal-relevant
information captured by survey and trace indicators. Answering RQ1 and RQ2 could show patterns
of learners’ survey responses and behavioral trace data and enrich understanding of how these
responses and behavioral data are different. To answer RQ1 and RQ2, latent variable mixture
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modeling was applied to each survey and trace dataset and then parsimonious clusters of learners
were identified.

RQ3 is an exploratory research question to deepen understanding of relationship between sur-
vey responses and trace indicators through further probes of findings from RQ1 and RQ2. Once
differences or similarities between survey and trace datasets are captured, it is natural to question
why such differences or similarities were observed. For instance, a learner might have been identi-
fied as a mastery learner according to a survey dataset but not as one based on a trace dataset. Such
misalignment could explain why the differences or similarities between survey and trace datasets
happened.

5.3 Methods

5.3.1 Study context

Survey and trace data were collected during two iterations of an introductory data science course
offered in September, 2021 (151 enrollments) and January, 2022 (98 enrollments). This course
was the first technical course for an online applied data science Master’s degree program at the
University of Michigan, School of Information. The course had multiple distinctive characteristics
from traditional residential college courses and Massive Open Online Courses (MOOCs). This
online course was different from MOOCs in that it was a full tuition credit-bearing course which
led to a degree pathway, and enrollment was limited. Furthermore, student-instructor ratio is in line
with degree granting program than MOOCs with a plenty of individual synchronous office hours.
Compared to traditional residential college courses, learners of this course were more diverse in
ages, background knowledge, and level of education, and as many of these learners were employed
and had parental responsibilities and had come back to the university degree program after a while
to be part-time students.

In this course, learners had to submit four weekly mandatory assignments and each of these
assignments was worth 25% of the full credit. Furthermore, learners could earn additional credit
by submitting bonus assignments. The top letter grade, A+, was only awarded to students who
submitted one or more bonus assignments and earned 100% in every mandatory assignments.
Extra assignments did not give learners any additional points but provided them with opportunities
to learn skills or concepts beyond course. Learners could submit any of these assignments as many
times as they wanted until the deadline, and their submissions were graded through automatic code
grading system called ‘autograder’ which would run unit tests on learners’ submissions. Figure
5.1 shows the overall timeline of the course.
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Figure 5.1: A course timeline showing when surveys and assignments were provided to learners.
Trace data were collected throughout the course and were broken into two datasets based on when
the data were collected.

5.3.2 Data

5.3.2.1 Measurements and indicators

Two questionnaires were employed to collect self-reported achievement goals: Achievement Goal
Questionnaire (AGQ-R) [51] and motivation survey data [162]. Multiple previous research com-
bined these two questionnaires to measure self-reported achievement goals from the perspective of
goal complex theory [15, 16, 127, 144, 161]. Both questionnaires were shown to learners at the
beginning of weeks 1 and 3, as learners’ goals could change after the first half of the course.

To design a set of trace indicators, the domain modeling step of the Evidence-Centered Design
(ECD) framework was implemented. It is a useful way to identify potential under- and over-
representation of target constructs [14, 105, 106]. The results of the framework implementation
are reported through ‘the design pattern’ tables [3, 58].

5.3.2.2 Self-reported: Achievement Goal Questionnaire-Revised (AGQ-R)

Achievement Goal Questionnaire-Revised (AGQ-R) was designed and examined by Elliot and
Murayama [51] using American undergraduate students’ self-reported achievement goals on an
exam for their college course. This questionnaire is composed of twelve 5-point Likert-scale items:
four mastery-approach items, four mastery-avoidance items, four performance-approach items,
and four performance-avoidance items. In this study, this questionnaire was shown to learners
to measure their mastery and performance goals. The AGQ-R used for the study is attached in
appendix B.
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5.3.2.3 Self-reported: Motivation questionnaire

Motivation questionnaire designed by Vansteenkiste et al. [162] based on Sheldon and Kasser
[147]. This questionnaire is composed of four 5-point Likert-scale items where each of these
items represents the external, introjected, identified, and intrinsic motivations for performance
goal pursuit. In this study, the external and introjected items were used to as two indicators
for performance-controlling goals and the identified and intrinsic items were used to measure
performance-autonomous goals.

5.3.2.4 Trace: Sharing preference on bonus assignments

Optional weekly bonus assignments provided learners opportunities to earn additional credit which
were designed to attract performance learners to whom normative standards such as the final letter
grade matters. For week 1 bonus assignment, tasks were given on a specific tool for practicing
regular expression [181]. The rest of weekly bonus assignments were Python programming as-
signments on the Jupyter Notebook.

Learners were also asked to clarify if and how they would like to share their answers with
faculty members and learners. Regarding the sharing preference, learners had three options as
follows:

• I do not want my answers shared with others after the assignment deadline.

• You may share my answers with others but only anonymously after the assignment deadline.

• You may share my answers with others but only with credit after the assignment deadline.

Considering that performance-controlling learners were likely to seek external approval or
recognition from peers and faculty of the degree program, the third option was used as an in-
dicator for performance-controlling goal. On the other hand, the first two options represented
performance-autonomous goal. More specific rationale and limitations of the trace indicators are
presented on Table 4.2.

5.3.2.5 Trace: Extra assignment submission

Optional weekly extra assignments were designed to attract mastery learners. These assignments
did not give any additional credit but provided tasks from which learners can learn new skills
beyond other course materials. As the bonus assignments, the first week extra assignments were
presented on the tool for practicing regular expression [181] while the rest of the extra assignments
were provided on the Jupyter Notebook. Table 4.3 shows more detailed rationale and limitations
of the trace indicator design.
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5.3.2.6 Trace: Tip-of-the-week email and Jupyter Notebook

In weeks 2 and 4, the course instructor released a tip-of-the-week Jupyter Notebook and sent a
notification email about the release. Through these tip-of-the-week Jupyter Notebooks, instructors
explained how to write more efficient and readable Python code. The main difference between
it and the optional assignments explained above was an absence of particular tasks or deadline
for this learning material. Table 4.1 presented more detailed rationale and limitations of the trace
indicator design.

5.3.2.7 Trace: Interactions with bonus and extra assignments

From the previous use of the data for other study, it was observed that some learners interacted
with bonus and extra assignments yet did not submit their assignments. Some of these incomplete
assignment submission might be indicators of achievement goals. For example, learners might
have not completed and submitted assignments for time constraint or high perceived difficulty
of assignments despite a motivations to earn additional credits or learn advanced concepts. Yet,
not all of incomplete submissions would be related to achievement goals. Other learners could
also have simply browsed the assignments out of curiosity and did not have serious intention to
complete these optional assignments. To consider these different motivations behind incomplete
assignment submissions, the number of event log data were counted. This indicator design was
based on the rationale that the stronger learners’ motivation was to engage with assignments, the
more active engagement with assignments would have occurred. Each of these interactions was
logged at the telemetry system embedded in the the course. More details of the indicator design
process is presented as the design template on Table 5.1.

5.3.2.8 Trace: Additional submissions of mandatory assignments

It was also observed that some learners submitted their mandatory or optional assignments again
even after they got 100% on their assignment submission. The additional submission did not add
any extra points to their final grade and it seemed that they experimented with alternative ways of
coding to get the correct answer. The behavioral pattern was used as another indicator of mastery
goal in this study. The indicator was designed to be a count variable which represent the number
of assignments learners made additional submissions to even after reaching to the 100%. For
example, if a learner made additional submissions for the week 1 mandatory assignment, the week
4 mandatory assignment, the week 1 bonus assignment, and the week 2 extra assignment, the
indicator value for the learner was 4. More details of the indicator design process is given on Table
5.2.
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Attribute Definition
Argument

Component

Summary
Through actively interacting with an optional weekly as-
signment, learners expressed their mastery or performance
goals.

-

Focal Knowledge,
skills, and abilities

Interacting with optional course materials which matches
learners’ achievement goals.

Claim

Rationale

Through including how actively learners engaged with an
optional assignment, It was possible to capture behaviors
relevant to achievement goals of learners who were inter-
ested in but could not complete assignments for time con-
straint or other challenges. Through counting the num-
ber of log data representing their active engagement, this
approach was expected to distinguish these learners from
other learners who simply took a look at contents out of cu-
riosity without serious intention to complete assignments.

Warrant

Additional
Knowledge, skills,
and abilities

Some learners might have generated fewer log data with
outstanding skills and knowledge instead of lacking serious
intentions. Yet, in this case, most of these learners might
have easily submitted their assignments, and there is an in-
dicator capturing if they submitted or not.

Alternative
explanation

Potential
observation

Learners’ interactions such as
• opening a notification email from their email inbox,
• adding a cell on the Jupyter Notebook,
• executing a cell successfully,
• executing a cell and receiving an error message.
• removing a cell,
• changing contents in a cell.

Data

Potential work
product

Log data was generated every time learners actively en-
gaged with optional assignments. The log data were used
to form continuous variables.

Data

Table 5.1: A design pattern [3, 58] of interactions with optional assignments
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Attribute Definition
Argument

Component

Summary

Log data of learners making additional attempts on assign-
ments after receiving the highest possible score were used
to shape a count variable form of indicator representing
their mastery goal pursuit.

-

Focal Knowledge,
skills, and abilities

Submitting assignments even after received 100% may be
evidence that they pursued mastery goals.

Claim

Rationale

Additional submission after reaching 100% on one’s as-
signment did not give any extra points. Yet, some learn-
ers still experimented with their answers to seek alternative
or even more efficient way for answering given task. Log
data showing such additional submissions could be used
to form an indicator showing learners’ mastery goal pur-
suit. In particular, through counting which assignment they
made additional submissions to, it was expected to form
an indicator showing how strongly these learners pursued
mastery achievement goal.

Warrant

Additional
Knowledge, skills,
and abilities

A learner could have made such additional submissions
simply to play with code which did not involve serious in-
tention to develop their knowledge or understanding. Un-
fortunately, the present indicator could not identify their
precise intention behind additional submissions.

Alternative
explanation

Potential
observation

If each learner made one or more attempts to submit an as-
signment even after reaching 100% which was the highest
score.

Data

Potential work
product

Log data was generated every time learners made an addi-
tional assignment submission. The log data were used to
form count variables.

Data

Table 5.2: A design pattern [3, 58] of additional submissions of assignments after a learner received
100%

5.3.3 Data analysis

5.3.3.1 Indicators

Previous studies showed differences in how to use the AGQ-R to measure achievement goals based
on the goal complex theory. As the goal complex theory does not differentiate the approach-
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avoidance dimension, some of the studies combined approach and avoidance items to measure
each goal [161]. For example, a combination of mastery-approach and mastery-avoidance items
becomes the indicator of a mastery goal. On the other hand, other studies [15, 16, 127, 144] only
used approach items as indicators for each goals. That is, a mastery goal and a performance goal
were respectively measured through mastery-approach items and performance-approach items.

Thus, there were two different types of survey datasets included in the study. The first sur-
vey dataset was composed of sixteen indicator variables: all twelve questions of the AGQ-R
[51] as well as four questions from the questionnaire measuring motivations behind performance-
oriented goals [147, 162]. The second survey dataset excluded mastery-avoidance questions and
performance-avoidance questions which made the number of entire indicator variables ten. Each of
these datasets was split by occasion depending on whether the survey data were collected in week
1 or in week 3 of the course. Thus, there were four survey datasets: week 1 survey dataset, week
3 survey dataset, week 1 no-avoidance survey dataset, and week 3 no-avoidance survey dataset.
Similarly, trace datasets were used as described in Chapter 4. To this, five indicators were added
as per the previous chapter. The trace dataset was also split by occasion based on which weeks the
data were collected: week 1-2 trace dataset and week 3-4 trace dataset. A full list of indicators
used in this study is presented on Table 5.3.
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5.3.3.2 Latent variable mixture modeling

After initial data cleaning to remove learners who did not submit all surveys, paralleling the data
cleaning process in the previous chapter, latent variable mixture modeling was applied on each
of six cleaned datasets. Mplus 8.6 [113] and MplusAutomation R package [66] were used with
a Maximum Likelihood with Robust standard errors (MLR) estimator. It was required to choose
a statistical software that can run both LCA and LPA in the same model, as trace datasets had
both binary indicators and continuous indicators. Mplus was specifically chosen for this purpose
[113] and MplusAutomoation was additionally used to write more concise Mplus code. Mplus
and MplusAutomation code used in this study is attached in Appendix A. The numbers of clusters
across these solution k ranged from one to six (k1, ..., k6). The range was decided based on
the previous studies which conducted latent variable mixture modeling on survey responses in
reference to achievement goals and found no more than six clusters [124, 140, 184].

To answer RQ1 and RQ2, each cluster solution was examined for statistical robustness and
theoretical interpretability. Statistical criteria to evaluate the final cluster solution of each datasets
were Log Likelihood (LL), Akaike Information Criterion (AIC), Bayesian Information Criterion
(BIC), adjusted Bayesian Information Criterion (aBIC), Bootstrap Likelihood Ratio Test (BLRT)
p-value, and Vuo-Lo-Mendell-Rubin likelihood ratio test (VLMR) p-value. The lower the LL,
AIC, BIC, and aBIC values were, the more preferred was that solution compared to other solutions.
Among these, BIC has been often considered as the most reliable fit statistic criteria. BIC rewards
more parsimonious model with fewer parameters [118, 165, 169]. While recent simulation study
questioned the reliability of AIC, it was still included as there is no general agreement about if AIC
should be completely excluded from reports of cluster solutions [118, 138]. In addition to these, a
conventional BLRT p-value or VLMR p-value at 0.05 level are commonly used to decide if a kn
is statistically detectably better than the kn−1. These criteria have been commonly used in latent
variable mixture modeling studies [119, 124, 138, 169].

Instead of adopting strict alpha values of p-value at 0.05 as the cutoff ruling decision-making of
final solution, p-values in a continuous form were reported and were considered as one evidence
along with other statistical criteria and theoretical interpretability1. It was also confirmed that
the final solution of each dataset was generated through normally terminated solution estimation
and that the best log likelihood was replicated, which are necessary conditions for each solution
to be trustworthy [113]. Furthermore, to determine a final solution per dataset, cluster sizes and
parameter sizes were also checked. There is no existing agreement on how large a cluster should
be, but small clusters often do not conceptually add values [169]. This study followed a suggestion
from previous work [145, 169]; unless a cluster has distinctive characteristics from other clusters,

1See Wasserstein and Lazar [167] and Wasserstein et al. [168] to learn more about why p-values at 0.05 is limited
and should not be considered as the only evidence to make scientific decisions
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a solution with one or more clusters with less than 10 learners, which is approximately 5% of the
sample size per cluster, was not preferred. Furthermore, a parameter value should be smaller than
entire learner population size of each dataset (i.e., 193).

It is generally a common practice to consider theoretical interpretability in conjunction with the
statistical criteria when latent variable mixture modeling is used. Even if a solution reported supe-
rior statistical criteria, it is not recommended to select it as the final solution without theoretically
meaningful interpretability [110, 118, 169]. Yet, considering the aim of this work was investigat-
ing information as captured by surveys and trace data, theoretical interpretability was not used to
reject a certain solution. Instead, theoretical interpretability was discussed to coherently explain
and label clusters.

Theoretical interpretability was examined through parameter examination and visual inspec-
tion. Parameters included threshold of categorical variables and means of continuous and count
variables. Thresholds represent what percentage of the population in a cluster chose a particular
option for a type of categorical data. Mplus provides thresholds in the logit scale, so a threshold
of 3 shows that approximately 95% of the population in cluster A submitted the assignment. An
equation to transform a threshold N on the logit scale to a percentage is presented below.

1/(1 + exp(−N)) (5.1)

5.3.3.3 Cross tabulation

To answer RQ3 on the relationship between survey dataset and trace dataset, cross tabulation was
used. The first table was generated using cluster outputs of latent variable mixture modeling on
the week 1 survey dataset and then week 1-2 trace dataset. With clusters of the survey dataset on
columns and clusters of the trace dataset on indices, the pivot table could present how learners’
survey responses were related with their behavioral trace data. For example, if there is a pattern
presenting that learners who responded to mastery achievement goal items mostly positively but did
not engage much with learning materials for mastery learners, it shows that learners’ expectation or
plan on their self-reported achievement goals were not aligned with learners’ behavioral indicators
of achievement goals during learning.

5.4 Results

5.4.1 Data overview

The total sample of learners was 193 after removing learners who did not complete any of AGQ-R
and the motivation survey in weeks 1 and 3. Survey datasets analyzed in this study were same
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as the datasets used in Chapter 4. A descriptive statistic summary of these additional trace in-
dicators is presented on Table 5.4. (See Table 4.5 and Table 4.6 in Chapter 4 for summaries of
descriptive statistics for the rest of the data). As the datasets used in study 2, bonusN no sharing
indicators were all collapsed to bonusN anonymous indicators since bonusN no sharing indicators
only showed a couple of observations.

Continuous and count variables were also log-transformed and z-scored. These variables
were log transformed to contain outliers and then were z-scored to improve the solution con-
vergence process for estimating the parameters of each latent variable mixture modeling solution
[70]. Trace datasets had multiple continuous indicator variables: emailN count, notebookN count,
bonusN count, extraN count, and additionalN count where the N represents from which week the
data were collected.

Performance Mastery
bonus1 count bonus2 count extra1 count extra2 count additional12 count

Week 1
x̄ 1107.005 97.010 230.601 19.968 0.098
σ 1833.645 201.379 594.079 63.506 0.331

bonus3 count bonus4 count extra3 count extra4 count additional34 count

Week 3
x̄ 64.186 52.927 7.637 1.621 0.139
σ 136.686 160.688 35.147 10.734 0.403

Note. x̄ = mean, σ = standard deviation.

Table 5.4: A descriptive statistic summary of newly added trace data which are the number of log
events. Variable names are equal to the variable names in the row index of Table 5.3.

5.4.2 Findings

RQ1 and RQ2 respectively asked what clusters could be identified from survey datasets and from
trace datasets. To answer these RQs, latent variable mixture modeling was conducted on four
survey datasets and two trace datasets.

5.4.2.1 Model estimation: statistical criteria

Multiple solutions with different variance and covariance settings were examined to increase the
stability of the final solution. Settings explored were chosen from Pastor et al. [124] and tweaked
accordingly. For instance, on Mplus, the MLR estimator setting did not allow categorical variables
to be specified and therefore variance settings were not changed for survey datasets which were
composed of only categorical variables. For survey datasets, (1) solutions with covariances fixed
at 0 and (2) solutions with freely estimated covariances were examined. For trace datasets, there
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were six settings examined: (1) variances equal within and across clusters and covariances fixed at
0, (2) variances different within but equal across cluster and covariances fixed at 0, (3) variances
different within a cluster but equal across cluster and covariances equal across clusters, and (4)
variances different within a cluster but equal across cluster and freely estimated covariances.

Among these, only solutions with covariances fixed at 0 were successfully identified for the
survey datasets. For trace datasets, there were two types of solutions identified: (1) solutions
with variances equal within and across clusters and covariances fixed at 0 and (2) solutions with
variances varying within but equal across clusters and covariances fixed at 0. Thus, there were two
types of six solutions (k1,...,k6) identified per each trace dataset.

To identify the final solution per each dataset, statistical criteria and cluster sizes of each solu-
tion were evaluated. For example, Table 5.6 presents statistical values of solutions for the week
1 survey dataset. BLRT p-values and VLMR p-values agreed that there was no meaningful im-
provement in solutions beyond the 3-cluster solution (k3). k3 also reported the smallest BIC value.
It showed large enough cluster size and the number of parameter was smaller than the number of
learners (i.e., 193). Therefore, k3 was further investigated of theoretical interpretability. For the
trace datasets which had two sets of six solutions, there were two iterations of the process to select
the final solution of each set. Then, these final solutions were compared against each other. For
both week 1-2 trace dataset and week 3-4 trace dataset, the solution with variances varying within
but equal across a clusters and covariances fixed at 0 was selected for the further investigation.

After applying the same set of statistical criteria, the following were chosen as the final solution
for each dataset (Table 5.5): k2 for the week 1 survey dataset (Table 5.6), k3 for the week 1 no-
avoidance survey dataset (Table 5.7), k4 for the week 3 no-avoidance survey dataset (Table 5.9), k3
for the week 1-2 trace dataset (Table 5.10) and k3 for the week 3-4 trace dataset (Table 5.11). For
the week 3 survey dataset, there was no solution in which were meaningfully improved compared
to the solution with one less cluster according to BLRT and VLMR p-values (Table 5.8).

Dataset Final solution
Week 1 survey k2
Week 1 no-avoidance survey k3
Week 3 survey –
Week 3 no-avoidance survey k4
Week 1-2 trace k3
Week 3-4 trace k3

Note. kn = A solution with cluster size n.

Table 5.5: Final solutions per dataset. Week 3 survey solution was not reported since it was not
identified.
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5.4.2.2 Model estimation: theoretical interpretability

To continue to answer RQ1 and RQ2, the final solutions’ thresholds of categorical variables and
means of continuous and count variables were examined for theoretical interpretability.

Overall, all clusters generated by survey-based solutions (RQ1) showed that learners responded
highly positively to most of achievement goal questions except performance-controlling items.
More specifically, regarding k2 for the week 1 survey dataset (Figure 5.2), learners in the cluster
1 (n = 60) showed positive responses to all question items except both performance-controlling
items. Thus, cluster 1 was labelled as ‘strongly positive’ group. Learners in cluster 2 (n = 133)
still showed highly positive responses toward mastery approach and mastery avoidance items. Yet,
their responses toward performance-autonomous items were more neutral. Thus, the cluster 2 was
labelled as ‘strongly mastery and lean performance-autonomous’ group.

In terms of k3 for the week 1 no-avoidance survey dataset (Figure 5.3), cluster 1 (n = 51) was
labelled as ‘strongly positive’ since it showed similar response proportions to the cluster 1 of the
week 1 survey dataset. Response proportion of cluster 2 (n = 78) was similar to the ‘strongly
positive’ cluster of the same dataset with a lower proportion of response ‘strongly agree’ and an
increase of response ‘agree.’ Therefore, cluster 2 was named as ‘generally positive.’ Responses
of learners in cluster 3 (n = 64) focused toward mastery goal items, and there were more nega-
tive and neutral responses to performance, performance-autonomous, and performance-controlling
motivation items. Thus, the cluster 3 was labelled as ‘strongly mastery.’

Regarding k4 for the week 3 no-avoidance survey dataset (Figure 5.4), the cluster 1 (n = 49) and
the cluster 4 (n = 58) were respectively labelled as ‘strongly positive’ and as ‘generally positive’
considering dominantly positive responses toward the mastery, performance, and performance-
autonomous items. The cluster 3 (n = 69) was named as ‘strongly mastery’ for response propor-
tions which were similar to the cluster 3 for the week 1 no-avoidance survey dataset. The cluster
2 (n = 17) were labelled as ‘lean mastery’ for their less positive answers to mastery items and
dominantly neutral or negative responses to performance items.

In contrast to the survey-based clusters showing highly positive toward most of achievement
goals, trace-based solutions clustered learners into three distinctive groups including less engaged
group which were the biggest in each dataset (RQ2). Regarding the k3 for the week 1-2 trace
dataset (Figure 5.5, Table 5.12), cluster 3 (n = 52) shows learners who were comparably more in-
terested in engaging with bonus and extra materials. Learners in the cluster 3 generated the highest
number of log data from engagement with bonus assignments, extra assignments, and tip-of-the-
week Jupyter Notebook (Table 5.12). Furthermore, they also showed more interest in sharing their
answers to the week 1 bonus assignment with credit than sharing them anonymously. This cluster
was named as ‘mastery and performance-controlling’ group. On the other hand, learners in cluster
1 (n = 44) showed more targeted interest on bonus materials. While they opened tip-of-the-week
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Strongly positive
Cluster 1   (n = 60)

Strongly mastery and lean performance−autonomous
Cluster 2   (n = 133)
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Figure 5.2: Response proportion (i.e., thresholds of categorical indicators) of the 2-cluster solution
on the week 1 survey dataset.
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Figure 5.3: Response proportion (i.e., thresholds of categorical indicators) of the 3-cluster solution
on the week 1 no-avoidance survey dataset.
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Figure 5.4: Response proportion (i.e., thresholds of categorical indicators) of the 4-cluster solution
on the week 3 no-avoidance survey dataset.
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notification emails more than learners in cluster 3, notebook2 count variables showed that their
engagement with tip-of-the-week Jupyter Notebook was not as high as that of learners in cluster 3
(Table 5.12). Means of indicators extra1 count and extra2 count showing their engagement with
extra assignments were also lower than means of bonus1 count and bonus2 count representing
learners’ engagement with bonus assignments. Learners in cluster 1 also preferred anonymous
sharing over sharing with credit for the week 1 bonus assignment (Figure 5.5). This cluster was
labelled as ‘performance-autonomous’ group. Learners in cluster 2 (n = 97) overall showed low
engagement with materials. This cluster were labelled as ‘less engaged’ group.

Finally, for the k3 for the week 3-4 trace dataset (Figure 5.6, Table 5.13), cluster 3 (n = 7) re-
ported the smaller number of learners than 5% of the entire sample size but k3 still remained as the
final solution for the dataset. It was not only clearly distinguished from other clusters but also added
meaningful interpretation of the data. Cluster 3 showed the highest engagement with overall bonus
and extra materials in all three clusters. In particular, the indicators extra3 count, extra4 count
(Table 5.13) and extra3 submit (Figure 5.6) showed that learners in cluster 3 engaged with both
weeks 3 and 4 extra assignments much more than learners in the other clusters. Furthermore,
they also made the most additional submission of assignments even after they received 100%. In
terms of performance achievement goal indicators, learners in cluster 3 showed comparably higher
engagement with performance materials with mixed preference between anonymous sharing and
sharing with credits over weeks 3 and 4. Thus, cluster 3 was labelled as ‘mastery and performance-
autonomous’ group. On the other hand, learners in cluster 2 (n = 49) consistently preferred sharing
with credit over sharing anonymously in weeks 3 and 4. They also showed more weighed interest in
bonus assignments than extra assignments. Values of bonus3 count and bonus4 count were much
higher than values of extra3 count and extra4 count. Yet, their notebook4 count value was the
highest in all clusters. This cluster was labelled as ‘mastery and performance-controlling’ group.
Lastly, cluster 1 with the largest number of learners (n = 136) generally showed less engagement
with overall materials and therefore named as ‘less engaged’ group.

5.4.2.3 Cross tabulation on relationships between survey- and trace-based clusters

RQ3 asked the relationship between the survey response data and trace data. To answer the ex-
ploratory RQ, three cross tabulations were generated. If survey-based clusters and trace-based
clusters were aligned, similarly labelled clusters should show high overlap of learners. Yet, t hese
tabulations showed that these clusters were not closely aligned.

Table 5.14 presents the relationship between cluster outputs of the week 1 survey dataset and
cluster outputs of week 1-2 trace dataset. While learners’ survey responses did not clearly distin-
guish mastery, performance-autonomous, and performance-controlling, the behavioral trace indi-
cators identified different achievement goals. Specifically, learners made predominantly positive
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Figure 5.5: Proportions of engagement with learning materials (i.e., thresholds of binary indica-
tors) for the 3-cluster solution on the week 1-2 trace dataset.
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Figure 5.6: Proportions of engagement with learning materials (i.e., thresholds of binary indica-
tors) of the 3-cluster solution on the week 3-4 trace dataset.
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Performance
-autonomous

Cluster 1 (n = 44)

Less engaged
Cluster 2 (n = 97)

Mastery and
performance
-controlling

Cluster 3 (n = 52)
email2 count 0.186 -0.054 -0.013
notebook2 count 0.145 -0.289 0.587
bonus1 count 0.937 -0.987 1.022
bonus2 count 0.343 -0.444 0.749
extra1 count -0.393 -0.642 1.692
extra2 count -0.087 -0.298 0.791
additional12 count 0.145 -0.188 0.137

Note 1. Means were computed with z-scored continuous variables.
Note 2. Standard deviations were not reported since each indicator had the same variances across
clusters due to the setting of the solution.

Table 5.12: Means of continuous variables in week 1-2 trace dataset.

Less engaged
Cluster 1 (n = 136)

Mastery and
performance
-controlling

Cluster 2 (n = 49)

Mastery and
performance
-autonomous

Cluster 3 (n = 7)
email4 count 0.013 -0.033 0.623
notebook4 count -0.151 0.408 0.193
bonus3 count -0.602 1.480 1.546
bonus4 count -0.376 0.866 1.274
extra3 count -0.278 0.252 3.550
extra4 count -0.184 -0.166 4.284
additional34 count -0.200 0.310 0.985

Note 1. Means were computed in the logit scale on Mplus.
Note 2. Standard deviations were not reported since each indicator had the same variances across
clusters due to the setting of the solution.

Table 5.13: Means of continuous variables in week 3-4 trace dataset.

responses to most of survey items except performance-controlling items. However, the trace-based
solution identified 97 learners, which is approximately 50% of learners, as ‘less engaged.’ Further-
more, 44 of learners into ‘mastery and performance-controlling’ although most learners responded
negatively to the performance-controlling items.

Table 5.15 displays the relationship between cluster outputs of the week 1 no-avoidance survey
dataset and cluster outputs of week 1-2 trace dataset. This table also showed similar relationship
to what the previous table presented. For example, while most learners made positive responses
toward survey items except performance-controlling items, approximately a half of them were
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clustered into ‘less engaged’ group. Furthermore, about 20 to 30% of learners were clustered as
‘mastery and performance-controlling.’

Finally, Table 5.16 shows the relationship between cluster outputs of the week 3 survey dataset
and cluster outputs of week 3-4 trace dataset. According to the trace-based solution, there was a
sharp increase of learners who were clustered into ‘less engaged’ group: from 97 learners to 137
learners. These ‘less engaged’ learners were from every survey-based cluster which all represented
positive responses toward mastery or overall question items except performance-controlling ones.

Trace
Survey Strongly

positive

Strongly mastery and
lean performance

-autonomous
Total

Performance-
autonomous

8 36 44

Less engaged 29 68 97
Mastery and
performance-controlling

16 36 52

Total 53 140 193

Table 5.14: Relationship between the week 1 survey data and the week 1-2 trace data

Trace
Survey Strongly

positive
Generally
positive

Strongly
mastery

Total

Performance-
autonomous

12 17 15 44

Less engaged 25 36 36 97
Mastery and
performance-controlling

14 25 13 52

Total 51 78 64 193

Table 5.15: Relationship between the week 1 no-avoidance survey data and the week 1-2 trace data

5.5 Discussion and future work

This study posed three RQs as follows:

• RQ1. What goal clusters can be identified from survey data?

• RQ2. What goal clusters can be identified from trace data?

• RQ3. How are goal survey-based goal clusters and trace-based goal clusters related?
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Trace
Survey Strongly

positive
Lean

mastery
Strongly
mastery

Generally
positive

Total

Less engaged 34 13 53 37 137
Mastery and
performance-controlling

13 4 13 19 49

Mastery and
performance-
autonomous

2 0 3 2 7

Total 49 17 69 58 193

Table 5.16: Relationship between the week 3 survey data and the week 3-4 trace data

Findings showed that the survey-based clusters represented a predominantly positive reaction to
achievement goals except the performance-controlling goal. On the other hand, trace-based clus-
ters showed that more than half of learners in each dataset were clustered into the ‘less engaged’
group. The proportion of these ‘less engaged’ learners sharply increased from weeks 1 and 2 to
weeks 3 and 4. Cross tabulations also showed that ‘less engaged’ learners were present in every
survey-based cluster.

It is clear that achievement goals as measured by the surveys did not translate into behaviors
with course materials. One possible explanation for this discrepancy specifically in weeks 1 and 2
would be the difference between expectation and the reality. The survey responses were collected
before learning when learners have vague assumption of how the course would be. Furthermore,
these responses could have reflected learners’ hopes about how they would like to learn and how
they would like to present themselves to teaching staff, peers, and themselves. It is less likely that
learners have considered precise challenges which could change their goals or make them difficult
pursue. Thus, once the course started, these vaguely defined goals could have been challenged.
For example, learners might have thought that mastery goals were more socially desirable since
some instructors encourage students to be internally motivated. Yet, they may forget to consider
that pursuing mastery goals often requires more time commitment.

Even after 2 weeks of the course, which should allow enough time for learners to familiarize
themselves with the course environment, the discrepancy between survey-based clusters and trace-
base clusters did not change. On week 3 surveys, many learners still declared that their goals were
either a combination of mastery and performance-autonomous goals or solely mastery goals. On
the other hand, trace data indicated that more than half of learners did not engage with learning
materials designed for each achievement goal. One explanation is that learners recognized their
failure to meet the initial goals but decided to try again, which was not successful. Another expla-
nation is that learners did not seriously commit to the goal. Either way, considering the increase
of ‘less engaged’ learners in weeks 3 and 4, keeping a goal in their head and following a goal with
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actions seem to be two different things.
The finding that achievement goals as measured by surveys do not translate into learning behav-

iors questions the common interpretation of existing goal theory and associated instruments. One
example is why performance goals have been reported less than mastery goals. Multiple studies
showed that students described their goals as performance goals much less frequently than mas-
tery goals during interviews or surveys [26, 69, 157]. One of these studies even concluded that
performance goals are not pursued enough for researchers to study them [26].

Many previous studies also assumed that learners maintained achievement goals measured be-
fore learning. Based on the assumption, these studies often aim to find causal relationships between
achievement goals and learning outcomes [75, 98, 143, 180]. There is no consensus on a clear cor-
relation between achievement goals and academic achievement for mastery-focused learners [143].

A potential explanation for these observations might be that many learners stated mastery goals
before learning but did not actually follow the goal during learning. That is, it might not be
appropriate to label mastery learners based on surveys before learning. It is crucial to conduct more
studies with trace data in various contexts in order to investigate if there are other discrepancies
which could be better explained.

One fundamental implication for future researchers is that they have to clearly define in their
study what ‘an achievement goal’ is: (1) learners’ expectations on how to learn before learning,
(2) their actual process of goal pursuit during learning, or (3) their recall of how they learned after
learning. The first and the third measurements could be valuable for researchers to understand
learners’ perception on their achievement goals and these could be collected through pre- and
post-surveys. Yet, if researchers would like to identify the goal-relevant behaviors during learning,
a survey would not be the best measure to adopt.

The implication for instructors is that such discrepancies between trace and survey data could
be a useful technique to identify learners that need help with self-regulation. For example, if such
a gap is detected in a course, instructors could intervene and see why that happened – was there
any challenge? Or was it a healthy goal adjustment as learners get used to the course and recognize
various contexts such as their skill level and task difficulty? After identifying reasons for the gap,
instructors could decide if learners need support such as improving time management skills.

It is a limitation that the present study did not consider behavioral indicators outside of the
course. It is possible that learners in the ‘less engaged’ cluster pursued goals in a way that could
not be detected through trace data. For example, instead of engaging with additional materials and
experimenting with alternative answers even after receiving 100% on their assignments, they might
have read blog articles or followed tutorials outside of the course. A future study with broader
scope could expand the understanding of how online learners accomplish their achievement goals
outside of their courses.
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CHAPTER 6

Discussion and conclusion

The field of learning analytics reflects the rise and development of data-intensive approaches to
education [166]. For instance, designing and interpreting trace data has become a common practice
for learning analytics researchers to study SRL. Adoption of trace data was also partially due to
concerns over limitations of self-report measures in capturing SRL constructs. Survey questions,
in particular, generally ask respondents to aggregate their experiences and therefore easily lose
contextual information of SRL [60, 170, 188]. It has been also questioned respondents’ ability
to interpret or recall their own experiences to answer survey questions [79, 164, 170]. These
limitations could cause low construct validity and detachment from dynamic SRL theories.

Although trace data do not suffer from the same limitations surveys have, trace data are not
completely free from validity issues. Validity issues of trace data could appear when researchers’
perspective on theories or interpretation of raw data into education construct are not coherent or
well-thought-out. Kovanovic et al. [86], for example, showed that the validity of a time-on-task
indicator depends on research contexts. That is, both trace data and survey data have their own
limitations which could undermine research contribution.

Understanding how to appropriately employ survey and trace data is a timely task for learning
analytics community. Learning analytics integrates knowledge from traditional instruments such
as surveys and new findings from digital data such as traces [57]. In this integration process, it
is an important step to investigate when and where to use these measures which have different
characteristics. One such type of investigation would be identifying validity issues and limitations
of measures in specific contexts [6, 78, 79, 86, 164, 170]. To build on these previous studies, in
this dissertation, I answered the following overarching research question:

• How can the different nature of self-reported surveys and trace data be understood in order
to adopt more appropriate indicators to capture specific SRL constructs?

To address this question, I identified two approaches from previous SRL works and imple-
mented them: the complement approach and the comparison approach [19, 80, 122, 185]. Com-
plement approach could address researchers’ concern on how to answer SRL-related questions
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with valid adoption of measurements. In Chapter 3, I used complementary surveys and trace indi-
cators in order to understand the long-term effects of reflection prompts on learning. In particular, I
assigned each method to constructs based on understanding of nature of each methods. I used sur-
veys to measure overall satisfaction and perceived learning after learning with reflection prompts.
These constructs were measured through surveys since they are aggregations of inner state of mind
throughout learning. On the other hand, trace indicators were employed to measure learners’ be-
haviors during learning, which could be better captured with more fine-grained and real-time data.
The implication is that complementing both measures could help researchers understanding the
overall pictures of SRL.

Although the complement approach is helpful in capturing different constructs together to build
a holistic picture of SRL, this approach is not suitable for researchers who aim to focus on im-
proving understanding of measurements by comparing the validity of measurements on the same
constructs. This is where comparison approach is necessary. In Chapters 4 and 5, I compared the
difference of information that is captured through surveys and trace indicators to understand what
is more appropriate in measuring achievement goals. In particular, in Chapter 4, I revealed that
surveys measure goal stated before learning which is different from learners’ goal pursued during
learning. This is striking since traditionally surveys have been commonly used to capture goals
with assumptions that the goals would be maintained or rarely change throughout learning. One
implication is that using trace data could be more valid in capturing conceptual constructs such
as achievement goals when constructs are highly context-specific and could potentially change
throughout learning.

Studies in this dissertation not only contribute to the better understanding of how to adopt mea-
sures for specific SRL constructs, but also shed lights on under-explored theoretical aspects of
these constructs. After revealing the misalignment between survey data and the goal complex the-
ory in Chapter 4, I investigated causes of misalignment by data-driven approach in Chapter 5. The
study confirmed that goals stated before learning does not translate to the goal-relevant behaviors
during learning. This finding questions not only the validity of surveys in measuring achieve-
ment goals during learning, but also generates new theoretical understanding of achievement goal
constructs. For example, many previous studies have failed to find a clear relationship between
mastery-focused goals and various learning outcomes, especially academic achievement. The cur-
rent study suggests a potential explanation for these previous findings. That is, researchers might
have labeled mastery learners based on survey responses before learning which does not equate to
learners’ actual goal pursuit behaviors during learning. In summary, the studies in this dissertation
contribute to both methodological and theoretical understanding of SRL and suggest guidance for
future learning analytics studies.

This dissertation did not aim to suggest a generalizable solution applicable across contexts
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and constructs. As Messick [102] said, the validity should be understood in consideration with
contexts for which measures or indicators are adopted. That is, the study findings might not be
generalizable across future research in different contexts. For example, Chapters 4 and 5 were
conducted in an online degree program where learners’ motivation is different from that of college
students taking residential undergraduate courses. This difference could cause findings diverging
from the previous study findings.

Furthermore, trace indicators used in the studies have room for further improvement and gen-
eralization. Although trace indicators were designed through design patterns to understand alter-
native claims, the design process did not remove the inherent equivocality of trace data and its
context-specific nature. Thus, there should be future study investigating and improving trace indi-
cator designs for achievement goals tailored to each study context. When there are enough studies
to begin showing patterns of appropriate trace indicator designs, learning analytics researchers can
also propose more generalizable principles.

Beyond the issue of context, there is a need for reflection on how measures have been created
and used in learning analytics and SRL studies. A large portion of theories have been built on
self-reported data (e.g., surveys) and not all of these studies showed high validity in employing
self-reported measures. Through better understanding of how self-reported surveys and trace data
relate to one another, it is possible that previous findings may be questioned and challenged. Re-
flecting on previous methodological practices in light of modern technical opportunities may direct
researchers toward novel findings which could explain previously under-investigated or misunder-
stood concepts.
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APPENDIX A

Mplus and R Code

A.1 Code for CFA

Mplus code for CFA used in Chapter 4 is given below.

A.1.1 CFA of three-factor model on survey data collected in week1

cfa_survey12_three_factor <- mplusObject(

TITLE = "cfa_survey12_three_factor",

VARIABLE =

"

usevariables = at1-pv3;

categorical = at1-pv3;

missing = ALL (999);

",

MODEL =

"

Mastery BY mp1* mp2 mp3 mv1 mv2 mv3;

Per_at BY pp1* pp2 pp3 pv1 pv2 pv3 at1 at2;

Per_ct BY pp1* pp2 pp3 pv1 pv2 pv3 ct1 ct2;

Mastery@1;

Per_at@1;

85



Per_ct@1;

",

ANALYSIS = "

estimator = WLSMV;

starts = 100;

stscale=1;

PROCESSORS = 6;

",

OUTPUT = "sampstat standardized residual

mod(0) tech1 tech2 tech4;",

PLOT =

"type = plot3;",

SAVEDATA = "FILE = save_cfa_survey12_three_factor.txt;

SAVE = fscores;",

rdata = df12)

cfa_survey_fit_w12_three_factor

<- mplusModeler(cfa_survey12_three_factor,

dataout="cfa_survey12_three_factor.dat",

modelout="cfa_survey12_three_factor.inp" ,

check=TRUE, run = TRUE, hashfilename = FALSE)

A.1.2 CFA of three-factor model on survey data collected in week3

cfa_survey34_three_factor <- mplusObject(

TITLE = "cfa_survey34_three_factor",

VARIABLE =

"

usevariables = at1-pv3;
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categorical = at1-pv3;

missing = ALL (999);

",

MODEL =

"

Mastery BY mp1* mp2 mp3 mv1 mv2 mv3;

Per_at BY pp1* pp2 pp3 pv1 pv2 pv3 at1 at2;

Per_ct BY pp1* pp2 pp3 pv1 pv2 pv3 ct1 ct2;

Mastery@1;

Per_at@1;

Per_ct@1;

",

ANALYSIS = "

estimator = WLSMV;

starts = 100;

stscale=1;

PROCESSORS = 6;

",

OUTPUT = "sampstat standardized

mod(0) tech1 tech2 tech4;",

PLOT =

"type = plot3;",

SAVEDATA = "FILE = save_cfa_survey34_three_factor.txt;

SAVE = fscores;",

rdata = df34)

cfa_survey_fit_w34_three_factor

<- mplusModeler(cfa_survey34_three_factor,

dataout="cfa_survey34_three_factor.dat",
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modelout="cfa_survey34_three_factor.inp" ,

check=TRUE, run = TRUE, hashfilename = FALSE)

A.1.3 CFA of three-factor no-avoidance model on survey data collected in
week1

cfa_survey12_three_factor_nov <- mplusObject(

TITLE = "cfa_survey12_three_factor_nov",

VARIABLE =

"

usevariables = mp1 mp2 mp3 pp1 pp2 pp3 at1 at2 ct1 ct2;

categorical = mp1 mp2 mp3 pp1 pp2 pp3 at1 at2 ct1 ct2;

missing = ALL (999);

",

MODEL =

"

Mastery BY mp1* mp2 mp3;

Per_at BY pp1* pp2 pp3 at1 at2;

Per_ct BY pp1* pp2 pp3 ct1 ct2;

Mastery@1;

Per_at@1;

Per_ct@1;

",

ANALYSIS = "

estimator = WLSMV;

starts = 100;

stscale=1;

PROCESSORS = 6;
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",

OUTPUT = "sampstat standardized residual

mod(0) tech1 tech2 tech4;",

PLOT =

"type = plot3;",

SAVEDATA = "FILE = save_cfa_survey12_three_factor_nov.txt;

SAVE = fscores;",

rdata = df12)

fit_cfa_survey12_three_factor_nov

<- mplusModeler(cfa_survey12_three_factor_nov,

dataout="cfa_survey12_three_factor_nov.dat",

modelout="cfa_survey12_three_factor_nov.inp" ,

check=TRUE, run = TRUE, hashfilename = FALSE)

A.1.4 CFA of three-factor no-avoidance model on survey data collected in
week3

cfa_survey34_three_factor_nov <- mplusObject(

TITLE = "cfa_survey34_three_factor_nov",

VARIABLE =

"

usevariables= mp1 mp2 mp3 pp1 pp2 pp3 at1 at2 ct1 ct2;

categorical = mp1 mp2 mp3 pp1 pp2 pp3 at1 at2 ct1 ct2;

missing = ALL (999);

",

MODEL =

"

Mastery BY mp1* mp2 mp3 ;
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Per_at BY pp1* pp2 pp3 at1 at2;

Per_ct BY pp1* pp2 pp3 ct1 ct2;

Mastery@1;

Per_at@1;

Per_ct@1;

",

ANALYSIS = "

estimator = WLSMV;

starts = 100;

stscale=1;

PROCESSORS = 6;

",

OUTPUT = "sampstat standardized residual

mod(0) tech1 tech2 tech4;",

PLOT =

"type = plot3;",

SAVEDATA = "FILE = save_cfa_survey34_three_factor_nov.txt;

SAVE = fscores;",

rdata = df34)

fit_cfa_survey34_three_factor_nov

<- mplusModeler(cfa_survey34_three_factor_nov,

dataout="cfa_survey34_three_factor_nov.dat",

modelout="cfa_survey34_three_factor_nov.inp" ,

check=TRUE, run = TRUE, hashfilename = FALSE)

A.1.5 CFA of three-factor model on trace data collected in week1-2

cfa_trace_w12_three_factor <- mplusObject(
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TITLE = "cfa_trace12_three_factor",

VARIABLE =

"

usevariables = es1 TIPI_C1 TIPE_C1

bs1_2 bs1_3 bs2_2 bs2_3 BS2_1;

categorical = es1

bs1_2 bs1_3 bs2_2 bs2_3 BS2_1;

missing = ALL (999);

",

MODEL =

"

Goal1 BY ES1* TIPI_C1 TIPE_C1;

Goal2 BY BS1_3* BS2_3;

goal3 BY BS1_2* BS2_2 BS2_1;

goal1@1;

goal2@1;

goal3@1;

",

ANALYSIS = "

estimator = WLSMV;

stscale=1;

starts = 300;

iterations = 10000;

PROCESSORS = 6;

",

OUTPUT = "standardized residual

mod(0) tech1 tech2 tech4;",
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PLOT =

"type = plot3;",

SAVEDATA = "FILE = save_cfa_trace_week12_three_factor.txt;

SAVE = fscores;",

rdata = df12)

cfa_trace_fit_w12_three_factor

<- mplusModeler(cfa_trace_w12_three_factor,

dataout="cfa_trace_week12_three_factor.dat",

modelout="cfa_trace_week12_three_factor.inp",

check=TRUE, run = TRUE, hashfilename = FALSE)

A.1.6 CFA of three-factor model on trace data collected in week3-4

cfa_trace_w34_three_factor <- mplusObject(

TITLE = "cfa_trace_w34_three_factor_",

VARIABLE =

"

usevariables = TIPE_C4 TIPI_C4 ES3

BS3_2 BS3_3 BS4_2 BS4_3;

categorical = ES3

BS3_2 BS3_3 BS4_2 BS4_3;

missing = ALL (999);

",

MODEL =

"

goal1 BY ES3* TIPI_C4 TIPE_C4;
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goal2 BY BS3_3* BS4_3;

goal3 BY BS3_2* BS4_2;

goal1@1;

goal2@1;

goal3@1;

",

ANALYSIS = "

estimator = WLSMV;

starts = 300;

stscale=1;

iterations = 30000;

PROCESSORS = 6;

",

OUTPUT = "sampstat standardized residual

mod(0) tech1 tech2 tech4;",

PLOT =

"type = plot3;",

SAVEDATA = "FILE = save_cfa_trace_week34_three_factor.txt;

SAVE = fscores;",

rdata = df34)

cfa_trace_fit_w34_three_factor

<- mplusModeler(cfa_trace_w34_three_factor,

dataout="cfa_trace_week34_three_factor.dat",

modelout="cfa_trace_week34_three_factor.inp",

check=TRUE, run = TRUE, hashfilename = FALSE)
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A.2 Code for latent variable mixture modeling (LVMM)

Mplusautomation code for LVMM used in the third study (Chapter 5) is given below.

A.2.1 LVMM on the survey data collected in week 1

lca_summary_w12_6 <- lapply(1:6, function(k) {

lca_survey_w12 <- mplusObject(

TITLE = glue("Survey model (week 1-2) class {k}"),

VARIABLE = glue(

"

classes = c({k});

usevariables = at1-pv3;

categorical = at1-pv3;

missing = ALL (999);

"),

MODEL = "

%OVERALL%

at1 WITH at2@0 ct1@0 ct2@0 mp1@0 mp2@0 mp3@0

mv1@0 mv2@0 mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

at2 WITH ct1@0 ct2@0 mp1@0 mp2@0 mp3@0 mv1@0

mv2@0 mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

ct1 WITH ct2@0 mp1@0 mp2@0 mp3@0 mv1@0 mv2@0

mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

ct2 WITH mp1@0 mp2@0 mp3@0 mv1@0 mv2@0 mv3@0

pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

mp1 WITH mp2@0 mp3@0 mv1@0 mv2@0 mv3@0 pp1@0

pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

mp2 WITH mp3@0 mv1@0 mv2@0 mv3@0 pp1@0 pp2@0

pp3@0 pv1@0 pv2@0 pv3@0;

mp3 WITH mv1@0 mv2@0 mv3@0 pp1@0 pp2@0 pp3@0

pv1@0 pv2@0 pv3@0;
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mv1 WITH mv2@0 mv3@0 pp1@0 pp2@0 pp3@0 pv1@0

pv2@0 pv3@0;

mv2 WITH mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0

pv3@0;

mv3 WITH pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

pp1 WITH pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

pp2 WITH pp3@0 pv1@0 pv2@0 pv3@0;

pp3 WITH pv1@0 pv2@0 pv3@0;

pv1 WITH pv2@0 pv3@0;

pv2 WITH pv3@0;

",

ANALYSIS =

"estimator = mlr;

ALGORITHM=INTEGRATION;

PARAMETERIZATION=RESCOV;

integration = montecarlo;

type = mixture;

starts = 400 40;

processors = 8;",

OUTPUT = "residual tech11 tech14;",

PLOT =

"type = plot3;",

SAVEDATA = glue("FILE = save_c{k}_lca_survey_week12.txt;

SAVE = cprob;"),

rdata = df12)

lca_survey_fit_w12 <- mplusModeler(lca_survey_w12,

dataout=glue("c_lca_survey_week12.dat"),

modelout=glue("c{k}_lca_survey_week12.inp"),

check=TRUE, run = TRUE, hashfilename = FALSE)
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})

A.2.2 LVMM on the no-avoidance survey data collected in week 1

lca_summary_w12_6 <- lapply(1:6, function(k) {

lca_survey_w12 <- mplusObject(

TITLE = glue("(Nov) Survey model (week 1-2) class {k}"),

VARIABLE = glue(

"

classes = c({k});

usevariables = at1 at2 ct1 ct2 mp1 mp2 mp3

pp1 pp2 pp3;

categorical = at1 at2 ct1 ct2 mp1 mp2 mp3

pp1 pp2 pp3;

missing = ALL (999);

"),

MODEL = "

%OVERALL%

at1 WITH at2@0 ct1@0 ct2@0 mp1@0

mp2@0 mp3@0 pp1@0 pp2@0 pp3@0;

at2 WITH ct1@0 ct2@0 mp1@0 mp2@0

mp3@0 pp1@0 pp2@0 pp3@0;

ct1 WITH ct2@0 mp1@0 mp2@0 mp3@0

pp1@0 pp2@0 pp3@0;

ct2 WITH mp1@0 mp2@0 mp3@0 pp1@0

pp2@0 pp3@0;

mp1 WITH mp2@0 mp3@0 pp1@0 pp2@0

pp3@0;

mp2 WITH mp3@0 pp1@0 pp2@0 pp3@0;

mp3 WITH pp1@0 pp2@0 pp3@0;

pp1 WITH pp2@0 pp3@0;

pp2 WITH pp3@0;

",
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ANALYSIS =

"estimator = mlr;

type = mixture;

ALGORITHM=INTEGRATION;

integration = montecarlo;

PARAMETERIZATION=RESCOV;

processors = 8;",

OUTPUT = "residual tech11 tech14;",

PLOT =

"type = plot3;",

SAVEDATA = glue("FILE = save_c{k}_lca_survey_week12_nov.txt;

SAVE = cprob;"),

rdata = df12)

lca_survey_fit_w12 <- mplusModeler(lca_survey_w12,

dataout=glue("c_lca_survey_week12_nov.dat"),

modelout=glue("c{k}_lca_survey_week12_nov.inp"),

check=TRUE, run = TRUE, hashfilename = FALSE)

})

A.2.3 LVMM on the survey data collected in week 3

lca_summary_w34_6 <- lapply(1:6, function(k) {

lca_survey_w34 <- mplusObject(

TITLE = glue("Survey model week 3-4 Class {k}"),

VARIABLE = glue(

"
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classes = c({k});

usevariables = at1-pv3;

categorical = at1-pv3;

missing = ALL (999);

"),

MODEL = "

%OVERALL%

at1 WITH at2@0 ct1@0 ct2@0 mp1@0 mp2@0 mp3@0

mv1@0 mv2@0 mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

at2 WITH ct1@0 ct2@0 mp1@0 mp2@0 mp3@0 mv1@0

mv2@0 mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

ct1 WITH ct2@0 mp1@0 mp2@0 mp3@0 mv1@0 mv2@0

mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

ct2 WITH mp1@0 mp2@0 mp3@0 mv1@0 mv2@0 mv3@0

pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

mp1 WITH mp2@0 mp3@0 mv1@0 mv2@0 mv3@0 pp1@0

pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

mp2 WITH mp3@0 mv1@0 mv2@0 mv3@0 pp1@0 pp2@0

pp3@0 pv1@0 pv2@0 pv3@0;

mp3 WITH mv1@0 mv2@0 mv3@0 pp1@0 pp2@0 pp3@0

pv1@0 pv2@0 pv3@0;

mv1 WITH mv2@0 mv3@0 pp1@0 pp2@0 pp3@0 pv1@0

pv2@0 pv3@0;

mv2 WITH mv3@0 pp1@0 pp2@0 pp3@0 pv1@0 pv2@0

pv3@0;

mv3 WITH pp1@0 pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

pp1 WITH pp2@0 pp3@0 pv1@0 pv2@0 pv3@0;

pp2 WITH pp3@0 pv1@0 pv2@0 pv3@0;

pp3 WITH pv1@0 pv2@0 pv3@0;

pv1 WITH pv2@0 pv3@0;

pv2 WITH pv3@0;

",
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ANALYSIS =

"estimator = mlr;

ALGORITHM=INTEGRATION;

PARAMETERIZATION=RESCOV;

integration = montecarlo;

type = mixture;

starts = 200 20;

processors = 8;",

OUTPUT = "sampstat residual tech4 tech11 tech12 tech14;",

PLOT =

"type = plot3;

",

SAVEDATA = glue("FILE = save_c{k}_lca_survey_week34.txt;

SAVE = cprob;"),

rdata = df34)

lca_survey_fit_w34 <- mplusModeler(lca_survey_w34,

dataout=glue("c_lca_survey_week34.dat"),

modelout=glue("c{k}_lca_survey_week34.inp"),

check=TRUE, run = TRUE, hashfilename = FALSE)

})

A.2.4 LVMM on the no-avoidance survey data collected in week 3

lca_summary_w34_nov_6 <- lapply(1:6, function(k) {

lca_survey_w34_nov <- mplusObject(

TITLE = glue("(Nov) Survey model week 3-4 Class {k}"),

VARIABLE = glue(

"
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classes = c({k});

usevariables = mp1 mp2 mp3 pp1 pp2 pp3 at1 at2 ct1 ct2;

categorical = mp1 mp2 mp3 pp1 pp2 pp3 at1 at2 ct1 ct2;

missing = ALL (999);

"),

MODEL = "

%OVERALL%

at1 WITH at2@0 ct1@0 ct2@0 mp1@0

mp2@0 mp3@0 pp1@0 pp2@0 pp3@0;

at2 WITH ct1@0 ct2@0 mp1@0 mp2@0

mp3@0 pp1@0 pp2@0 pp3@0;

ct1 WITH ct2@0 mp1@0 mp2@0 mp3@0

pp1@0 pp2@0 pp3@0;

ct2 WITH mp1@0 mp2@0 mp3@0 pp1@0

pp2@0 pp3@0;

mp1 WITH mp2@0 mp3@0 pp1@0 pp2@0

pp3@0;

mp2 WITH mp3@0 pp1@0 pp2@0 pp3@0;

mp3 WITH pp1@0 pp2@0 pp3@0;

pp1 WITH pp2@0 pp3@0;

pp2 WITH pp3@0;

",

ANALYSIS =

"estimator = mlr;

type = mixture;

ALGORITHM=INTEGRATION;

integration = montecarlo;

PARAMETERIZATION=RESCOV;

processors = 8;",

OUTPUT = "sampstat residual tech4 tech11 tech12 tech14;",
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PLOT =

"type = plot3;

",

SAVEDATA = glue("FILE = save_c{k}_lca_survey_week34_nov.txt; SAVE = cprob;"),

rdata = df34)

lca_survey_fit_w34_nov <- mplusModeler(lca_survey_w34_nov,

dataout=glue("c_lca_survey_week34_nov.dat"),

modelout=glue("c{k}_lca_survey_week34_nov.inp") ,

check=TRUE, run = TRUE, hashfilename = FALSE)

})

A.2.5 LVMM on the trace data collected week 1-2

lca_k1_6 <- lapply(1:6, function(k) {

lca_enum <- mplusObject(

TITLE = glue("Model Trace 1-2 Class {k}"),

VARIABLE = glue(

"

classes = c({k});

usevariables = tipi_c1 tipe_c1 es1

bs1_2 bs1_3 bs2_2 bs2_3

es_c1 bs_c1 es_c2 bs_c2

as_c12;

categorical = es1

bs1_2 bs1_3 bs2_2 bs2_3;

missing = ALL (999);

"),

MODEL = "

%OVERALL%

tipi_c1 tipe_c1 es_c1 bs_c1 es_c2 bs_c2 as_c12;
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tipi_c1 WITH tipe_c1@0;

tipi_c1 WITH es_c1@0;

tipi_c1 WITH bs_c1@0;

tipi_c1 WITH es_c2@0;

tipi_c1 WITH bs_c2@0;

tipi_c1 WITH as_c12@0;

tipe_c1 WITH es_c1@0;

tipe_c1 WITH bs_c1@0;

tipe_c1 WITH es_c2@0;

tipe_c1 WITH bs_c2@0;

tipe_c1 WITH as_c12@0;

es_c1 WITH bs_c1@0;

es_c1 WITH es_c2@0;

es_c1 WITH bs_c2@0;

es_c1 WITH as_c12@0;

bs_c1 WITH es_c2@0;

bs_c1 WITH bs_c2@0;

bs_c1 WITH as_c12@0;

es_c2 WITH bs_c2@0;

es_c2 WITH as_c12@0;

bs_c2 WITH as_c12@0;

es1 WITH bs1_2@0;

es1 WITH bs1_3@0;

es1 WITH bs2_2@0;

es1 WITH bs2_3@0;

bs1_2 WITH bs1_3@0;

bs1_2 WITH bs2_2@0;

bs1_2 WITH bs2_3@0;

bs1_3 WITH bs2_2@0;

bs1_3 WITH bs2_3@0;

bs2_2 WITH bs2_3@0;

",

ANALYSIS =

"estimator = mlr;
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ALGORITHM=INTEGRATION;

PARAMETERIZATION=RESCOV;

integration = montecarlo (100);

starts = 400 40;

type = mixture;

processors = 8;",

OUTPUT = "sampstat residual tech4

tech7 tech11 tech12 tech13 tech14;",

PLOT =

"type = plot2 plot3;",

SAVEDATA = glue("FILE = save_c{k}_lca_trace_week12.txt;

SAVE = cprob;"),

rdata = df12)

lca_enum_fit <- mplusModeler(lca_enum,

dataout=glue("c_lca_trace_week12.dat"),

modelout=glue("c{k}_lca_trace_week12.inp"),

check=TRUE, run = TRUE, hashfilename = FALSE)

})

A.2.6 LVMM on the trace data collected week 3-4

```{r}

lca_k1_6 <- lapply(1:6, function(k) {

lca_enum <- mplusObject(

TITLE = glue("Model trace 3-4 Class {k}"),

VARIABLE = glue(

"
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classes = c({k});

usevariables = tipi_c4 tipe_c4 es3

bs3_2 bs3_3 bs4_2 bs4_3

es_c3 bs_c3 es_c4 bs_c4

as_c34;

categorical = es3

bs3_2 bs3_3 bs4_2 bs4_3;

missing = ALL (999);

"),

MODEL = "

%OVERALL%

tipi_c4 tipe_c4 es_c3 bs_c3 es_c4 bs_c4 as_c34;

tipi_c4 WITH tipe_c4@0;

tipi_c4 WITH es_c3@0;

tipi_c4 WITH bs_c3@0;

tipi_c4 WITH es_c4@0;

tipi_c4 WITH bs_c4@0;

tipi_c4 WITH as_c34@0;

tipe_c4 WITH es_c3@0;

tipe_c4 WITH bs_c3@0;

tipe_c4 WITH es_c4@0;

tipe_c4 WITH bs_c4@0;

tipe_c4 WITH as_c34@0;

es_c3 WITH bs_c3@0;

es_c3 WITH es_c4@0;

es_c3 WITH bs_c4@0;

es_c3 WITH as_c34@0;

bs_c3 WITH es_c4@0;

bs_c3 WITH bs_c4@0;

bs_c3 WITH as_c34@0;

es_c4 WITH bs_c4@0;

es_c4 WITH as_c34@0;

bs_c4 WITH as_c34@0;

es3 WITH bs3_2@0;

es3 WITH bs3_3@0;
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es3 WITH bs4_2@0;

es3 WITH bs4_3@0;

bs3_2 WITH bs3_3@0;

bs3_2 WITH bs4_2@0;

bs3_2 WITH bs4_3@0;

bs3_3 WITH bs4_2@0;

bs3_3 WITH bs4_3@0;

bs4_2 WITH bs4_3@0;

ANALYSIS =

"estimator = mlr;

ALGORITHM=INTEGRATION;

PARAMETERIZATION=RESCOV;

integration = montecarlo;

starts = 300 30;

type = mixture;

processors = 8;",

OUTPUT = "sampstat residual tech4 tech7

tech11 tech12 tech13 tech14;",

PLOT =

"type = plot2 plot3;",

SAVEDATA = glue("FILE = save_c{k}_lca_trace_week34.txt;

SAVE = cprob;"),

rdata = df34)

lca_enum_fit <- mplusModeler(lca_enum,

dataout=glue("c_lca_trace_week34.dat"),

modelout=glue("c{k}_lca_trace_week34.inp"),

check=TRUE, run = TRUE, hashfilename = FALSE)

})
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APPENDIX B

Survey Instruments

B.1 Survey description

The following questionnaire is a combination of the AGQ-R [51] and motivation survey [162]
which were modified according to the context of the second and the third study. the questionnaire
was presented to students at the beginning of week 1 and week 3 of a 4-week long online course.
All the questions provided 5-point Likert response scale as the original design as follows:

1. Strongly disagree

2. Disagree

3. Neither disagree nor agree

4. Agree

5. Strongly agree

B.1.1 Survey contents

This quiz isn’t really a quiz at all! It’s a chance for me to gain some insight into how you are
approaching this course, how you work, and how I might best support you. It is not worth any
grades and is completely optional.

Here are a few statements that might describe how you approach learning. Please indicate how
much you agree with each statement.

1. My aim is to completely master the material presented in this class.

2. My aim is to avoid learning less than I possibly could.

3. My aim is to perform well relative to other students.
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4. My aim is to avoid doing worse than other students.

5. I am striving to understand the content of this course as thoroughly as possible.

6. I am striving to avoid an incomplete understanding of the course material.

7. I am striving to do well compared to other students.

8. I am striving to avoid performing worse than others.

9. My goal is to learn as much as possible.

10. My goal is to avoid learning less than it is possible to learn.

11. My goal is to perform better than the other students.

12. My goal is to avoid performing poorly compared to others.

13. “I am striving to do well compared to others in this class” Assume you agreed, even if only
a little bit. What reason(s) motivate you to pursue this goal in your class?

(a) Because I find this a highly stimulating and challenging goal.

(b) Because I find this a personally valuable goal.

(c) Because I have to comply with the demands of others such as parents, friends, and
teachers.

(d) Because I would feel bad, guilty, or anxious if I didn’t do so.
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APPENDIX C

Modification Index Tables

The tables presented here report modification indices of each survey dataset and trace dataset
from Chapter 4. A modification index was used as a statistical criteria to evaluate CFA solutions.
Commonly, 3.84 has been used as a cutoff point that corresponds to 1 degree of freedom at p <
0.05. That is, a modification index equal to or greater than the cutoff for a particular connection
shows that the fit of a particular solution could be improved. This improvement could be achieved
when a new connection between indicators or between an indicator and a factor is established.

In this study, to avoid misusing the p < 0.05 as a dichotomous cutoff of statistical significance,
the entire modification indices were reported as continuous values.
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