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ABSTRACT

The continuously growing computing power and the advent of advanced computa-

tional algorithms have enabled the atomistic simulations of materials at an unprece-

dented accuracy and scalability. In particular, first-principles calculations based on

density functional theory (DFT) provide exceptional predictive capability in studying

solid-state materials. In this dissertation, I applied DFT calculations to study a wide

range of semiconductors that show great promise in electronic and optoelectronic ap-

plications, with a focus on the thermodynamics of point defects in semiconductors

and computational discovery of novel semiconductor alloys.

Point defects are pervasive in semiconductors and it is crucial to understand their

impact on the properties. Efficient p-type doping of ultrawide bandgap nitride semi-

conductors has been a long-standing challenge. By calculating the formation energy

and charge-transition levels for intrinsic defects and extrinsic Mg dopant, I discover

two avenues towards an enhanced p-doping efficiency for AlN and Al-rich AlGaN al-

loy. The first approach is to engineer the N chemical potentials to be N-rich, which

dramatically reduces the formation energy for Mg dopant by about 2 eV and increases

the formation energy of compensating N vacancy by almost 3 eV. Another method

is to engineer the position of the Fermi level away from the valence band of Al-

GaN alloy by the formation of Ga/AlGaN Schottky junction during non-equilibrium

growth. This leads to an extremely small formation energy of 0.4 eV for Mg dopant.

These two approaches can be generalized to a broader range of ultrawide bandgap

xiv



semiconductors.

Using the same methodology, the electronic properties and defect physics of LaN

and Cu2O are investigated. Contrast to previous claim that LaN is a semimetal, I find

that LaN has a direct bandgap of 0.62 eV and is an intrinsic n-type semiconductor.

The origin of its electrical conductivity is likely due to the formation of N vacancy

and substitutional O impurities. The dominant intrinsic defects of Cu2O are the Cu

simple vacancy and the Cu split vacancy. However, their large ionization energies

lead to low hole concentration. I survey a variety of candidate elements for p-type

doping and find that N, S, and Mg are effective p-dopants.

Another part of this dissertation studies the thermodynamic and electronic proper-

ties of emerging semiconductors and semiconductor alloys. II-IV-N2 materials exhibit

unique properties due to disordering on the cation sublattice. The short-range dis-

order around the N atom has large impact on the thermodynamic stability. Using

ZnSnN2 as a model system, I find that the formation energy decreases with respect

to an increased fraction of octet-rule conserving Zn2Sn2 motifs. Interestingly, the

bandgap of ZnSnN2 is linearly proportional to the square of the long-range order pa-

rameter, which enables alloy-free bandgap engineering. In some cases, configurational

disorder can improve the thermodynamic stability by maximizing the entropy of the

system. Using high-throughput DFT calculations, I investigate the stability over the

entire composition space for GeSnPbSSeTe high entropy chalcogenide alloys (HEC).

At the growth temperature of 900 K, 99% of the HEC compositions are stabilized by

the large entropy. The bandgap calculations and the transport measurement by my

collaborators show that equimolar HEC is an ambipolarly dopable semiconductor.

The computational studies presented here demonstrate the importance of point

defects in controlling the properties of semiconductors and pave the way for the

adoption of heterovalent ternary nitrides and high entropy chalcogenide alloys in a

wide range of functional applications.
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CHAPTER I

Introduction

1.1 Semiconductors and technological advancement

Our world has been revolutionized by the development of semiconductor technol-

ogy over the last half a century, from silicon based large scale integrated circuits that

functionalize our smartphone and personal laptop, to visible light emitting diodes

(LED) that illuminate our home with efficiency exceeding 90%. Innovation in semi-

conducting materials still provides large momentum to the development of human

civilization in the 21st century. It is therefore crucial to understand the fundamental

physics underlying various class of semiconductors that have wide societal applica-

tions, which ultimately transforms into the capability of engineering the properties of

semiconductors to satisfy certain goals and developing novel semiconducting materials

for the future.

The huge potentials of semiconducting materials originate from their two most

important properties, which are having a bandgap and controllable doping. These

distinguish semiconductors from metals and insulators. The bandgap refers to the

energy difference between the highest occupied electronic states (valence band maxi-

mum, VBM) and the lowest unoccupied electronic states (conduction band minimum,

CBM). Depending on the positions of band extrema in the reciprocal space, the

bandgap can either be direct or indirect. A direct bandgap correspond to the VBM
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and CBM having the same crystal momentum. If not, the bandgap is called indirect.

The nature and the magnitude of the gap determines the potential applications. For

a semiconductor used in optoelectronics, a direct bandgap is desired for strong optical

absorption or emission and the value of the gap determines the absorption/emission

peak. For example, a good solar cell material should have a direct bandgap with a

value around 1.5 eV to absorb strongly in the solar spectrum. In other applications,

the magnitude of the bandgap becomes more important. Consider a semiconductor

for high power electronics, the performance can be quantified by the Baliga’s figure

of merit4,5 (BFOM)

BFOM =
1

4
ε0µE

3
C , (1.1)

where ε0 is the static dielectric constant, µ is the electron mobility, and EC is the

breakdown field. Since BFOM has a cubic dependence on EC , the breakdown field has

the strongest impact on the performance. Generally, materials with larger bandgaps

can withstand higher voltage without breaking down and thus ultrawide bandgap

semiconductors such as β-Ga2O3 and r-GeO2 are preferred in these applications.6,7

In addition to exhibiting a bandgap, another important characteristics of semicon-

ductors is controllable doping. Doping is a process in which impurities are introduced

or atoms are removed from the host materials. The purpose is to control the electrical

conductivity by donating negatively-charged carriers (electrons) into the conduction

band or positively-charged carriers (holes) into the valence band, and these majority

carriers can conduct electricity when applying electric field. Different from insulators,

the conductivity of semiconductors can be controlled over several orders of magnitude

and the type of majority carriers can either be electrons (n-type) or holes (p-type)

through doping. This facilitates the creation of a variety of electronic devices such

as p-n junctions and field-effect transistors by combining different semiconductors

together.

In fact, doping belongs to a much broader issue in semiconductors, which is the
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point defects. Under ambient environment, the formation of point defects is thermo-

dynamically favorable, and point defects play an important role in determining the

properties of semiconductors. Therefore, the following section introduces this issue

in more detail.

1.2 Point defects in semiconductors

For a perfect crystal, the structure of materials can be represented by a repetition

of the primitive cell in 3 dimension. However, there is barely any perfect crystal under

ambient environment and introducing point defects in the crystal structure can reduce

the Gibbs free energy by increasing the entropy of the system. Point defects are 0-

dimensional imperfection in the crystal structure and can be broadly divided into

three categories, which are substitutional defect, interstitial defect, and vacancy, as

shown in Figure 1.1. Here, we use the notation of Xq
Y to represent a point defect,

where X is the defect species, Y is the position of the defect, and q is the charge

of the defect. Subtitutional defect is defined as a foreign atom replacing the original

species on the same site. The foreign atom may or may not come from the constituent

elements. For example, in a hypothetical material AB with only two species, A site

and B site can be replaced by a foreign atom X, where X can be A, B or another

species C. In this case, CA and CB are called substitutional impurities whereas AB

and BA are referred to as antisites. For interstitial defect, an atom X is located in

the empty space in the crystal structure, i.e. the interstitial sites, denoted as Xi.

Vacancy is referred to as the empty site after removing one atom from the crystal

structure. The A and B vacancies are denoted as VA and VB, respectively. Apart

from these three basic types, more complicated defect can exist by a combination of

several point defects.

The presence of point defects can have large impact on the properties of semi-

conductors. Defect can induce energy level within the bandgap. If the defect level
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a) b) c)

Figure 1.1: Three basic types of point defects. a) Substitutional defect, b) Interstitial
defect, and c) Vacancy.

Conduction Band

Valence Band

e-

h+

a)
Conduction Band

Valence Band

b)

Figure 1.2: Shallow vs. deep nature of point defects in semiconductors. a) Shallow
level defects can be ionized due to small ionization energy and b) deep level defects
have energy level in the middle of the gap.
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is located close to the band edge or even inside the valence or conduction band, this

kind of defect is called shallow level defect. On the other hand, a defect is termed

as deep level defect if the energy level lies far away from the band edge or in the

middle of the gap. The shallow versus deep nature of a point defect (Figure 1.2) will

influence the electronic properties in different ways. For shallow level defects, they

usually act as donors or acceptors because the defects are ionized due to small energy

difference (ionization energy) between the band edge and the defect level. Ionized

donors donate free electrons to the conduction band, and ionized acceptors donate

free holes to the valence band. This in turn affect the carrier concentration of the

semiconductors. To achieve effective doping, shallow level defects are desired after

incorporating dopant elements. Deep level defects, on the other hand, are difficult to

ionize due to large energy difference between the defect level and the band edge, and

they are detrimental to the efficiency of the light emitting devices. Deep level defects

usually act as non-radiative recombination centers which capture electron-hole pairs

and emit phonons instead of photons. As a result, the energy is dissipated as heat

rather than converting to light.

Since point defects play an important role in determining the properties of semi-

conductors, it is crucial to understand and control the defect formation. The defect

formation energy is a quantity that measures the difficulty for a defect to form, and a

large part of this dissertation focuses on calculating the formation energy of various

point defects in semiconductors, which provides deep insight on their impact on the

electronic properties.

1.3 Semiconductor alloys

In the semiconductor community, alloying is a great method to obtain new semi-

conductors with desired structural and electronic properties. A semiconductor alloy

is defined as a homogeneous material by mixing different semiconductors into a single
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phase. According to the Hume-Rothery rule,8 a substitutional solid solution can only

form if the constituent elements have similar atomic radius and share similar crystal

structure. Therefore, many semiconductor alloys are formed by mixing same type of

compounds, such as the InxGa1−xN alloy from mixing InN and GaN. There are many

benefits associated with semiconductor alloy. One of the most important benefits is

the ability to engineer the bandgap and lattice constants by tuning the alloy compo-

sitions. The bandgap and lattice constants of the alloy follow the Vegard’s law.9 Take

InxGa1−xN alloy as an example. The bandgap and lattice constants can be calculated

by equation 1.2 and equation 1.3, respectively.

Eg(InxGa1−xN) = xEg(InN) + (1− x)Eg(GaN)− bx(1− x) (1.2)

a(InxGa1−xN) = xa(InN) + (1− x)a(GaN) (1.3)

Here, x is the In composition in unit of atomic percent. Eg is the bandgap value. a

is the lattice constant. The bandgap relationship has an extra bowing parameter, b,

to capture the nonlinearity.

Semiconductor alloys greatly expand the materials space for real applications.

The highly efficient blue LED based on InxGa1−xN revolutionizes the entire lighting

industry.10 The cost per LED light bulb has been reducing continuously over the

last decade, and the wide adoption of LEDs over incandescence and fluorescence light

bulbs will alleviate the energy crisis and global warming by increasing the overall light-

ing efficiency. In the thermoelectric community, alloying different semiconductors can

enhance the Seebeck coefficient and reduce the thermal conductivity through phonon

scattering by alloy disorder. For example, recently developed SnS0.91Se0.09 alloys re-

alizes a high thermoelectric figure of merit and pave the way for earth-abundant, low

cost thermoelectrics.11 Alloying semiconductors with different crystal structures can

lead to novel phenomena and interesting properties. Mixing rocksalt ScN and wurtzite
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AlN together leads to ScxAl1−xN alloys that show promising piezoelectric and ferro-

electric properties,12 which triggers a wave of excitement on studying multiferroic in

nitride materials.

This dissertation utilizes first-principles calculations to study the thermodynamic

stability and electronic properties of semiconductor alloys and discover novel class of

semiconducting alloys that show great promise in functional applications.

1.4 Computational methods

1.4.1 Density functional theory

The first-principles calculations performed in this dissertation is based on density

functional theory. The electronic structure of solids can be fully described by solving

the time independent N -electron Schrödinger equation.13

[
− ℏ2

2m

N∑
i=1

∇2
i +

N∑
i=1

V (ri) +
N∑
i=1

∑
j<i

U(ri, rj)

]
Ψ = EΨ (1.4)

The three terms in the square bracket represent the kinetic energy of electrons, the

potential energy of electrons due to interaction with nuclei, the potential energy of

electrons due to Coulombic interaction with each other, respectively. Ψ is the N -

electron wave function Ψ(r1, r2, ..., rN) and is often approximated by the product of

single electron wave function Ψ(r1, r2, ..., rN) = ψ(r1)ψ(r2)...ψ(rN). However, solving

the exact Schrödinger equation for N electrons is a many body problem with 3N

degrees of freedom, which is computationally prohibitive, especially for large periodic

system. Fortunately, the introduction of density functional theory enables the prac-

tical study of electronic structure of solids by solving a set of Kohn-Sham equations

for single electron.13

[
− ℏ2

2m
∇2 + V (r) + VH(r) + VXC(r)

]
ψi(r) = εiψi(r) (1.5)
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Here, the first two terms are still the electron kinetic energy and the potential energy

due to nuclei. VH(r) is the Hartree potential which describes the Coulomb repulsion

between one electron and the total electron density of all electrons in the system.

VXC(r) is the exchange-correlation potential that includes all the other quantum

mechanical effect not captured by the first three terms in the Hamiltonian, and VXC(r)

is defined as the functional derivative of the exchange-correlation energy with respect

to the electron density,

VXC(r) =
δEXC(r)

δn(r)

The solution process of Kohn-Sham equation only involves three degrees of free-

dom for a single electron and thus is feasible to calculate. However, the exchange-

correlation energy needs to be approximated before a solution can be obtained. Two

of the most popular approximation for the exchange-correlation functional is the lo-

cal density approximation (LDA) and generalized-gradient approximation (GGA).13

LDA assumes that EXC(r) only depends on the local electron density n(r), whereas

EXC(r) also depends on the gradient of the local electron density ∇n(r) in GGA.

In this dissertation, the Perdew-Burke-Ernzerhof (PBE) exchange-correlation func-

tional14 is employed within the GGA approximation. While PBE functional gives a

good description of the structural and thermodynamic properties of solids, it fails to

predict the bandgap of semiconductors and usually causes an underestimation on the

bandgap by about 50%. To address this issue, I adopt the hybrid exchange-correlation

functional in this dissertation research when the bandgap is of central interest. The

next part explains the ideas behind hybrid functional.

1.4.2 Hybrid exchange-correlation functional

LDA and GGA are both semi-local functional where the exchange-correlation

energy only depends on the local properties. Hybrid functional, on the other hand,

approximate the EXC(r) as a mixture of the semi-local LDA/GGA functional and
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the non-local Hartree-Fock exchange. The early PBE0 hybrid functional assumes

that the exchange-correlation energy has the following form.15

EPBE0
XC = aEHF

X + (1− a)EPBE
X + EPBE

C (1.6)

Here, a is a mixing parameter that controls the fraction of the exact Hartree-Fock

exchange contribution. However, calculating the full Hartree-Fock exchange is compu-

tationally expensive. To address this issue, Heyd et al. developed a hybrid functional

based on screened Coulumb potential.16 The central idea is to separate the EXC(r)

into a short-range part and a long-range part, as shown in equation 1.7.

EHSE
XC = aEHF,SR

X (ω) + (1− a)EPBE,SR
X (ω) + EPBE,LR

X (ω) + EPBE
C (1.7)

Here, a range-separation parameter ω is introduced to define the extent of the short-

range interaction. The short-range interaction is governed by the mixture of the

Hartree-Fock exchange and the PBE exchange, and the long-range part comes purely

from PBE. Further, the short-range Hartree-Fock exchange can be obtained by using

a screened Coulomb potential when doing the calculation. This effectively reduce the

computational cost when using the hybrid functional. In this dissertation, I employ

this HSE06 hybrid functional to obtain accurate electronic properties of semiconduc-

tors.

1.4.3 Defect calculation

A large part of this dissertation studies defect physics in semiconductors and alloys

using DFT calculations. I follow the formalism from Freysoldt et al.17 to calculate

the formation energy and charge-transition levels of various point defects. In this

formalism, the point defect is modeled using supercells and the defect formation
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energy is calculated by

Eform(X, q) = Etot(X, q)− Etot(bulk)−
∑
i

niµi + q(EV BM + EF ) + Ecorr. (1.8)

Etot(X, q) is the total energy of the supercell with a defect species X in charge state q.

Etot(bulk) is the total energy of the pristine supercell for the host material. ni is the

number of atoms of species i that is added to (ni > 0) or remove from (ni < 0) the

supercell when forming the defect. µi is the chemical potential for species i. EV BM

is the Kohn-Sham eigenvalue for the valence band maximum. EF is the electronic

Fermi level referenced to the VBM. Ecorr is the energy correction for the artificial

interaction between charged defect and its periodic images. In this dissertation, Ecorr

is calculated using the correction scheme by Freysoldt et al.18 From equation 1.8,

the defect formation energy is a linear function of atomic chemical potential and the

Fermi level.

The atomic chemical potential µi is calculated by the total energy of species i

in the reference state, usually in the most stable elemental phase, plus the relative

chemical potential. That is, µi = Eref
i +∆µi. ∆µi is determined by a set of thermo-

dynamic constraints. Suppose we are studying the point defects in a compound AxBy

and there are competing secondary phase of ArBs. Firstly, the compound AxBy in

thermodynamic equilibrium requires the following equality.

x∆µA + y∆µB = ∆H(AxBy)

The right hand side is the standard formation enthalpy of AxBy. To avoid the forma-

tion of the secondary ArBs phase and the elemental phases for A and B, the following

sets of inequalities must be satisfied.

r∆µA + s∆µB < ∆H(ArBs)
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∆µA < 0

∆µB < 0

Within these constraints, the atomic chemical potential can have a range of values

that defines the thermodynamic stability region for AxBy.

In addition to the defect formation energy, another quantity that is of great interest

is the charge-transition level, ε(qi, qj), which is defined as the Fermi level position

where the formation energies in charge state qi and qj are equal. Therefore, it can be

calculated by

ε(qi, qj) =
Etot(X, qi)− Etot(X, qj)

qj − qi
.

The charge transition level is the position where the point defects can change their

charge state and get ionized. In some scenario, this is equivalent to the ionization

energy of the donors or acceptors.

1.5 Organization of dissertation

This dissertation utilizes first-principles calculations based on density functional

theory to study the thermodynamic and electronic properties of various defective

semiconductors and semiconductor alloys. This work is organized into the following

six chapters.

Chapter II focuses on the issue of p-type doping of ultrawide bandgap nitride

semiconductors. Two promising avenues to achieve effective p-doping of AlN and Al-

GaN alloys are revealed using defect calculations based on hybrid functional. Chapter

III elucidates the electronic structure of LaN and clarifies the origin of its electrical

conductivity. Chapter IV presents a comprehensive computational study of the ther-

modynamics of intrinsic defects, common impurities, and candidate p-type dopants of

Cu2O. Chapter V explores the impact of cation disorder on the thermodynamic and
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electronic properties of heterovalent ternary nitride materials (II-IV-N2). Chapter VI

proposes a novel class of high entropy chalcogenide alloys that are semiconducting

and ambipolarly dopable using high throughput calculations. Chapter VII gives a

summary of this dissertation and some possible avenues for future work.
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CHAPTER II

Defect Thermodynamics and P-type Doping of

Ultrawide Bandgap Nitride Semiconductors

2.1 Introduction

Ultrawide bandgap nitride semiconductors such as AlN and AlGaN alloy have

attracted great research interest over the last decade due to their potential applica-

tions in water purification and sterilization through ultraviolet light-emitting diodes

(UV-LEDs). Unlike the commercialized Hg-based fluorescence light bulbs, they do

not contain toxic elements and thus are considered to be environmentally friendly.

However, the external quantum efficiency (EQE) of UV-LEDs still lags behind the

visible LEDs.19 The limiting factors can be revealed from

ηEQE = ηIQE · ηIE · ηLEE (2.1)

where ηIQE is the internal quantum efficiency, ηIE is the injection efficiency, and ηLEE

is the light extraction efficiency. The ηIQE is limited by the non-radiative recombi-

nation due to the deep-level point defects. The ηLEE is limited by the difficulty in

extracting light from the LED device structure, especially for the transverse-magnetic

(TM) polarized light. Most important of all, the low ηIE arises from the low concen-

tration of dopants and carriers. This is especially true for p-type AlN and AlGaN
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alloys and therefore achieving heavily p-type doped AlN and AlGaN alloys is the key

to the realization of efficient UV-LEDs.

Effective p-type doping in ultrawide bandgap semiconductor has been a long-

standing challenge because the valence band maximum is too deep referenced to the

vacuum level. It is hard to find dopant species with such low energy level, which can

induce a shallow level acceptor state. In terms of AlN and AlGaN alloys, Mg has

been established as the only viable p-type dopant. However, substitutional Mg, i.e.

Mg replacing Al, has high formation energy in AlN and AlGaN alloy under normal

synthesis conditions, which hinders the incorporation of large concentration of Mg

dopants. In addition, the thermal ionization energy of Mg accetpors is much larger

than the thermal energy kBT , and thus only a small fraction of acceptors gets ionized,

which leads to low hole concentration.20

To overcome the doping challenge, researchers have studied various approaches

to enhance free hole concentration in AlN and high Al content AlGaN, including δ-

doping,21 polarization-induced doping,22 superlattice doping,23 tunnel-junction dop-

ing,24 etc. However, none of these methods has proven to be an effective and reliable

approach to enhance p-type doping. Recently, Liang et al. achieved heavily p-doped

Al0.7Ga0.3N using molecular beam epitaxy under liquid-metal growth condition. The

Mg impurity concentration can reach up to 5× 1019 cm−3. The activation energy of

Mg acceptor is measured to be 220 meV, much lower than the expected value of 500

meV, which leads to a high free hole concentration of 6× 1017 cm−3.25 However, they

did not give a clear explanation to the physical mechanism behind their approach as

well as the reason why the activation energy of Mg acceptor is lower than expected.

In this chapter, we study the thermodynamic of the substitutional Mg and related

intrinsic defects in AlN and AlGaN alloys. Through our computational work, we show

that the formation energy and the ionization energy of Mg dopants can be significantly

reduced by engineering the atomic chemical potentials and the Fermi level, both of
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which are corroborated by the experiments. Our result points to a promising route

towards addressing the long standing p-type doping problem in ultrawide bandgap

semiconductors.

2.2 Computational methods

Density functional theory calculations were performed with the HSE06 hybrid

functional16 and the projector augmented wave method,26 as implemented in the

Vienna Ab initio Simulation Package (VASP).27 GW-compatible pseudopotentials

were used,14 where Mg 3s, Al 3s3p, Ga 4s4p, and N 2s2p states were treated as valence

electrons. The fraction of nonlocal Hartree-Fock exchange in the hybrid functional

is 0.30 for GaN and Al0.5Ga0.5N, and 0.33 for AlN, giving their band gap values of

3.51, 4.65, and 6.20 eV, respectively, in close agreement with the experiments.28–30

Defect calculations17 were performed for GaN, Al0.5Ga0.5N and AlN using 96-atom

orthorhombic supercells31 with 2 × 2 × 2 Γ-centered Brillouin-zone sampling32 and a

plane wave energy cutoff of 500 eV. The special quasirandom supercell of Al0.5Ga0.5N

was generated by the Alloy Theoretic Automated Toolkit (ATAT).33 All structures

were relaxed until the force on ions is less than 0.02 eV Å
−1
, with spin polarization

included for unpaired electrons. The defect formation energies were calculated by

Ef (Xq) = Etot(X
q)− Etot(bulk) +

∑
i

niµi + q(EF + EV BM) + Ecorr (2.2)

where Etot(X
q) denotes the total energy of the supercell with a defect X in charge

state q and Etot(bulk) is the total energy of the perfect supercell. ni is the number of

atoms of species i that the supercell exchanges with the chemical reservoir and µi is the

chemical potentials. EF is the Fermi energy referenced to the valence band maximum

of the host material. Ecorr accounts for the correction to the artificial interaction

between charged defect and its periodic images in the supercell approach. Here,
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Figure 2.1: Calculated defect formation energy as a function of Fermi level for
the nitrogen vacancy (VN), aluminum vacancy (VAl), Al-substitutional Mg impurity
(MgAl) in AlN under N-rich and N-poor growth conditions. Compared to the N-poor
condition, the formation energy of subsitutional Mg is dramatically reduced by 2 eV
under N-rich condition.

corrections were based on the Freysoldt’s scheme.18 We assume Mg-rich conditions

for doping and the Mg chemical potential is set to be in equilibrium with the formation

of the secondary Mg3N2 phase.

2.3 P-type doping by chemical potential engineering

To achieve enhanced p-type doping for AlN using Mg, the formation energy of the

substitutional Mg (MgAl) should be small. From equation 2.2, the defect formation

energy is controlled by the atomic chemical potentials. It follows naturally that

engineering the atomic chemical potential is a viable method to reduce the formation

energy of MgAl and increase its concentration. This can be shown in Figure 2.1.

The conventional growth of AlN thin film adopts the N-poor condition to avoid

the degradation of film quality and the formation of dislocations. However, N-poor

growth condition leads to a high chemical potential for Al and a low chemical potential

16



Figure 2.2: Configuration-coordinate diagram illustrating the optical processes re-
lated to Mg dopant and Al vacancy in AlN. (a) Recombination of an electron at the
CBM with Mg1+Al to form Mg0Al leads to an emission peak at 5.44 eV. (b) Recombi-
nation of an electron at the CBM with V 1+

Al to form V 0
Al leads to an emission peak at

4.56 eV.

for N, which in turn causes large formation energy for VAl and MgAl. In addition,

the formation energy of VN is very small. This results in a large compensation from

VN donors, and the equilibrium free hole concentration will be low. In contrast, the

formation energy of Mg acceptors are significantly reduced by 2 eV and the formation

energy of compensating VN is increased drastically by 3 eV if N-rich condition is

employed instead of N-poor condition, which increases the chemical potential for N

and reduces the chemical potential for Al. This can be achieved in growing AlN

nanowires and we show in our experiment that p-type AlN nanowires grown under

N-rich condition can achieve a Mg concentration of up to 6× 1019 cm−3. Therefore,

enhanced p-type doping can be realized through engineering the atomic chemical

potentials during materials growth.

Our calculations also shed light on the optical processes related to the point defects

in AlN. The charge of the defect can change upon optical excitation or during the

optical emission, and the energy difference correspond to the photon energy that
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is absorbed or emitted. This can be illustrated using the configuration-coordinate

diagram, as shown in Figure 2.2. In panel (a), an electron gets excited into the

conduction band from the valence band and then recombine with a singly positively

charged substitutional Mg. As a result, a photon with energy of 5.44 eV is emitted.

Since the optical emission processes happen instantaneously, the MgAl defect still

stays in the configuration of Mg1+Al after light emission. MgAl will eventually relax to

the stable configuration of neutral state with a relaxation energy of 0.49 eV. Similarly,

an emission peak of 4.56 eV can arise from the recombination of V 1+
Al with an electron

at the conduction band minimum, as shown in the panel (b). These two emission

peaks are corroborated by our photoluminescence experiments on AlN nanowires with

reasonable agreements.34

2.4 P-type doping by Fermi-level engineering

In addition to the chemical potential of species, the electronic Fermi level also

determines the defect formation energy, as shown in equation 2.2, with slope equal to

the charge state of the defect. Therefore, engineering the position of the Fermi level

will also be viable way to enhance p-type doping. Acceptors possess negative charge

when they get ionized. It follows that the formation energy of acceptors will reduce

linearly as the Fermi level moves away from the valence band maximum towards the

conduction band.

To investigate how engineering the position of the Fermi-level affects the concen-

tration of the Mg acceptors in AlGaN, we calculated the formation energy of Mg

impurities in Al0.5Ga0.5N. Unlike their binary counterparts, Al0.5Ga0.5N alloys can

host substitutional Mg on either the Ga or Al sites, Mg0Ga and Mg0Al respectively. To

determine which sites are more energetically favorable for Mg to occupy, we calcu-

lated the formation energy of Mg dopants in 5 random Ga sites and 1 Al site in the

Al0.5Ga0.5N supercell, and their values are summarized in the Table 2.1. While the
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Site No. 1 2 3 4 5 6
Defect Mg0Ga Mg0Ga Mg0Ga Mg0Ga Mg0Ga Mg0Al

Formation energy (eV) 1.996 1.937 1.999 1.963 1.899 3.944
Activation energy (eV) 0.639 0.636 0.601 0.724 0.668 0.589

Table 2.1: Formation energy and activation energy of neutral Mg dopants on different
substitutional sites on Al0.5Ga0.5N under metal-rich conditions.

activation energies of Mg acceptors on different substitutional sites vary only by ap-

proximately 0.1 eV, the formation energy ofMg0Ga (2.00 eV) is almost 2 eV lower than

Mg0Al (3.94 eV) under Ga(Al)-rich conditions, indicating that Mg dopants prefer to

substituting Ga rather than Al sites. This emphasizes the difficulty of incorporating

high Mg concentrations in Al rich AlGaN alloys.

Despite the difficulty in doping Al-rich AlGaN alloys, we propose a new synthesis

technique called metal-semiconductor junction assisted epitaxy to grow heavily p-

type doped AlGaN thin film. The central idea behind this technique is to engineer

the position of the Fermi level away from the valence band of AlGaN alloy, which

is illustrated in Figure 2.3. Panel (a) shows the schematic of conventional epitaxial

growth of Mg-doped p-AlGaN thin film. During growth, the Fermi level at the growth

interface is located near the valence band maximum of AlGaN, as shown in the

Panel (c). This leads to a large formation energy of Mg dopant and a low free hole

concentration in Al0.5Ga0.5N. In contrast, our junction assisted epitaxy facilitates

the formation of a metal-semiconductor Schottky junction at the growth interface

by simple providing excessive Ga flux in the chamber. A liquid Ga metal layer will

then cover the surface of AlGaN. (See Figure 2.3-b) The Schottky junction will cause

the band edge of AlGaN to bend downwards to align the work function of Ga metal

and the equilibrium Fermi level of AlGaN, which shifts the Fermi level away from

the valence band maximum at Ga/AlGaN growth interface, as shown in Panel (d).

As a result, the formation energy of Mg dopant is significantly reduced by 1.6 eV,

compared to that using conventional epitaxy. (See Figure 2.3-e)
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Figure 2.3: (a) Schematic of conventional epitaxy. (b) Energy band diagram of
the Mg-doped AlGaN layer during conventional epitaxy. (c) Schematic of metal-
semiconductor junction assisted epitaxy, with the presence of a liquid Ga layer on the
surface during epitaxy. (d) Energy band diagram at the growth front of Mg-doped
AlGaN during metal-semiconductor junction assisted epitaxy, showing the pinning of
the surface Fermi level away from the valence band edge. (e) Calculated formation
energy for Mg substitution in GaN, AlN, and Al0.5Ga0.5N as a function of the separa-
tion between the Fermi level and the valence band with substitutional Mg formation
energies for the different growth processes indicated by their respective arrows.
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At this Fermi level, Mg dopant has a formation energy of only 0.43 eV. Using the

following equation

nMg = nsite · exp(−
Ef (Mg−1

Ga)

kBT
) (2.3)

and setting the growth temperature to 700 °C, we calculated an estimated Mg concen-

tration in Al0.5Ga0.5N to be 1.4× 1020 cm−3, if we assume the number of Ga sites in

Al0.5Ga0.5N to be 2.26×1022 cm−3. This value is in close agreement to the highest Mg

concentration in our heavily Mg-doped Al0.75Ga0.25N films (about 2 × 1020 cm−3).35

Our calculated activation energy of Mg acceptors in Al0.5Ga0.5N is about 0.6 eV, which

is higher than that measured in the experiment. (around 0.3 eV) To reconcile this

inconsistency, we consider the fact that when the film is heavily doped with a large

concentration of Mg impurities, the wave function of Mg acceptors in Al0.5Ga0.5N will

start to overlap, leading to the formation of impurity band from isolated defect states.

As a result, the effective activation energy is the energy different between the VBM

and the lowest energy state of the impurity band, which is lower than the original

activation energy of isolated acceptor state. The critical concentration of Mg that

facilitate the formation of impurity band can be estimated from the Mott criteria.

a∗Bn
1/3
critical = 0.2 (2.4)

a∗B = 0.53× εr
m∗

h

Å (2.5)

The critical concentration is calculated to be about 2×1020 cm−3, which is in perfect

agreement with the Mg concentration measured in our experiment.35 Therefore, the

lower activation energy for Mg dopant in heavily p-doped AlGaN film arises from

the formation of Mg impurity band in the high impurity concentration regime, which

leads to a smaller effective activation energy.
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2.5 Conclusions

In summary, we performed hybrid DFT calculations to study the defect thermody-

namics of Mg dopants in AlN and AlGaN alloy and propose two strategies to overcome

the challenge of achieving heavily p-doped AlN or Al-rich AlGaN. The first approach

is to engineer the atomic chemical potentials by utilizing the N-rich conditions for

AlN and alloy synthesis. The large chemical potential for N significantly reduces the

formation energy of Mg dopant. The second strategy is to engineer the Fermi level

position to stay away from the valence band maximum during non-equilibrium growth

such as metal-semiconductor junction assisted epitaxy. The formation energy of Mg

dopant is reduced dramatically as a result. Both strategies are corroborated by our

defect calculations and experimental measurements. We expect these strategies to

also apply in a broad range of ultrawide bandgap semiconductors and help address

their long-standing challenges for efficient p-doping.
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CHAPTER III

Electronic Properties and Defect Physics of

Lanthanum Nitride

3.1 Introduction

Nitride compounds are a rich class of functional materials. The main-group III-

nitrides are important semiconductors that find applications in electronics, optoelec-

tronics, and photocatalysis. Recently, transition-metal and rare-earth nitrides have

attracted attention due to their promise in, e.g., piezoelectric,36 superconducting,37

and catalysis applications.38,39 In particular, Ye et al. discovered that lanthanum

nitride (LaN) facilitates stable and highly efficient ammonia synthesis through the

activation of N2 gas by nitrogen vacancies at the surface. LaN shows a catalytic

performance that is comparable to ruthenium-based catalysts but at a much lower

cost.39 Thus, LaN is a promising nitride material for catalysis and other chemical

applications.

While LaN exhibits great promise in functional applications, one fundamental

question that has not been fully addressed is whether LaN has a metallic, semi-

metallic, or semiconducting nature. Understanding this fundamental electronic char-

acter of LaN is critical for its future applications. Many previous theoretical calcula-

tions have attempted to elucidate the electronic band structure of LaN. Early density
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functional theory (DFT) calculations with the augmented plane wave method (APW)

showed that the conduction and valence bands of LaN overlap by up to 40 mRy,

indicating a semi-metallic nature.40,41 Vaitheeswaran et al. studied the electronic

properties of LaN using tight-binding linear muffin-tin orbitals with the local-density

approximation (LDA) to the exchange-correlation functional and found a metallic

nature for LaN. They also estimated the superconducting transition temperature to

be 0.65 K.42 Later calculations with the generalized gradient approximation (GGA)

functional observed the overlap between valence and conduction band in the band

structure and characterized LaN either as metallic or as semi-metallic.43,44 However,

these results contradict to the calculations using the hybrid screened-exchange local

density approximation (sX-LDA) functional where an indirect bandgap of 0.75 eV

was found, suggesting that LaN might be a semiconductor.45 Recently, more calcula-

tions seem to support the semiconducting nature of LaN. Gupta et al. used the LDA

functional and found an indirect bandgap of 0.5 eV.46 The GGA + USIC functional

was employed by Meenaatci et al., and an indirect bandgap of 0.65 eV was found.47

However, by using the LSDA + U functional, Larson et al. discovered a small di-

rect bandgap of 0.4 eV for LaN.48 Similarly, a direct bandgap of 0.6 eV was recently

obtained by the Modified Becke-Johnson Local Density Approximation (MBJLDA)

functional for both wurtzite and rocksalt LaN.49,50 In addition, Sreeparvathy et al.

found a direct bandgap of 0.814 eV using the full potential linearized augmented plane

wave (FP-LAPW) method with the TB-mBJ functional,51 which seems to agree with

the experimental bandgap of 0.82 eV measured from optical absorption.52 Despite

the progress from previous theoretical studies, the nature (direct or indirect) and

the magnitude of the bandgap are not conclusively determined for LaN due to dif-

ferent methods and functionals employed in the calculations, which necessitates a

re-investigation of the electronic properties of LaN with modern electronic structure

calculations.
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Since LaN is found by the more advanced functionals to exhibit a bandgap and

thus to present a semiconducting rather than a semimetallic character, its electrical

conductivity must originate from intrinsic or unintentional dopants. However, to the

best of our knowledge, there is no theoretical investigation into the thermodynamics of

the intrinsic defects and common impurities of LaN, which is the key to understand

the origin of its electrical conductivity. This knowledge is also necessary in order

to rationally tune its conductivity by controlling the defect formation and doping

in experiments. Thus, theoretical insights into the intrinsic defect formation and

ionization energies are crucial to enable the adoption of LaN in wider electronic and

catalysis applications.

In this work, we study the electronic properties (band structure, effective masses,

dielectric constants, and so on) and defect thermodynamics of LaN using first-principles

calculations based on DFT with the HSE06 hybrid functional,16 which predicts ac-

curate electronic properties for a wide range of materials. We find that LaN is a

direct-bandgap semiconductor with a bandgap of 0.62 eV at the X point of the Bril-

louin zone. Our defect calculations attribute the origin of its electrical conductivity

to the unintentional formation of N vacancies or substitutional O impurities. Our

calculations clarify the semiconducting nature of LaN and reveal candidate defects

that are the likely origin of its measured electrical conductivity.

3.2 Computational methods

DFT calculations were performed using the Vienna ab initio Simulation Package

(VASP).27 GW-compatible Perdew–Burke–Ernzerhof (PBE) pseudopotentials14 for

La and N and a planewave energy cutoff of 500 eV were employed in all calculations.

La 5s25p65d16s2 and N 2s22p3 were treated as valence electrons. In order to get accu-

rate electronic properties, we used the HSE06 hybrid exchange-correlation functional

with a standard mixing parameter of 0.25.16 The electronic band structures of LaN
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were calculated with a fully relaxed two-atom rocksalt primitive cell (space group

Fm-3m) and a Γ-center 8 × 8 × 8 Brillouin zone sampling grid.32 The special k-point

path for plotting the band structure followed the convention of Setyawan and Cur-

tarolo.53 Spin–orbit coupling effects were included in the band structure. The static

and high-frequency dielectric constants were calculated by the self-consistent response

to the finite electric field at the HSE level using modern theory of polarization.54–57

Electron and hole effective masses were extracted by fitting the HSE band structure

with the hyperbolic equation,

E(k) =
∓1±

√
1 + 4αℏ2k2

2m∗

2α
+ E0 (3.1)

where E0 is the energy of the band extremum,m is the effective mass, and α is a fitting

parameter to characterize the nonparabolicity of the band. The band alignment of

LaN was obtained by aligning the bulk average electrostatic potential to the vacuum

level. This was done by performing HSE calculations for the LaN (100) and (110)

slabs without surface relaxation. The alignment results for the two slabs differ by only

70 meV. Defect calculations17 were performed with 2 × 2 × 2 supercells built from the

eight-atom rocksalt unit cell (i.e., 64 atoms), and the Brillouin zone was sampled with

a Γ-center 2 × 2 × 2 grid. The defect formation energies and charge-transition levels

for the ON defect are found to change by less than 0.05 eV for a larger supercell with

128 atoms (Table A.1). Thus, the 64-atom supercell was employed for all subsequent

defect studies to reduce the computational cost. All defect supercells were relaxed

with HSE06 by allowing ion displacements until the forces on the ions were less than

0.02 eV·Å−1
. Spin polarization was included in calculations with unpaired electrons.

We employed the scheme of Freysoldt et al.18 and our calculated static dielectric

constant for LaN to correct the artificial periodic charged-defect interactions. The

competing phases we considered in the thermodynamic analysis of defect formation
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are La2O3, NO2, NH3, and all stable elemental phases.

3.3 Results and discussion

We first investigate the band structure of LaN to determine its electronic character

(metal or semiconductor) and the magnitude of its bandgap if one exists. Previous

DFT calculations using the GGA functional characterized LaN as a semimetal.43,44

Indeed, our own PBE band-structure calculations (Figure A.1) reveal that the con-

duction and valence bands overlap by 115 meV at the X point, which leads to the

conclusion that LaN is a semimetal and agrees with many previous theoretical studies.

However, calculations with semilocal exchange-correlation functionals such as LDA or

PBE severely underestimate the bandgaps of materials and may erroneously lead to a

closed gap in LaN. Moreover, we find that even after one-shot GW corrections on top

of PBE, the bandgap is still extremely small (0.05 eV from Table 3.1), which indicates

that the metallic PBE state is a poor starting point for GW. Thus, the adoption of a

non-local functional in the calculations is necessary to give an accurate bandgap and

a good starting point for GW corrections. Table 3.1 shows our calculated bandgap

for LaN using the HSE06 hybrid functional with GW and spin–orbit coupling cor-

rections, respectively. Under all circumstances, LaN shows a direct bandgap at the

X point of the Brillouin zone. The bandgap value is 0.75 eV if we only use HSE

in the calculations. Both one-shot GW correction and spin–orbit coupling decrease

the bandgap value into the range of 0.6–0.7 eV. Our results are consistent with the

most recent studies by Winiarski and Kowalska where they found a direct bandgap

of 0.6 eV for LaN using the MBJLDA functional including the relativistic spin–orbit

effect.49,50 This provide the direct evidence that LaN is a semiconductor rather than

a semimetal. We therefore attribute the mis-categorization of LaN as a semimetal

in previous studies to the systematic bandgap underestimation problem of LDA and

GGA.
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Method Egap(eV) Character
PBE (this work) 0 Semi-metallic

PBE + GW (this work) 0.05 Direct X-X
HSE06 (this work) 0.75 Direct X-X

HSE06 + GW (this work) 0.68 Direct X-X
HSE06 + SOC (this work) 0.62 Direct X-X

APW,40,41 LDA,42 GGA,43,44 HGH46 0 Semi-metallic
sx-LDA45 0.75 Indirect Γ-X
LDA46 0.5 Indirect Γ-X

GGA + U47 0.65 Indirect Γ-X
LSDA + U48 0.4 Direct X-X
MBJLDA49,50 0.6 Direct X-X

FP-LAPW, TB-mBJ51 0.814 Direct X-X

Table 3.1: Comparison of the LaN bandgap calculated in this work and previous
studies

Crystal structure Lattice constant (Å)
Rocksalt 5.282

Bandgap (eV) Valence band splitting (meV)
0.62 85

Static dielectric constant, ε0 High frequency dielectric constant, ε∞
13.32 9.04

Electron and hole effective masses
X-G X-W X-U

m∗
e/m0 1.211 0.178 0.136

m∗
h1/m0 0.329 0.632 0.376

m∗
h2/m0 1.956 0.246 0.149

m∗
h3/m0 0.720 0.399 0.254

Table 3.2: Structural and electronic properties of LaN evaluated with the HSE06
hybrid functional and spin-orbit coupling
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Figure 3.1: The electronic band structure of LaN calculated with the HSE06 hybrid
density functional with (w) and without (w/o) spin–orbit coupling. Instead of a
semimetal, LaN is a direct bandgap semiconductor with a bandgap of 0.62 eV at the
X point.

Figure 3.1 shows the electronic band structure of LaN calculated with HSE and

spin–orbit coupling. The conduction band and the valence band are separated by a

direct gap of 0.62 eV at X. The valence band of LaN is mainly derived from N 2p

orbitals and the conduction band is derived from the spatially extended unoccupied

La 5d orbitals, as can be seen from the orbital projected band structure in Figure

A.2. Spin–orbit coupling has a profound effect on the structure of the valence band,

particularly at the high symmetry points (Γ, X, and W). This arises from the contri-

bution of La p orbitals near those points (Figure A.2). After including the spin–orbit

effect, the bandgap decreases from 0.75 to 0.62 eV. The three-fold degenerate N p
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orbitals at Γ split into a two-fold degenerate p3/2 band and a one-fold p1/2 band. Sim-

ilarly, the two-fold degeneracy between the second and third valence bands at the X

point and between the first and second valence bands at the W point is broken, with

energy splittings of 340 and 301 meV, respectively. Table 3.2 summarizes the struc-

tural and electronic properties of LaN. We obtain a lattice constant of 5.282 Å, which

is in excellent agreement with the experimental value of 5.284 Å.58 The conduction

band of LaN is dispersive with a bandwidth of several eV, leading to small electron

masses especially along the transverse X–W and X–U directions. The hole effective

masses are comparable to or even lighter than the hole effective masses of GaN.59

The energy splitting between the two topmost valence bands is 85 meV, which is

larger than the thermal energy kBT of 26 meV at room temperature. This indicates

a much weaker phonon-mediated hole scattering from the valence band maximum

to the second-highest valence band, as in the case of strained BAs.60 The reduced

scattering rate coupled with light effective masses may lead to a high hole mobility

in LaN, although no p-type conductivity has been observed experimentally so far.

To investigate the band offsets between LaN and the other III-N materials in

heterostructures and to understand its properties for photocatalysis, we calculate its

absolute band positions by aligning the bulk average electrostatic potentials to the

vacuum region. The potentials of the surface can depend on many factors, including

surface reconstruction, surface dipoles, and strain effect at the interface. To avoid

these complications, the slab calculations were performed without surface relaxation,

which reflects a natural band alignment between the bulk region of different semicon-

ductors and is more appropriate to study band offset across a variety of semiconduc-

tors in a consistent fashion. Figure 3.2 shows the absolute band alignment for LaN

in comparison to other III-N materials. The bandgap and absolute band positions of

LaN are similar to ScN, another nitride material with the rocksalt crystal structure,

forming a type-II alignment at the interface with a relative band offset of 0.3 eV.
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Figure 3.2: Band alignment between LaN and other nitride materials. LaN has a
type-II alignment with ScN and a type-I alignment with GaN and AlN. The electron
affinity of LaN and GaN is almost identical. The band-alignment data of ScN and
III-N are taken from the work of Kumagai et al.1 and Moses et al.,2 respectively.

Interestingly, the electron affinity is almost identical for LaN and GaN. This can find

potential applications in LaN/GaN heterostructures where electrons can move across

the interface without a potential barrier.

We then turn to the origin of the electrical conduction in LaN that is observed

in experiment.3,61,62 Previous studies attributed the conduction to the semi-metallic

character of LaN. However, this explanation is inconsistent with our accurate band-

structure results that find LaN to be a semiconductor with a bandgap. An alternative

explanation is that the electrical conduction in LaN is caused by unintentional doping

by either intrinsic defects or unintentional impurities incorporated during growth.

To shed light on this issue, we calculate the formation energy of intrinsic defects

(lanthanum vacancies VLa and nitrogen vacancies VN) and common unintentional

impurities (substitutional O and H interstitials). Figure 3.3 shows their formation

energy as a function of Fermi energy (referenced to the VBM) and growth conditions

(N-rich or N-poor). Our key finding is that the donor-like defects (VN and ON)
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Figure 3.3: Calculated defect formation energy as a function of Fermi level for the
nitrogen vacancy (VN), lanthanum vacancy (VLa), hydrogen interstitial (Hi), and N
substitutional oxygen impurity (ON) in LaN. Donor-like defects (VN and ON) exhibit
the lowest formation energy for every Fermi level, indicating that LaN is an intrinsic
n-type semiconductor and its conductivity originates from VN or ON .

have significantly lower formation energies (even negative) than acceptor-like defects,

which identify LaN to be an intrinsically n-type semiconductor. Nitrogen vacancies

act as negative-U double donors and are stable in the +2 charge state for Fermi levels

throughout the majority of the bandgap. O impurities are singly charged shallow

donors, with an ionization energy of 50 meV. Therefore, both of these donor-like

defects are candidate origins of the measured conductivity.

To further confirm the origin of the conductivity, we compare our findings to

experimental measurements of the electrical conductivity as a function of temperature

measured by four-point probe measurements in the literature. Lesunova et al.3 found

an exponentially increasing electrical conductivity with increasing temperature, which

is characteristic of thermal activation of dopants in semiconductors. The temperature

trend is also in contrast with the typical behavior in metals in which the conductivity

decreases with temperature due to increased carrier scattering by phonons. We further
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extract the donor activation energy by fitting the Arrhenius equation,

σ(T ) = σ0 · exp(−
EA

kBT
) (3.2)

to the experimental electrical-conductivity measurements by Lesunova et al.,3 as

shown in Figure 3.4. The fitted value for the activation energy EA is 40 meV, which

is in excellent agreement with our calculated ionization energy for shallow donors (39

meV) evaluated with the Bohr model,

EA =
13.6 eVm∗

e

ε2r
(3.3)

using a directionally averaged electron effective mass of 0.51 me and a static dielectric

constant of 13.32. Based on this qualitative and quantitative agreement with the

literature-reported experimental conductivity measurements, we conclude that the

electrical conductivity of LaN originates from unintentional doping and VN and ON

are likely candidate defects.

In our calculation, ON has a negative formation energy under both N-rich and

N-poor conditions. However, this should not be interpreted as a sign of instability for

LaN. In fact, the synthesis chemistry of LaN is well understood and LaN has been uti-

lized in catalysts for NH3 synthesis
39 and for electrodes in supercapacitors.62 Rather,

the negative formation energy indicates that substitutional O is a major source of

unintentional impurities, which could possibly lead to degenerate n-type doping for

LaN. In comparison, rocksalt ScN and Sc-containing nitride alloys, compounds with

similar chemistry as LaN, have been found to have negative formation energy for ON

in defect calculations,1 and O gets unintentionally incorporated during growth63,64

and results in degenerate n-type doping.65 Thus, an oxygen-free growth environment

is necessary to prevent the undesired degenerate doping by substitutional O for LaN.
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Figure 3.4: Electrical conductivity of LaN as a function of temperature. The exper-
imental data are taken from the measurements of Lesunova et al.3 The dashed line
is a least-squares fit to the conductivity data. The donor activation energy extracted
from the fitting is 40 meV, in good agreement with the ionization energy for ON and
VN .
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3.4 Conclusions

In conclusion, we study the electronic properties of LaN using DFT calculations

based on the HSE06 hybrid functional. In contrast to the semi-metallic nature claimed

by most previous studies, we find that LaN is a direct-bandgap semiconductor with

a gap of 0.62 eV at the X point. The light electron and hole effective masses and the

near-zero conduction-band offset with GaN make LaN promising for electronic and

optoelectronic applications. Our defect calculations indicate that LaN is intrinsically

n-type and the source of the measured electrical conductivity is attributed to unin-

tentional doping by nitrogen vacancies or substitutional oxygen. Our studies clarify

the semiconducting nature of LaN and reveal candidate unintentional donors that

explain the origin of its measured electrical conductivity.
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CHAPTER IV

Defect Physics and P-type Doping of Cuprous

Oxide

4.1 Introduction

Cuprous oxide (Cu2O) is an important oxide semiconductor due to its p-type

conductivity, Earth abundancy, nontoxicity, and low cost.66 Cu2O exhibits unique

electronic and optoelectronic properties and finds wide applications in photocataly-

sis,67,68 gas sensing,69,70 and thin-film transistors.71,72 The performance of Cu2O in

these applications is related to the defects present. For example, oxygen vacancies

play an important role in enhancing the photocatalytic properties of Cu2O-based cat-

alysts due to an increase in the lifetime of photogenerated carriers.73 In addition, an

excessively large number of sub-gap trap states can lead to extremely low field-effect

mobility of Cu2O thin-film transistors.74 Thus, understanding the thermodynamics

of defects in Cu2O is critical to optimize the performance of Cu2O-based functional

devices.

Numerous previous theoretical and experimental studies focused on the defects

and dopants of Cu2O. Experimentally, deep level transient spectroscopy (DLTS) has

been used to study the trap states in Cu2O.75,76 Two trap states were identified at

0.25 eV and 0.45 eV above the valence band edge of Cu2O, which were identified as
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the Cu vacancy and the Cu divacancy, respectively.76 Temperature-dependent diffu-

sion experiments showed that both the neutral and the singly charged Cu vacancies

contribute to cation self-diffusion.77 Moreover, electrical conductivity measurements

as a function of temperature and oxygen partial pressure revealed that electronic

transport of non-stoichiometric Cu2O is enabled by the charged oxygen interstitials

with a formation energy and hole-conduction energy of 2 eV and 0.82 eV, respec-

tively.78 Similar transport experiments showed that the dominant point defects are

doubly charged oxygen interstitials at temperatures above 1150 K and singly charged

Cu vacancies at temperatures below 950 K.79 It is therefore evident that intrinsic

defects are the key to understand the carrier transport mechanisms in Cu2O.

On the theory side, first-principles calculations based on density functional theory

(DFT) have evolved into a powerful set of methods to study point defects in semi-

conductors such as Cu2O.17 In the earliest DFT study on Cu vacancies by Wright

and Nelson using the local density approximation (LDA),80 they found an interme-

diate stable configuration for Cu vacancy where a Cu atom moves halfway towards a

nearby Cu vacancy, creating the so-called “split” vacancy (V split
Cu ).81 The other normal

configuration of removing one Cu atom is referred to as simple vacancy (VCu). They

found that the formation energy for V split
Cu is 0.1 eV lower than the simple vacancy.81

Later, Nolan and Elliot used the generalized gradient approximation (GGA) for the

exchange correlation functional and found that the formation energies for VCu and

V split
Cu using DFT-GGA are 0.41 eV and 0.47 eV, respectively. However, LDA and

GGA suffer from the bandgap underestimation problem and cannot give a consistent

description of the electronic structure of Cu2O.81,82

To solve this problem, the DFT+U method has been applied to study the for-

mation energies of vacancies. Within DFT+U, VCu is much more stable than V split
Cu

[ e.g., Ef (VCu) = 1.17 eV, Ef (V split
Cu ) = 1.7 eV from Nolan et al.,82 and Ef (VCu) =

0.92 eV, Ef (V split
Cu ) = 1.66 eV from Scanlon et al.83 ]. Despite having an improved
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description of the localized d orbital electrons of Cu, DFT+U does not recover the

correct same ionization energy measured in the experiment.83 Scanlon et al. employed

more advanced electronic-structure methods based on hybrid functionals to study the

formation and ionization energies of intrinsic defects and H interstitials in Cu2O.84,85

They predicted the ionization energy for VCu and V split
Cu to be 0.22 eV and 0.47 eV,

respectively, in very good agreement with DLTS measurements.76 Their calculated

formation energies for VCu and V split
Cu are almost the same. However, Isseroff and

Carter argued that calculations by Scanlon et al. were underconverged because only

the Γ-point was used for the sampling of the Brillouin zone. With more converged

computational settings, they discovered that the formation energy of VCu is consis-

tently lower than V split
Cu by 0.21 eV regardless of the functional used (GGA, GGA+U,

or hybrid).86 Therefore, despite numerous theoretical studies on defect thermody-

namics in Cu2O, different conclusions have been drawn regarding the nature of Cu

vacancies due to the different computational methods employed in each study. Also,

a systematic theoretical study on possible cationic and anionic dopants for p-type

doping for Cu2O to tune the electrical properties is lacking from the literature. We

thus find it necessary to revisit the problem of defect formation and doping in Cu2O

using DFT calculations with the accurate HSE06 hybrid functional.

In this work, we calculate the formation energies and thermodynamic charge-

transition levels for the isolated intrinsic defects of Cu2O, as well as H and C im-

purities, and candidate acceptor elements (N, P, S, Mg, and Sn). We also per-

form temperature-dependent electronic transport measurement to reveal the acceptor

states in Cu2O and confirm our calculated ionization energy. We find that the VCu

and the V split
Cu are the two dominant intrinsic defects. The formation energy of VCu

is 0.12 eV lower than that of V split
Cu , which indicates that the simple vacancy is more

stable than the split vacancy and agrees with previous theoretical work by Isseroff

and Carter.86 Our calculated ionization energies for the simple and split vacancy are
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0.36 eV and 0.54 eV, respectively, in good agreement with our own transport mea-

surements and previous reports in the literature. We also find that N, S, and Mg

are effective p-type dopants that increase the concentration of acceptors in Cu2O.

Our calculations clarify the thermodynamics of defects and impurities of Cu2O, and

propose possible doping strategies to engineer its the electronic properties.

4.2 Methodology

4.2.1 First-principles calculations

The electronic band structure and defect thermodynamics of Cu2O were stud-

ied by first-principles calculations based on density functional theory (DFT) using

the Vienna ab initio Simulation Package (VASP).27 Perdew-Burke-Ernzerhof (PBE)

pseudopotentials14 were employed for Cu, O, and the impurity and dopant elements

presented in this study. The interactions between the core and the valence elec-

trons were treated by the projector-augmented wave method as implemented in the

VASP package.26 We used a plane-wave energy cutoff of 550 eV in all calculations to

converge the total energy to 1 meV/atom. In order to get accurate electronic and

defect properties, we used the HSE06 hybrid exchange-correlation functional with a

mixing parameter of 0.28,16 which gives a bandgap value of 2.15 eV for Cu2O, in

close agreement with previous calculations and experiments.66,84 The electronic band

structures were calculated with a fully relaxed 6-atom primitive cell and a Γ-center

8×8×8 Brillouin zone sampling grid.32 The phase boundaries between CuO/Cu2O

and Cu2O/Cu were calculated by finding the crossing point of the oxygen grand po-

tential in different phases followed by converting oxygen chemical potential into (T,

P) space using the tabulated data in NIST-JANAF Thermochemical Tables.87 Defect

calculations17 were performed with 2×2×2 supercells built from the 6-atom primitive

cell for Cu2O and the Brillouin zone was sampled with a Γ-centered 2×2×2 grid. The
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defect formation energy is calculated by

Ef (Xq) = Et(X
q)− Et(Cu2O) +

∑
i

niµi + q(EV BM + EF ) + Ecorr (4.1)

where Et(X
q) denotes the total energy of the supercell with a defect X in charge

state q and Et(Cu2O) is the total energy of the pristine supercell. ni is the number of

atoms that the supercell exchanges with the chemical reservoir and µi is the chemical

potential of species i. EF is the Fermi energy referenced to the valence band maximum

of Cu2O. Ecorr corrects the artificial interaction between charged defects and their

periodic images. Convergence of the formation energy and charge-transition levels

were tested for VCu in a 3×3×3 supercell (Table B.1), which shows that the charge-

transition levels and the formation energy were converged to 20 meV and 0.3 eV,

respectively. All defect supercells were relaxed with the HSE06 functional by allowing

ion displacements until the forces on the ions were lower than 0.02 eV Å
−1
. Spin

polarization was included in calculations with unpaired electrons. We employed the

scheme of Freysoldt et al.18 and the experimental static dielectric constant of 7.11 to

correct the artificial periodic charged-defect interactions.88 The competing phases we

considered in the thermodynamic analysis of defect formation are CuO, Cu3N, Cu2S,

H2O, P2O5, SnO, SnO2, CO2, MgO, and all stable elemental phases.

4.2.2 Experiments

To study the electrical properties of Cu2O films, thin film transistors (TFTs) were

fabricated using the same method described in our previous study.89,90 The Cu2O lay-

ers in samples S#1 and S#2 were deposited by RF magnetron sputtering (physical

vapor deposition, PVD)89 while in sample S#3 it was deposited by atomic layer de-

position (ALD).90 Temperature-dependent current-voltage measurements were per-

formed in the dark, in vacuum, at temperatures from 140 K to 300 K (with 20 K
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steps) using a Lakeshore Cryotronics TTPX cryogenic probe station.

4.3 Band structure and thermodynamic stability

We first revisit the basic thermodynamic and electronic properties of Cu2O using

the HSE06 hybrid functional. This allows us to verify the accuracy of the computa-

tional approach we will later employ for the defect and dopant studies. Figure 4.1

shows our calculated electronic band structure for Cu2O. Cu2O is a direct bandgap

semiconductor with a bandgap value of 2.15 eV. Our calculated band structure is

in agreement with numerous previous theoretical calculations.66,82,91–96 Our hybrid

functional calculation addresses the systematic bandgap underestimation of previ-

ous LDA/GGA or DFT+U calculations and is in good agreement with other studies

using hybrid functionals66,82,83,96,97 and many-body GW methods.94,95 Both the con-

duction band minimum (CBM) and the valence band maximum (VBM) are mainly

derived from Cu 3d orbitals (Figure B.1 and Table B.2), which leads the fundamental

bandgap from CBM to VBM to be parity-forbidden. However, the second conduction

band at Γ has Cu 4p orbital character (Table S2). This indicates that the lowest

allowed optical transition at Γ occurs from the VBM to the second lowest conduction

band, with an energy difference of 2.77 eV. This is also evidenced by our calculated

imaginary part of the dielectric function (Figure B.2), where the first absorption peak

appears around ℏω = 2.8 eV. The optically allowed transitions have also been well

studied by previous experiments for Cu2O.98–101 Our calculations results are in good

quantitative agreement with literature98–101 and our experimentally measured optical

band gap of 2.6 eV (Figure B.3).

Next, we investigate the thermodynamic stability of Cu2O by calculating the phase

diagram for the Cu-O system, which is shown in Figure 4.2. As the O2 pressure in-

creases during the synthesis of Cu2O, the stable phase changes from Cu to Cu2O and

finally to CuO. The narrow stability region for Cu2O is defined by the phase bound-
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Figure 4.1: Electronic band structure of Cu2O calculated using the HSE06 hybrid
functional. The valence band maximum is set to 0 eV. Cu2O is a direct gap semicon-
ductor with a dipole-forbidden band gap of 2.15 eV at the Γ point.

Figure 4.2: Thermodynamic stability region for Cu2O in the (T, P) space. Cu2O
has a narrow stability region (bounded by the red lines) due to phase competition
between CuO/Cu2O and Cu2O/Cu.
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aries between CuO/Cu2O and Cu2O/Cu. This indicates the need to carefully control

the temperature and the O2 pressure during growth to obtain phase-pure Cu2O. Pre-

vious experimental studies show that controlling the growth conditions of the Cu-O

system is critical to obtaining the desired crystal orientation, stoichiometry, bandgap,

hole concentration, mobility, and electrical conductivity.66,102 Our calculated phase

diagram agrees well with previous theoretical studies and experimental phase dia-

grams,96,103 and can serve as a guide for future experimental synthesis.

4.4 Thermodynamics of intrinsic defects

Many of the electrical properties of Cu2O are largely determined by the formation

of intrinsic defects present in the crystal. We therefore calculated the formation energy

for the most common isolated intrinsic defects in Cu2O, namely the Cu vacancies (VCu

and V split
Cu ), the Cu interstitial (Cui), the O vacancy (VO), and the O interstitial (Oi).

Figure 4.3-a shows their formation energy as a function of Fermi energy referenced

to the VBM. Cu simple vacancies (Figure 4.3-b) and split vacancies (Figure 4.3-

c) are the dominant defects with low formation energies for Fermi levels across the

entire bandgap. Cu vacancies act as acceptors and render Cu2O an intrinsic p-type

semiconductor. The nature of simple versus the split vacancy is quite different. In

contrast to previous claims that the split vacancy is more stable81,84 or that the simple

vacancy has a significantly lower formation energy,82,83 our calculations show that the

simple vacancy has a formation energy that is 0.12 eV lower than the split vacancy

at the VBM, in agreement with the more recent calculations with the HSE06 hybrid

functional by Isseroff and Carter.86 Thus our results indicate that both vacancies are

likely to form during the synthesis of Cu2O, with the simple vacancy being slightly

more stable.

The simple and split vacancies have evident differences in their charge-transition

levels and charge localization. The simple vacancy has a (0/-1) charge-transition level
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Figure 4.3: a) Formation energy of intrinsic defects in Cu2O as a function of Fermi
energy referenced to the valence band maximum. Cu2O is an intrinsic p-type semi-
conductor due to the formation of Cu vacancies. b,c) Atomic configurations of the
simple vacancy and the split vacancy, respectively. Blue atoms are Cu and red atoms
are O. d,e) Spin charge density of the simple vacancy and the split vacancy in their
neutral charge states, respectively. Isosurfaces for 10% of the maximum charge den-
sity is plotted. The hole carrier contributed by the simple vacancy is delocalized,
whereas the hole bonded to the split vacancy is strongly localized on the Cu atom at
the center of the split vacancy.
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at 0.36 eV above the VBM whereas that of the split vacancy is at 0.54 eV. Both va-

cancies act as deep acceptors with relatively high ionization energies. These two levels

are in good agreement with previous DLTS measurements that detect two distinct

defect states at 0.25 eV and 0.45 eV.76 Thus, we assign the 0.25 eV signal to the (0/-1)

charge transition of the simple vacancy and the 0.45 eV level to the same transition for

the split vacancy. A similar defect study by Scanlon et al. established such connec-

tions as well.84 Further, we support this assignment using our temperature-dependent

cryogenic measurements. The temperature-dependent current-voltage traces for the

three samples are shown in Figure 4.4 (a-c). An Arrhenius activation energy (EA)

was extracted for each Cu2O film, based on the TFT drain current in the off state,

at VGS = 16 V. The TFT off-state current is used because it represents conduction

through the Cu2O film in depletion. The equation used was

ID = I0e
− EA

kBT (4.2)

where ID is the drain current, I0 is a constant, kB is the Boltzmann constant, and T is

the temperature. In the ln(ID) vs. 1/kBT curves (Figure 4.4 (d)), the slope indicates

the activation energy EA. EA values obtained for samples S#1, S#2, and S#3 were

229 meV, 272 meV, and 479 meV, respectively. For comparison, the theoretically

predicted ionization energies of a Cu simple vacancy and a Cu split vacancy are

360 meV and 540 meV, respectively. Therefore, we conclude that the Cu simple

vacancy is dominant in the PVD samples (S#1 and S#2), while the Cu split vacancy

is dominant in the ALD sample (S#3). The charge localization of Cu vacancies is

shown in Figure 4.3-d and e. The hole contributed by the simple vacancy is much

more delocalized than that from the split vacancy. We therefore find that the simple

vacancy is more desirable than the split vacancy for more efficient acceptor ionization

and hole transport in Cu2O samples.
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Figure 4.4: Drain current (ID) versus gate voltage (VG) curves at measurement
temperatures from 140K to 300K, in 20K steps for (a) PVD Cu2O sample S#1, (b)
PVD Cu2O sample S#2, and (c) ALD Cu2O sample S#3. The drain voltage (VD) is
–10 V for all three TFTs. (d) ln(|ID|) versus 1/kBT plot. Data points in (d) were
obtained from the curves in (a)-(c) at VGS = 16 V. Dashed lines show fits to Arrhenius
equations with activation energy EA. The EA values for S#1, S#2, and S#3 were
extracted in the temperature ranges of 160 K–300 K, 180 K–300 K, and 260 K–300
K, respectively.

In terms of other isolated intrinsic defects, Cui and Oi have higher formation

energy than the Cu vacancies. Oi have deep (0/-1) charge-transition levels of 0.61 eV

for the octahedral site and 0.97 eV for the tetrahedral site. In contrast, octahedral

Cui is a shallow donor with a (+1/0) charge-transition level right at the CBM, while

tetrahedral Cui is a donor with a (+1/0) level at 0.14 eV below the CBM. Cui tends

to occupy the octahedral site whereas O is more stable on the tetrahedral site. VO is

another intrinsic defect with low formation energy. However, our results show that VO

does not have charge-transition levels within the bandgap, indicating that VO is only

stable in its neutral state and does not act as a donor in Cu2O, similar to what Allen

et al. found for VO in SnO.104 Therefore, VO does not compensate VCu acceptors.

Combining the formation energies for all intrinsic defects in Figure 4.3, we cal-

culate the equilibrium hole concentration and Fermi level self-consistently using the

SC-FERMI code.105 The temperature dependence of these two properties is shown

in Figure 4.5. As the growth temperature increases, more Cu vacancies are formed,

generating more hole carriers in the valence band and shifting the Fermi level towards
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Figure 4.5: Theoretically calculated equilibrium room-temperature hole concentra-
tion and self-consistent Fermi level of Cu2O as a function of the growth temperature.
Intrinsic Cu2O has a relatively low hole concentration and a Fermi level away from
the VBM.

the VBM. The equilibrium hole concentration at 300 K is lower than 107 cm−3. How-

ever, this assumes thermodynamic equilibrium for defect formation and neglects any

kinetic effects. Experimentally, barriers may exist that prevent the annihilation of

the point defects formed during growth due to slow kinetics, and the concentration

of those point defects is effectively frozen. In this respect, it is reasonable to assume

that the concentration of VCu at room temperature equals its equilibrium value at the

growth/annealing temperature. This indicates that the hole concentration measured

at room temperature should lie within these two extremes of 107 cm−3 and 1015 cm−3,

assuming a growth temperature of 800 K. Many experimentally measured hole con-

centrations for Cu2O fall within this range.106,107 Due to the high ionization energy of

VCu acceptors and compensation by Cui donors, undoped Cu2O has a low hole con-

centration and extrinsic doping may be necessary to tune the carrier concentration

to an optimal level for electronic and optoelectronic applications.
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4.5 Thermodynamics of H and C impurities

In addition to intrinsic defects, unintentional impurities can also play an important

role in determining the electrical properties of oxide semiconductors. H is one of the

most important impurity atoms for oxides due to the strong affinity of H to O ions. We

therefore study H impurities at interstitial positions with various local configurations:

H at an octahedral interstitial position (Hoct
i ), H at a tetrahedral interstitial position

(H tet
i ), H bonded to O at the Cu-O bond center (HBC

i ), and H bonded to O in the

Cu-O antibonding configuration (HAB
i ). Their local structures are shown in Figure

4.6 a-d. In most oxide semiconductors, H is more stable when it is bonded to O, acting

as either a H+ donor or H− acceptor. For example, ZnO is found to be natively n-

type because the unintentional O-bonded H+ donors have very low formation energy

and donate electrons into the conduction band.108,109 In contrast to other oxides,

Cu2O has two different stable configurations for H interstitials depending on the

position of the Fermi level (Figure 4.6-e). Under heavy p-type doping conditions for

which the Fermi level is near the VBM, H favors bonding with O in the antibonding

configuration and acts as a H+ donor, similar to the general behavior of cationic H

in oxides. However, when the Fermi level lies away from the VBM, H is more stable

in the tetrahedral site, coordinated with four Cu ions. Since Cu can take either

of the +1 or the +2 charge states, H tet
i shows three distinct behaviors, acting as

an H+ donor under p-type conditions, as an H− acceptor under n-type conditions,

and adopting the neutral state when the Fermi level is near the middle of the gap.

By replacing one O ion, H can also act as a donor (H+
O ). Both interstitial and

substitutional H act as deep donors under p-type conditions and compensate hole

carriers, which decreases the equilibrium hole concentration of Cu2O. Interstitial H

can also passivate VCu by either replacing a Cu ion (HCu) or forming an Hi − VCu

defect complex, both of which are electrically neutral. Even though the presence of

H impurities compensates hole carriers and increases the hole scattering from point
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Figure 4.6: a-d) Local atomic structures of H interstitials in octahedral (Hoct
i ), tetra-

hedral (H tet
i ), bond-centered (HBC

i ), and anti-bonding (HAB
i ) configurations, respec-

tively. Blue atoms are Cu, red atoms are O, and yellow atoms are H. e) Formation
energy of H impurities in Cu2O as a function of Fermi energy referenced to the VBM.
H interstitials act as compensating donors in Cu2O.
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Figure 4.7: Formation energy of C impurities in Cu2O as a function of Fermi energy
referenced to the VBM. Substitutional C impurities are deep acceptors while C in-
terstitials are deep donors in Cu2O.

defects, it does not systematically lead to a mobility reduction in experimentally

grown Cu2O samples. In fact, previous experiments show that the Hall mobility of

Cu2O thin films can be enhanced under proper H treatment because H preferentially

segregates at the grain boundaries of poly-crystalline thin films and passivates the

dangling bonds, leading to reduced grain-boundary scattering.110 Thus, controlling H

can also be an effective way to tune the electrical properties of Cu2O.

Besides H, C is another common impurity in oxide materials. We therefore study

the formation of substitutional and interstitial C impurities in Cu2O. Our results in

Figure 4.7 show that C impurities lead to deep defect states. CCu and CO are deep

acceptors with ionization energies of 0.84 eV and 0.99 eV, respectively. Interstitial C

acts as a deep donor with a (+1/0) charge-transition level of 0.86 eV. While these mid-

gap states may serve as non-radiative recombination centers, the formation energies of

C impurities are much higher than the dominant VCu defect, indicating the difficulty

of incorporating C into Cu2O during growth. We therefore do not expect C impurities
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Figure 4.8: Formation energy of N dopants in Cu2O as a function of Fermi energy
referenced to the valence band maximum. The N chemical potential is set to be in
equilibrium with the formation of Cu3N phase. Using an activated N source (nitrogen
plasma) and Cu-poor growth conditions could enable effective p-doping for Cu2O with
(N2)Cu.

to play a major role in hole transport in Cu2O materials.

4.6 Investigation of candidate acceptors

Intrinsic Cu2O has a relatively low hole concentration as we discussed in the

previous section. To better control the electrical properties of Cu2O, a systematic

study of possible candidate impurities that can increase the hole concentration is

needed. In this section, we discuss our calculations for candidate impurity atoms on

both the anion and cation sites that may act as acceptors. On the O site, we focus

on N, P, and S. On the cation site, divalent cations (Sn, Mg) are investigated.

Both N and P are group-V elements that have one less electron than O, indicating

they may act as acceptors by replacing O. Using N2 gas as the nitrogen source for

doping, the formation energies of N defects are 0.5 eV higher than the dominant VCu
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species (Figure B.4). This is due to the difficulty of breaking the strong N triple bond

in N2 molecules. However, the chemical potential of N can exceed its equilibrium value

in N2 during experiments by using an activated N source, for example nitrogen plasma.

Under this condition, our calculated N chemical potential is µN = △H(Cu3N)−3µCu

= 0.72 eV, which greatly reduces the formation energy for N dopants, shown in Figure

4.8. This agrees with previous calculations by T-Thienprasert et al.111 As expected,

NO acts an acceptor with a similar formation energy to VCu for the -1 charge state

and a neutral state that is 0.4 eV lower in energy. Despite its small formation energy,

NO acts as a deep acceptor with a high ionization energy of 0.73 eV. This greatly

decreases the fraction of holes that can be activated into the valence band by NO.

Another possible acceptor state occurs when the N dimer replaces Cu [(N2)Cu].
111

The nominal charge is 0 for the N dimer and +1 for the Cu ion. Therefore, (N2)Cu

can act as a singly charged acceptor in Cu2O. Figure 4.8 shows that (N2)Cu is a much

shallower acceptor than NO with an ionization energy of only 0.11 eV. Under Cu-poor

conditions and with activated N, (N2)Cu has even lower formation energy than VCu

and NO, and experiences weak compensation from Hi and Cui. Successful N doping

in Cu2O has been realized in numerous experimental studies,112,113 which show that

the hole concentration can be enhanced by several orders of magnitude. In addition,

previous Raman measurements114 show that both (N2)Cu and NO are likely present

in N-doped Cu2O, which further supports our calculations. Thus, activated N can be

an effective acceptor in Cu2O.

While N dopant is effective, anion doping with P, another group V element, does

not show any promise. Figure 4.9 shows the formation energy of substitutional and

interstitial P in Cu2O. A distinct feature for P-related defects is that their formation

energies are extremely high, indicating the difficulty of incorporating P into Cu2O.

This is probably due to the fact that P does not prefer the tetrahedral coordination

environment of Cu, nor does it maintain a coordination number of two like O in Cu2O.
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Figure 4.9: Formation energy of P dopants in Cu2O as a function of Fermi energy
referenced to the valence band maximum. P incorporation into Cu2O is difficult due
to its very large formation energy compared to the dominant intrinsic Cu vacancies.
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Figure 4.10: Formation energy of S dopants in Cu2O as a function of Fermi energy
referenced to the valence band maximum. The substitution of O by S can promote
the formation of Cu vacancies in Cu2O.
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The last candidate dopant on the anion site that we study is S. The intuition

behind p-doping with S lies in the fact that Cu2S has a higher hole concentration than

Cu2O, typically on the order of 1019 cm−3.115,116 We hypothesize that substituting a

fraction of O by S will promote the formation of VCu, thereby increasing the acceptor

and hole concentrations. Our results in Figure 4.10 show that S incorporation onto

the O site is relatively easy due to the small formation energy of only 0.4 eV for SO.

SO is electrically neutral because S and O have the same number of valence electrons.

SO interacts with VCu by forming a defect complex (SO −VCu) with a binding energy

of 0.5 eV. This defect complex has a (0/-1) charge-transition level of 0.48 eV and acts

as a deep acceptor. The negative binding energy of the defect complex (SO−VCu) may

originate from the relaxation of local strain induced by SO enabled by the formation

of a nearby VCu. This supports our hypothesis that S incorporation promotes the

formation of VCu and forms a stable defect complex, which can enhance the p-type

conductivity of Cu2O.

Proposing candidate dopants for the anion site is much more straightforward than

for the cation site. Since Cu has +1 valence charge, p-dopant on Cu site should have

a nominal charge of 0, which has only been demonstrated with previously mentioned

(N2)Cu acceptors. Similar to the mechanism of S doping, another doping strategy is

to introduce cation dopants into Cu2O that promote the formation of VCu acceptors.

In the early theoretical study by Nolan and Elliot, substituting the Cu+ ion with a

divalent cation (Ba2+, Sn2+, Cd2+, etc.) induces large, localized structural distortions

accompanied by the formation of a double VCu defect. The first copper vacancy

passivates the II+Cu defect, while the second vacancy acts as an acceptor.117 To get

further insights into divalent cation doping in Cu2O, we calculate the formation energy

of Sn and Mg dopants, shown in Figure 4.11.

As expected, replacing Cu with divalent cations, i.e. SnCu and MgCu, creates

donor states in the bandgap. Both donors are deep with high ionization energies.
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Figure 4.11: Formation energy of divalent cation dopants (Mg and Sn) in Cu2O as a
function of Fermi energy referenced to the valence band maximum. Divalent cations
passivate the split vacancies and promote the formation of simple vacancies.

However, it is thermodynamically more favorable for SnCu andMgCu to be passivated

by a simple vacancy or a split vacancy to form a stable neutral defect complex.

Interestingly, the formation energy of (SnCu − VCu)
split is 0.6 eV lower than (SnCu −

VCu) and the formation energy of (MgCu−VCu)
split is 1.4 eV lower than (MgCu−VCu).

This can be explained by the fact that Mg and Sn have a +2 nominal charge and they

are more stable when bonded to four O atoms in the center of the split vacancy than to

two O atoms in the center of the simple vacancy to maintain charge balance. However,

Sn incorporation is not promising for enhancing p-type conductivity due to the large

formation energy for Sn-related defects. Previous experiment on Sn incorporation

into Cu2O focuses on the impact on the bandgap but not carrier concentration. In

contrast, Mg seems to hold promise in p-doping for Cu2O. The formation energy of

(MgCu − VCu)
split is lower than the dominant Cu vacancies, and its binding energy is

1.7 eV. This implies that Mg can passivate the formation of the localized split vacancy.

During annealing, the desired simple vacancies, which are more delocalized, will be
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more likely to form than the localized split vacancies, contributing more hole carriers.

This observation is consistent with recent experiments on Mg-doped Cu2O where the

hole concentration increases by one order of magnitude upon 2% Mg doping.118

4.7 Conclusions

In summary, we perform a comprehensive study on the thermodynamics of intrin-

sic defects, common impurities, and candidate acceptors in Cu2O using hybrid DFT

calculations and temperature-dependent experiments. The two most dominant in-

trinsic defects for Cu2O are the Cu simple vacancy and split vacancy, with calculated

ionization energies of 0.36 eV and 0.54 eV, respectively. These two acceptor states

are identified by the good agreement between our calculated ionization energies and

our experimentally-measured activation energies of 272 meV and 479 meV. Intrinsic

Cu2O has a relatively low hole concentration and extrinsic dopants are needed to

increase the concentration of the hole carriers. Our calculations indicate that N, S,

and Mg can be effective p-dopants by promoting the formation of VCu, whereas P

and Sn are not promising due to their high formation energies. Our work presents

a holistic view of the defect thermodynamics of Cu2O and provides useful insights

for engineering the defect properties of Cu2O to enable its use in a broad range of

functional applications.
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CHAPTER V

Impact of Cation Disorder on the Thermodynamic

and Electronic Properties of II-IV-N2

Semiconductors

5.1 Introduction

III-N materials have achieved great success in numerous semiconductor functional

applications, such as high efficiency light-emitting diodes,119 high electron mobil-

ity transistors,120 etc. Recently, II-IV-N2 attracts great research interests for their

interesting electronic and optoelectronic properties. II-IV-N2 has the same under-

lying wurtzite crystal structure as many III-N materials except that two group-III

cations are replaced by a group-II cation and a group-IV cation, which still maintains

charge balance. Due to this cation substitution, the lattice is reduced from hexagonal

symmetry to orthorhombic symmetry. In addition, two cation species with different

formal charge introduce another degree of freedom by allowing disorder in the cation

sublattice. As a result, the local bonding environment of N atom can vary drastically

depending on its 4 nearest cation neighbors, which leads to different structural motifs.

For example, the N is bonded to 2 group-II cations and 2 group-IV cations at the

ground state (2-2 motifs). It is also possible for N to bond to 3 group-II cations and 1

group-IV cation (3-1 motifs), or even to 4 group-II cations (4-motifs), and vice versa.
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Naturally, this cation disorder and structural motifs can have large impact on the

thermodynamic stability and electronic properties of II-IV-N2. The effect of disorder

has been studied for ZnSnN2 by previous studies. Feldberg et al. performed DFT

calculations using the PBE0 functional and found that the fully-ordered ZnSnN2 has

a bandgap of 2.09 eV whereas the cation disorder reduces the bandgap dramatically

to 1.12 eV. They also synthesized the ZnSnN2 thin film and observed the lowering of

the absorption onset.121 Quayle et al., on the other hand, argued that disorder does

not change the bandgap much as long as the crystal structure only consists of octet-

rule conserving 2-2 motifs. The other 3-1 motifs and 4-motifs causes a significant

increase in energy.122 This issue is further elaborated by the Monte-Carlo simulations

performed by Lany et al. that 4-motifs are thermodynamically unfavorable and un-

likely to form even at very high temperature. However, they did observe the bandgap

narrowing of ZnSnN2 by cation disorder.123 Whether the bandgap variation arises

from the presence of cation disorder remains controversial. Another opinion is based

on the fact that the as synthesized ZnSnN2 suffers from severe unintentional n-type

doping by SnZn antisite defects and thus a large free electron concentration on the

order of 1020 cm−3. As a result, the optical bandgap shifts to higher energy, an effect

known as Burstein-Moss shift. Early ZnSnN2 experiments measured a bandgap near

2 eV. Considering the Burstein-Moss shift, the real bandgap of ZnSnN2 may be 1.4

eV.124

In this work, we seek to shed light on the effect of cation disorder on the thermo-

dynamic and electronic properties of II-IV-N2, taking ZnSnN2 as a model system. By

employing density functional theory calculations on various disorder ZnSnN2 super-

cells, we find that 4-motifs are very unfavorable from the thermodynamic standpoint

and that the energy of the ZnSnN2 increases with the fraction of 3-1 motifs. We also

find that the bandgap decreases with increased disorder and that the bandgap is pro-

portional to the square of the long-range order parameter. In addition, we investigate
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the cation disorder into a broader set of II-IV-N2 materials and discover that cation

size mismatch is a good metric to determine the tendency toward disorder in II-IV-N2

systems. Therefore, rational control of the degree of disorder can be achieved through

choosing the desired pair of cations.

5.2 Computational methods

The thermodynamic and electronic properties of ZnSnN2 and other II-IV-N2 ma-

terials were studied by density functional theory calculations using the projector-

augmented wave method26 as implemented in the Vienna ab initio Simulation Package

(VASP).27 PBE pseudopotentials14 were employed with a plane-wave cutoff energy

of 500 eV, which converged the total energy to 10 meV/f.u. To address the bandgap

underestimation problem of semilocal functionals, we employed the HSE06 hybrid

functional16 with a mixing parameter of 0.31 for ZnSnN2 studies. For a systematic

analysis of the cation disorder and thermodynamic properties for a broad range of

II-IV-N2, a mixing parameter of 0.25 was used to get a consistent treatment across

all materials. 4 × 4 × 4 k-point grids32 were used to sample the Brillouin zone of

primitive cells of space group Pna21. Partially ordered ZnSnN2 was modeled with

a 2x2x2 supercell (128 atoms) and the Brilloin zone was sampled using only the Γ

point to reduce the computational cost. The cation disorder was included by swaping

cation pairs and we discarded the supercell with 4-motifs. For comparison, special

quasi-random structure was generated with the Alloy Theoretic Automatic Toolkit

(ATAT).33 All structure are fully relaxed. Bandgaps were calculated by the difference

between the conduction band minimum and the average of the top 3 valence band

eigenvalues.
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5.3 Cation disorder and thermodynamic properties

To study the cation disorder in II-IV-N2 materials system, we need to quantify

this property. The most common method is to use the long-range order parameter S,

which is defined as

S = rα + rβ − 1 (5.1)

where rα is the fraction of group-II site that is occupied by group-II cations and rβ is

the fraction of group-IV site that is occupied by group-IV cations. In the fully order

structure, all group-II sites will be occupied by group-II cation and vice versa. Then

rα = rβ = 1 and S = 1. In the fully disorder structure, each cation site will be equally

probable to be occupied by group-II or group-IV atoms. Therefore, rα = rβ = 0.5

and S = 0. In the stoichiometric materials, rα = rβ = r and S = 2r − 1.

From long-range order parameter, we can derive the fraction of 2-2, 3-1, and 4-

motifs using probability. Figure 5.1 shows the fractions of various motifs as a function

of the order parameter. For the perfect ordering, crystal structure only has the octet-

rule conserving 2-2 motifs. As ZnSnN2 becomes more disorder, i.e. smaller S, the

fraction of 3-1 and 4-motifs increases. Note that this ignores any thermodynamic

penalty associated with each motif and only considers the probability. However, 3-1

motifs and 4-motifs break the local charge neutrality surrounding the N atoms and

are expected to significantly increase the total energy of the system.

To investigate the thermodynamic effect of disordering, we generated the random

structures using 128-atom supercells with long-range order parameter S to be 0.25,

0.5 and 0.75. Since the random statistics cannot be fully captured by a single su-

percell, 7 random supercells were generated for each S value, including one special

quasirandom structure (SQS) that allows the presence of 4-motifs. The formation

energies of these random structures with respect to the order ZnSnN2 are shown in

Figure 5.2. A distinct feature is that the SQS has the highest formation energy among
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Figure 5.1: Motif fraction in ZnSnN2 as a function of long-range order parameter S.
As ZnSnN2 becomes more disorder, the fraction of octet-rule violating 3-1 motifs and
4-motifs increases.

Figure 5.2: Formation energies of random ZnSnN2 with respect to the ordered
groundstate. SQSs are very unfavorable due to the presence of 4-motifs. Red cir-
cle indicates the most stable structure for each S value.
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Figure 5.3: Formation energies of random ZnSnN2 as a function of the fraction of
2-2 motifs. For each S value, the random structures tend to maximize the fraction of
the octet-rule conserving motifs.

all structures except for S = 0.75. The only difference is that SQSs have 4-motifs

whereas other random structures do not. This implies that Zn4 and Sn4 motifs are

thermodynamically unfavorable to form. On the other hand, while 3-1 motifs were

shown to be possible by previous Monte-Carlo simulations,123 they will still increase

the total energy of the system. The dependence of the formation energy on the motif

fraction is shown in Figure 5.3. For each S value, the formation energy decreases

with the fraction of 2-2 motifs. This can be explained by the fact that only 2-2 mo-

tif obeys the octet rule, which does not cause a large thermodynamic penalty. The

more 2-2 motifs means the less 3-1 motifs and smaller penalty. Therefore, random

structures tend to maximize the fraction of 2-2 motifs and obey the octet rule, which

is consistent with the argument by Quayle et al.122

5.4 Cation disorder and electronic properties

We then turn to the effect of cation disorder on the electronic properties of ZnSnN2,

focusing on the bandgap. We calculated the bandgap of disorder ZnSnN2 with differ-
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Figure 5.4: Bandgap of partially disordered ZnSnN2 calculated from the HSE06
hybrid functional. The bandgap decreases with the degree of disorder for ZnSnN2,
and it is proportional to S2.

ent S value. For each S value, we chose the random structure that has the highest

2-2 motif fraction due to their lowest formation energy. The bandgap of partially

disordered ZnSnN2 is shown in Figure 5.4, where the bandgap decreases with an in-

creased degree of disorder, i.e. a smaller S value. Since a smaller S value correlates

to a smaller 2-2 motif fraction, the bandgap shrinks as a result of a decreased frac-

tion of the octet-rule conserving 2-2 motif, which is consistent with what Lany et

al.123 found in their motif-based Monte-Carlo simulation. Moreover, we discovered

that the bandgap follows a linear relationship with the square of the long-range order

parameter S. We fitted the data points with the following linear equation.

Eg(S
2) = ∆Eg · S2 + Eg(S

2 = 0) (5.2)

For ZnSnN2, the fitted ∆Eg is 0.51 eV, which implies that Zn/Sn disorder can reduce

the bandgap by 0.51 eV when the cation sublattice goes from perfect order to com-

pletely disorder. The magnitude of bandgap reduction is smaller than what Feldberg

et al. found in their PBE0 calculation.121 This is due to the fact that they used SQS
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to model the disorder structure, which allows the thermodynamically unfavorable 4-

motifs. In fact, we also found that 4-motifs significantly shrinks the bandgap in our

SQSs for disorder ZnSnN2.

Interestingly, the linear relationship between the bandgap and S2 holds in a wide

range of heterovalent ternary alloys from our own experiments,125 including ZnSnN2,

ZnGeN2, ZnSnP2, GaInS2, MgSnN2, etc. We explain the narrower bandgap from

the interaction of the structural motifs and orbital electrons. Take ZnSnN2 as an

example. The formal charge is +2 for Zn, +4 for Sn, and -3 for N, respectively.

Therefore, Zn3Sn1 motifs are negatively charged whereas Zn1Sn3 motifs have posi-

tive charge. For ZnSnN2, the valence band maximum (VBM) is derived from N 2p

orbital and the conduction band minimum (CBM) is derived from Sn 5d orbital. The

CBM is thus pulled down by the Coulombic attraction between the positively charged

Zn1Sn3 motifs and the orbital electrons. On the other hand, the VBM gets pushed

up by the Coulombic repulsion between negatively charged Zn3Sn1 motifs and the

electrons at the VBM. A decrease of CBM and an increase of VBM cause a reduction

on the bandgap. As ZnSnN2 becomes more disordered, the fraction of 3-1 motifs in-

creases from Figure 5.1, which leads to larger Coulombic interaction and thus smaller

bandgap.

5.5 Cation size mismatch and tendency towards disorder

So far, we have studied the effect of cation disorder on the thermodynamic stability

and the bandgap of ZnSnN2. While cation disorder can have interesting application

such as engineering the bandgap without alloying, it is more desirable to have ordered

materials especially for electronic applications due to their better transport properties.

However, the as-synthesized II-IV-N2 materials can often exhibit cation disordering,

which has been shown in previous experiments on ZnSnN2, ZnGeN2, and MgSnN2.

It is therefore crucial to investigate how to rationally control the degree of disorder
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Figure 5.5: Formation energy of cation antisite pairs as a function of in-plane distor-
tion and cation radius difference. A strong positive correlation exists between antisite
pair formation energy and the size mismatch.

in II-IV-N2 materials system.

The cation disorder in II-IV-N2 can be viewed as progressively swaping group-II

cations with group-IV cations. Swaping a single cation pair creates a IIIV − IVII

antisite pair defect complex and thus the formation energy of this defect complex

indicates the difficulty for this II-IV-N2 to exhibit cation disordering. Intuitively, the

size difference between the group-II and group-IV cations correlates to the forma-

tion energy of the antisite pairs and ultimately to the tendency towards disorder.

Therefore, we calculated the cation antisite pair formation energy for a broad range

of II-IV-N2 and investigate their correlation with the size mismatch.

We use the |rII − rIV | to quantify the size mismatch between the cations, where

rII and rIV are the Shannon ionic radius126 for the group-II and group-IV cations,

respectively. Due to the size difference and the heterovalency of the cation pair,

the wurtzite basal plane of II-IV-N2 will have in-plane distortion, deviating from the

perfect hexagon of the lattice with ideal hexagonal symmetry. We therefore use the

following quantity to measure in-plane distortion. a and b are the lattice constants
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of the orthorhombic unit cell of II-IV-N2 with space group Pna21.

a
b
−

√
3
2√

3
2

× 100% (5.3)

Figure 5.5 shows the strong linear correlation between the antisite pair formation

energy and the in-plane lattice distortion and the size mismatch, indicating that the

large size mismatch prevents swaping of the cation pairs and thus suppresses the

degree of disorder in II-IV-N2. Since each cation swap corresponds to the formation

of a (II)1-(IV)3 motif and a (II)3-(IV)1 motif, a larger lattice distortion and a higher

antisite pair formation energy implies a decresed fraction of 3-1 motifs and a increased

fraction of 2-2 motifs. Interestingly, each series of materials with a common group-II

cation (e.g., Be-IV-N2, Mg-IV-N2) appears to follow slightly stronger linear trends, the

slope of which correlates with the size of the group-II atom. The Be-IV-N2 materials

have a very small slope, roughly outlining a horizontal line, corresponding to the small

ionic radius of beryllium (0.27 Å). Cadmium has a large ionic radius (0.78 Å), and

the Cd-containing materials outline a steeper line than the trend for all 12 materials.

Mg-IV-N2 and Zn-IV-N2 materials do not differ noticeably in their trends, as their

group-II ionic radii are nearly identical (0.57 and 0.60 Å, respectively). The series

formed by each group-IV cation (e.g., II-Si-N2) do not display as strong trends as

their group-II counterparts, most likely because the group-II ions are all larger than

the group-IV ions in this study, apart from beryllium, which is approximately equal

in size to Si (0.26 Å) and smaller than Ge and Sn (0.38 and 0.55 Å, respectively).

Because of this exception, we note that Be-IV-N2 does not strictly follow the positive

linear trend of the other materials. Due to the strong linear correlation, we believe

that the cation size mismatch is a good metric to predict the tendency of II-IV-N2

to exhibit disordering on the cation sublattice, which allows rational control on the

cation disorder through choosing the desired pair of cations.
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5.6 Conclusions

In conclusion, we study the effect of cation disorder on the thermodynamic and

electronic properties of II-IV-N2 semiconductors. Instead of the long-range disorder,

we find that the cation disorder in the short range, i.e. the structural motifs, deter-

mines the thermodynamic stability and the bandgap. 4-motifs are thermodynamically

unfavorable whereas 3-1 motifs have small thermodynamic penalty and can be formed

in experiments. The bandgap of II-IV-N2 is linearly proportional to the square of the

long-range order parameter, which implies the possibility to engineer the bandgap of

semiconductor without alloying. Despite the interesting effect on the bandgap, cation

disordering is often considered to have negative impact on the transport properties

of semiconductors. We propose the cation size mismatch as a good indicator to mea-

sure the tendency of II-IV-N2 towards disorder. Therefore, choosing the desired pair

of cations can realize the rational control of cation disordering in a broad range of

heterovalent ternary semiconductors.
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CHAPTER VI

Semiconducting High-Entropy Chalcogenide

Alloys with Ambi-ionic Entropy Stabilization and

Ambipolar Doping

6.1 Introduction

Materials design by entropy stabilization has proven an efficient approach to

engineer new materials with unique properties. Entropy stabilization exploits the

large configurational entropy of multiprincipal-element alloys to overcome the mixing-

enthalpy barrier and stabilize solid solutions of otherwise immiscible materials in sim-

ple crystal structures. Early work focused on metals127–129 and demonstrated their su-

perior mechanical behavior130,131 and corrosion resistance.132 Subsequently, the prin-

ciple of entropy stabilization was demonstrated to also apply to ceramics133–137 such

as (Mg, Co, Ni, Cu, Zn)O,133 which form a rocksalt solid solution even though the

constituent binaries crystallize in different crystal structures. Besides early emphasis

on mechanical behavior, high entropy materials have also shown intriguing functional

properties such as superconductivity,138 colossal dielectric constant,139 reversible en-

ergy storage,140 etc. These results hinted at the possibility that, other than metals

and ceramics, entropy-stabilized materials can be deployed in electronic applications.

Despite the recent progress in the field, entropy-stabilized alloys with semicon-
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ducting character, that is, exhibiting a band gap and controllable ambipolar doping,

have not been demonstrated. Semiconductors are important for a broad range of

applications such as transistors,141 solar cells,142 and energy conversion.143 Alloyed

semiconductors in particular enable the engineering of their structural and functional

behavior through chemical substitution to realize desirable structural and functional

properties (e.g., lattice matching to a substrate,144 tuned optical emission,145 in-

creased carrier mobility,146 low thermal conductivity,147 etc.). However, many semi-

conductor applications are limited by alloy phase segregation or the high temperatures

needed for semiconductor growth. Entropy stabilization is thus a promising method

to overcome the solubility limits of traditional semiconductor alloys, lower their pro-

cessing temperatures, and synthesize new semiconducting materials with targeted

functionalities.

Configurational disorder has been explored in the conventional as well as the

multiprincipal-element chalcogenide alloys to engineer their structural and functional

properties. For example, chalcogenide compounds show great promise in thermoelec-

tric energy conversion, and doping engineering has been applied over the years to im-

prove the thermoelectric performance of materials such as the established Bi2(Te,Se)3

alloys and the more recently developed Sn(S,Se) and GeTe phases.148–152 Furthermore,

recent work focused on enhancing the thermoelectric power factor and lowering the

lattice thermal conductivity by introducing configurational entropy through doping

or alloying,153 such as in Ge0.84In0.01Pb0.1Sb0.05Te0.997I0.003,
154 PbSnTeSe,155 PbTe-

PbSe-PbS,147 and (Sn0.7Ge0.2Pb0.1)0.75Mn0.275Te,
156 to name a few. While entropy

does play an important role in stabilizing these alloys and controlling their proper-

ties, these systems are not classified as high-entropy alloys because their stoichiometry

is far from the equimolar ratio and their configurational entropy is lower than 1.61

R·mol−1.157 Recently, semiconducting Cu3SnMgInZnS7 was proposed and termed as

high-entropy sulfide.158 We note that this material is designed by enthalpy minimiza-
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tion rather than entropy stabilization, and can be seen as a solid solution of Cu3SnS4,

CuInS2, ZnS, and MgS. As a result, the metal ions show the local ordering of the

parent compounds to locally satisfy the octet rule rather than a random distribution

on the cation sublattice. On the other hand, there is a dearth of work on semicon-

ducting highentropy chalcogenide based on entropy stabilization, which is the focus

of the present study.

Moreover, most high-entropy ceramics developed so far only utilize the configu-

rational entropy of the cation sublattice to stabilize the solid-solution phase while

keeping the composition of the anion site unary. However, there is no reason to rule

out the anionic stabilization.159 By also exploiting the configurational entropy of the

anion sublattice, strong entropy stabilization can be realized with a smaller number

of elements. For example, for an alloy of N cations and M anions with one site for

each ion type in the unit cell, the molar entropy at the equi-ionic composition is R(ln

N + ln M ) = R ln NM, or equal to the equimolar mixing of N × M cations, if only

cation mixing is performed. This multicationic and -anionic entropy stabilization has

recently been demonstrated in high-entropy Li-ion battery material.160 Thus, ambi-

ionic alloying promotes the formation of entropy-stabilized materials using a smaller

number of constituent elements.

Here, we extend the principle of multicationic and -anionic entropy stabilization

to 6-component chalcogenide alloys based on the (Ge,Sn,Pb)(S,Se,Te) formula and

demonstrate the stabilization of single-phase solid solutions in the rocksalt crystal

structure by exploiting the disorder of both the anion and cation sublattices. The

synthesized high-entropy chalcogenide alloys (HECs) are thermodynamically stable

at the growth temperature and kinetically metastable at room temperature, while

at intermediate temperatures they phase segregate with spinodal-like decomposition

into SnSe-rich lamellar inclusions within a SnSe-poor rocksalt matrix. The resulting

composites are semiconducting, as demonstrated by the sign reversal of the Seebeck
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coefficient after controllable ambipolar doping by Bi donors and Na acceptors. Our

results pave the way for the adoption of entropy-stabilized alloys in a wider array of

semiconductor functional applications

6.2 Methodology

6.2.1 First-Principles Calculations

We sampled the composition space of GeSnPbSSeTe HEC in 1/6 composition in-

crements for each element (i.e., GexSnyPb1−x−ySzSetTe1−z−t with x = 0, 1/6, 2/6, ...,

1, and similarly for y, z, and t) for a total of 775 compositions. We then generated

special quasirandom structures (SQSs) for each composition with the Alloy Theoretic

Automatic Toolkit (ATAT)33 by minimizing the difference with the pair-correlation

function of the fully random alloy up to a radius of 6 Å. We fixed the size of the

SQSs to a 3 × 3 × 2 multiple of the 2-atom rocksalt primitive cell. We subsequently

performed high-throughput calculations based on density functional theory (DFT)

and the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional14 with the

Vienna ab initio Simulation Package (VASP).27 The interaction between the core and

valence electrons is described with the projector augmented wave method (PAW)26

using a plane-wave energy cutoff of 500 eV. To evaluate the influence of the filled d

shell of Sn (4d10) and Pb (5d10) on the thermodynamic and structural alloy prop-

erties, we performed calculations with and without the filled d shell in the valence

for Ge0.5Sn0.5Te and Sn0.5Pb0.5Te and found that the formation enthalpy differs by

less than 5 meV/f.u., while the lattice constant varies by less than 0.5%. Thus, we

treated the cation d electrons as core electrons in subsequent calculations. We also

used a 2 × 2 × 2 Monkhorst-Pack grid32 to sample the supercell Brillouin zone and

allowed the lattice vectors, cell volume, and ion positions to relax until the forces

on the ions were less than 0.01 eV Å
−1
. We investigated the phase stability of each
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composition by evaluating the energy above the convex hull, Ehull, and the configu-

rational entropy ∆S. We constructed the convex hull by calculating the total energy

of the binary ingredients using primitive cells in the orthorhombic Pnma space group

for GeS, GeSe, SnS, and SnSe, the R3m space group for GeTe, and rocksalt (Fm3m)

for SnTe, PbS, PbSe, and PbTe. The configurational entropy was calculated with the

equation for the ideal solution model:

∆S = −kB
∑
i

xilnxi (6.1)

Finally, we determined the phase-transition temperature between the single-phase

solid solution and the phase segregation to its binary ingredients by

Ttransition =
Ehull

∆S
(6.2)

We constructed the ternary heatmap of the phase-transition temperature as a func-

tion of cation and anion composition by training a Gaussian Kernel Ridge Regression

machine learning model on the Ttransition data obtained from the high-throughput cal-

culations. The regularization parameter and the broadening of the Gaussian kernel

function were chosen by five-fold cross validation to prevent overfitting. The finalized

hyperparameter set gave a mean-absolute-error of 37 K on the training set, and 65

K on the validation set. We investigated the electronic properties of the equimolar

HEC composition (Ge1/3Sn1/3Pb1/3S1/3Se1/3Te1/3) with DFT calculations based on

the PBE-GGA and the hybrid HSE06 functionals.16 We set the HSE06 mixing pa-

rameter to its standard value of 0.25. We employed Γ-centered grids to sample the

Brillouin zone of the supercell (4 × 4 × 4 for the GGA and 2 × 2 × 2 for the hybrid

calculations), and we determined the band gap as the energy difference between the

highest occupied and the lowest unoccupied states of the sampled Brillouin points.

Spinorbit coupling was included in both the GGA and the hybrid calculations.
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6.2.2 Synthesis and Processing

Polycrystalline ingots of (GeSnPb)1/3(SSeTe)1/3 as well as the Bi or Na doped

samples used in this study were synthesized using a two-steps solid state reaction

process. In the first step, stoichiometric mixtures of the elements (total weight: 10 g)

were thoroughly ground under argon atmosphere in a glovebox and sealed in a quartz

tube under a residual pressure of 10−3 Torr. The sample was heated to 1000 °C over

20 h, dwelled at this temperature for 2 h while rocking the furnace to maximize inter-

mixing of the components in the liquid state, and finally cool to room temperature in

24 h. The resulting ingots were then crushed and mixed under argon atmosphere in a

glovebox and sealed in another quartz tube under 10−3 Torr. For this second reaction

step, the samples were heated at 900 °C, dwelled for 1 h, and then quenched either

in liquid nitrogen or in water at room temperature. To investigate the thermody-

namics of the metastable HEC alloy (GeSnPb)1/3(SSeTe)1/3 obtained by fast cooling

in liquid nitrogen, the ingot was broken into several pieces and annealed at various

temperatures (200 °C, 300 °C, and 400 °C) for 50 h to induce the decomposition of the

homogeneous solid solution phase. To probe the reversibility of the phase transition

between the metastable HEC homogeneous solid solution and the thermodynamically

stable mixture of phases, a portion of the sample previously annealed at 400 °C for

50 h was further annealed at 550 °C for 60 h and quenched in liquid nitrogen.

6.2.3 Characterization

Samples obtained from the solidstate synthesis and various post synthesis thermal

treatments were characterized by X-ray powder diffraction (PXRD) using monochro-

matic Cu-Kα radiation on a Rigaku Smartlab operating at 40 kV and 40 mA. The

thermal stability of the ingot obtained by fast cooling in liquid nitrogen was inves-

tigated by differential scanning calorimetry (DSC) using a heating and cooling rate

of 5 K per minute on an F401 DSC apparatus from NETZSCH. The reversibility
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of the phase transition was probed by measuring temperature dependent XRD pat-

terns from 100 to 700 °C using the phase separated HEC sample obtained from slow

quenching in water. The sample was sealed in a capillary quartz tube, and the XRD

data were collected using monochromatic Mo-Kα radiation on an IPDS-2T (STOE)

diffractometer operating at 50 kV and 40 mA. A JEOL JSM-7800FLV scanning elec-

tron microscope equipped with Oxford XMaxN 80 mm2 silicon-drift energydispersive

X-ray spectrometer was used to collect backscattered electron (BSE) images and com-

position mapping on liquid nitrogen quenched samples after annealing at 300 °C for

50 h.

6.2.4 Electronic and Thermal Transport Measurements

To measure the thermoelectric properties, ingots of undoped and doped sam-

ples obtained by quenching in liquid nitrogen were crushed and consolidated at 400

°C under 100 MPa using a uniaxial hot press. The electrical conductivity and ther-

mopower were measured simultaneously under a lowpressure helium atmosphere using

the four-probe method on a commercial ULVAC-RIKO ZEM-3 system. The thermal

conductivity was calculated (κ = ρCPD, where ρ, CP , and D are density, specific

heat capacity, and thermal diffusivity, respectively) from thermal diffusivity and heat

capacity data measured by laser flash method on a Linseis LFA-1000 laser flash sys-

tem.

6.3 Thermodynamic stability of GeSnPbSSeTe high-entropy

chalcogenide

We first investigate the thermodynamic landscape of GeSnPbSSeTe alloys in 1/6

composition increments over their entire composition space using high-throughput

DFT calculations (Figure 6.1). The competition between the energy above the con-
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Figure 6.1: Energy per formula unit (f.u.) above the convex hull versus entropy for
the 775 investigated HEC compositions. The lines correspond to the phase-transition
temperature that stabilizes the high-entropy single-phase solid solutions. Composi-
tions that lie above each line are thermodynamically unstable at that temperature
against phase segregation to the binary ingredients.

vex hull, calculated here as the enthalpy of mixing with respect to the most stable

combination of binaries, and the configurational entropy determines the thermody-

namic stability of single-phase HECs, characterized by the phasetransition tempera-

ture. A lower phase-transition temperature causes slower kinetics enabling the for-

mation of the metastable high-entropy phase through faster cooling, and increases

the likelihood that the high-entropy metastable solid solution remains stabilized at

room temperature. At room temperature (300 K), most of the compositions are not

thermodynamically stable, that is, the free-energy reduction by the configurational

entropy cannot counterbalance the mixing enthalpy. However, nearly all (99%) HEC

compositions (i.e., alloys with configurational entropy S higher than 1.6 kB per for-

mula unit (f.u.)) are thermodynamically stable with respect to the binary ingredients

at the typical chalcogenide growth temperature (T ≈ 900 K).150,161 After equilibra-
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Figure 6.2: Average energy above the convex hull and average transition temperature
as a function of the number of alloy components. Incorporating a larger number of
principal components increases the configurational entropy and improves the thermo-
dynamic stability, even though the average mixing enthalpy increases.

tion at the growth temperature and the formation of a homogeneous rocksalt solid

solution, the single-phase HEC can be kinetically stabilized at room temperature by

fast quenching. Thus, single-phase GeSnPbSSeTe HEC alloys can be synthesized over

a wide range of compositions and metastabilized in ambient conditions.

We then explore the effects of entropy on the alloy stability. The solubility of

each element in conventional alloys is limited by the enthalpic penalty from the un-

favorable chemical bonding and the microscopic strain induced by the difference of

atomic radii. However, the solubility limit can be overcome when multiple elements

are mixed together. This entropy-stabilization effect is illustrated in Figure 6.2: the

average phase-transition temperature of the ternary subset of compositions is high

(900 K). This is because the random ternary alloys are unfavorable with respect to

decomposition into ordered binaries. However, the average phase-transition temper-

ature drops by 300 K for alloys composed of five or more ions, even though the
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Figure 6.3: Average energy above the convex hull and average transition temperature
for alloy compositions that lack one of the component elements. The dashed line
represents the average Ehull and Ttransition of the 775 calculated HEC compositions.
S and Ge are most detrimental to the thermodynamic stability while Se, Sn, and Pb
help improve stability.

enthalpic penalty increases. This improved phase stability is enabled by the large

configurational entropy of the two sublattices and would otherwise be impossible

with conventional semiconductor alloys, for which the entropy stabilization effect is

smaller.

Next, we analyze the contributions by the various elements to the enthalpy of mix-

ing. Even though the average configurational entropy increases monotonically with

the inclusion of more elements, the effect of chemical composition on the enthalpy

is not intuitive. We thus examine the average enthalpy of mixing and the average

transition temperature for alloy compositions that lack one of the components (Figure

6.3), and find that the average energy above the hull is lower than the ensemble av-
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Figure 6.4: Phase-transition temperature as a function of (a) cation and (b) anion
compositions for the equimolar (a) anion and (b) cation composition. Mixing Sn
and Pb on the cation sites, and Se and Te on the anion sites enable the highest
thermodynamic stability.

erage for compositions that exclude Ge, Pb, S, and Te, respectively. A combination

of low mixing enthalpy with high configurational entropy is indicative of favorable

thermodynamic stability, which is reflected in the phase transition temperature. Our

results show that the transition temperature is lower by 200 K for compositions that

lack S, while excluding Sn, Pb, and Se increases the transition temperature signifi-

cantly, for example, by 300 K for Se. The variation of the transition temperature with

the cation and anion composition is more comprehensively seen in the ternary map

of the transition temperature (Figure 6.4) obtained by fitting the high-throughput

data with a machine-learning model. The model illustrates that Ge-poor composi-

tions on the cation site and S-poor compositions on the anion site further stabilize

the HECs by lowering the phase-transition temperature. Therefore, we predict that

compositions richer in Sn, Pb, and Se, and poorer in S, compared to the equimolar

are thermodynamically more stable and easier to synthesize experimentally.
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6.4 Phase Purity and Thermal Stability of Equimolar HEC

To experimentally validate our computational predictions on the thermodynam-

ics of HECs, we focus on the equimolar composition (Ge1/3Sn1/3Pb1/3S1/3Se1/3Te1/3),

which has the highest configurational entropy (S = kBln9 = 2.2kB · f.u.−1, or 2.2

R · mol−1). With conventional cationic entropy stabilization only, such a high en-

tropy value requires the equimolar mixing of 3 × 3 = 9 elements, yet ambi-ionic

alloying enables such high mixing entropy with only 3 + 3 = 6 ion species. We syn-

thesize the equimolar HEC by a two-step reaction of the elements at 1000 °C, and

then 900 °C followed by quenching. Consistent with our calculations, which predict

that the equimolar composition is thermodynamically metastable at room tempera-

ture, we find that the phase purity of the resulting sample depends on the cooling

rate (Figure 6.5). For instance, if the HEC sample is quenched fast using liquid nitro-

gen, the XRD pattern shows a series of sharp and welldefined peaks associated with

a single-phase solid solution in the rocksalt structure. However, diffraction peaks

corresponding to an SnSe-rich orthorhombic secondary phase appear on the XRD

pattern if the sample is quenched slowly in roomtemperature water. Even though the

solid-solution phase obtained by fast quenching is metastable at room temperature, it

remains robust despite large thermal perturbations and does not phase segregate until

extended annealing at temperatures exceeding 300 °C (Figure 6.6). The resulting mi-

crostructure (Figure 6.7) consists of fine SnSe-rich lamellae embedded in a SnSe-poor

rocksalt matrix, which resembles a spinodal decomposition-like transformation of the

metastable solid solution upon annealing at temperatures above 300 °C (Figure 6.6).

The phase-segregated sample reverses back to the solidsolution phase after annealing

at 550 °C followed by fast quenching, indicating the reversibility of the phase tran-

sition. One question that remains open for future investigation is whether there is

any microscopic local ordering of the cation and anion sublattices in the metastable

solid solution phase. In high-entropy oxides, extended X-ray absorption fine structure
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Figure 6.5: X-ray diffraction pattern (XRD) with Cu-Kα radiation of equimolar
GeSnPbSSeTe after quenching from the molten phase in liquid nitrogen (fast) or
room-temperature water (slow), showing well-defined rocksalt peaks. Slow quenching
also shows secondary orthorhombic peaks (triangles). Inset: backscattered electron
image of the fast-quenched sample after annealing, showing a majority rocksalt phase
(brighter section).

(EXAFS) experiments found that there is no significant cation local ordering.133,162

A similar analysis would be helpful to shed light on the issue of short-range order in

high-entropy chalcogenides.

We further examine the thermodynamics of the metastable solid solution by differ-

ential scanning calorimetry (DSC). An exothermic transition with an onset at around

300 °C and a peak at 400 °C was observed on the first DSC heating curve (Figure

8), attributed to the phase segregation of the solid solution. Further heating above

430 °C transforms the sample back to the single-phase solid solution, followed by

congruent melting around 620 °C. Upon cooling, the sample recrystallizes into the

single-phase solid solution at around 610 °C and phase segregates at 420 °C. The

reversible phase transition at around 430 °C is therefore driven by the configurational

entropy. The second DSC heating curve only shows the endothermic peak associ-

ated with the transformation of the phase-segregated composites to the rocksalt solid
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Figure 6.6: XRD pattern of the fast-quenched equimolar HEC after the two-step
synthesis annealed at (i) 200 °C, (ii) 300 °C, and (iii) 400 °C, plus a sample annealed
at (iv) 550 °C and quenched in liquid nitrogen. Triangles indicate diffraction peaks
associated with the SnSe-rich phase formed after phase segregation. The rocksalt
solid solution remains metastable after annealing at 200 °C, but phase separates be-
tween 200 and 300 °C. Between 430 and 620 °C the phase-separated sample reversibly
transforms back to the rocksalt phase.
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Figure 6.7: Backscattered SEM image of the fast-quenched equimolar HEC after
extended annealing at 300 °C showing the fine lamellar microstructure reminiscent of
spinodal decomposition. The dark-gray nanoribbons are the orthorhombic SnSe-rich
phase, while the lightgray matrix is the rocksalt SnSe-poor phase.
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Figure 6.8: Differential scanning calorimetry (DSC) analysis on fast quenched
equimolar HEC. The endothermic peak at 430 °C during heating and the exother-
mic peak at 420 °C during cooling show the reversible phase transition driven by
the configurational entropy between the single-phase rocksalt solid solution and the
phase-segregated regime.

solution, with no sign of the exothermic peak observed at 400 °C during the first

heating. This implies that the slow cooling rate (5 K min−1 ) during DSC causes

complete segregation of the highentropy solid solution and further confirms that the

solid solution can only be metastabilized at room temperature via fast quenching,

consistent with the X-ray diffraction results (Figure 6.6).

To confirm the stability regions of the various phases observed in DSC and fur-

ther demonstrate the reversibility of the phase transition, we recorded temperature-

dependent XRD data (Figure 6.9). The secondary phase persists even at 500 °C, while

the solid solution appears at 600 °C, and the sample melts at 700 °C. Qualitatively

identical XRD patterns are obtained during cooling. We attribute the slightly dif-

ferent phase-transition temperature in the DSC measurements (430 °C) to the closer

contact between the sample holder and the temperature probe during DSC, which

provides a more accurate temperature measurement.
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Figure 6.9: Temperature-dependent XRD with Mo-Kα radiation of the equimolar
GeSnPbSSeTe during heating and cooling. The asterisks indicate the diffraction peaks
associated with the SnSe-rich secondary phase. The sample transformed from phase-
segregated composites to single-phase rocksalt solid solution upon heating above 500
°C

6.5 Dopability and Transport Properties of Equimolar HEC

In addition to the thermodynamic, structural, and chemical properties, which

have traditionally been the focus of previous reports on high-entropy materials, we

have extended our investigation to the electronic and thermal transport proper-

ties of the synthesized HECs. Here, we demonstrate the dopability of the equimo-

lar alloy and characterize its semiconducting properties both with DFT calcula-

tions and with experimental transport measurements. The calculated band gap of

Ge1/3Sn1/3Pb1/3S1/3Se1/3Te1/3 is 0.86 eV, which is a typical value of semiconductors

and of similar magnitude to its binary ingredients such as SnSe161 (0.86 eV) and

SnS163 (1.07 eV). A key characteristic, though, that distinguishes semiconductors

from insulators is the possibility of controllable doping. Our investigation reveals

that the equimolar HEC shows promising ambipolar dopability. Thermopower mea-

surements (Figure 6.10a) reveal p-type transport for the nominally undoped equimolar
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Figure 6.10: (a-c) Transport properties of undoped and doped equimolar HEC.
Temperature-dependent (a) Seebeck coefficient, (b) electrical conductivity, and (c)
thermal conductivity. The sign of the Seebeck coefficient indicates that GeSnPbSSeTe
HEC is an ambipolarly dopable semiconductor (n-type with Bi donors and p-type with
Na acceptors). The thermal conductivity is exceptionally low and nearly independent
of temperature. The electrical conductivity decreases with temperature, indicative of
heavily doped semiconducting behavior.

HEC sample, which we tentatively attribute to the formation of cation vacancies. We

also found that controllable doping can be achieved by substituting divalent cations

with monovalent (p-type) or trivalent (n-type) elements. For example, by substitut-

ing host cations with Na, the thermopower remains positive and exhibits a peak at

higher temperature (Figure 6.10a) while the conductivity increases (Figure 6.10b),

which indicates the addition of free holes to the valence band. On the other hand,

when Bi substitutes divalent host cations, the sign of the Seebeck coefficient becomes

negative indicating n-type transport.

This ambipolar dopability of the GeSnPbSSeTe HEC with acceptors (Na) and

donors (Bi) opens up possibilities for the application of HEC in electronic and op-

toelectronic devices. Thermal transport measurement reveals ultralow thermal con-

ductivity for the equimolar HEC, which we ascribe to phonon scattering by strong

mass fluctuations owing to the significant atomic disorder of both sublattices (Figure

6.10c). Such low thermal conductivity paves the way for applications of HECs as

thermal barrier coatings in, for example, chalcogenide-based thermoelectric devices.

The principle of entropy stabilization introduced here for the semiconducting GeS-
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nPbSSeTe HECs can be extended more broadly to numerous functional chalcogenide

applications such as spintronic,164 topological insulating (e.g., rocksalt SnSe),165 or

superconducting (e.g., FeSe) materials.166 In addition, engineering the resulting mi-

crostructure of phase-segregated metastable compounds may enable the design of

functional meta-materials composed of phases with complementary functionalities.

We therefore expect that the discovery of semiconducting highentropy chalcogenides

will catalyze their wider exploration and adoption in functional applications.

6.6 Conclusions

In conclusion, we demonstrated the synthesis of high-entropy semiconducting

chalcogenide alloys, stabilized by the large configurational entropy of both cation and

anion sublattices. Although alloy disorder in semiconductors is traditionally seen as

an unavoidable compromise to control the material properties, our work demonstrates

that the configurational entropy can be exploited to stabilize semiconductor compo-

sitions that are otherwise impossible due to phase segregation. By demonstrating

the possibility of ambipolar doping, our results pave the way for the realization of

functional applications of entropy-stabilized semiconducting materials in electronic,

optoelectronic, photovoltaic, and thermoelectric devices.
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CHAPTER VII

Summary and Future Work

7.1 Summary

In conclusion, we employed first-principles calculations based on density functional

theory to study the thermodynamic and electronic properties of semiconductors. In

particular, we investigated the impact of point defects in a wide range of semicon-

ducting materials, including AlN, AlGaN alloy, LaN, and Cu2O. In addition, ther-

modynamic stability of the disordered II-IV-N2 and high entropy chalcogenide alloys

was also studied in depth. The detailed findings of each chapter are as follows.

Chapter II aimes at addressing the long-standing challenge of achieving heavy

p-doping for ultrawide bandgap nitride semiconductors, with a focus on the AlN

and AlGaN alloy. From the basic defect thermodynamics, we proposed two strate-

gies to enhance the p-doping efficiency, which are chemical potential engineering and

Fermi level engineering. A large free hole concentration can be realized by growing

dislocation-free AlN nanowires under N-rich condition. This grow condition causes a

high chemical potential for N and a low chemical potential for Al, which significantly

decreases the formation energy of Mg dopants and increases the formation energy

of compensating N vacancies. The same principles can also be achieved by pinning

the Fermi level at the grow surface away from the valence band maximum of AlGaN

through metal-semiconductor junction assisted epitaxy. These two strategies can be
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applied more broadly in other ultrawide bandgap semiconductors.

Chapter III investigates the band structure, band alignment, intrinsic defects and

common impurities of LaN. Contrast to previous claims that LaN is a semimetal,

our calculations show that LaN is a direct bandgap semiconductor with a direct

gap of 0.62 eV at the X point of the Brillouin zone. Further calculations on the

formation energy of intrinsic defects and common impurities reveal that N vacancy

and the N-substitutional O impurity have low formation energy and behave as shallow

donors. These defects explains the origin of the electrical conductivity of LaN. Our

calculations clarify the semiconducting nature and the source of conductivity for

LaN, which lays the foundation for LaN to be used for a broad range of functional

applications.

Chapter IV presents a comprehensive study on the intrinsic defects, common

impurities, and various candidate p-type dopants for Cu2O. Among all intrinsic de-

fects, the Cu simple vacancy and the Cu split vacancy are dominant due to their

low formation energy. Due to the large ionization energy of Cu vacancy acceptor, the

equilibrium free hole concentration of Cu2O is relatively low. H impurities can further

compensate Cu vacancies by forming neutralized defect complex. Our survey over a

series of candidate p-dopants shows that N, S, and Mg are promising elements to be

use for effective p-type doping in Cu2O. This work sheds light on the thermodynamic

of point defects in Cu2O and proposes possible dopants for effective p-doping.

Chapter V focuses on the issue of cation disorder in heterovalent ternary nitride

(II-IV-N2). We used ZnSnN2 as a model system to study the impact of cation disorder

on the thermodynamic stability and bandgap, where the octet rule plays an important

role. We find that 4-motifs are extremely unfavorable from a thermodynamic point of

view, characterized by a large increase in formation energy. For partially disordered

ZnSnN2, the fraction of octet rule conserving motifs is maximized to lower the overall

energy. The bandgap of ZnSnN2 and other heterovalent ternary semiconductors is
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linearly proportional to the square of the long-range order parameter. We also discover

that the size mismatch between group-II and group-IV cations is a good indicator

to the tendency towards disordering. Large size mismatch results in a large inplane

distortion and a more ordered material. Thus, choosing cation pairs with a desired size

mismatch can enable rational control on the degree of disordering in II-IV-N2. Our

calculations emphasize the effect of cation disorder in II-IV-N2 system and propose

ways to rational control the disordering.

Chapter VI presents a high-throughput DFT calculations on the GeSnPbSSeTe

high entropy chalcogenide alloys. The entire composition space was sampled evenly

using DFT and the convex hull was constructed. Near room temperature, most of the

compositions are not thermodynamically stable. However, over 90% of the composi-

tion are stable at a typical growth temperature for chalcogenide synthesis. Further

analysis shows that Sn and Se help improve the thermodynamic stability whereas

S is detrimental to the stability. We also synthesized the equimolar GeSnPbSSeTe

and showed that it can crystalize in a rocksalt structure upon fast quenching in liq-

uid nitrogen. DSC and temperature dependent XRD shows the reversible transition

between the high entropy rocksalt phase and the multiple phase regime. Bandgap

calculations and transport measurement show that the equimolar GeSnPbSSeTe is

an ambipolarly dopable semiconductor. Our work presents a seminal breakthrough

by proposing a novel class of semiconducting high entropy materials and catalyzing

the utilization of high entropy chalcogenide alloys in a broad range of semiconductor

functional applications.

7.2 Future work

This dissertation presents in-depth research on the thermodynamics of point de-

fects as well as the thermodynamics of semiconductor alloys in several important

material systems. The scope and the impact of this work can potentially be further
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expanded in the following avenues.

Semiconducting materials that can be p-type doped are of great importance for

the next generation devices, such as transparent electronics. The sparsity of suitable

p-type semiconductors in comparison to their n-type counterpart is a big obstacle, and

a breakthrough in materials discovery is needed. The dopability of a semiconductor

is determined by the interplay between the intrinsic defects and extrinsic dopants,

and the defect calculation presented in this work is a powerful tool to predict the

dopability of semiconductors from theory. Therefore, a computational study over a

wide range of semiconductors using defect calculations in a high-throughput manner

can efficiently screen thousands of potential candidates for p-doping and lead to the

discovery of novel p-type semiconductors with great technological importance.

Also, the effect of cation disorder on the properties of II-IV-N2 was investigated

using a simple model based on nearest-neighbor motifs. It is possible that the interac-

tions beyond first-nearest neighbors in the cation sublattices also play an important

role. In the future, more advanced thermodynamic model such as the cluster expan-

sion approach can be applied to quantify the thermodynamic contribution of each

possible clusters, which can give valuable insights on the effect of medium-range dis-

order on the thermodynamic and electronic properties of II-IV-N2 systems.

In addition, the high throughput DFT studies presented in Chapter VI can be

extended to predict the thermodynamic stability of other high entropy material sys-

tems, such as high entropy oxides. High entropy oxides have attracted tremendous

interests for their superior stability and intriguing properties. Many high entropy

oxide research focus on the (MgCoNiCuZn)0.2O and its close variant, but there are

endless possibilities of other high entropy oxides if different cation species and com-

position are chosen. And a straightforward way to investigate their stability is to

calculate the energy above the hull and the configurational entropy. Their interplay

will give a holistic picture of their stability over the entire composition space, which
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can shed light on the possibility for experimental synthesis.

Last but not least, the configurational entropy plays an important role in stabi-

lizing high entropy chalcogenide alloys. Our calculations employed the ideal solution

model for the entropy, which assumes complete randomness of the cation and anion

sublattices. However, there can exist chemical short range ordering among cations

and anions. Some cations may prefer bonding to a particular anion instead of treat-

ing all anions in the same way. This short range ordering can decrease the entropy

and influence the thermodynamic stability. Therefore, Monte Carlo simulations or

molecular dynamic simulations can be employed to study the temperature evolution

of atomic arrangement of high entropy chalcogenide alloys. This will provide valu-

able insights on the short range ordering and its impact on the overall thermodynamic

stability.
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APPENDIX A

Supplemental Materials for LaN Calculations

A.1 Convergence for Defect Calculations in LaN

64-atom supercell 128-atom supercell Difference
Ef (ON , 0) -0.158 eV -0.186 eV 0.028 eV
Ef (ON ,+1) -0.857 eV -0.890 eV 0.033 eV
ε(+1/0) 0.698 eV 0.703 eV 0.005 eV

Table A.1: Convergence on defect formation energy Ef (X, q) and charge-transition
level ε(+1/0)
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A.2 PBE Band Structure of LaN
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Figure A.1: The electronic band structure of LaN calculated with the PBE functional.
The valence and conduction bands overlap by 115 meV at the X point, indicating
that semilocal functionals predict LaN to be a semimetal, in agreement with early
theoretical studies.

93



A.3 Orbital Projected HSE Band Structure of LaN

X W K L U W L K UX
4

3

2

1

0

1

2

3

4

La s

X W K L U W L K UX
4

3

2

1

0

1

2

3

4

La p

X W K L U W L K UX
4

3

2

1

0

1

2

3

4

La d

X W K L U W L K UX
4

3

2

1

0

1

2

3

4

N p

Figure A.2: Orbital projected HSE band structure of LaN. The thickness of the band
curve corresponds to the strength of the orbital contribution. The valence band is
mainly derived from N 2p orbitals and the conduction band is mainly from La 5d
orbitals. The valence band near X and W also has sizable La p characteristics, which
gives rise to spin-orbit coupling that breaks the valence-band degeneracy.
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APPENDIX B

Supplemental Materials for Cu2O Calculations

B.1 Convergence for Defect Calculations in Cu2O

Supercell size Ef (VCu, 0) (eV) Ef (VCu,−1) (eV) (0/-1) ε(0/− 1) (eV)
2×2×2 1.44 1.80 0.36
3×3×3 1.17 1.51 0.34

Table B.1: Convergence on defect formation energy and charge-transition level for
VCu

B.2 Orbital Character Projection at Γ

O s state (eV) O p state Cu s state Cu p state Cu d state
VBM 0% 14.5% 11.2% 0% 74.3%
CBM 15.2% 0% 13.2% 0% 71.6%
2nd CB 0% 0% 0% 100% 0%

Table B.2: Orbital character projection onto the eigenvalues at Γ for the VBM, CBM,
and the second conduction band (2nd CB)
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B.3 Orbital-Projected Density of States
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Figure B.1: Orbital-projected density of states for Cu2O calculated using the HSE06
hybrid functional. The valence band maximum (VBM) and the conduction band
minimum (CBM) are mainly derived from Cu 3d orbitals.
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B.4 Imaginary Part of the Dielectric Function
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Figure B.2: Imaginary part of the dielectric function for Cu2O as a function of pho-
ton energy calculated using the independent particle approximation and the HSE06
hybrid functional. The first absorption peak appears around 2.8 eV, which corre-
sponds to the first optically allowed transition at Γ from the VBM to the 2nd CB.
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B.5 Tauc Analysis of PVD Cu2O Thin Film
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Figure B.3: Tauc analysis for PVD Cu2O film. Cu2O has a direct optical band gap
of 2.6 eV.
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B.6 Formation Energy of N dopants with N Chemical Po-

tential in Equilibrium with N2 Gas
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Figure B.4: Formation energy of N dopants in Cu2O as a function of Fermi energy
referenced to the valence band maximum. The N chemical potential is set to be in
equilibrium with N2 gas. The strong triple bond between N in N2 molecule hinders
effective p-doping by N.
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