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ABSTRACT  

 

Advanced treatment planning and treatment delivery techniques in radiation therapy have 

increased the need for comprehensive machine commissioning, quality assurance (QA), and 

patient-specific QA to ensure that treatments are delivered with precision and accuracy. In vivo 

dosimetry has an important role in verifying the treatment delivery and it is recommended for high 

dose irradiations, special procedures, and when implementing new treatment techniques. Most of 

the currently available in vivo radiation dosimeters can only provide point measurements or 2D 

superficial dose measurements, which are not accurate surrogates for the full 3D dose distribution. 

Ionizing radiation acoustic imaging (iRAI) is a novel 3D dosimetry tool, that has the potential for 

fast, non-invasive, per pulse dose measurement capability.  This research focuses on detailed 3D 

dosimetry studies testing the feasibility of iRAI in ultra-high dose rate (FLASH) and conventional 

radiation therapy.  A full simulation study was developed to test the potential of iRAI in FLASH-

RT for the first time. This study demonstrated the feasibility of iRAI in beam characterization and 

localization and studied the effect of the linear accelerator (linac) operational parameters and their 

effect on iRAI imaging. 

As part of this work, a customized 2D array transducer was used to study the implementation of 

iRAI in conventional radiation therapy. Different treatment plan dose distributions were measured 

and verified with 3D gel dosimetry measurements. IRAI was capable of measuring shifts in the 

radiation fields within 0.3cm relative to gel results. Additionally, iRAI efficiently detected the 
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radiation field sizes within 0.35cm. The repeatability and dosimetric evaluation of the acquired 

iRAI dose-related images were promising for relative 3D plan verification and monitoring. 

This dissertation also describes the full commissioning of a megavoltage research linac for small-

field animal irradiation studies. An efficient and accurate full commissioning procedure has been 

developed and implemented using 1D, 2D, and 3D gel dosimeters. The characterized 3D gel 

dosimeters provide a full representation of 3D dose, and dosimeter misalignment corrections, and 

demonstrated high reproducibility with low interdosimeter variability. Gels have resulted in fast, 

full relative dosimetry commissioning and beam characterization for non-standard small radiation 

fields. Dosimetric characteristics have been measured with gels including, the linatron calibration 

factor, variability with time, beam divergence, dose profiles, percent depth dose curves, and 

relative output factors. Monte Carlo-based optimization and validation with the experimentally 

acquired beam characterization results have been implemented. The simulation of the linatron 

components and the optimization of its initial source has provided a full representation of the dose. 

The initial linac source parameters were investigated to be 9.8±0.2 MeV beam energy, with a 

0.5o±0.1o  angular distribution and 0.15±0.025 cm, 0.075±0.025 cm horizontal and vertical radial 

intensities respectively. The full phase-space files of the linatron static field and the different 

collimated small beam sizes have been scored. The phase-space files can be used as the source 

files for MC-based dosimetric pre-treatment validations, simulating the experimental setup, and 

work as a dosimetric planning and evaluation system for future small field animal-based 

treatments. 
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The results of this research will enable and enhance the implementation of dosimetry tools 

throughout the radiation therapy treatment process. IRAI can be implemented for deep-tissue in 

vivo dosimetry to enhance treatment monitoring and verification. Additionally, the 3D dosimetric 

capability of gel dosimetry has demonstrated a valuable role in improving the beam 

characterization and commissioning of non-standard radiation fields. 
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Chapter 1 

Introduction 

 

1.1 Motivation and Significance of Work 

1.1.1.  Motivation 

 

Radiation therapy generally aims to deliver a radiation dose to the tumor to kill cancerous cells 

while preventing and minimizing the toxic effect on the surrounding normal tissues. To meet this 

goal, the treatment planning and delivery techniques of radiotherapy have been steadily becoming 

more advanced and complex as summarized in Figure 1.1. The advanced treatment delivery 

techniques have increased the need for comprehensive machine commissioning and quality 

assurance (QA) in addition to patient-specific QA which are key components for accurate radiation 

therapy treatment. 
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Figure 1.1: The advancement in the treatment planning and plan complexity for prostate cancer 1935–2010 [1]. Figure used with 

permission. 

 

The currently available dosimeters for real-time radiation dose measurements are either 1D or 2D 

superficial dosimeters, which have limited applicability in some advanced applications. With the 

increased complexity of radiotherapy treatment plans and delivery techniques, there is a growing 

demand for more precise treatment planning and verification dosimetry tools that are capable of 

sampling 3D volumes.  

Commonly used treatment delivery techniques include Intensity Modulated (IMRT), Stereotactic 

Radiosurgery (SRS), and Volumetric Arc Radiation Therapy (VMAT). 3D gel dosimetry is a 

promising dosimetry tool that has been investigated and has gained recent growing interest in 

research. The main advantage of 3D gel dosimetry over many conventional dosimeters is their 

ability to precisely measure dose distributions in a three-dimensional volume with relatively high 

resolution (sub-mm spatial resolution). 

One of the main applications of gel dosimeters is in basic dosimetry measurements for electron 

and photon dosimetry and characterization measurements such as beam profiles and percent depth 
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doses. Another common application of gel dosimeters is in patient-specific QA and to verify 

advanced treatment plans before delivery such as in SRS, IMRT, and VMAT [2]–[8].  

The goal of in vivo dosimetry is for quality assurance of the radiation therapy delivery through 

real-time measurements of the dose delivered to ensure that radiation treatment is delivered as 

planned.  In vivo dosimetry has an essential role and has increasing applicability throughout the 

treatment delivery process for patient dose measurement and verification. The advancement and 

complexity of the treatment planning and delivery techniques have expanded the role of in vivo 

dosimetry to assess and quantify the accuracy and precision of dose planning, delivery, machine-

specific uncertainties, and systematic error detection. The feedback of the measured in vivo 

dosimetry plays an essential part in measuring over and under-exposure to dose during the 

treatment session, hence allowing for adjustments and re-evaluation of the dose delivery 

throughout the course of treatment. 

Most commonly used in vivo dosimeters are either used for entrance, skin, or exit dose 

measurements, hence they are single point (1D) dosimeters. Entrance dose measurements allow 

for error detection in patient set-up (SSD, SAD errors), beam calibration, and machine output 

stability. Exit dose measurements provide additional patient-specific radiological thickness and 

heterogeneity information. 

Despite their important role, clinically used in vivo dosimeters are limited to superficial 1D 

measurements. Given the growing interest in in vivo dosimetry in radiation therapy, advanced 3D 

dosimeters that can measure deep in tissue doses are crucial and essential for complex treatment 

plan verification and dose monitoring throughout the treatment course [9]–[11].    
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One of the main advancements in the radiation therapy field is Ultra-high dose rate irradiation 

UHDR-RT, also known as FLASH. UHDR-RT involves high treatment dose rates on the order 

that is higher than 40 Gy/s. Such dose rates are a few hundred orders larger than those delivered 

in conventional radiation therapy [12]. As concluded in some preclinical studies, UHDR-RT has 

shown potential in increasing the therapeutic index. The improvement in the UHDR-RT 

therapeutic index is achieved by increasing the normal tissue sparing effect (decreasing the normal 

tissue toxicity) while maintaining the same dose per pulse tumor-killing effectiveness [13]–[18]. 

This preclinically proven advantage of UHDR-RT has increased the potential for its applicability 

in radiation therapy. 

Since in UHDR-RT higher dose is delivered during each pulse of radiation, more efficient and 

accurate dosimetry tools are essential to support instant per pulse basis measurements compared 

to conventional RT. The currently available online dosimeters, such as ionization chambers and 

semiconductors, have sensitive dose rate threshold limitations. The high dose per pulse rates of 

UHDR-RT have resulted in dose saturation problems in those commonly used dosimeters. Hence, 

limiting their applicability on dose per pulse basis measurements in UHDR-RT. Ionization 

chambers have shown ion recombination problems at higher dose per pulse values. While 

semiconductors show uncorrectable saturation for UHDR dose rates [19].   

Active research work is still currently ongoing to identify and test suitable online dosimeters for 

UHDR dosimetry. For a dosimeter to be clinically implemented in UHDR-RT for in-depth (deep) 

treatment delivery monitoring, advanced dosimetry techniques are desirable to provide in-depth 

dose measurement in real-time (in vivo) per linac pulse. The areas of implementation for 

dosimeters in UHDR-RT are real-time internal dose measurements beyond superficial depths for 

dose monitoring and beam localization. 
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1.1.2. Dissertation Contribution and Objectives 

 

The purpose of this research is to investigate novel developments and applications of dosimetry 

throughout the radiation therapy treatment process: (1) testing the feasibility of Clearview 3D gel 

dosimeters in radiation therapy and to broaden their applications, especially in characterizing and 

commissioning small radiation fields (2) optimizing and investigating the initial source of a 

research linac using MC simulation for dosimetry verification and quality assurance (3) validate 

the feasibility of iRAI technique in  in vivo 3D dosimetry and beam localization during Ultra-High 

dose-rate radiation therapy (UHDRT) and in conventional radiation therapy (4) investigate the 

applicability of organic scintillators in dual dosimetry measurements for adiation protection and 

safety. The main objectives and the contribution of this work are summarized as follows: 

Comprehensively develop a commissioning procedure to fully characterize the beam of an MV 

research accelerator. The procedure was accomplished by conducting  a detailed dosimetric 

evaluation for implementation in non-standard megavoltage small animal irradiation studies. 

Additionally, testing, against traditional film dosimetry, the effectiveness and applicability of 

Clearview gels for 3D dosimetry and characterization of small radiation fields. 

Comprehensively, through MC simulations, investigate the initial linatron source characteristics. 

Studying their effect on the measured linac beam characteristics. Implementing the simulated MC 

results to develop an MC-based Linatron specific dose delivery verification system to ensure 

accurate dose delivery as it is implemented for pre-clinical animal studies.  

Investigate, through simulations, the applicability of iRAI in UHDR-RT as a 3D relative in vivo 

dosimetry tool. In addition to exploring the effect of the different transducer distribution on the 
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reconstructed image quality and the extracted radiation beam characteristics. Moreover, 

investigating the effect of the different linac operating parameters on the final reconstructed dose-

related (acoustic) images. 

Experimentally evaluate the feasibility of iRAI in acquiring the 3D relative dose distributions using 

a customized 2D array transducer. The quantitative dose capability of iRAI was validated with 

Clearview gels in conventional radiation therapy. Demonstrating and verifying the applicability of 

iRAI in clinical setups for relative dosimetry and beam localization in conventional RT. Hence, 

comprehensively discussing the feasibility and the limitations of phantom-based (commercial gel 

dosimeter) iRAI in a clinical setting for in vivo dosimetry. 

Testing the applicability of organic scintillator in mixed radiation (neutrons and photons) 

environments for radiation protection and safety. The efficiency of the organic scintillators are 

compared to the conventional dosimeters for personal protection and dose monitoring.  

 

1.2 Dissertation Outline 

 

This dissertation work serves as a detailed implementation of two novel 3D dosimetry tools in the 

different stages of the radiation therapy treatment process: Clearview radiochromic gel dosimeters 

and Ionizing Radiation Acoustic Imaging (iRAI). The schematic representation of the main 

dissertation-covered topics and studies is plotted in Figure 1.2. The implementation of 

radiochromic gel dosimeters as a tool for commissioning non-standard small fields of research 

accelerators has been investigated in this dissertation. These investigations have resulted in 

widening the applicability of the 3D dosimeters in commissioning small fields. Given the 3D 

advantages of gel dosimeters which allows for full representation of dose and beam characteristics 
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allowing for dosimeter misalignment corrections and high reproducibility with low inter-dosimeter 

variability. In addition, iRAI implementation as a dosimetric tool in UHDRT (FLASH-RT) given 

their ability to measure the instantaneous 3D dose distributions on a per pulse basis has been 

investigated. Moreover, the applicability of organic glass scintillators has been investigated as a 

dual dosimeter for mixed radiation environments. The dissertation chapters were organized based 

on the major aims of this dissertation. Chapter 2 provides background and relevant information on 

the topics that provide a framework for this dissertation. Discussing the different types of 

dosimeters used clinically throughout the radiation therapy treatment process; emphasizing the 

clinically used dosimeters and looking at their differences in dose calculations and their 

corresponding applications based on their advantages and disadvantages. This chapter also 

describes in detail the two major 3D dosimetry tools studied in this dissertation: radiochromic gel 

dosimeter (Clearview) and Ionizing Radiation Acoustic Imaging (iRAI). The detailed 

implementation of Clearview gels for commissioning non-standard small fields is fully described 

in Chapter 3. This chapter covers the full characterization of the research accelerator Linatron M9 

using absolute 1D, and relative 2D in addition to the 3D gel dosimetry. Chapter 4, covers the 

characterization of the research accelerator as an animal irradiator for preclinical studies. This 

chapter describes the optimization and the investigation of the initial electron source of the 

Linatron to develop a full Monte-Carlo (MC) based model of the Linatron. The experimental 

commissioning results of Chapter 3 were used to validate the simulation study and develop a full 

model of the accelerator. The MC-based modeling has resulted in acquiring full phase-space files 

of the beam, which were then used as the source to develop pre-treatment dosimetry verification 

for any future animal irradiation applications. The other part of the dissertation focuses on 

implementing iRAI imaging in in vivo dosimetry. Chapter 5 is a simulation-based study testing the 
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implementation of iRAI as an in vivo relative dosimetry tool in Ultra-High Dose Rate radiation 

therapy (UHDR-RT). This chapter tests the effect of the different transducer configurations on the 

acquired reconstructed acoustic images in addition to the effect of the different linac parameters 

on the acoustic signal amplitude and the fidelity of acquiring the radiation beam characteristics. 

Chapter 6 is an experimental-based study of the applicability of iRAI as a 3D dosimetry tool in 

conventional radiation therapy. The iRAI images acquired with a customized array transducer were 

validated against 3D dose distributions acquired with the Clearview radiochromic gels. Chapter 7 

is an experimental-based application of an organic scintillator as a dual particle dosimeter. The 

dosimeter depends on the pulse shape discrimination (PSD) capability of such detector to be used 

in mixed source environments for dual particle (neutrons and photons) dosimetry. The calculated 

dose measured with the organic scintillator was then compared with some conventional dosimeters 

measured results. Chapter 8 summarizes the major findings of the different chapters of this 

dissertation and summarizes its conclusions, limitations, and future directions. 
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Figure 1.2: Schematic representation of the main covered dissertation topics and studies at the different stages of the radiation 

therapy treatment process including; using 3D gels and MC simulations for commissioning and characterizing nonstandard small 

fields, using iRAI for 3D in vivo dosimetry in FLASH-RT and conventional RT and beam localization, and using small organic 

scintillators for photon dose equivalent measurement for radiation protection and safety. 

  



 10 

Chapter 2 

Background and Historical Context 

 

2.1. Dosimetry in Radiation Therapy 

 

A variety of dosimeters are used throughout the various stages of the radiation therapy treatment 

process to ensure its accuracy. Radiation dosimetry is crucial for QA, treatment plan verification, 

plan evaluation and assessment, treatment monitoring, and even personnel protection and safety. 

The ability of the dosimeter to accurately and efficiently measure the dose deposited in its effective 

volume is the main factor that determines its applicability in dosimetry. Thus, each dosimeter has 

its advantages and limitations that govern its application clinically. An ideal dosimeter has a linear 

signal response to measured dose, is reproducible, has an accurate response, good spatial 

resolution, and no response dependency on dose rate, beam energy, and angular orientation of the 

dosimeter.  

Practically, no dosimeter has all the above-mentioned characteristics for all the different dosimetry 

applications. As per the needed application, there are a variety of dosimeters that can be used 

clinically. Given that correction factors are implemented to correct for any dosimeter response 

dependencies the dose can be measured within certain measurement uncertainty that can be 
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quantified. The theory and the different applications of some of the clinically used dosimeters are 

briefly discussed in this section. 

 

Ionization Chambers (IC): 

 

Ionization chambers, IC, are the most commonly used dosimeters in linac beam dosimetry and are 

available in different sizes and geometries depending on their application. ICs are gas-filled 

detectors that are mainly consisting of the chamber wall and a central charge collecting Electrode. 

The generated charge due to radiation interaction in the IC cavity is collected through applying a 

polarizing voltage and the response (collected charge) is read out by the electrometer and related 

to the radiation dose.  

ICs are direct reading dosimeters and can measure in both integral and differential modes which 

makes their implementation more convenient clinically. Additionally, they are reusable with a 

stable sensitivity throughout their lifespan and they have high reproducibility, hence they are used 

for reference dosimetry protocols and linac commissioning and calibration [20].  

The size of the ionization chamber should be large enough to provide the required dose sensitivity 

yet smaller enough to minimize the volume averaging effect specifically for small field dosimetry 

applications. Pinpoint microchambers has the advantage of partially overcoming this problem [21].   

The commonly used type of ICs is the Farmer chamber, and it is also known as the thimble IC as 

its sensitive volume resembles a thimble as shown in Figure 2.1. The wall of IC is usually made 
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of a low atomic number (Z) material such as aluminum, so it is tissue or air equivalent for 

dosimetry [22]. 

 

 

Figure 2.1: Basic design of the cylindrical Farmer ionization chamber. Figure reproduced with permission from IAEA [22]. 

 

 

Films: 

 

The most used films clinically are radiochromic films that are made of nearly tissue equivalent 

material with a marker dye. Films experience changes in their optical density once exposed to 

radiation and that change can be read out with an optical densitometer and film scanners and used 

to determine the measured dose. Film data are acquired using the red, green, and blue color 

channels of the scanner, and some studies use the red color response only. The color channel 

readings (pixel values) are calibrated to dose [23]. 

The main advantage of films is their excellent 2-D spatial resolution (submillimeter), so they are 

suitable for high gradient dose regions [23]. Thus, the spatial accuracy of point dose measurements 
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is limited by the resolution of the readout system. Films are passive dosimeters that require post-

exposure processing and can measure in the integrated mode only, so they are not suitable for real-

time dose rate measurements. Films are single exposure dosimeters and are not reusable [21].  

Careful handling and accurate calibration and read-out of films are crucial for the accuracy of 

measured dose. Following the recommended film measurement protocols and procedures helps in 

measuring a dose within a 2% precision [23]. Hence, widening their applicability in linac quality 

control and treatment plan verifications.  

 

Luminescent dosimeters: 

 

Thermoluminescent dosimeters (TLDs) and optically stimulated luminescence dosimeters 

(OSLDs) are dosimeters that rely on the luminescence phenomenon to measure the dose delivered 

by an ionizing radiation beam. The luminescence phenomenon is the subsequent release of part of 

the absorbed energy of radiation in the form of ultraviolet, visible, or infrared light. Heat or light 

are used to accelerate the luminescence emission serving as excitation agents. 

TLDs used in radiotherapy are tissue equivalent dosimeters made of doped lithium fluoride or 

lithium borate crystals. OSLD are typically carbon-doped aluminum oxide crystals.  TLDs and 

OSLDs are passive dosimeters that require dedicated read-out equipment and there is a delay 

between the measurement and the signal read-out. A basic TLD, OSLD read-out system consists 

of a heating planchet or laser to excite the TLD and the OSLD respectively and a photomultiplier 
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tube (PMT) to detect the induced thermoluminescence light emission and convert it into an 

electrical signal that is recorded by an electrometer.  

TLDs and OSLDs have the advantage of the availability of very small dimensions which make 

them to a great extent suitable for point dose measurement. TLDs are mostly used for in vivo 

dosimetry on patients for QA and dose monitoring, treatment plan verification, and dosimetry 

audits and personal protection. One of the main disadvantages of TLDs and OSLDs is that they 

can measure in the integrated mode only and need a dedicated readout system which makes them 

not suitable for real-time or dose rate measurements and they are typically limited to surface 

measurements in vivo. Additionally, TLDs are not rugged and therefor sensitive to handling [21]. 

Recently, OSLDs made of potassium bromide doped with europium have shown to have a short 

trap emptying time (~25 ms) and short luminescence lifetime (1.1 μs) that enable them to be 

considered as real-time dosimeters, as the OSLD probe can be read out repeatedly during 

continuous exposure [24].  

 

Diodes: 

 

Silicon diode semiconductor dosimeters create electron-hole pairs once irradiated and generate an 

electrical current across their p-n junction operating at the short circuit mode. The measured charge 

is linearly related to the dose. Diodes can operate without an external bias voltage to decrease the 

leakage current; thus, they are mainly used for applications that involve in vivo dosimetry. Diodes 

are available in small sizes, so they are useful for phantom measurements of small fields. Diodes 
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are used in stereotactic radiosurgery or high dose gradients; penumbra region, in addition to 

electron depth dose measurements. Diodes are common detectors used for array dosimetry and are 

used for treatment planning QA with a dose uncertainty of 3% [10]. 

Diodes need periodic calibrations to compensate for their sensitivity changes with irradiations for 

implementation as an in vivo dosimeter. Diodes are relative dosimeters and can not be used for 

beam calibration as they experience sensitivity changes due to radiation damage. Additionally, 

they have directional dependence based on the angle of incidence of the radiation beam. To correct 

for the angular dependence, the dosimeter should be used at the same geometry as that in which 

they are calibrated. One of the main disadvantages of diodes is the temperature and dose rate 

dependency of their dose-response [17]. 

 

Metal oxide semiconductor field-effect transistors (MOSFETs): 

 

A metal-oxide-semiconductor field-effect transistor (MOSFET) are dosimeters that experience a 

change in the threshold voltage caused by the generated charge that is permanently trapped once 

irradiated. The threshold voltage change is a linear function of the absorbed dose, and the 

integrated dose can be measured during real-time dose measurement, or after irradiation. 

MOSFET has a thin dosimetric volume, which enables them to be efficient for surface dose 

measurements in the case of appropriate packaging [25].  The smaller effective volume of 

MOSFETs is particularly useful to provide good spatial resolution measurements for 

implementation in high-dose gradients radiation fields such as IMRT, radiosurgery, and 
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brachytherapy. Other clinically relevant advantages of MOSFETs are the possibility of real-time 

readout, simple instrumentation, and robustness.  Thus, MOSFETs are used for in vivo dosimetry 

for various radiation therapy techniques such as IMRT and total body irradiation (TBI). However, 

MOSFETs have a limited lifetime and have shown some angular and temperature dependencies 

additionally they are sensitive to perturbations in the bias voltage during irradiation [9], [22]. 

 

Electronic portal imaging devices (EPIDs): 

 

EPIDs use amorphous silicon photodiode technology to detect the megavoltage linac beam and are 

made of phosphor scintillator, usually gadolinium oxysulphide. Currently, all linear accelerators 

are equipped with EPIDs. This enhances their implementation for dosimetry since they are widely 

available with a defined and fixed position in the linac making the setup to be quick and 

establishing a connection between phantom and patient dosimetry in vivo. EPIDs also have a high 

spatial detector resolution (<< 1 mm) with a relatively fast readout reading any gantry angular 

incident. Although the primary application of EPID was inpatient setup and target and organ 

motion assessment, they have currently expanded their applicability for treatment machine QA 

and patient dosimetry. EPIDs can also provide an estimate of 3D dosimetry by combining the 2D 

images with either a back-projection or dose calculation methods to acquire the full 3D dose 

distributions [11], [26]–[28].  

The main challenges with EPIDs are the low contrast and their highly energy-dependent response 

which causes ghosting artifacts and introduces some challenges for their in vivo transit dosimetry 
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implementation. Several correction factors are required to compensate for the energy dependency 

and to use EPID images for dose measurements. Alternatively, the energy dependency can be 

corrected through the forward modeling of the EPID image and comparing it to the EPID 

measurement [28].  

 

Gel dosimeters: 

 

Gels share most of the features of films except they are 3D dosimeters. They have an excellent 3-

D spatial resolution (~ 1 mm) that is limited by the resolution of the readout system [2]. Like films, 

gels are passive dosimeters and require post-exposure processing, can measure in the integrated 

mode, and are not reusable, so they are not suitable for real-time measurements [21]. Gels have a 

considerably time-consuming and difficult preparation process A detailed review of the types of 

the gels and their applications are discussed in the following section 2.2. 

 

2.2. Review of Gel Dosimetry 

 

Gel dosimeters are chemical systems that rely on the induced chemical/optical changes of the 

dosimeter as it interacts with radiation to quantify the deposited dose. Readout systems are used 

to image and quantify the radiation response of gels. Gel dosimeters serve as both the phantom 

and dosimeter which is advantageous for dosimetry applications. Different materials are used for 

gel dosimetry such as normoxic polymer gels, radiochromic plastics, i.e., PRESAGE and 
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radiochromic gel dosimeters. The first used gel dosimeters were Fricke solution infused gels and 

currently, there are a variety of gel formulations used for dosimetry and most of them are polymer-

based gels [29].  The resolution of the gel dosimetry is mainly dependent on the resolution of the 

imaging modality used for readout.  The most commonly used imaging modalities for 3D dose 

readout are magnetic resonance imaging (MRI), optical CT (optCT) and X-ray computed 

tomography (CT) [2], [30], [31][32][33]. The first readout system used with Fricke gels was MRI 

[34]. Optical readout using optCT was proposed for polymer gels[35] and modified Fricke Xylenol 

dosimeters [36]. MRI-based dose quantification for gel dosimeters is based on the nuclear 

magnetic relaxation (NMR) dependence between the dose and the dosimeter properties [2], [3], 

[30]. Although MRI in principle is an ideal readout technique that has no phantom shape and size 

limitations, not all clinical MRI systems could be accessible to provide the quantitative relaxation 

maps needed for gel dosimetry. Thus, the main motivation for developing the X-ray CT and optCT 

gel readout systems is to make 3D imaging readout more readily available and easily accessible, 

which has relatively expanded the clinical applicability of gel dosimetry. The initiation of the XCT 

readout has started implementation with polymer gels [37], [38]. XCT-based dose quantification 

relies on the radiation-induced changes in the CT number of the irradiated polymer gel. CT number 

changes are directly related to density changes as XCT quantifies and maps the linear attenuation 

coefficients [1][36], [37]. The first proposed and implemented XCT readout system in gel 

dosimetry was for polymer gels [35]. However, it has been the common reading technique for 

radiochromic gel dosimeters such as Fricke xylenol and various leucodye systems. Both OptCTs 

and XCTs share the same scanning principle except that OptCTs, as their name indicates, use a 
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visible light source while XCT uses a radiation source. The dose for OptCT-based gels is quantified 

based on the optical changes in the gels in response to radiation. The induced changes in the 

transparency of the dosimeter material enable optic imaging, hence dose quantification. In 

radiochromic dosimeters, the optical response is absorption-based light attenuation. In contrast, 

polymer gel attenuation changes are light scattering-based optical changes[7]. The absorption-

based light response has the advantage of minimizing the scattered light perturbation. The source 

and detector in OptCT readout systems are stationary, while the dosimeter rotates due to its 

relatively small size [2][39]. 

The implementation of 3D dosimetry tools in radiation therapy has gained more interest over the 

years . However, for efficient clinical implementation of 3D dosimetry tools, the Resolution-Time-

Accuracy-Precision (RTAP) performance criteria proposed by Mark Oldham et al must be 

fulfilled. An ideal true 3D dosimetry system, including the dosimeter and associated readout, 

defined under RTAP is the one capable of delivering 3D dose measurements with 1 mm isotropic 

spatial resolution in less than one hour with an accuracy of 3% and a precision of 1% [40].  

The increased complexity in treatment planning and dose delivery techniques has increased the 

need for machine quality assurance, patient-specific QA and dose delivery validation. Gels 3D 

dosimeters have shown an important role in benchmarking the performance of new treatment 

techniques with promising applicability in complex and advanced treatment delivery QA such as 

Intensity Modulated (IMRT), and Volumetric Arc Radiation Therapy (VMAT) [4], [6], [33], [41]. 

Taking the advantage of the 3D dose measurement as gels can provide the integrated dose 

distributions in 3D with a good resolution based on the used readout system. The motivation 
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behind using gels in QA is to measure the scattering contributions to the dose that may not be 

accounted for in the computation algorithm, which causes some discrepancies between the planned 

and the delivered dose specifically for small fields. Additionally, the gel-measured 3D dose 

distribution will provide full dosimetric info to correct for machine failures and setup errors that 

could be difficult to acquire with 1D and 2D dosimeters. Gels compare favorably with other 

common detectors in the main characteristics, including their relative accuracy, volumetric nature, 

inherent three-dimensionality, high resolution, and lack of energy dependence over much of the 

important energy range. Hence, they are applicable in basic dosimetry measurements to acquire 

dosimetry parameters such as beam profiles and percent depth dose in photon and electron beams 

[4], [5], [42], [43]. 

One of the main causes of the considerably limited implementation of gel dosimetry clinically is 

the relatively time-consuming preparation as it requires several actions. Additionally, an optimum 

3D dosimetry protocol implementation is essential to ensure suitable handling pre-irradiation, 

during measurement, readout, and post-irradiation for accurate results. 

 Some previous studies have reported dose rate dependency for certain polymer gel dosimeters 

possibly resulting from competing for radiation-induced chemical reactions. This effect has been 

more pronounced in normoxic THP-based methacrylic acid (MAc) gel dosimeters than in poly-

acrylamide-gel (PAG) dosimeters [29], [44]–[46]. PRESAGE™ gels which is one of the 

commonly used radiochromic polymer gels have a little dependency on dose rate (∼2%) [4], [47]. 
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On the other hand, current radiochromic gels, i.e., Clearview gels have been shown to have a linear 

dose-response up to 80 Gy as shown in Figure 2.2, and to be independent of photon beam energy 

(4–18 MV) and dose rate (up to 9.9 Gy/min) [48].  

 

 
Figure 2.2: The linear response of the Clearview gels for 10–70 Gy dose range at different times after gel irradiation Copywrites 

request submitted pending the final permission [49].  

 

 

2.3. Review of IRAI Imaging Technique 

 

2.3.1 Theory of IRAI (Thermoacoustic Effect): 

 

The theory behind the iRAI imaging is based on the thermoacoustic effect. The thermoacoustic 

effect is generally described by four steps; a pulsed beam of energy interacts with the target 

medium. Part of the energy is deposited in the medium in the form of heat, and this causes a local 
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increased temperature gradient. Temperature gradients lead to the generation of the acoustic wave 

through the thermoacoustic effect. The induced acoustic signals are then detected by an ultrasonic 

transducer and signals are processed to produce acoustic images. In the case of iRAI, the source 

of energy deposition is a pulsed beam of radiation. The mechanism of iRAI is explained in detail 

in this section: 

 

Dose deposition and temperature increase 

 

An incident pulsed beam of ionizing radiation hits the target medium, which causes the deposition 

of energy, radiation dose, in the medium, and part of this energy is converted into heat energy. The 

pulsed radiation beam could be an electron beam, photon beam, or proton beam. The incident 

radiation beam interacts with the target medium through different types of interactions depending 

on the type of radiation and the medium. As an illustration, an electron beam can interact either 

with the orbital electrons of the exposed medium or with the nuclei of the medium. Those 

interactions result in atom ionization and/or excitation together with electron scattering or the 

generation of X-ray photons (bremsstrahlung) because of electron deceleration and the continuous 

energy loss of its energy. The deposited dose Dr(r,t) is then quantified by the total energy deposited 

per unit mass in the medium measured in Gy (1Gy=J/kg). While most of the deposited dose is 

converted into heat, some energy losses could contribute and participate in chemical reactions [50] 

or other optical emissions[51]. The local heat deposited due to the radiation dose is then given by 

[52], [53]: 
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H(r,t)= D (r,t)th r  ,                                                                             (2-1) 

 

where H(𝒓,t), Dr(r,t) are the heat absorption rate and absorbed dose at position 𝒓∈𝑹𝟑 and time 𝑡 

respectively, ρ is the density of the medium, and ηth refers to the thermal heat efficiency. Thermal 

heat efficiency refers to the amount of energy deposited as heat energy, and it depends on both the 

type of ionizing radiation and irradiated medium. The losses due to the chemical reactions, and 

radiation-induced acoustic and optical emissions all contribute to the reduction in heat efficiency 

[50], [51], [54]. The heat absorption rate, H(𝒓,t), resulted in temperature gradients in the medium 

𝑇(𝒓,𝑡) that has spatial and temporal distribution following the heat transfer equation: 

 

2(r,t)
C = (r,t)+ (r,t)

T
T H

t
 





,                                                           (2-2) 

 

where Cv is the constant volume-specific heat capacity and 𝜆 is the thermal conductivity. This 

equation can be solved with Green’s function approach, with the thermal diffusion distances being 

much smaller than the scale of spatial resolution and unit volume (the relatively large linac pulse 

duration of 3-6 µs [21]). Using the same approach published by Lei et al [53], the resulted 

temperature rise can be rewritten based on the temporal dose rate by omitting the first term on the 

right-hand side of the equation (2-2) so it is simplified to 
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,                                                                      (2-3) 

 

Initial pressure generation and propagation: 

 

The wave equation governs the generation of the radiation-induced acoustic pressure and its 

corresponding propagation in the medium, and is given by [52], [53]: 
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where 𝛽 is the volumetric thermal expansion coefficient, 𝐾𝑇 is the isothermal bulk modulus, and 

/s Tv K =  is the speed of sound in the medium. The dose rate of a single clinically used 

radiation pulse can be treated as a Dirac delta function. This approach is selected to satisfy the 

stress confinement condition (𝜏∙𝑣𝑠 ≪ spatial resolution) by selecting a low-frequency acoustic 

detection range, that leads to lower spatial resolution where 𝜏 is the linac pulse duration. The 

relatively long pulse duration of 3–6 µs of clinical linac has resulted in a considerably low spatial 

resolution in the range of a few millimeters.  The instantaneous spatial iRAI pressure can then be 

detected at position r and time t through solving the wave propagation equation:  
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where Dp(r
´) is the dose deposited during a single linac beam pulse duration (𝜏).  Meanwhile, the 

initial radiation-induced acoustic pressure p(r,0) = p0(r) can be calculated by: 

 

0 (r)= ( )th pp D r  ,                                                                            (2-6) 

 

where 𝛤 is the material-specific Grüneisen coefficient defined as: 

TK

C




 = ,                                                                                            (2-7) 

Γ is a dimensionless material-specific constant that relates the pressure increase linearly to the 

deposited heat energy and governs the pressure-dose linear proportional relation. The detected 

instantaneous pressure signals show the temporal pressure changes and generate information 

regarding the initial spatial pressure distribution induced following a pulse of radiation. The 

induced acoustic signals are then acquired at multiple projections (angles) surrounding the 

irradiated region to form acoustic images of the initial pressure distribution, which are linearly 

related to the deposited dose. The theory of iRAI and the thermoacoustic effect is summarized in 

Figure 2.3. 
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Figure 2.3: A diagram describing the thermoacoustic effect and the theory of iRAI imaging. 

 

2.3.2 History of IRAI and Previous Studies:  

 

The generation of the acoustic signal induced by x-rays from a synchrotronic source was first 

demonstrated in 1983 [55]. In 1991, the generation and detection of acoustical waves were 

achieved using a therapeutic x-ray source [56].  It was not until 2013 that X-ray-induced acoustic 

waves were used for tomographic imaging. A 2D acoustic image was generated using a 500 kHz 

central frequency transducer [57], [58]. Those studies showed that X-ray-induced ultrasound 

waves propagating in 3D can be imaged and provide information about deeper structures and 

properties in the medium. The linear proportionality of the generated acoustic signal to the 

deposited dose has demonstrated the potential for its implementation in dosimetric and low dose 

imaging and monitoring applications in radiation therapy.  
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Since then, the feasibility of using ionizing radiation-induced acoustic imaging has been continued 

to explore different applications in non-destructive testing and different biomedical applications 

in radiation therapy and imaging. One of the main areas of applicability of iRAI in medicine that 

has been investigated in the literature is radiation dosimetry and radiation therapy beam monitoring 

[53], [59]–[63]. The main characteristic of iRAI that has proven its feasibility for dosimetry is the 

dose and induced pressure, acoustic signal, and linearity in addition to energy and dose rate 

independence. IRAI is independent of the average operational dose rate of the linac measured in 

Gy/min or Gy/s; however, the radiation-induced acoustic signal is dependent on the instantaneous 

dose rate during the linac pulse measured in Gy/pulse/s. Additionally, the iRAI transducer is placed 

outside of the radiation beam field, which eliminates the perturbation effect in measurements and 

the need for corresponding correction factors. Simulation studies were also performed developing 

a full simulation analysis to model the generation and propagation of acoustical signals. 

Simulations were performed for validating the experimental results and as a preliminary step to 

optimize the experimental setups and test the feasibility of future applications [64]–[68].  

The progress in the field started with experimental studies in metals and high acoustical signal 

samples then progressed to a more representative medium; water tank-based work, phantoms, and 

tissue samples [69], [70]. The most recent experimental feasibility of iRAI as an in vivo dosimeter 

during conventional external beam radiation therapy was an animal-based study using a single 

element transducer. A dual ultrasound-based image-guided radiotherapy system holds great 

potential for personalized cancer treatment and better outcomes [63].  
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Most experimental studies were implemented using single element transducers, which limited the 

extracted dosimetric information and resulted in a long imaging time. Transducers need to be 

rotated to acquire sufficient angular projection data to construct 2D images. However, transducers 

arrays can construct 3D images taking advantage of the nature of the spherical nature of the 

induced acoustic signals to propagate in the medium in 3D. 2D array detection systems will have 

better implementation for 3D in vivo dosimetry.  

Another area of implementation of iRAI is in low dose imaging since iRAI can measure the dose 

per pulse resolution. 2D images with acceptable SNR were reconstructed using dose levels as low 

as 11.6 mGy [62]. The spherical nature of 3D signals is the key feature that enables iRAI to 

generate 3D images through only a single projection. This decreases the total dose exposure to the 

patient and makes it a promising low dose modality. The main limitation of iRAI-based imaging 

is the relatively long pulse duration of the linac, which causes the generation of acoustical signals 

with a low-frequency component that negatively affects the resolution of the reconstructed images. 

To overcome this, low-frequency transducers may be used for imaging or shorter linac pulses that 

are associated with induced signals at higher ultrasound frequencies to construct high-resolution 

iRAI images are desired. Moreover, the imaging transducer should have a wider bandwidth to 

detect generated signals. The limited bandwidth of the transducer prevents the detection of signals 

with high-frequency components. Simulation-based studies showed the potential implementation 

of iRAI in detecting breast lesions at early stages and for bone density imaging [67], [68]. The 

sensitivity, bandwidth, number of detection elements, sampling rate, and directionality are key 

features to allow the 2D arrays to be implemented for iRAI imaging.  
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The other area of iRAI applicability is for Bragg peak localization in proton therapy. The Bragg 

peak determines the maximum energy deposition in proton therapy. It is essential to determine 

where the beam stops and to account for the different uncertainties in the proton therapy range. 

The proton-induced acoustic signal; a.k.a. protoacoustic or ionacoustic, following irradiations is 

one of the methods that shows potential to locate the Bragg peak position in real-time. Proton 

Gaussian pulses in the range of 3 µs FWHM and 1 kHz pulse repetition rate are ideal for acoustic 

wave generation and ionacoustic range verification. The distance between the detection system 

(transducer) and the Bragg peak is determined by multiplying the time arrival of the acoustic signal 

with the speed of sound of the medium. It is essential that the time arrival of the signal and the 

speed of sound of the medium are well known for accurate determination of the Bragg peak 

position. With the presence of tissue heterogeneities, it becomes more challenging to determine 

the speed of sound on which the time of flight and range determination will highly rely.  One 

possible way to overcome this challenge is to determine the speed of sound through CT-based 

Kwave simulations so that the speed of sound and Grüneisen coefficient of each voxel of tissue 

can be determined based on the Hounsfield Unit value. As with the other applications of iRAI, it 

is essential to have a reliable transducer system to allow for accurate detection of the low frequency 

generated acoustic signal in real-time and verify the beam range and possibly provide dose 

distribution imaging [70]. 
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2.4. Conclusions: 

 

Different dosimeters are commonly used in the radiation therapy treatment process including 

ionization chambers, films, TLD, OSLD, MOSEFT, and EPIDs. However, each dosimeter has its 

limitations and features that govern its applicability in radiation therapy dosimetry whether it is a 

point dosimeter, has dose rate and energy-dependent behavior, needs post-processing (not real-

time), or displays response drift with time. The increased complexity and advancement in 

treatment planning and delivery techniques; IMRT, VMAT, and in vivo, has expanded the role of 

dosimetry to assess the dose delivery during the radiation therapy procedure. The role of in vivo 

dosimetry is for target dose verification, organs at risk (OAR) dose verification, out-of-field dose 

measurements, and treatment dose verifications during IMRT and VMAT. Moreover, the 

International Atomic Energy Agency (IAEA) recommends wide spreading the role of in vivo 

dosimetry to include verification of treatment delivery that involves high doses, new treatment 

techniques, special treatment procedures such as total body irradiation (TBI), and total skin 

electron irradiation (TSEI), after software/equipment changes, and single fraction treatments, and 

in more advanced treatment delivery techniques, such as intensity-modulated RT (IMRT) and 

volumetric arc therapy (VMAT). 

 Commonly used in vivo dosimetry systems are TLDs, MOSFET, OSLDs, and recently EPIDs. 

These dosimeters are either point detectors or 2D dosimeters (EPID), which limits their 

applicability to single skin dose measurements. IRAI has shown many advantages which makes it 
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a promising in vivo dosimeter; they measure dose in-depth in 3D, has linear proportionality to 

dose, and can measure on a dose per pulse basis. 
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Chapter 3 

Application of Radiochromic Gel Dosimetry to Commissioning of a Megavoltage 

Research Linear Accelerator for Small-Field Animal Irradiation Studies 

 

This chapter describes the full procedure developed and followed to commission a research linear 

accelerator (linac) for its implementation in small-field animal irradiation studies. The aim of this 

work is to develop a reliable procedure to commission non-standard small fields that have 

geometrical constraints preventing them to meet the reference standard clinical conditions used in 

Task Group (TG) commissioning procedures defined by the American Association of Physicists 

in Medicine (AAPM). The applicability of 3D radiochromic Clearview gel dosimeters in relative 

dosimetry commissioning of small radiation fields was tested as some of the commonly used 

dosimeters are considered large concerning the size of the characterized small fields. The main 

findings of this chapter were published in the peer-reviewed article “Application of radiochromic 

gel dosimetry to commissioning of a megavoltage research linear accelerator for small-field animal 

irradiation studies”, Medical Physics Journal, 2021 [71]. 

 

3.1. Introduction 

 

The small animal irradiators are accelerators that use ionizing radiation for preclinical and 

radiobiological research [72] and commonly operate in the kilovoltage and orthovoltage beam 
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energy range of 10-120 kV and 130-320 kV respectively. The kilovoltage animal irradiators, given 

the advancement in the treatment planning and delivery techniques, are incompatible with modern 

clinical linear accelerators. The limited energy range of those accelerators has limited their 

applicability to only partial body or organ-specific irradiations with a limited penetration depth 

from 0-2 cm [73]. High-energy electron and photon irradiations for preclinical animal studies are 

mostly achieved by adapting existing commercial modalities to produce three different modes 

including kV and MV photon modes, and MeV electron mode [74]. Hence, the research Linatron-

M9 accelerator with its MV photon energy capabilities is considerably more applicable for 

dosimetric and radiobiological studies. The higher beam energy (in the MV range) is mimicking 

the clinical expected dose responses, especially for deep dose and biological measurements.  

Full machine commissioning and beam characterization of the Linatron is an important step for its 

implementation in preclinical dosimetric animal studies. Moreover, several recommendations and 

guidelines were published to provide comprehensive quality assurance and commissioning 

procedures to verify the dose delivery of the clinical linear accelerators [20], [75], [76]. Hence, it 

is strongly recommended to mimic those protocols and guidelines and implement them for 

commissioning animal irradiators and preclinical radiation research platforms. The aim of the 

comprehensive commissioning process of the small animal irradiator is to fully characterize its 

dosimetric characteristics within a level of accuracy that matches the limits (within 5%-point dose 

errors) employed for clinical radiation therapy treatments [77]. The commissioning procedures are 

crucial to maximize the impact of the research platforms, hence, translating their radiation therapy-

related research findings into the clinic [30], [78].  
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3.2. The Research Small Field Linear Accelerator 

 

The research linear accelerator (Linatron-M9) is a fixed endpoint photon energy mode 9 MV 

flattening-filter-free accelerator. The accelerator has a fixed tungsten target and a single electron 

energy mode (9 MeV), which produces a “9 MV” bremsstrahlung photon beam [79]. Primary 

collimators were lead collimators of a 5.08 cm in diameter opening used to shape the Linatron 

beam into a static circular beam. The Linatron exit opening; the primary collimator opening, is at 

a 161 cm source to surface distance (SSD). The linac has an operating current between 10 and 100 

µA, which corresponds to pulse repetition rates (Linac frequency) of 25-250 Hz. The electron 

pulse width is approximately 4µs. A shielding enclosure was added to the accelerator to limit the 

extraneous dose to operators and maintain the standard safety dose limits (Figure 3.1A). 

The Linatron was installed for active interrogation research and this work aims to widen its 

applicability and repurpose it as a small animal irradiator. The static linac field was further shaped 

to smaller fields of 2x2cm2, 1x1 cm2, and 0.5x0.5 cm2 for preclinical dosimetric studies using 

secondary lead collimation bricks that were manually placed at the exit of the Linac beam (Figure 

3.1B). The positioning reproducibility of the secondary lead collimators was performed and 

maintained with the guidance of a set of positioning lasers that were manually integrated into the 

Linatron to reduce collimator and phantom alignment errors (Figure 3.1C). 

Due to the geometrical constraints of the Linac and to achieve high dose rates (machine output) 

while allowing adequate spatial space for measurement setup, the experimental measurements, and 

the reference commissioning conditions were set to 220 cm SSD and 2 cm depth in a solid water 
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phantom. The resulting linac field size at the calibration point, measured as FWHM, is 7.5 cm in 

diameter.  

The Linatron output is controlled by a built-in ionization chamber monitor placed at 100 cm from 

the Linac source either in the unit of the total irradiation time (in seconds) or as the total dose (in 

Gy). 

 

Figure 3.1: The Linatron M9 accelerator and the measurement setup position A) shows the Linatron room and the  Linatron 

encloser shielding, B) shows the 2x2 cm2 secondary lead collimators in rabbit irradiation at 220 cm SSD C) shows the 

positioning lasers during the utilization of commissioned Linatron in small animal irradiation studies [71]. 

 

3.3. Absolute Dosimetry Measurements 

 

The Linatron output is controlled either per time unit or as total dose (cGy). The absolute dose 

measurements are point-dose measurements performed to monitor the Linatron output, and its 

linearity with time in addition to determining the Linac calibration coefficient at the reference 

conditions using a 15 mm3 effective volume thimble ionization chamber (A-14) [80]. The Linatron 

output measurements were performed at the calibration point. The Linatron output is the measured 
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dose rate for the machine-specific static collimated field of the Linatron, 7.5 cm in diameter beam 

size at the calibration point. The calibration hence the dose was calculated following the AAPM 

TG-51calibration protocol and the following formula [20], 

 

,=Q Q

w D wD MN ,                                                                                                            ( 3-1) 

where Q

wD is the absorbed dose to water measured in Gy with the ionization chamber. ,

Q

D wN  is the 

calibration factor of the Ionization chamber in Gy/C corrected for the beam quality Q. M is the 

electrometer reading in coulomb (C) corrected for the ion recombination effect, electrometer 

calibration, polarity effect, pressure, and temperature effect following AAPM TG-51 [20].  

The ionization chamber was cross-calibrated using a clinical Varian TrueBeam linac (Varian 

Medical Systems, Palo Alto, Ca) to ensure higher accuracy of our dose calibration method. The 

beam quality of the Linatron was calculated using the tissue phantom ratio (TPR) for doses at 

depths of 20 and 10 cm (TPR20/10) for a field of 11.28 cm diameter (10 cm x 10 cm square 

equivalent field) [76]. The measured results were compared with the simulated results using 

EGSnrc (BEAMnrc/DOSXYZnrc) Monte Carlo codes in a water phantom [81], [82]. The relative 

percentage error between the two methods was ~0.16%.  

Some modifications had been made to the AAPM TG51 protocol including the position of the 

calibration point and the reference field due to the geometrical differences in dimensions and 

accessibility of the Linatron machine compared to a clinical machine.  
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3.3.1. Linac Output Stability Measurement 

 

The absolute Linatron output stability was measured with the A-14 IC during its daily operations 

(at different operation hours) for two different weeks within a month-long period. The variation of 

the daily first Linatron operation output was measured for each weekly experimental operation of 

the Linatron during that measurement month. 

The Linatron output variability with time after the first irradiation was measured with daily 

absolute dose readings variability of 0.61% and 0.48% for the first and second day respectively. 

The Linatron output increases with time after its first operation. The variability of the Linatron 

output at its first operation was 0.51% corresponding to a weekly absolute dose variability 

measured with A-14 IC of 0.55% on four different days over nearly a month. Overall, as per the 

measured absolute dose readings using A-14 IC, the reported variability of the Linatron output 

during its expected operational hours is always <1%. This measured 1% output variability is 

comparable to the reported clinical accelerator output variability (Table 3.1and Table 3.2). 
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Table 3.1: Daily Linatron output variability with time (intra-day variability) for 3 minutes of irradiation 

Irradiation Time 

(Hours) 

5/3/2019 5/4/2019 

 

Absolute Dose 

(cGy/min) 

Linatron Output 

Reading (cGy/min) 

Absolute Dose 

(cGy/min) 

Linatron Output 

Reading ( cGy/min) 

0.00 146.41±0.49 601.23±0.81 146.64±0.85 603.5±0.95 

2.50 147.97±0.28 600.67±1.28 148.05±0.38 601.47±0.36 

3.50 148.52±0.47 601.40±0.69 -- -- 

 

 

 

Table 3.2: First operation Linatron output variability with the date of exposure (inter-day variability) 

Date of irradiation Absolute Dose 

(cGy/min) 

Linatron Output Reading 

(cGy/min) 

5/3/2019 146.41±0.49 601.22±0.81 

21/3/2019 144.58±0.32 595.42±0.86 

5/4/2019 146.64±0.85 603.5±0.95 

11/4/2019 145.57±0.11 597.76±11.84 
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3.3.2. Linatron Output Time Linearity 

 

The time linearity of the Linatron output (in minutes) was measured and verified with the A-14 

ionization chamber absolute dose readings in Gy. The total dose was measured at variable 

irradiation times in minutes as the average of three different trials and the error is the standard 

deviation between the different trials. The total dose was found to be linearly proportional to the 

irradiation time as theoretically expected. The standard deviation in the total dose readings for both 

the Linatron output and the IC is always within 0.1 %. Both the A-14 IC dose readings reported in 

cGy and the Linatron output readings have linear relations with the irradiation time as shown in 

Figure 3.2. The reported R2 value for both curves is nearly unity.  As verified with measurements, 

the Linatron output rate (cGy/min) remained constant despite the total irradiation (beam-on) time 

duration. The average Linatron output value is 600.44± 0.76 cGy/min as controlled by the built-in 

monitoring chamber at 1m away from the linac target. However, the measured linac output at the 

reference calibration point corresponds to 145.60±0.29 cGy/min based on the A-14 IC absolute 

dose measurements. 
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Figure 3.2: Linatron output-timer linearity for absolute measurement verification with A-14 IC. The smaller error bars (much 

smaller than the marker sizes) represent the reported low uncertainty in the measurements. 

 

 

3.3.3. Linatron Calibration and Absolute Dose Verification 

 

The Linatron calibration factor was measured to be 600.93 ±1.12 cGy/min. The verification of the 

Linatron calibration and the absolute dosimetry accuracy was performed by exposing two separate 

dosimeters (A-14 IC and TLD) to a total dose of 100 cGy. The resulting average readings of the 

two dosimeters were 101.37±0.52 and 101.09±0.57 cGy. The readings of each dosimeter were 

compared with the total dose of 100 cGy delivered based on the determined Linatron calibration 
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factor. The uncertainty of Linatron output and calibration was hence verified to be within 1.4% 

error.          

 

3.4. Relative Dosimetry Measurements  

 

The relative dosimetry measurements are crucial for characterizing the radiation beam including 

Percent Depth Dose curves (PDD), Relative Output Factors (ROF), beam profiles, and beam 

divergence measurements. In this work, the applicability of new radiochromic gels as a potential 

tool for relative dosimetry and hence commissioning small radiation fields was tested and verified. 

The measured gel results were compared with the film measured results. Similar to the absolute 

dose measurements, the relative dosimetry measurements were performed at the reference point 

of 220 cm SSD and 2 cm depth in a solid water phantom for all the three fields of interest in this 

study; 2x2 cm2, 1x1 cm2, and 0.5x0.5 cm2 (Figure 3.3). SSD and depth of measurements were 

selected because the reference conditions specified in the standard dosimetry protocols [20] for 

beam calibrations cannot be met for this research accelerator. A set of positioning lasers were 

integrated at the beam exit and used to increase collimator and phantom positioning reproducibility 

and reduce errors (Figure 3.3 B). 
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Figure 3.3: Relative dosimetry measurement setup at the reference position at 220 cm SSD and effective measurement depth of 2 

cm in phantom (2 cm buildup thickness of solid water (A) or gel phantom (B)) (A) measurements setup using Gafchromic films 

(B) radiochromic gel jar. (B) shows the integrated positioning lasers [71]. 

 

3.4.1. Clearview Gel Measurement 

 

3.4.1.1. Gel Measurement 

 

Various Clearview gel dosimeter jars (Modus Medical Devices Inc.) were used for 3D dosimetry 

measurements including PDD curves, beam profiles, and output factors of the small fields [83]. 

All experiments were acquired at the same SSD, 220 cm from the Linatron target, at a relative 

inter-gel depth of 2 cm (Figure 3.3 B). The measured gel data was compared with films including 

dosimetry point measurements (ROF), 1D measurement (Profiles, PDD), and 2D dosimetry 

measurements (Profiles, PDD). Each small field was measured three times using the same gel jar 

while allowing enough separation between the acquired three fields to ensure that the measured 
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dose distributions are not perturbated (Figure 3.4) [84], [85]. The results of the gel measurement 

were compared to films and discussed in detail in Gel and Film Results Comparisons section 3.4.3. 

 

 

Figure 3.4: 3D view of gel dose measurements (in optical density OD) per pixel position for the 1x1 cm2 field showing the 

transverse and sagittal views of dose distributions and the separation between the different trials measured at the same gel jar. 

 

 

3.4.1.2. Gel processing and calibration 

 

The Clearview gels throughout the measurements were handled following the adopted common 

procedure for better dose measurement accuracy [49]. The gels were stored in the refrigerator at 
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~4 °C temperature and were removed from the refrigerator approximately 8 hours before 

irradiation so that they return to room temperature before irradiation and the readout. Throughout 

the whole gel handling process, during transport, setup, and handling, gels were sheltered from 

light as much as possible using light-tight opaque bags. 

Gel dosimeters were scanned using a Vista optical CT scanner Model: 16 (Modus Medical, 

London, Ontario). The scanner resolution was set to 0.5 mm for all scanned gels. For better 

scanning and image resolution, the iterative back-projection image reconstruction technique was 

used instead of the simple back-projection reconstruction technique [86]. Each jar was marked for 

accurate repositioning of the dosimeter relative to the reference background correction scan. The 

background reference scan of the gels is essential and follows manufacturer recommendations 

before the gel irradiation exposure to compensate and correct for the gel reading. All irradiated gel 

jars including the calibration and measurements were all scanned within 24 hours post-exposure 

to ensure adequate signal stability.  

The calibration of the two batches was performed using a clinical Varian TrueBeam linac (Varian 

Medical Systems, Palo Alto, Ca) to ensure higher accuracy of the dose calibration. The calibration 

was performed using a 9 MeV electron beam using the standard 10 cm x 10 cm cutout, with 

SSD=100 cm, and a 30 Gy dose delivered to a dmax of 2.0 cm. The 9 MeV electron beam calibration 

is recommended by the gel manufacturer since it represents a full depth dose curve (100% to <5% 

dose vales) that can be measured using only a single gel phantom. The electron beam provides a 

simple way of compressing a wide dynamic dose range into the space of a single gel jar [87]. The 

Vista Optical-CT scanner was used to measure the central-axis optical density change which 
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represents the attenuation coefficient change of the gel. The attenuation coefficient was then fitted 

linearly with the corresponding central-axis depth dose. The calibration curve is a linear curve 

relating the optical density to dose in Gy as shown in Figure 3.5. The calibration procedure 

followed in this work is considered sufficient since the gels are used only for relative dose 

measurements. Absolute dosimetry gel measurements will require sufficient additional calibration 

due to potential energy dependence concerns. The analysis of the gel was performed using in-

house developed MATLAB codes that have been validated using spot checks and redundancy 

algorithms.  

 

 

Figure 3.5: Clearview gel calibration curve relating optical density to dose in Gy. 
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3.4.2. Film Measurement 

 

EBT3 Gafchromic films (Ashland, Bridgewater, NJ) were used in this work to compare to the gel 

results. The measurement setup was used to obtain detailed 2D relative dosimetry measurements 

of PDDs, ROFs, beam profiles, and beam divergence. A 2-cm thick slab of solid water (Gammex 

solid water) was used for dose buildup and to reach the same reference conditions used in gel 

measurements (Figure 3.3 A). 

 

3.4.2.1 Film Processing Calibration  

 

Films were scanned using EPSON scanner Model: EU-88 set to the professional mode with a 150-

dpi resolution for all scanned films. To ensure adequate post-irradiation film saturation, all 

calibration and measurement films were scanned at least 24 hours after film exposure [88]. The 

analysis of the film measurement was performed using FilmQA Pro (Ashland Scientific software 

[89]) and MATLAB codes following the AAPM (TG-47) specifications [90]. The film exposure 

time was set to be at least 2 minutes to ensure higher optical density values and decrease the effect 

of noise and the associated errors expected at small optical densities [88] 

The film calibration curve was established for the expected range of doses in this work ranging 

from 0 to 8 Gy as shown in Figure 3.6. The 0 Gy represents the un-irradiated film used to determine 

the necessary background reading correction. The radiochromic film calibration was performed 

depending on all the three-color components: red, green, and blue. On the other hand, the dose 
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measurement analysis was performed using the higher sensitivity color component (red color 

component) [91]. 

 

 

Figure 3.6: Film Calibration curve showing the three-color (red, blue, green) components curves relating the percent color 

response of the film to dose in Gy. 

 

 

3.4.2.2 Film measurement 

 

Film measurements were reported as the average of three different trials to inherently assess the 

overall reproducibility of the measurement and mimic the same gel measurement procedure. The 

first set of film measurements was used for the full-beam characterization of the three fields 
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(0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2) and compared with the gel results. All experiments were 

acquired at the same SSD, 220 cm from the Linatron target, and at the reference depth of 2 cm in 

solid water (Figure 3.3 A). The measured results were compared with gels for dosimetry point 

measurement (ROF), 1D measurement (Profiles, PDD), and 2D dosimetry measurements for 

(Profiles, PDD). Those results were fully discussed in the Gel and Film Results Comparisons 

section.   

The other part of film measurement includes the beam divergence, absolute dose measurement for 

inverse square law and the collimation positioning accuracy measurements were discussed in this 

section: 

 

A. Beam divergence and inverse square law 

 
 

The beam divergence measurements were performed for the open bare field of the linac of 5.08 

cm diameter field size using EBT3 Gafchromic films at different SSDs to measure the divergence 

of the beam size with distance. All the measurements were performed at the same depth in solid 

water of 2 cm.  The average film field size was measured as the average of three separate trials at 

each SSD. Figure 3.7 shows the beam profiles (horizontal and vertical) and the corresponding 

beam field size; FWHM, that diverges (widens) linearly with the increased SSD. The film 

measured beam size (FWHM) values agree with the mathematically expected calculated beam 

divergence values within an approximate 1.8% difference. However, the beam exit point has a 

higher error of 4.5 % due to the collimation positioning uncertainty incorporated at the beam exit 
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collimation (Table 3.3). Figure 3.7 also shows the effect of the variations in solid water positioning 

used for 2 cm buildup which has led to some profile asymmetry. As the solid water affected the 

resulted in-scatter to the films and hence measured film beam profiles symmetry. 

 

 

Figure 3.7: Beam profiles of primary collimated Linatron beam divergence (5.08 cm diameter) with distance from the beam exit 

measured with films at beam exit (161 cm SSD), 1.25 m (286 cm SSD), and at 2.5 m (411 cm SSD) from beam exit. A) 

horizontal profiles, B) vertical profiles. 

 

 

Table 3.3: The field size divergence data with distance from the target source 

SSD (cm) Measured Field (cm) Calculated Field(cm) Relative % Error 

161 5.75 5.49 4.53 

286 9.81 9.63 1.83 

411 14.00 13.84 1.14 
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Films were used to measure the absolute dose values at different SSD distances to quantify the 

reduction of the absolute measured dose with distance and hence quantify the inverse square law 

relation. The fitting of the absolute dose resulted in an inverse square fitting with an R2 near unity 

(0.999), as expected theoretically due to the inverse-square law ( Figure 3.8). The higher R2 value 

of the fitting indicated a good estimation of the absolute dose value within that SSD measurement 

range of 161 cm (Linac exit) to 411 cm, where most of the dosimetry experiments are expected to 

be held.  

 

 

Figure 3.8: Inverse-square law fitting verification of dose (in Gy) measured with films as a function of distance from linac source 

SSD (in meters). 
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B. Collimation positioning accuracy measurement 

 

 

Secondary collimators were manually positioned for shaping the static linac field of 5.08 cm 

diameter into the smaller fields of 0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2. Thus, it is essential to 

measure and quantify the accuracy of the secondary collimator setup (i.e., the manual collimator 

positioning misalignment). The collimator positioning uncertainty is measured by evaluating the 

variability among six different trials (3 different setups per person) and each was performed with 

a separate positioning of the collimator.  The collimator positioning uncertainty is then estimated 

as the standard deviation of the measured output (Dmax) of the field. Dmax refers to the maximum 

dose at the central 2x2 mm2 ROI measured for both teste fields of 0.5x0.5 cm2 and the 2x2 cm2.  

The 0.5x0.5 cm2 is expected to have the highest positioning error and alignment difficulty due to 

its smaller size, while the 2x2 cm2 field has the easiest collimator alignment among the three fields 

of this study. Hence, this analysis aims to quantify the expected range of positioning uncertainty. 

The overall measured average collimation positioning uncertainty was 1.93% and 4.18% for the 

tested 2x2 cm2 and the 0.5x0.5 cm2 field, respectively. Hence, the maximum expected to affect 

any mispositioning uncertainty of the collimator is expected to be within 4% of the maximum 

measured field output. The collimation positioning uncertainty was calculated ignoring the other 

relevant uncertainties such as film-related uncertainties and the Linatron output variability as each 

is considered and expected to be less than 1%.   
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Additionally, the effect of the expected collimation displacement error on the measured Dmax of 

the 0.5x0.5 cm2 field and 1x1 cm2 field was simulated using the EGSnrc MC code. A 1-mm shift 

in the secondary lead collimator position horizontally has resulted in as high as 22.1% and 2.8 % 

reduction in the output of the 0.5x0.5 cm2 and 1x1 cm2 fields respectively. An angled 1mm 

misalignment of the collimator resulted in as high as 21%, and 6.8% reduction in the output of the 

0.5x0.5 cm2 and 1x1 cm2 fields respectively. The smaller field of 0.5x0.5 cm2 is highly affected by 

any collimation misalignment. However, with the aid of the integrated positioning laser system, 

this effect was reduced, and this reduction was reflected in the considerably lower measured 

collimation positioning uncertainty of 4.12% compared to the simulated expected 22.1%.  

To increase the reproducibility of the lead brick positioning, it is recommended for future 

measurements to measure the output of the field post collimation positioning before any 

experiments. This will work as a monitoring technique to maintain and ensure higher accuracy of 

the dose delivery specifically for the commonly used field for animal irradiation experiments of 

2x2 cm2.  

 

3.4.3. Gel and Film Results Comparisons 

 

The full 3D dose distributions of the three fields of study (0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2) 

were measured with gels and reported as the average of all three trials captured in the same gel jar 

to decrease the inter-gel variability (Figure 3.9). The beam characteristics and relative dosimetry 
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were extracted at the corresponding orientation (slices of interest) to compare with the measured 

film results acquired at the same reference conditions including beam profiles, PDDs, and ROFs. 

 

 

Figure 3.9: Gel extracted dose distributions showing the transverse and sagittal views of dose distributions in A and B for 

extracting beam profiles at 2 cm depth, and PDD curves at the beam center respectively. 

 

 

3.4.3.1. Relative Output Factors (Point dose comparisons) 

 

The output factors for the three small fields were measured relative to the 2x2 cm2 collimated field. 

The relative output factor of this field was measured previously relative to the static open field of 

the linac using the A-14 IC. It is expected that the effect of the volume-averaging at this field size 

will be minimal. The smaller fields have a much smaller size than the average volume of the 
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chamber, hence films and gels are used for those fields relative to the 2x2 cm2 reference field in 

this work. The output factor of the 2x2 cm2 relative to the 5.08 cm diameter reference circular field 

was measured with the A-14 IC and verified with films to be equal to 0.94±0.002 and 0.94±0.02, 

respectively. Film and gel output factor measurements were calculated at the reference depth of 2 

cm in a region of interest of 2x2 mm2 for the three field sizes measured. The reference depth 

throughout the study was selected to be 2 cm to simplify the Linatron output dose calculations for 

animal irradiations given that the estimated skin to liver depth for rabbit measurement applications 

is 2 cm. The reported output factor for the fields is the average of at least three different trials and 

the error is the deviation between these trials.  

The relative maximum relative percent difference between gel and film measurements was 4.3 % 

for the smallest field of 0.5x0.5 cm2. While the ROF relative error for the 1x1 cm2 field was within 

1.1 % (Table 3.4). The major contribution to those ROF differences between the two methods was 

the uncertainties in the manual positioning of the collimator. Because both measurements were 

performed on different days, each measurement has its own independent manual collimation 

positioning setup. 

The output factor for the 2x2 cm2 field and the 0.5x0.5 cm2 using films were reported as three 

different trials per person to decrease the effect of the collimation positioning uncertainty in the 

overall measurement. This approach was also used to ensure compatibility with the gel results, 

which were performed at a different collimation setting. Hence the error in the film ROF of those 

two fields is a combination of trial uncertainty and collimation positioning uncertainty.  
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The major expected source of measurement variability is the positioning uncertainty of the 

secondary collimators. Since the smaller collimated field (0.5x0.5 cm2) exhibits higher uncertainty 

in the collimation placement, it has a higher relative error in the ROF. On the other hand, the per-

field output variability could be 1.1%, as in the case of the 1x1 cm2 field when the collimation was 

kept in position.  

The positioning lasers help in decreasing the collimation positioning associated uncertainties. It 

has been noticed that with the repetition of the measurements, the overall collimation positioning 

becomes more reproducible. This improvement in the reproducibility with time is reflected by the 

relatively smaller relative percent difference between the gel and film measurements of the ROF 

that were performed on different days and with independent manual collimation positioning setups. 

 

Table 3.4: ROFs of the Linatron small field sizes measured relative to the reference field of 2x2 cm2 field 

Field Size (cm2) Film ROF Gel ROF Relative % Difference  

0.5x0.5 0.70±0.03 0.67±0.01 4.3 %  

1x1 0.89±0.03 0.88±0.02 1.1 %  

2x2 1.00±0.05 1.00±0.01 0.00%  

 

The measured ROFs for the 1x1 cm2 and 0.5x0.5 cm2 are within a maximum relative error of 0.8% 

and12.6% from the MC-simulated results respectively. The higher relative error for the smaller 

field was mainly caused by the collimation positioning error, which was measured to be 4.18% in 

this study. A 1 mm spatial displacement of the collimation position of the 0.5x0.5 field was 
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simulated to affect the ROF by as high as 21%. Thus, the measured ROF is lower than the 

simulated value. Another contribution of the simulated and measured ROF differences is that the 

Monte Carlo methods for very small fields are considerably difficult due to a range of factors; 

mainly the approximation of a point source that is unable to properly replicate potential source 

occlusion in dose measurements. Since the two measurement methods (gels and films) congruently 

indicated lower output factors compared to simulation, it is possible that the source occlusion could 

be an additional source of uncertainty in MC results. 

 

3.4.3.2. Profiles and PDD (1D dose comparisons) 

 

The 1D beam characteristics, including beam profiles and PDD curves, were measured at the 

reference conditions and compared for gels and film at the same setup conditions.  

 

A. Beam profiles 

 

 

The average beam profiles, horizontal and vertical profiles, were measured with gels and films 

(Figure 3.10) at the reference depth of 2 cm in the phantom. The profile curve is the average of 

three trials and the error bars for each measurement method (gel, film) represent the deviation 

between those trials. Since the gels have limited sensitivity for low doses, the gel profiles could 

not capture the full penumbra region of the fields as shown in Figure 3.10.  The absolute dose 

sensitivity of the gels is limited to doses above 8 Gy. The effect of background-measured OD 
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differences and stray light noise were excluded from the measurement. The penumbra region that 

represents the profile edges measured with gels has higher error bars between the measurement 

trials (Figure 3.10), due to the coarser resolution of the gels (0.5 mm) in comparison to the finer 

film resolution of ~ 0.02 mm.  

 The main characteristics of each small field, such as beam size measured in FWHM and (20 –

80%) penumbras, were listed in Table 3.5. The maximum spatial differences in the measured beam 

sizes by gels to the film measured FWHM were within approximately 0.8 mm. The main 

contribution to those spatial differences is the spatial resolution differences between the two 

methods. 

 

 

Figure 3.10: 1D beam profiles measured with gel dosimeter and EBT3 films for the three fields (0.5x0.5 cm2, 1x1cm2, and 2x2 

cm2) at 2 cm reference depth in phantom; (A) the horizontal (in-plane) beam profiles, (B) the vertical (cross-plane) beam profiles. 
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Table 3.5: Beam profile characteristics for the different fields measured at 2 cm depth using films and gels 

 Field Width (cm) Left Penumbra (cm) Right Penumbra (cm) 

 Film Gel Film Gel Film Gel 

0.5x0.5 cm2 0.48±0.04 0.50±0.01 0.15±0.02 0.19±0.11 0.15±0.01 0.20±0.09 

1x1 cm2 0.96±0.03 0.99±0.05 0.20±0.02 0.23±0.07 0.20±0.07 0.22±0. 01a 

2x2 cm2 1.98±0.01a 2.06±0.01a 0.26±0.01 0.35±0.02 0.34±0.01a 0.24±0.01 

A minimum error value in measurement of 0.01 cm is reported here for the beam profiles extracted from the film. 

Similarly, the error value in the right penumbra was measured with both gel and films.  

 

 

 

B. Percent depth dose curves (PDD) 

 

 

The percent depth dose (PDD) curves for the three small fields were measured and reported as the 

average of three trials (Figure 3.11). Data were measured with both EBT3 Gafchromic films and 

gel dosimeters. The error bars are reported as the standard deviation between the different readings. 

PDD curves were normalized to the average maximum measured dose using films and gels.  Gel-

based PDD curves are measured as the average dose readings were acquired along with the central 

ROI of 2x2 mm2 on each gel slice centered in the dose center of the field. This approach was 

performed to correct for any angular misalignments of gel relative to the radiation beam central 

axis with depth. As a result, the error between the three different trials measured with gels is lower 

than the film-measured error specifically for the smaller field of 0.5x0.5 cm2. The higher film error 

for the smaller field sizes is mainly due to the alignment difficulty of films in the central region of 

the smaller fields.  Films are difficult to place parallel to the beam direction due to the increased 
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possibility of angular misalignment with depth. Hence, Gel dosimetry was expected to be more 

robust and efficient in capturing the 3D dose distributions and hence the PDD curves at deeper 

depths (>3 cm) with higher accuracy compared to films.  

Although gels can correct for angular misalignment, gel-measured PDDs show higher uncertainty 

in the buildup region up to 0.5 cm. The effect of image reconstruction artifacts from stray light and 

light refraction at the surface of the gel is the main source of those dose uncertainties in the buildup 

region. Hence gels can’t be used for surface dose measurements [49], [85]. 

The maximum point disagreement in the buildup region, starting from 0.5 cm depth, between the 

film and gel measurements is within 11%. While the maximum point disagreement at the tail 

region for depths up to 5 cm is within 2.6 %.  For the larger field of 2x2 cm2, the main field of 

interest for small animal irradiations, the percent difference error between film and gel acquired 

PDDs was < 2% for depths from 0.5 cm to 8 cm within which most effective accurate dosimetry 

measurements were expected to be held. 

The depth of the maximum dose, as well as the surface dose (as measured with films in Figure 

3.11A), increases with the field size due to the scattering within the phantom. 

The gel measured depth of maximum dose was in good agreement with the film results with a 

maximum spatial difference of 1 mm. This spatial difference is due to differences in the spatial 

resolution of both methods and mainly due to gel surface artifacts.  The uncertainty associated 

with the gel surface artifacts affected the accuracy of the determination of the startup slice of the 

gel measured dose. This uncertainty was corrected through maximum dose alignment for the PDDs 

to well predict the surface slice of the Clearview gel. To eliminate the effect of this uncertainty, it 
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is recommended to mark the relative position of the reference depth of interest at the edge of the 

gel dosimeter in future measurements.  

 

 

 

Figure 3.11: PDD curves for each of the small radiation fields (A) Film-based PDDs for all the different fields (B) 0.5x0.5 cm2, 

(C) 1x1 cm2, (D) 2x2 cm2 measured with gels and films. 
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3.4.3.3. Profiles and PDD (2D dose comparisons) 

 

The 2D beam characteristics, including beam profiles and PDD curves, were measured at the 

reference conditions and compared for gels and film at the same setup conditions. The 2D dose 

distributions were extracted at the slices of interest from the 3D acquired gel dose distributions 

(Figure 3.9) to meet the film measured dose distributions at the same setup. 

 

A. Beam profiles:  

 

The profile contour plots were extracted at a depth of 2 cm for all field sizes using both the EBT3 

and Clearview gels, as shown in Figure 3.12. The isodose lines were reported as the average of 

three different trials for each measurement method. The isodose contour lines agree within 0.5 mm 

for the two smaller fields 0.5 x 0.5 cm2 and 1 x 1 cm2 and within 1 mm for the 2x2 cm2 field. The 

small dimensions of the measured fields and the differences in the spatial resolution of the imaging 

modalities used in the gel and film measurement were the main sources of the reported differences 

between the profile dose contours in this study. Overall, these measured isodose lines show 

excellent agreement between films and gels for the three fields of interest. The reported spatial 

differences between the film and gel measured results were comparable to the reported values in 

the literature comparing films to PRESAGE gel [85]. 
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Figure 3.12: Isodose contour plots measured with gels and films of the different small field profiles at the reference 2 cm depth. 

The plotted isodose lines are 90, 80, 60, and 40%.  A) 0.5x0.5 cm2 field, B) 1x1 cm2 field and  C) 2x2 cm2 field. 

 

B. Percent depth dose curves (PDD) 

 

The 2D PDD curves were acquired using film and the Clearview gels at the central beam region 

along the beam direction as the average of three different trials as shown in Figure 3.13. Within 

the typical therapy region of small animals (1–4 cm), all PDD curves agree within approximately 

2% of the maximum dose. EBT3 film measured curves were slightly steeper (~ 12% at 2.5-4 cm) 

specifically for the smaller field of 0.5x0.5 cm2. Film misalignment, which causes the curve to fall 

off more steeply for films in comparison to gel is the main cause of this steep behavior of the film 

measured PDD and hence the resulting disagreement between the two methods. As reported 

previously, the inherent collimation placement error is as high as 4.18% for the 0.5x0.5 cm2 field. 

This collimation misalignment error also contributes to the measured discrepancy since both 

measurements (film and gel) were performed at different collimation setups.  
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To correct for the film positioning relative to the beam center, a correction factor relating the PDD 

measurement along the beam direction at 2 cm to the output dose measured across the beam 

direction at 2 cm depth was implemented. This approach was implemented to correct the film 

misalignment uncertainties. As expected, the implemented correction factor improved the 

agreement between the film and gel measured PDD curves to be within approximately 5% in the 

typical therapy region (1–4 cm) for the 0.5x0.5 cm2 field as shown in Figure 3.13 A.  

Even with implementing the correction factor, film-measured PDDs are steeper than those of the 

gel for all the fields. This effect was also reported in the literature and the main cause of this effect 

is not clearly known. As reported and concluded in the literature, the main causes of the steeper 

film measured PDDs are the expected reduction in the accuracy of film data at depths deeper than 

2 cm. In addition, the film misalignment is expected to cause the PDD curves to decrease more 

steeply. The relative differences in electron density of the EBT3 film and gels could contribute to 

this measured effect as well. 
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Figure 3.13: Isodose contour plots measured with gels and films for the different small fields. PDDs are normalized to the 

maximum dose and the plotted isodose lines are (90, 80, 70, 60,50 and 40%. A) 0.5x0.5 cm2 field, B) 1x1 cm2 field and C) 2x2 

cm2 field. 

 

 

3.5. Conclusions  

 

The work in this chapter was performed to provide a simple yet accurate commissioning process 

to measure the beam characteristics of an MV research accelerator. Hence, this procedure can be 

followed to fully characterize and commission non-standard radiation fields. The detailed 3D, 2D, 

and 1D dosimetric evaluation was the primary initial step towards the implementation of the 

Linatron as a megavoltage small animals irradiator for radiobiological and dosimetric preclinical 

studies.  
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The work also demonstrated the effectiveness of the ClearView radiochromic gel dosimetry, given 

their dose-rate and energy independent response, as a robust and efficient 3D dosimetry tool for 

small field studies through the relatively acceptable agreement with film measurements. 

Although Clearview gels have a limited dose-response measurement in the buildup region due to 

artifacts near the phantom surface, they provided the full 3D dose measurement allowing for full 

representation of the dose. In addition, these full dose distribution measurements showed the 

advantage of minimizing the dosimeter misalignment uncertainties, which is the main challenge 

in small field measurements. Clearview Gels showed high agreement and less standard deviation 

between the different gel trials measured using the same gel jar within 4% or less for PDD 

measurements. That reflects the higher intra-stability of the gel jars. The advantage of measuring 

multiple small fields and field parameters using the same single dosimeter of Clearview Gels 

allowed for higher measurement accuracy and reproducibility.  
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Chapter 4 

Monte Carlo Simulations for Commissioning of a Megavoltage Research Linear 

Accelerator 

 

This chapter describes the full procedure followed to investigate the initial electron source 

parameters to define the linatron source using MC simulation-based approach. In addition, this 

investigation aims to fully acquire the phase-space files describing the linac spectrum and 

investigate both the mean electron energy of the linac and the beam quality. Simulation results 

were compared and tuned with the dosimetric measured data. Measured data were acquired 

through implementing a full commissioning procedure for the Linac open static field of 5.08 cm 

in diameter. The experimental part of this work was discussed in the previous chapter and was 

published in the article “Application of radiochromic gel dosimetry to commissioning of a 

megavoltage research linear accelerator for small-field animal irradiation studies”, Medical 

Physics Journal, 2021 [71]. The simulation part of the work will be published in a separate journal 

article. 

 

4.1. Introduction 

 

Monte Carlo (MC) method is a powerful tool used for dosimetric calculations in radiation therapy, 

specifically when other simple methods fail to provide accurate dose calculations. Accurate 
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implementation of MC methods in dosimetric calculations depends on the accurate full 

characterization of the initial radiation source. Hence, initial linac source optimization is an 

essential primary step for beam characterization and dose calculations.  

The initial electron source of the linac interacts with the source target and converter to produce a 

bremsstrahlung photon source. The initial characteristics and source parameters of the incident 

electron source are highly affecting the characteristics of the induced photon source, thus the 

radiation beam characteristics. The initial electron source parameters tuning method is the 

commonly used technique in literature [92]–[102].  This technique is MC-based such that the full 

characterizing of the primary electron source is performed through tuning the electron beam 

intensity, mean energy, and angular distribution. Previous studies concluded that the depth dose 

curves in water are sensitive to the mean energy of the primary electron source such that the central 

axis deposited dose increases as the mean energy of the beam increase [94], [98]–[100], [102]–

[104]. As a result, the MC-simulated and measured percent depth dose (PDD) curves have been 

used in some studies for tuning the mean energy of the electron beam [98], [105], [106]. Other 

studies have recommended using in-air off-axis factors [101]or the beam profiles in addition to the 

PDD curves for optimal and more accurate electron beam mean energy (endpoint) tuning [94], 

[98]–[100], [102]–[104]. Previous studies concluded that the PDDs curves are insensitive to the 

variation in the primary electron beam width (radial beam intensity) for the reference field sizes 

of 10x10 cm2  [99], [101], [107]. In contrast, some studies have concluded that the beamwidth of 

the initial electron source has influenced the rising edge of the depth dose distributions for the 

radiation field of 10 ×10 cm2  [99], [108]. The beam profiles, horizontal and vertical, of the dose 
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distributions of large field sizes, are highly sensitive to the primary electron beam width. It has 

been recommended to use larger field profiles (≥ 10x10 cm2) and shallower in-phantom depths for 

tuning the electron beam width [105], [109]. In contrast, other studies have recommended using 

deeper in-phantom depths of approximately 20 cm for more accurate primary electron beam width 

optimization[99]. 

 One proposed challenge in implementing this technique is computational expense, and it is also 

affected by inherent experimental and simulation errors. Since the M9 Linatron is a research 

accelerator, it has a built-in customized shielding to reduce the expected dose to the personnel and 

the ambient dose in the lab. The added shielding could have affected the resulting beam 

characteristics due to its interaction with the secondary scattering radiation component of the 

radiation beam.   

In this work, the tuning-based initial source optimization method was implemented as the first step 

to developing an efficient and accurate MC-based dosimetric tool to validate the implemented 

linac commissioning procedure. Additionally, the full phase-space files of the different radiation 

beams of the linac were used to develop a pre-irradiation simulation-based tool for small field 

static beam animal irradiation studies.     

The full model of the linatron components was developed using the MC code EGSnrc/BEAMnrc, 

including the source, collimators, IC, shielding, and the secondary collimators as shown in Figure 

4.1. The main steps of the implemented parameter tunning approach are shown in Figure 4.2 and 

include the different parts of the produced photon beam regions that are affected by the tuned 

electron parameter as proposed in previous studies.   
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Figure 4.1: The linatron model simulated and plotted in BEAMnrc/EGSnrc MC code [82] showing the XY plane of the model. 
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Figure 4.2: The schematic plot illustrating the process of initial electron beam characterization steps and the associated regions of 

the measured beam data that are affected by each tuned parameter step. Verification steps were introduced after each tuning step 

to verify the resulting source parameter. 

 

 

The research Linatron 9MV was fully simulated using EGSnrc based Monte Carlo codes; 

BEAMnrc and DOSXYZnrc [81], [82]. The Linac head geometry which includes the target, 

primary collimator, and shielding parts was modeled using BEAMnrc based on the geometries and 

the material data provided by the vendor. The custom-designed shielding parts were also 

considered and added to the model to accurately acquire the source phase-space file. Dose 

distributions were calculated in a 30x30x30 cm3 water tank phantom placed at 220 cm SSD using 

DOSXYZnrc user code. Due to the geometrical constraints associated with the linac geometry and 
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to achieve an excellent statistical uncertainty 2x108 histories were simulated. Photon and electron 

cut-off energies were set to AP=PCUT=0.01 MeV and AE=ECUT=0.521 MeV, respectively. The 

initial electron source was modeled using forward-directed circular Gaussian spatial distribution 

monoenergetic electrons (ISOURC=19). Optimization was performed at the reference calibration 

point at 220 cm SSD. The reference field is 7.5 cm diameter, FWHM, measured at the calibration 

point at 2 cm relative depth, to achieve a compatible setting corresponding to the linac 

commissioning reference conditions.  

For small field dosimetry commissioning, to improve the computational time, the phase-space file 

acquired for the open field of the linac (5.08 cm, at the aperture exit) was used as the initial source 

file to get the final small secondary collimated fields. The resulting collimated phase-space files 

of each field were then used to characterize the fields, measuring the PDD curves, the beam 

profiles, and the ROFs for different collimator settings at the point of treatment. 109 primary 

particles were used for the dosimetry simulations and the phase-space simulations. PDD curves 

were obtained over the central 0.3x0.3 cm2 voxel region with a slice thickness of 0.5 cm to capture 

the buildup region with acceptable accuracy. The small field simulations were performed using 

0.1x0.1x0.5 cm3 voxel size to capture the beam profiles and penumbra with adequate statistics.   

 

4.2. Initial Beam Energy Tuning 

 

As concluded in previous studies, PDD curves are sensitive to the mean energy of the initial 

electron field and the beam profiles. The initial electron beam energies simulated are 8.4 MeV–
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10.6 MeV with 0.2 MeV energy increments for the reference irradiation field of 5.08 cm diameter. 

In the first step of optimization, the radial intensity and deviation angle of the initial electron beam 

were set to 0.1 cm and 0.0° respectively. For comparison between calculation and measurements, 

the dose normalization was performed relative to the value of the dose at a reference depth of 2 

cm in the central axis of the beam. Beam profiles were normalized to the central axis-dose readings. 

Different beam profiles acquired at different SSD distances were used to cover different field sizes. 

The main field sizes used in the study are the 5.8 cm diameter field measured at 2 cm depth and 

the other field size of 7.5 cm field measured at 2 cm depth. Larger field sizes were extracted at 

further distances from the linac exit, which has resulted in higher SSD distances.  

The sensitivity of the depth dose curves to initial electron mean energy variation was verified as 

shown in Figure 4.3.  A scaling factor was applied to capture the dose readings in Gy/min based 

on the average operational current (1.248x1014 e/s) and the linac frequency of 45-50 Hz. The 

Gamma index values (3% /3 mm criteria) quantitative results comparing the measured and 

simulated data are summarized in Table 4.1 [110]. The optimal mean energy was determined based 

on gamma test comparisons between the MC simulations and the measured results. The inherent 

errors in simulations are expected to affect the accuracy of the comparisons. Hence, the resulting 

optimized energy relied mostly on the PDD comparison, and profiles at the closer SSD to eliminate 

the effect of simulation error. Simulation inherent uncertainties increase with depth due to the 

reduction of the NPS that can reach the detector at further distances from the linac exit (SSD).  

Films are challenging for dose measurements parallel to the beam direction because of the effect 

of placement uncertainty[23], [85], [111]. In contrast, a 3D gel dosimeter can acquire the full 3D 
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dose distribution of the beam which allows to correct any misplacement of the phantom relative to 

the central axis of the radiation field. Hence, gel data was expected to be more accurate than films 

due to the inherent placement errors that can highly affect the measured PDD with films. To ensure 

better estimation of the endpoint energy of the beam for the linac, 1D, 2D, and 3D comparisons 

were performed to get more accurate results as the beam energy highly affects the dose and the 

main characteristics of the radiation beam. There is no optimized endpoint energy trend for all the 

different beam characteristics however, on average, the 9.8 MeV beam energy shows the best 

match for the different beam characteristics including the PDD and the profiles.   

 

 

Figure 4.3: The effect of the initial electron beam energy on the simulated absolute dose based on the 45 Hz pulse repetition rate 

of the linac for photon beam characteristics; A) PDD, B) Horizontal profiles acquired at 2 cm depth of the open linac field 

measured at the calibration point. 
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Table 4.1: The resulting passing rates of the 3%/3mm gamma test for endpoint energy optimization 

Endpoint E 

(MeV) 

PDD 

3%/3mm 

5.8 cm Field 

3%/3mm 

7.5 cm Field 

3%/3mm 

2D XZ 

3%/3mm 

2D YZ 

3%/3mm 

Relative Absolute Relative Absolute 

8.4 49.0 100.0 37.8 97.3 44.8 96.9 96.9 

8.6 46.9 100.0 37.8 94.6 44.8 96.2 96.9 

8.8 26.5 96.6 37.8 86.5 44.8 90.0 91.2 

9.0 75.5 96.6 43.2 94.6 48.3 97.4 95.0 

9.2 69.4 100.0 40.5 86.5 48.3 96.7 97.6 

9.4 93.9 96.6 43.2 94.6 48.3 96.4 98.1 

9.6 85.7 100.0 45.9 94.6 48.3 98.3 98.6 

9.8 91.8 96.6 91.9 91.9 89.7 97.6 98.8 

10.0 100.0 100.0 48.6 94.6 55.2 96.4 98.8 

10.2 98.0 96.6 37.8 81.1 41.4 97.6 98.3 

10.4 100.0 100.0 37.8 62.2 41.4 92.1 96.2 

10.6 100.0 93.1 37.8 100.0 41.4 90.5 88.8 

 

 The 2D relative dose results of the 9.8 MeV optimized endpoint energy simulation were compared 

to the measured gel results as shown in Figure 4.4 for the XZ and the YZ planes of the reference 

open field of the linac at the reference calibration point. The dose values are normalized to the 

reference depth of 2 cm in the phantom. There are some reconstruction artifacts at the edges of the 

XZ plane measured gel data as shown in Figure 4.4. The gels have limited ability to detect the 

buildup region of the dose, thus doses are reported for depths > 1 cm up to 9 cm, due to the limited 

size of the gel phantom.  
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Figure 4.4: The optimized 9.8 MeV endpoint energy simulation 2D PDD curve compared to the gel measured data for A) ZX, B) 

ZY planes showing the 90%, 80%, 70%, 60%, 50%, and 40% isodose contour lines. 

 

 

4.3. Linac Endpoint Energy Verification 

 

To verify the resulting tunning-based beam energy, two other measurements were performed to 

test and validate the investigated endpoint energy of the linac. The first is beam quality and the 

other is the half-value layer. The experimental results were compared with simulations that mimic 

the experimental setup.  
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4.3.1    Beam Quality Measurement 

 

The beam quality of the Linatron was verified following the initial energy tuning of the linac and 

calculated using the tissue phantom ratio (TPR) for doses at depths of 20 and 10 cm (TPR20/10) 

for a field of 11.28 cm diameter (10x10 cm2 square equivalent field). The simulated results were 

compared with the measured TRP 20/10 result of 0.69 ± 0.01. The simulated TRP 20/10 was 0.71 

±0.01 which corresponds to a 2.8% error relative to measured TRP 20/10 and 0.2% relative error 

in the resulted beam quality. The reported agreement between the measured and the simulated 

beam quality verifies the optimized 9.8 MeV energy of the linac. 

 

4.3.2    Half-Value Layer Measurement 

 

To provide a benchmark validation of the linac model and the initial beam energy, an Exradin A12 

(0.64 cm3) ionization chamber was used to measure the in-beam doses for half-value layer (HVL) 

measurements. The IC was placed in a 2 cm solid water phantom at 1 cm depth. The position of 

the IC was held constant, at 165 cm from the linac exit, as shown in Figure 4.5. The HVL was 

measured in steel starting with a steel attenuator thickness of 15.24 cm to allow for significant 

attenuation of the low-energy photons. The attenuator thickness was gradually increased by 2.54 

cm until reaching a final thickness of 30.48 cm.  
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Figure 4.5: The experimental setup showing the position of the IC in the solid water phantom 

 

The resulting dose values were normalized to the initial dose measured at 15.24 cm and used as 

the initial beam intensity. The HVL was calculated from the fitted curve value of the attenuation 

coefficient following the equation,   

 

ln(2)
HVL


= ,                                                                                                (4-1) 

 

Each dose reading was measured as the average of three different trials and the standard deviation 

between the readings was used as the error for each measured attenuator thickness. The error of 

the measured data was also considered in the exponential curve fitting of the data such that the 

higher the error the smaller the weight of the corresponding data point.  MATLAB’s curve fitting 

tool was used to fit an exponential function to the measured data. The fitted attenuation coefficient 
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was determined with a 95% confidence interval. The resulting fitted data are plotted in Figure 4.6.  

The measured fitted HVL is 2.77 ± 0.03 cm. The measured HVL was lower than the vendor-

reported HVL of 3.02 cm due to the differences in the measurement setup and the effect of the 

added customized shielding. To test the effect of the HVL, the measured results were compared to 

simulations. The full measurement setup was simulated using EGSnrc; however, due to the high 

attenuator thickness, there was a reduction in the NPS particles that reached the detection position 

which resulted in uncertainty in the simulated HVL compared to the measurement uncertainty. 

The simulated HVL for the endpoint energy of 9.8 MeV was 2.74 ± 0.20 cm. To quantify the effect 

of the endpoint energy on the HVL, the linac endpoint energy of 9 MeV was simulated and 

compared to that of the 9.8 MeV. HVL values have shown low sensitivity to changes in beam 

energy. The simulated HVL of the 9 MeV endpoint energy beam was 2.54 ± 0.08 cm while the 

simulated HVL of the 9.8 MeV endpoint energy, 2.74 ± 0.20 cm. the resulting HVL of the 9.8 

MeV endpoint energy was closer to the IC measured HVL and 9 MeV has resulted in lower HVL 

compared to simulations and measurement. The resulted HVL of the optimized endpoint energy 

of the initial electron beam was within 9.9% relative error to the IC measured value. The resulting 

HVL values of the different methods including the upper and the lower limits of the fitted values 

within a 95% confidence interval are summarized in Table 4.2. The agreement between the 

measured and the simulated HVL values validates the 9.8 MeV optimized endpoint energy of the 

linac. 
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Figure 4.6: The resulted HVL measurement 

 

 

Table 4.2:The reported HVL results of the different methods 

Method HVL (cm) 

Vendor Data 3.02 

A12 IC Measurement 2.74 ≤ 2.77 ≤ 2.79 

Simulated 9.8 MeV Endpoint Energy 2.57 ≤ 2.74 ≤ 2.95 

Simulated 9 MeV Endpoint Energy 2.46 ≤ 2.54 ≤ 2.62 
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4.4. Radial Intensity Investigation  

 

The optimized linac beam energy of 9.8 MeV was used as the linac source energy for the rest of 

the simulation and used in simulations for the optimization of the beam radial intensity and the 

beam angular distribution. The radial intensity of the beam is represented as the horizontal and the 

vertical standard deviation, FWHM, of a Gaussian distribution of the beam intensity (σx, σy). The 

angular distribution of the beam was held constant for this step at 0.0°. The simulated values of 

the beam intensity are 0.25-2.5 mm with an increment of 0.25 mm and the simulated results were 

compared to the measured beam profiles and the PDD.   

For the profile-based comparisons, the gamma test criteria did not result in a firm relation to 

reliably estimate the investigated radial intensity. There was the effect of the air gap between the 

film and the solid water phantom, which resulted in asymmetric beam profiles for some of the 

depths and positions where the profiles were extracted.  A simulation-based study has concluded 

that air gaps between films and water causes dose underestimation [111]. To account for that effect 

which is expected to cause a reduction in the film measured dose at the regions with air gaps, the 

simulations and the measurement comparisons were held using the RMSE criteria instead of the 

gamma test. Comparisons excluded the affected regions of the measured data, hence relying on 

one of the penumbra regions. This approach was followed in both the radial intensity investigation 

and the angular distribution investigation part. The RMSE comparisons of either the right 

penumbra or the left penumbra region were used for comparisons. The optimized vertical radial 

beam intensity parameter was 0.75 mm for all the tested profiles. However, the horizontal radial 
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beam intensity parameter was not highly sensitive to the RMSE or gamma criteria given the 

inherent simulation and measurement errors in defining the beam profiles. Larger field sizes, as 

reported in the literature, were used to better predict σx as they showed more sensitivity to changes 

in the radial intensity (Figure 4.7). The optimization of the σx was hence equal to 1.5 mm 

depending on the larger fields of 9.8 cm and 14 cm. 

 

 

Table 4.3: The resulted passing rates of the 3%/3mm gamma test and RMSE for horizontal and vertical  radial intensity optimization 

Radial 

Intensity σ 

(mm) 

PDD 

3%/3mm 

Horizontal Profiles Vertical Profiles 

5.8 cm Field 7.5 cm Field 5.8 cm Field 7.5 cm Field 

 3%/3mm RMSE 3%/3mm RMSE 3%/3mm RMSE 3%/3mm RMSE 

0.25 91.9 100.0 0.039 91.9 0.031 100.0 0.127 100.0 0.065 

0.5 100.0 100.0 0.039 100.0 0.03 100.0 0.126 100.0 0.070 

0.75 91.9 100.0 0.046 91.9 0.029 100.0 0.113 94.1 0.056 

1 97.3 100.0 0.042 97.3 0.028 100.0 0.125 97.1 0.066 

1.25 75.7 100.0 0.039 75.7 0.036 100.0 0.126 88.2 0.081 

1.5 78.4 96.6 0.04 78.4 0.042 88.9 0.13 82.4 0.073 

1.75 97.3 100.0 0.046 97.3 0.034 96.3 0.121 94.1 0.066 

2 100.0 100.0 0.04 100.0 0.039 100.0 0.124 100.0 0.064 

2.25 97.9 100.0 0.039 94.6 0.048 100.0 0.124 97.1 0.070 

2.5 97.9 93.1 0.045 73.0 0.041 96.3 0.118 94.1 0.075 
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Figure 4.7: The RMSE of the horizontal radial intensity optimization for different radiation field sizes showing the higher 

sensitivity of the larger fields to the changes in the radial beam intensity. 

 

4.5. Angular Distribution Investigation  

 

The angular distribution of the initial electron source beam was simulated to investigate its effect 

on the beam profiles. The simulated values of the beam angular distribution were 0.0°-0.7° with 

an increment of 0.1° using the other optimized parameters of 9.8 MeV beam energy and 1.5 mm, 

0.75 mm standard deviation of the horizontal and vertical radial intensities respectively.  The 

angular distribution of the initial electron source is expected to have a minimal effect on the 
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profiles and PDD curves. RMSE was used to estimate the optimal value using the 5.8 cm and the 

7.5 cm fields. On average, the best-fitted value of the angular distribution was 0.5°.  

 

Table 4.4: RMSE values of the angular distribution for the different field sizes 

Angular 

Distribution 

Horizontal Profiles Vertical Profiles 

5.8 cm Field 7.5 cm Field 5.8 cm Field 7.5 cm Field 

0.0° 0.057 0.016 0.039 0.068 

0.1° 0.056 0.015 0.027 0.075 

0.2° 0.056 0.022 0.037 0.07 

0.3° 0.056 0.019 0.03 0.071 

0.4° 0.055 0.019 0.04 0.07 

0.5° 0.054 0.01 0.025 0.067 

0.6° 0.052 0.016 0.03 0.067 

0.7° 0.057 0.016 0.037 0.069 

 

 

The optimized parameters were implemented to score the phase-space file that was used as the 

main source at the linac exit for simulation and pre-experiment dose verifications. The simulation 

result was compared with film-measured beam profiles. The divergence of the linac field with 

increasing SSD was plotted for different beam sizes as shown in Figure 4.8. The effect of the in-

phantom scattering in increasing the beam size with depth in the phantom was captured when 
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comparing the measured beam profiles with simulations at the calibration point for 2 cm, 5 cm, 

and 10 cm depths in the phantom. The beam size slightly increases as the in-phantom depth 

increases as shown in Figure 4.9. Some measured profiles showed underestimation of the dose, 

which is due to the air gap effect. Film-measured PDD curves were compared to the simulated 

PDDs as shown in Figure 4.10. The effect of film positioning to the center of the beam has resulted 

in some experimental errors in the measured PDD curves, however, the simulated PDDs were 

within the measured uncertainty limits of the measured PDDs. The optimized linac parameters 

have resulted in overall good agreement with the measured profiles acquired at different depths 

and SSDs, as shown in Table 4.4.  

 

 

Figure 4.8: The measured and simulated beam profiles capturing the beam divergence A) horizontal profiles, B) vertical profiles. 
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Figure 4.9: The measured and simulated beam profiles A) horizontal profiles, B) vertical profiles measured at the 

calibration point and different depths (2cm, 5 cm, and 10 cm) in the solid water phantom. 

 

 

 

Figure 4.10: PDD curves of the optimized linac parameters comparing the measured and the simulated PDD extracted at A) 161 

cm SSD, B) at the calibration point 220 cm. 

 

Similarly, the final optimized simulated data was compared to the 2D gel-measured data of the 

open field at the calibration point and are plotted in Figure 4.11. The gamma passing rates of the 
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3%/3mm for the optimized initial source values and the gel measured data are 97.1%, 98.3%, and 

98.4% for the XZ, YZ 2D planes, and 3D comparisons respectively.  The maximum spatial 

difference between the gel measured and the simulated results were ~ 3 mm, which is the limit of 

the binning size of the simulated data.  

 

 

Figure 4.11: The fully optimized simulation 2D PDD data compared to the measured gel data of the linac static field at the 

calibration point acquired in 2D, A) ZX, B) ZY planes showing the 90, 80, 60, and 40% isodose contour lines. 

 

 

4.6. Small Field Study 

 

After the full initial parameters of the linac were optimized based on the initial static field of the 

linac of 5.08 cm, the phase-space file scored for the static field of the linac was used as the initial 

source in further simulations. Specifically, small field simulations were performed to score phase-
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space files for the other secondary collimated fields to serve as a pre-experiment verification for 

future dosimetry experiments using small fields of 0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2. The 

secondary lead collimators were modeled to reshape the static field of the linac to the intended 

field sizes used experimentally starting with the phase-space file of the linac scored at the beam 

exit. The simulation results were compared to the linac commissioning film and gel measurements 

represented in section 3.4.  

The resulting spectra of the different small fields were plotted in Figure 4.12. As the field size 

decreases, the normalized spectrum becomes softer, exhibiting higher probabilities for photons < 

5 MeV. In contrast, the smallest sized field of 0.5x0.5 cm2 has the highest emission probability at 

the low energy region of 1 MeV-3 MeV.  The average beam energy was 2.040±0.291 MeV for the 

0.5x0.5 cm2, 2.045±0.292 MeV for the 1x1 cm2, 2.039±0.292 MeV for the 2x2 cm2, and 

1.974±0.285 MeV for the open field of the linac. Overall, the average energy increases as the field 

size decreases. 
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Figure 4.12: The spectrum of the different fields each normalized to the integral (total) probability 

 

The small field beam characteristics were compared with the measurement data reported in section 

3.4.3 including 1D and 2D comparisons of the beam profiles, PDD curves, and ROFs. The 

simulated and measured data were acquired at the calibration point 220 cm from the linac target 

and at 2 cm depth in a water phantom. The gel results, reported in section 3.4.3, were more 

reproducible as they were corrected for the phantom misalignments, thus gel-measured data were 

used as the benchmark to compare and verify the simulated data.  

The simulated ROF calculated for each field relative to the reference field of 2x2 cm2 and 

compared to the gel measured ROF were shown in Table 4.5. The simulated ROFs agree within 

1.2% or less with the measured data. 
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Table 4.5: Simulated and measured ROFs of the Linatron small field sizes scored relative to the reference field of 2x2 cm2  

Field Size (cm2) Simulated ROF Gel ROF 

Relative % 

Difference 

0.5x0.5 0.68±0.01 0.67±0.01 1.0 % 

1x1 0.87±0.01 0.88±0.02 -1.2 % 

2x2 1.00±0.01 1.00±0.01 0.00% 

 

 

The 1D simulated beam profiles were extracted at 2 cm depth in the phantom for the three small 

fields; 0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2 and were compared to the measured gel data as shown 

in Figure 4.13.  The simulated and the measured profiles lie within the error bars of the measured 

gel data.  FWHM beam sizes of the three small fields were compared to the gel-measured FWHM 

and listed in Table 4.6. The maximum relative difference between the simulated and the gel-

measured FWHM beam sizes was 0.4 mm which is less than the binning width (spatial resolution) 

of the gels of 0.5 mm. The relative error in the simulated data is less than 0.1 mm and is reported 

based on the deviation between the horizontal and the vertical field size reported as FWHM of the 

beam. The FWHM values were reported as the average measured and simulated value of both the 

horizontal and the vertical profiles. 

The simulated and measured PDD curves were plotted in Figure 4.14. The curves fall within the 

error bars of both film and gel measured data, within 10% or less for depths 0.5- 4 cm, and within 
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30% for depths up to 8 cm. One of the main sources of differences is the considerably larger spatial 

resolution used in the simulation (0.5 cm slice thickness), which was required to allow for good 

statistics. Gels have 0.05 cm imaging resolution. The simulated depth of the maximum dose (dmax) 

of the three measured field sizes agreed with the gel measured dmax as shown in Table 4.6 within 

the 0.2 cm difference or less limited by the 0.5 cm simulation spatial resolution.  

 

 

Figure 4.13: Simulated and gel measured profiles of the different small fields, 0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2, extracted at 2 

cm depth in the solid water phantom; A) horizontal profiles, B) vertical profiles. 
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Table 4.6: The simulated and gel measured FWHM values of the profiles and depth of maximum dose of PDD curves. 

Field Size (cm2) 

Simulated FWHM 

(cm) 

Gel FWHM 

(cm) 

Simulated dmax 

(cm) 

Gel dmax 

(cm) 

0.5x0.5 0.50±0.01 0.50±0.01 1.00±0.50 1.15±0.05 

1x1 0.97±0.01 0.99±0.05 1.50±0.50 1.60±0.05 

2x2 2.02±0.01 2.06±0.01a 2.00±0.50 1.90±0.05 

 

 

 

Figure 4.14: Simulated and gel and film measured 1 D PDD of the different small fields; 0.5x0.5 cm2, 1x1 cm2, 2x2 cm2, 

extracted at center of the phantom; A) 0.5x0.5 cm2 PDDs, B) 1x1 cm2 PDDs, C) 2x2 cm2 PDDs. 

 

 

The 2D comparisons between the beam profiles extracted at 2 cm depth and the PDD curves of 

the 0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2 fields were performed based on the 3%/3mm gamma test 

criteria. The normalized isodose contour dose plots of the simulated and the gel-measured profiles 

are plotted in Figure 4.15. The agreement between the isodose curves higher than 30% of the 



 92 

simulated and measured plots was within a 100% passing rate of the 3%/3mm gamma for all the 

different fields.  

The PDD isodose curves of the different fields were extracted at the center of the phantom and 

plotted in Figure 4.16. The agreement between the simulated and the gel-measured PDDs was 

reported with 100% for the smaller fields of 0.5x0.5 cm2, and 1x1 cm2 and 97% for the larger field 

of 2x2 cm2. The major source of disagreement for the 2x2 cm2 field occurs at the buildup region 

of 0 to 1 cm, where gel measured high reconstruction artifacts as they are not suitable for buildup 

region measurements.  

 

 

Figure 4.15: Simulated and gel measured 2D profiles of the different small fields; 0.5x0.5 cm2, 1x1 cm2, 2x2 cm2, extracted at 2 

cm depth; A) 0.5x0.5 cm2 profiles, B) 1x1 cm2 profiles, C) 2x2 cm2 profiles; showing 90%, 80%, 70%, 60%, 50% and 40% 

isodose contour lines.   
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Figure 4.16: Simulated and gel measured 2 D PDD of the different small fields; 0.5x0.5 cm2, 1x1 cm2, 2x2 cm2, extracted at 

center of the phantom and normalized to maximum dose; A) 0.5x0.5 cm2 PDDs, B) 1x1 cm2 PDDs, C) 2x2 cm2 PDDs; showing 

90%, 80%, 70%, 60%, 50% and 40% isodose contour lines.   

 

4.7. Conclusions  

 

The work in this chapter provided a full investigation of the initial electron source parameters to 

fully characterize the photon bremsstrahlung beam of an MV research accelerator. Hence, this 

procedure can be followed to fully characterize and commission non-standard radiation fields 

using additional endpoint energy verification steps to verify the beam energy of the linac. The 

detailed 1D dosimetric evaluation was the primary step toward parameters investigation. 

Additionally, 3D dosimetric evaluation was used to verify the optimized simulation-based 

investigation for better accuracy of the optimization process. The optimized initial source 

parameters were 9.8 MeV beam energy, 1.5 mm, 0.75 mm standard deviation of the horizontal and 
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vertical radial intensities, and 0.5o angular distribution. The optimized parameters were used as the 

initial preliminary step to commission and characterize the Linatron as a megavoltage small 

animals irradiator for radiobiological and dosimetric preclinical studies.  

The work demonstrated the effectiveness of 3D gel dosimetry to provide efficient 3D dosimetry 

for small field studies as the benchmark to verify the simulation results through the relatively 

acceptable agreement with at least 97% passing rate of 3%/3mm gamma test. The limited dose-

response measurement in the buildup region with gels is due to artifacts near the phantom surface. 

One of the main challenges and source of experimental errors in small field measurements is the 

dosimeter misalignment errors. The main advantage of gels is that they have provided the full 3D 

dose measurement, which highly minimizes the dosimeter misalignment uncertainties. The 

agreement between simulated and the measured ROFs was within 1.2%. Additionally, the FWHM 

of the simulated beam profiles was within 0.4 mm of the measured FWHM. The overall good 

agreement between the measured and the simulated data reflects the accuracy of the investigated 

beam characteristics, and the phase-space files of the three small fields; 0.5x0.5 cm2, 1x1 cm2, and 

2x2 cm2. The reported results will hence be used as a pre-measurement verification and dose 

calculations benchmark for future experiments and plan optimization, which will save extensive 

simulation times.   
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Chapter 5 

A Simulation Study of Ionizing Radiation Acoustic Imaging (iRAI) as a Real-Time 

Dosimetric Technique for Ultra High Dose Rate Radiotherapy (UHDR-RT) 

 

The chapter describes the full simulation procedure followed to study the applicability of iRAI as 

a real-time (in vivo) dosimetry tool for UHDR-RT. A clinical linear accelerator (linac) was 

modified for its implementation to deliver high dose rates and operate in the electron FLASH 

mode. This work aims to verify, through simulations, the feasibility of the iRAI modality as a 

potentially promising tool for relative UHDR-RT dosimetry and provide comprehensive 

theoretical support for the experimentally measured results. This work focuses also on testing the 

effect of the different linac operational parameters on the reconstructed acoustic (pressure) iRAI 

images and how these operational parameters affect the acquired pressure-based beam 

characteristics.  The work of this chapter was published in the peer-reviewed article “A simulation 

study of ionizing radiation acoustic imaging (iRAI) as a real-time dosimetric technique for ultra-

high dose rate radiotherapy (UHDR-RT)”, Medical Physics Journal, 2021 [112]. 

 

5.1. Introduction 

 

Ultra-high dose-rate radiation therapy UHDR-RT, also known as Flash-RT, has shown an 

increased effect on the therapeutic index in radiation therapy based on preclinical studies. As high 
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treatment dose rates (on average > 40 Gy/s) are involved in the treatment, this causes a reduction 

in the normal tissue toxicity while maintaining the same tumor-killing effectiveness [12]. The 

resulting enhancement in the normal tissue sparing effect is hypothesized to lead to an overall 

beneficial increase in the therapeutic index [13]–[18].   

While still an active area of research, the potential advantage of UHDR-RT in comparison to 

conventional treatment has led to increased interest in radiation therapy. As a result, clinical 

dosimeters that can operate in the UHDR environments are expected to be crucial throughout the 

treatment process in UHDR-RT. Advanced dosimetry techniques that are capable of measuring 

and monitoring dose are needed to provide real-time (in vivo) dose readings for dose monitoring 

and beam localization in UHDR-RT. Currently used clinical dosimeters have some limitations that 

restrict their implementation in high dose rate environments. Additionally, the high dose delivery 

results in high instantaneous dose rates on a linac per pulse basis. Those high dose rates are beyond 

the sensitive dose rate threshold of the available online dosimeter and hence result in dose 

saturation problems. For instance, ionization chambers have been reported to have some ion 

recombination problems at the higher dose per pulse values achieved in UHDR-RT. 

Semiconductors have also shown dose saturation problems that are uncorrectable in the tested 

UHDR-RT environments [19]. Active research work is currently ongoing to test and identify 

online dosimeters that are applicable for UHDR dosimetry with more accurate dose per pulse basis 

ability compared to conventional RT. 

iRAI has shown potential as a relative in vivo dosimetry tool in conventional radiation therapy 

[57], [58], [63], [69], [70], [113]. The dose and induced pressure linearity and the energy and dose 
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rate independence are the main characteristics of iRAI that make it a promising dosimetry 

technique for UHDR-RT in addition to conventional RT. In addition, the generated acoustic 

(pressure) signal is proportional to the dose deposited per each pulse of radiation. Hence, this 

technique has the potential for implementation in UHDR providing dose per pulse measurement 

without signal saturation and degradation [70].  

 

5.2. Theory and Simulation Workflow  

 

The full theory behind the thermoacoustic effect and hence iRAI was fully discussed in Chapter 2 

section 2.1. Figure 5.1 summarizes the theory and the simulation flow. The simulation process 

started with MC based simulation of the radiation beam dose deposition in the homogeneous 

gelatin phantom. The acoustical characteristics that are medium-specific were used to calculate the 

initial pressure source based on the material-specific Grüneisen coefficient (𝛤). The wave 

propagation equation was then solved to determine the instantaneous electron-induced acoustic 

pressure, given by the thermoacoustic equation [53], 
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The instantaneous pressure is then used to construct the pressure images which are dose-related 

and characterize the radiation beam characteristics. A detailed explanation of the different 

simulation steps and the results is discussed in this section. 

 

 

Figure 5.1: Flowchart and a diagram summarizing the theory and the detailed simulation steps and the used simulation programs 

for modeling iRAI and the generation of acoustic images. 
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A. Dose simulations: 

 

 

A full model of the modified linac was simulated using MC codes EGSnrc 

BEAMnrc/DOSXYZnrc [81], [82] to determine the dose output of the modified linac in dose rate 

(in Gy/s) and dose-per-pulse (in Gy/pulse). The resulting full 3D relative dose distribution of the 

incident electron radiation beam was then verified through comparison with the experimental dose 

data measured with films (Gafchromic EBT-XD).  

The full model of a 6 MeV electron beam of a 21EX Varian Clinac (Varian Medical Systems, Palo 

Alto, Ca) was simulated to mimic the experimental setup as shown in Figure 5.2. The studied linac 

was modified as part of its decommissioning to deliver UHDR; thus, this experimental setup was 

irreversible. The linac target, flattening filter, and scattering foil were all removed from the 

conventional 21EX linac.  This setup enables UHDR-RT dose rates to be achieved at the iRAI 

measurement point at a source-axis distance (SAD) of 100 cm. This long SAD was selected to 

reduce the geometrical and space constraints in contrast to the proposed setup in the literature, 

where experiments were restricted to the linac head [114]. To shape the incident electron beam to 

the desired field of 1x1 cm2, a secondary lead collimator was positioned at 100 cm SSD. All the 

different parts of the linac head were modeled using EGSnrc/BEAMnrc code including the initial 

electron source, ionization chamber, mirror, jaws, and the secondary lead collimation. The linac 

phase-space source files were then generated and scored at the exit of the collimation. The dose 

simulations were then performed using EGSnrc/DOSXYZnrc code for simplicity in a 30x30x30 

cm3 water tank mimicking the gelatin phantom.  The number of histories used for BEAMnrc code 
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simulations was 7 × 108, and the photon and electron cut-off energies were set to 100 keV (PCUT) 

and 521 keV (ECUT), respectively. The initial electron source was modeled as a pencil beam with 

a 3 mm 1σ focal spot size and monoenergetic beam energy of 6 MeV. 

 

 

Figure 5.2: The modified head structure of a 6 MeV 21EX Varian Clinac (This figure is not to scale.) A monoenergetic 6 MeV 

pencil beam of electrons passes through the exit window and is collimated by jaws and secondary lead collimation at 100 cm 

SSD. 
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The full 3D simulated dose was reported as the dose per linac pulse given the 300 Hz constant 

pulse repetition rate of the linac (Figure 5.3). As expected, the figure showed the teardrop 

distribution of the electron beam dose in water. The simulated relative dosimetry data including 

the PDD curve and beam profiles at different depths were then validated through comparisons with 

the experimental film results.  

 

 

Figure 5.3: The 3D MC simulated dose distribution in the water phantom. A): XY plane (cross beam plane) at the surface of the 

phantom (at 0 cm depth), B): ZX plane (parallel to beam plane) scored at beam center (y=0 cm), C): ZY plane scored at beam 

center (x=0 cm). 

 

 

Gafchromic EBT-XD (Ashland Advanced Materials) film measurements of the dose distribution 

were performed to measure the percent depth dose (PDD) curve and the beam profiles at different 

depths. The PDD curve was determined as the average curve over the central 2x2 mm2 region of 

interest of the beam axis at each irradiation position (depth) in a solid water phantom. Films were 
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placed with an increment of 2 mm depth in solid water perpendicular to the beam direction. The 

measured dose was reported on a per pulse basis by dividing the film measured dose by the total 

number of pulses delivered during the specified film irradiation timeframe. A comprehensive 

explanation of the experimental setup and measurement results was published in a different article 

[52]. A comprehensive comparison between the simulated and the measured relative dosimetric 

characteristics of the beam was performed and is shown in Figure 5.4.  MC simulated PDD was 

scored at the central beam region of 5x5 mm2 in the water phantom with an inherent statistical 

uncertainty of < 1.3%. The simulated PDD agreed within less than 6 % relative error with the film 

measured PDD for depths less than 2 cm. While the simulated beam profiles at those depths agreed 

to ≤5% relative error with the measured film profiles at all points within the central region of the 

radiation beam. Both the simulated and measured beam profiles showed an increase in the field 

size (FWHM) with depth in the phantom and agreed within a 1 mm spatial difference. Hence, per 

the relative dosimetry comparisons, the full 3D distribution of the dose in the phantom was 

predicted within < 6% relative percent error, specifically at the expected therapeutic depth of 2 cm 

for this electron beam.  For deeper depths, the point percent dose difference between the two 

methods increased to as high as 66% at 3 cm depth. The 3 cm depth marks the end of the particle 

track, where inherent simulation uncertainty increases due to the increased reduction of the 

particles at the end of the particle track as most of the simulated particles stop.  

The agreement between the simulated MC-based and the measured results is acceptably good. 

However, there are some disagreements between the two methods specifically in the PDD buildup 

region. Differences in the MC initial electron source parameters could be the major source of those 
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disagreements. The initial electron source was modeled as a monoenergetic source without 

extensive validation and calibration of the initial electron source parameters, specifically the 

electron beam energy distribution, and mean energy. This approximation was implemented due to 

the limited experimental calibration data at the modified UHDR-RT machine setting in this study. 

However, it is recommended to perform a full beam-tuning for future similar studies to enhance 

the agreement between the simulated and the measured PDD curves.   

Overall, per the relative dosimetry comparisons, the full 3D distribution of the dose in the phantom 

was well predicted through simulation, specifically at the expected therapeutic depth of 2 cm for 

this electron beam. 

 

Figure 5.4: The simulated and the measured relative dosimetry characteristics of the electron beam. A) The beam profiles at 

various depths in the water phantom normalized to the dose at the central axis. D) PDD curve showing both film measurement 

and simulation results. 
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B. Initial pressure source definition:  

 

 

The homogeneous phantom used in this study is made of porcine gelatin (10 g/100 ml, G2500, 

Sigma-Aldrich). CT images of the phantom were acquired to characterize the phantom material 

and determine its acoustical specifications to mimic the experimental setup (Table 5.1). The 

acquired electron density of the phantom was used to design it to be a brain tissue-equivalent 

phantom.  

 

Table 5.1: The material characteristics of the gelatin phantom 

Density (ρ) 1035 g/cm3 

Sound speed (Cs) 1562 m/s 

Grüneisen coefficient (Г) 0.22 

Attenuation coefficient (α) 0.58 dB/MHzy -cm 

Attenuation power (y)* 1.3 

 

* y is the exponent of the acoustic attenuation power law. It is frequency dependent and a material dependent 

parameter that ranges from 0 to 2. 

 

 

The initial pressure source (p0(r) measured in Pa) was then defined using the pressure-dose 

relation: 

 

0 (r)= ( )th rp D r  ,                                                                                                 ( 5-2)                                                     
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where Dr(r) is the dose deposition during an electron pulse (Gy/pulse), ρ is the density of the 

medium, th  is the thermal heat efficiency, and 𝛤 is the Grüneisen coefficient of the phantom 

(equals 0.22 based on the CT number of the gelatin phantom). The initial 3D pressure source in 

the gelatin phantom is plotted in Figure 5.5. As shown in Figure 5.5 initial pressure source has the 

same spatial distribution pattern as that of the electron dose in the water reflecting the linearity 

between the dose and pressure as theoretically indicated in the above equation. 

 

 

Figure 5.5: The simulated 3D initial pressure source distribution in the gelatin phantom. A): XY plane (cross beam plane) at the 

surface of the phantom (at 0 cm depth), B): ZX plane (parallel to the beam plane) scored at beam center (y=0 cm), C): ZY plane 

scored at beam center (x=0 cm). 
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C. Acoustic propagation and time reversal reconstructions with KWave:  

 

 

The electron-induced acoustic wave propagation was simulated using the MATLAB KWave 

toolbox.  The generation, propagation, and attenuation of the acoustic waves in the gelatin phantom 

were fully simulated to solve the thermoacoustic equation numerically.  

Once the instantaneous pressure signals are received at the sensor positions, which is the ideal 

transducer in this study, the initial spatial pressure is calculated through image reconstruction. The 

goal of image reconstruction, in this work it is the time-reversal image reconstruction technique, 

is to recover the initial spatial distribution of the initial pressure source p0(r) from the collected 

instantaneous pressure readings collected with the transducer p(r, t).  The reconstructed spatial 

pressure images indicate the initial radiation beam properties, including the spatial distribution of 

the dose in the phantom. 

The time-reversal reconstruction in this work was modeled using the MATLAB KWave toolbox 

[115]. TR reconstruction can provide a better representation of the experimental setup and more 

efficiently measure the broadband response, in addition to including the effects of heterogeneities 

and attenuation in the reconstruction model. However, TR reconstruction is a time-consuming 

reconstruction algorithm and is computationally expensive. Depending on the simulated geometry 

and setup, such that TR could take up to a few hours [115] [116]–[118]. 

Two different cases were tested with different transducer (sensor) distributions based on the chosen 

linac operation parameters; the linac pulse duration length and the pulse repetition rate. 
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5.3. IRAI Measurements of UHDR With Operational Clinical Linac Timing:   

 

In this study part, the linac parameters (pulse repetition rate and the linac pulse duration) were set 

to the default operational values of the linac of 300 Hz and 4 µs respectively. This work aims to 

demonstrate the imaging and dosimetric capability of iRAI in the operational mode. The sensors 

were distributed and defined as ideal point transducers that were then used to run the KWave 

simulations distributed in a 2D planar matrix array, and a 2D spherical shell distribution around 

the radiation beam in 3D. Each study’s findings and setup are discussed in detail in this section. 

 

I. Planar Transducer Distributions 

 

In this setup (Figure 5.6), the ideal point transducers were distributed along a line parallel to and 

10 cm away from the beam’s central axis. The detection points were placed from the gelatin 

phantom entrance to the back up to 3 cm depth with a step size of 2 mm as shown in Figure 5.6 A.  

This setup of transducers was used to fully acquire the radiation beam characteristics including the 

PDD curves to mimic the experimental setup [52].  The full distribution of the transducer points 

in the traverse plane in 2D was used in the simulation to adequately scan and acquire the 

instantaneous pressure signals along the beam direction. The initial pressure source was acquired 

through TR reconstruction simulations to fully reconstruct the 3D spatial distribution of the 

radiation beam hence determining its relative dosimetric characteristics. 
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Figure 5.6: Schematic setup for acoustic dose depth simulation setup. (A) Schematic plot of the setup along the radiation beam 

direction. (B) Schematic plot of the radiation beam eye view setup. Each detection point represents an ideal point transducer. 

 

 

The resulting instantaneous pressure signal detected by the point transducer at the entrance of the 

phantom indicates the edges of the radiation beam as shown in Figure 5.7 A. The resulting temporal 

change in the measured instantaneous pressure signal is then converted to distance depending on 

the speed of sound of the gelatin phantom which defines the FWHM of the beam. The simulated 

pressure-based beam size (FWHM) agrees with the simulated MC-based dose profiles within 3 

mm at the surface of the phantom. This disagreement resulted in the offset of the pressure signal 

relative to the beam profile (Figure 5.7 A) which is because of the linac pulse duration effect. This 

disagreement between the two methods increases with depth, such that the contributions of the 

linac pulse duration effect causes degradation of the beam edges allocation (measured in FWHM) 

to be within 26% relative error. 

The TR reconstructed initial pressure was then used to determine the pressure-based percent curve 

and compare it to the MC-based PDD curve as shown in Figure 5.7 b. Both curves showed a 
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disagreement as high as 11% for the surface dose and within ~ 7% for depths up to 1 cm. Beyond 

the 1 cm depth region, the relative error increases with depth. There are different sources of this 

reconstruction algorithm-based error including the linac pulse duration effect, the limited detection 

view, and incomplete data measurements. The linac pulse duration effect is correctable through 

signal processing (deconvolution). The linac pulse duration correction has resulted in an increased 

agreement between the pressure-based and the dose-based curve. The maximum disagreement 

between the two curves is within ~ 7% relative percent error for the depths between 5 mm to 2 cm. 

The surface and the endpoint pressure signals are highly affected by the limited detection view 

artifact of this setup.   A detailed discussion on the linac pulse duration effect and the signal 

processing (deconvolution) based correction for it, is discussed in detail in section 5.4.2.0. 

 

 

Figure 5.7: Simulated pressure signal measured at the entrance of the phantom with the point transducer at a 10 cm distance away 

from the beam central axis. A): shows the conversion of the instantaneous pressure signal arrival in terms of the distance, 

compared to the dose profile simulated by EGSnrc and the film measured profile. B) shows the iRAI-based simulated PDD 

equivalent curve compared to the MC-based PDD simulated with EGSnrc. 
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II. Spherical transducer distributions 

 

 

One of the main limitations that affect the reconstructed pressure retrieved radiation beam 

characteristics is the limited data collection and limited detection view. This part of the study is 

performed assuming a full collection of data surrounding the beam of radiation hence testing the 

effect of the linac pulse duration on the overall 3D TR reconstructed pressure-based beam 

characteristic. Therefore, the overall spatial distribution of the acquired pressure images is for an 

ideal case of full data collection with point transducer elements with no bandwidth limitations 

distributed on a spherical shell.  

A set of 600 ideal transducers were distributed over a spherical shell of 2.8 cm radius and simulated 

to evenly surround the radiation field. The TR reconstruction algorithm was implemented to 

simulate the initial pressure source and construct the 3D related dose distribution and hence 

characterizing the radiation beam.  

The 3D pressure signal-based extracted beam profiles at different depths in the phantom and the 

pressure equivalent PDD were compared to the relative dosimetric beam characteristics simulated 

with EGSnrc MC as shown in Figure 5.8.  The reconstructed pressure profile has a wider beam 

size (FWHM) compared to the relevant MC simulated beam profiles (within 4 mm). This 

disagreement is due to the inherent effect of the linac pulse duration which highly affects the 

temporal and hence the spatial resolution of the reconstructed pressure profiles (Figure 5.8 A). As 

Figure 5.8 B shows, the reconstructed pressure-based percent curve at the surface of the phantom 
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(~ 4 mm) underestimated the signal by as high as 46% relative to the MC-based percent dose curve. 

The disagreement between the two curves for deeper depths up to 1 cm is within ~ 7%. For deeper 

depths near the distal position of the transducers corresponding to the maximum electron range, 

the relative error increases to as high as 100% with depth in phantom due to the linac pulse duration 

effect. 

The sharp superficial increase in the pressure-based curve near the buildup region is due to the 

inherent geometrical reconstruction artifact due to the linac pulse duration effect which represents 

the accumulation of the signal during each linac pulse time duration. Hence, this effect is 

correctible through signal processing as discussed in detail in section 0. This correction has 

resulted in better agreement between the MC-based PDD, and the pressure-based percent depth 

curves normalized to the corresponding signal at 1 cm depth. The resulted maximum disagreement 

between the two curves for depths from 1 mm to 2 cm maximum was within 8% relative error. 
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Figure 5.8: The relative 3D TR reconstructed pressure signal-based beam characteristics. A) shows the iRAI-based beam profiles 

retrieved at different depths in phantom and compared with the MC dose profiles. B)  shows the iRAI-based PDD equivalent 

curve normalized to signal acquired at 1 cm depth with and without the linac pulse duration correction compared to the dose-

based PDD simulated by EGSnrc MC code. 

 

5.4. The Effect of the Linac Operating Parameters on the Induced Acoustic Signal 

 

This part of the study focuses on testing the effect of the operational parameters of the linac on the 

iRAI images. Clinical linacs deliver radiation as a continuous train of pulses. Each linac pulse has 

a typical length (duration) on the order of 3−6 μs. While the pulse repetition frequency is typically 

ranging from tens to hundreds of hertz (Hz). The amount of radiation dose delivered by each linac 

pulse is theoretically the same. Hence the instantaneous dose rate delivered by each linac pulse is 

the same (i.e., constant Gy/pulse/s). The overall linac dose rate (in Gy/s) in many clinical 

accelerators is tuned through varying the pulse repetition rate (Linac frequency in Hz) [21]. The 
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effect of the operational linac parameters on the induced acoustic signal intensity was tested to 

define the resulted effect on the ability in defining the spatial distribution of the initial pressure 

and hence the radiation beam. The linac has an approximate pulse duration of 4 μs and a pulse 

repetition rate of 300 Hz. Two separate studies were performed studying the effect of the linac 

pulse repetition rate and pulse duration: 

 

5.4.1   The Effect of The Pulse Repetition Rate (Linac Frequency): 

 

The pulse repetition frequency of the linac was variable, changing dose per pulse, to test its effect 

on the simulated pressure signal for a constant pulse duration of 4 μs. The sensors in this study 

were distributed in a 2D circular configuration of the ideal point receiver transducers. The 

transducers were distributed in a gelatin phantom irradiated with a linac electron beam of 1x1 cm2 

field size. The ideal transducers were evenly distributed surrounding the beam of radiation as 

shown in Figure 5.9. Each transducer point detects the instantaneous pressure signal, and a TR 

reconstruction algorithm was run to reconstruct the spatial distribution of the initial pressure. The 

simulation grid size used for this study was 0.06 mm to allow for accurate temporal resolution 

within a simulated time interval of 54 µs. 
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Figure 5.9: The Beam’s-eye-view diagram of the 2D set-up used for simulating the linac parameters effect. Shows the circular 

distribution of the ideal point transducers at a constant distance from the beam center.  

 

 

The temporal average dose rate of the simulated linac was set to be a constant (84 Gy/s) while 

varying the operational pulse repetition rate (frequency). The resulting dose per pulse (Gy/pulse) 

is hence inversely proportional to the linac pulse repetition rate (in Hz). For the simulated different 

linac frequencies, the induced acoustic signal simulated by one of the point transducers is inversely 

proportional to the linac pulse repetition frequency as shown in Figure 5.10 A. While the acoustical 

signal intensity is linearly proportional to the dose per pulse, as theoretically expected, with a Root 

Mean Square Error (RMSE) of 0.027 and R2 of near unity (Figure 5.10 B). The resulting values 

reflect the linear proportionality of the induced acoustic signal intensity to the deposited dose per 
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linac pulse as theoretically predicted which reflects the capability of iRAI to measure the dose on 

a per pulse basis. 

    

 

Figure 5.10: The effect of the linac pulse repetition rate in the simulated acoustic signal and dose per pulse. A): the effect of 

changing the linac pulse repetition rate (linac frequency), on the pressure signal intensity. B): showing the linearity of the linac 

dose per pulse to the induced acoustic signal intensity. 

 

 

5.4.2   The Effect of The Linac Pulse Duration: 

 

The duration of the linac pulse and the results instantaneous dose per pulse (in Gy/s/pulse) effects 

on the simulated acoustic signal were tested. Different linac pulse durations were tested while 

maintaining a constant linac pulse repetition frequency of 300 Hz using two different transducer 

distributions in 2D and 3D configurations. 
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I. 2D Simulations with A Circular Configuration of Point Transducers 

 

 

The setup used in this part is similar to the previous section 5.4.1 setup for the effect of the pulse 

frequency case (Figure 5.9). The pulse repetition rate was held constant (300 Hz), hence the 

temporal average dose rate (in Gy/s) of the simulated linac was set to be constant as the pulse 

duration was varied. Hence, as the pulse duration varied, the instantaneous dose rate during the 

pulse changed. The intensity (amplitude) of the induced acoustic signal decreases as the linac pulse 

duration increases. In other words, for pulse durations of 0.6 µs length and longer, the 

instantaneous dose rate during each pulse decreases for longer linac pulses as shown in Figure 

5.11. Those results were in good agreement with results published in the literature [113]. 

 

 

Figure 5.11: The effect of the linac pulse duration on the intensity of the induced acoustic signal and the instantaneous dose per 

pulse for a constant linac dose per pulse (constant frequency of 300 Hz). 
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The effect of the pulse duration on the TR reconstructed initial pressure source images, extracted 

at the phantom entrance (zero depth), is shown in Figure 5.12 for the different tested linac pulse 

durations of 0.6 µs in length and longer. Showing the effect of the linac pulse duration in spatial 

resolution with the noticeable beam size increase for the longer pulse cases of 4 µs and 6 µs. The 

quantitative gamma test comparison relative to the initial pressure source data are listed in Table 

5.2. The gamma-test passing rate increases with decreasing the linac pulse duration, and 

qualitatively the image resolution is better at the shorter pulse durations of the linac. Both findings 

indicate the direct relation between the linac pulse duration and the temporal (spatial) resolution 

of iRAI images. Moreover, the FWHM of the TR reconstructed pressure-based beam profiles 

agrees within 2% relative error to MC simulated beam profile for the shorter linac pulse durations 

that are less than 1 µs. The disagreement between the pressure and the dose-based FWHM of the 

radiation beam increases to 15.4% and 39.8% for the larger linac pulse durations of 4 µs and 6 µs, 

respectively (Figure 5.13). 

For the 4 µs linac pulse duration case, the agreement between the iRAI predicted and the MC-

based FWHM of the radiation field was approximately 2 mm. This 2 mm difference resembles the 

beam size-based resolution of iRAI and is in reasonable agreement with the result published in 

literature testing the XACT 2D dose reconstruction versus film measurement for a 4 mm diameter 

stereotactic cone field. XACT has reported an FWHM of 6 mm FWHM of the field and predicted 

a 6 mm resolution for this field in the study [62]. 
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Figure 5.12: 2D TR reconstructed initial pressure images at the phantom entrance for different linac pulse durations. The initial 

spatial pressure distribution assuming A) a delta function and linac pulse duration of, B) 0.1 µs, C) 0.4 µs, D) 1 µs, E) 4 µs, F) 6 

µs. 
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Table 5.2: Percent of points in the reconstructed image passing Gamma test criteria between the reconstructed spatial pressure 

distribution and the relative dose distribution levels for the five different linac pulse durations. 

Pulse duration(µs) 

% of Points Passing the Gamma Criteria 

3%/3mm 1%/1mm 0.5%/0.5mm 

0.1 100 97.3 93.9 

0.4 100 97.5 91.6 

1 100 97.8 87.0 

4 100 55.9 30.1 

6 67.4 43.7 23.7 

 

 

 

Figure 5.13: The effect of the linac pulse duration on the spatial fidelity of the signal as reflected by the horizontal beam profiles 

extracted from the TR reconstructed iRAI images compared to the horizontal beam profile. 
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II. 3D Simulations with Spherical Transducer Distribution 

 

To further study the effect of the linac duration on the overall temporal and spatial resolution of 

the iRAI images and the acquired pressure-based beam characteristic, a full 3D study was 

performed. The transducers were distributed in the same configuration studied in section II 

assuming an ideal case of a full data collection with ideal point transducer elements distributed on 

the surface of a spherical shell without bandwidth limitations.   

This study was performed for three different linac pulse durations; 1 µs, 4 µs, and 6 µs linac pulse. 

The longer the pulse duration, the worse the spatial fidelity of the 3D reconstructed iRAI images 

in the different planes of the initial radiation beam as shown in Figure 5.14. As shown in Figure 

5.14, the size of the pressure predicted radiation beam is wider as the pulse duration of the linac 

increases. Hence, the edges of the radiation beam are defined more accurately using TR 

reconstruction of the instantaneous measured acoustic pressure signals as the linac pulse duration 

decreases. Similarly, the effect of the linac pulse resolution also affects the reconstructed pressure-

based images along the beam direction such that the longer the pulse, the steeper the pressure curve 

with depth in the phantom. The gamma test results comparing the 3D reconstructed pressure 

images to the initial pressure source (radiation beam) distribution were reported in Table 5.3. 

Showing that the passing rate increases as the pulse duration decreases. 
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Figure 5.14: The effect of the pulse duration of the linac on the spatial fidelity of the reconstructed iRAI images at the XY plane 

(cross beam plane) at the surface of the phantom (at 0 cm depth), ZX plane (parallel to the beam plane) scored at beam center 

(y=0 cm), and ZY plane scored at beam center (x=0 cm) respectively. A) a delta function and linac pulse duration of, B) 0.1 µs, 

C) 4 µs, D) 6 µs. 
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Table 5.3: Percent of points in the reconstructed image passing Gamma test criteria between the reconstructed spatial pressure 

distribution and the relative dose distribution levels for the different linac pulse durations with and without the pulse duration 

correction (Deconvolution). 

Pulse duration(µs) 

Gamma Criteria 

without pulse correction 

Gamma Criteria with Pulse 

Correction 

3%/3mm 1%/1mm 3%/3mm 1%/1mm 

0.1 99.9 98.9 99.9 98.4 

4 99.4 91.5 99.9 98.7 

6 92.5 86.2 99.9 98.7 

 

 

As per the finding of this study, the main challenge for iRAI implementation for dosimetry is the 

relatively long pulse duration length for the clinical linacs. As this effect strongly affects the 

resolution of the reconstructed images and hence causes spatial degradation of the relative 

dosimetry characteristics, it needs to be well addressed and corrected. One of the approaches that 

can resolve this issue is to implement signal processing techniques, i.e., deconvolution of the 

instantaneous pressure signals for the linac pulse shape before implementing the image 

reconstruction algorithm.  

Hence, the signal processing deconvolution technique was implemented to correct for the linac 

pulse duration and its effect on the temporal and spatial resolution of the iRAI images. This 

correction as its name indicates deconvolute the temporal signal of the linac pulse duration from 

the detected instantaneous pressure signal before the TR reconstruction of the initial pressure 

images and hence eliminating its effect on the final reconstructed iRAI images. This correction 
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has resulted in a better agreement between EGSnrc and the 3D reconstructed iRAI results as shown 

in Figure 5.15 specifically for the long linac pulse duration cases. With the deconvolution signal 

processing correction, the gamma test results have also improved for all the linac pulse duration 

cases specifically for the longer pulse durations as reflected in Table 5.3. 

The shift in the buildup region of the pressure-based percent curve is a geometrical artifact caused 

by the relatively long linac pulse duration (Figure 5.16 A). The deconvolution signal processing 

correction has resulted in a better agreement between the normalized MC-based PDD and the 

corrected pressure-based percent depth curves for all the tested linac pulse durations as shown in 

Figure 5.16 B. The MC-based PDD and the pressure-based percent depth curves were normalized 

to the 1 cm depth signal for the different linac pulse duration times. With correction, for depths 

from 1 mm to 2 cm both curves agree within 8% relative error for the 4 µs and 6 µs pulse durations. 

For the 1 µs case, the maximum relative error was within 11%.  

As per the results of this study, the maximum disagreement for depths 1 mm to 2 cm for the clinical 

linac pulse duration of 4 µs was within 8% relative error. Achieving this accuracy elsewhere will 

depend on the implemented transducer placement setup. 
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Figure 5.15: The effect of correction (deconvolution) of the pulse duration of the linac on the spatial fidelity of the reconstructed 

iRAI images at the XY plane (cross beam plane) at the surface of the phantom (at 0 cm depth), ZX plane (parallel to the beam 

plane) scored at beam center (y=0 cm), and ZY plane scored at beam center (x=0 cm) respectively. A) a delta function (no pulse 

duration effect) and linac pulse duration of, B) 0.1 µs, C) 4 µs, D) 6 µs. 



 125 

 

Figure 5.16: A) The reconstructed pressure-based percent depth curve for the different linac pulse durations compared to the MC-

based PDD curve. B) The reconstructed pressure-based percent depth was corrected for the pulse duration shift with temporal 

linac pulse deconvolution and compared to the MC-based PDD curve. 

 

 

5.5. Conclusions  

 

In this chapter, a full simulation workflow was developed, and a comprehensive study was 

conducted in a homogenous gelatin phantom to test the feasibility of iRAI in UHDR-RT. The 3D 

iRAI imaging capability and acoustical signal generation were simulated assuming an ideal 

distribution of ideal transducer elements over a sphere to optimize 3D volumetric imaging 

capabilities.  Transducers with finite bandwidths and practical dimensions must be considered next 

for future studies. 

IRAI has shown the advantage of 3D dose mapping through the linearity of acoustical signal to 

dose. This linearity has demonstrated its potential as a promising in-vivo relative dosimetry tool 
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for UHDR-RT measuring dose on a per pulse basis without signal saturation. On the other hand, 

iRAI has a limited spatial resolution (a few millimeters), mainly due to the inherent linac pulse 

duration effect. The spatial resolution can be improved through linac pulse deconvolution, which 

has improved the agreement between the pressure-constructed and the initial dosimetric beam 

characteristic to within a 98% passing rate for 1%/1mm gamma test criteria for the operational 

linac pulse duration of 4 µs.  UHDR-RT is delivering a higher instantaneous dose per pulse (in 

Gy/s/pulse), which enforces the need for and necessitates the implementation of instantaneous 

dose measurements such as iRAI for patient safety, dose monitoring, and beam localization.  

 



 127 

Chapter 6 

Applicability of Ionizing Radiation Acoustic Imaging (iRAI) as a 3D Relative Dosimetry 

Tool  

 

 

This chapter discusses the applicability of iRAI in 3D dosimetry for conventional radiation 

therapy. A clinical linear accelerator was used for iRAI implementation to deliver different 

radiation treatment plans to radiochromic gels. This work aims to verify experimentally and 

through simulations, the feasibility of the iRAI modality as a potentially promising tool for relative 

3D dosimetry. The results were compared with the 3D dosimetric results obtained from Clearview 

radiochromic gels. This work also studied the effects of the different operational parameters of the 

customized 2D array transducer including the central frequency and the bandwidth on the 

reconstructed acoustic images through simulations.  The work of this chapter will be published in 

a peer-reviewed journal. 

 

6.1. Introduction 

 

With the advancement and the complexity in the treatment delivery techniques and the treatment 

plans such as IMRT and VMAT. It is desirable to acquire 3D comprehensive dosimetry data for 

quality assurance and control for those advanced delivery approaches. Gels can record the 
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accumulative radiation dose distribution in 3D with the advantage of their radiologically soft-tissue 

equivalence. The applicability of gels in 3D conventional relative dosimetry is tested and verified 

through comparisons with the planned dose calculations as the first step. The acoustical properties 

of those gels are expected to be comparable with those of gelatin phantoms.  

Because gels are one of the most common 3D dosimeters, it is used as the phantom to generate 

iRAI signal and the reference dosimeter to verify and study the 3D capability of iRAI in this work. 

The iRAI experimentally acquired data, as well as the simulation results, were compared with the 

dosimetric gel experiments for the different treatment delivery clinical scenarios to 

comprehensively characterize the applicability of iRAI in clinically relevant scenarios. 

 

6.2. Gel for 3D Dosimetry 

 

Two different batches of Clearview gels were used for the experimental part of this study. Gels 

from different batches were calibrated separately for absolute dosimetry with the Clearview gels. 

The gels were handled before and post-irradiation following the manufacturer recommendations 

as discussed previously in section 3.4.1.2. An important difference for the gels in this application 

is that the bottom of the gel jar is cut-ended for better coupling with the 2D array transducer as 

shown in the experimental setup (Figure 6.1). 
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Figure 6.1: The experimental setup for iRAI measurements including both the schematic and the actual setup showing the 

direction of the radiation beam and the acoustic coupling of the cut-ended gel jars with the customized 2D array transducer. 

  

6.2.1. The Gel Calibration 

 

The gels were calibrated using 10MV FFF photon beams to cover the expected dose range in the 

measurement and an electron beam of 12 MeV energy. The resulted calibration curves for the 

different radiation fields are plotted in Figure 6.2 showing the linearity of the gel response. The 

calibration curves were extracted over the central 0.5x0.5 cm2 ROI for the two different fields as 

shown in Figure 6.2. The electron calibration covers high dose gradients, while the photon beam-

based calibration has more dose values. Both calibration curves lie within each other, which 

reflects the dose-energy independency of the gel readings as reported in the literature [49]. The 
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resulted calibration equation merging both calibration curves was used to calibrate the other gel 

jars of the same batch. The other batch was also calibrated using 10 MV FFF photon beams for 

different doses covering the full sensitivity range of the gel dosimeters as shown in Figure 6.3. 

Gels have measured a linear response ranging up to ~88 Gy as measured and shown in the 

calibration curve. To cover a wider dose range, the calibration curve was measured as the 

combination of the response from two irradiations using 2x2 cm2 and 3x4 cm2 10 MV FFF fields 

measured with the same gel jar.  

 

 

Figure 6.2: Gel calibration curves for different radiation fields, A) 4x4 cm 10 MV FFF photon beam, B) 12 MeV electron beam, 

C) the resulted calibration curve merging both curves used to calibrate the whole batch. 
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Figure 6.3: The calibration curve and the linearity response of the gel dosimeters for the second batch showing different doses 

ranging from 10 Gy to 80 Gy. 

 

6.2.2. Gels for 3D Dosimetry 

 

The applicability of gels in 3D has been verified by testing different treatment plans compared to 

the treatment planning dose. The different tested plans are a C-shaped plan, an arc plan, and a 

three-field conformal plan. The resulting contour plots of the different fields are used for 

comparing the planned and the gel-measured isodose contours. Gels are sensitive to doses of 8 Gy 

or higher, thus doses < 8 Gy were excluded from the quantitative comparisons.  

 

  



 132 

A. 3D Conformal C-shaped Plan 

 

 

The C-shaped 3D conformal treatment plan consisted of 23 static beams of variable sizes delivered 

at the isocenter. The delivered treatment plan was measured with gels for absolute and relative 

dose quantification. The resulting isodose contours of the plan and the gel measured results are 

shown in Figure 6.4. Gel has shown absolute and relative dosimetry passing rates for the 3%/3mm 

gamma test criteria of 95.4% and 98.9%, respectively. The planned dose has an active calculation 

grid that surrounds the jar and excluded the dose calculations beyond the effective volume of the 

grid. This exclusion of the dose at the surface is causing the differences between the gel and the 

delivered dose as can be shown in Figure 6.4.C. Gels have some construction artifacts due to the 

design of the cut-ended jar, which causes the generation of bubbles at the surface of the jar as 

shown in Figure 6.4.  

 

 

Figure 6.4: The C-shape 3D conformal plan comparing gels to the treatment plan results. A) the treatment planned dose 

distribution, B) the gel measured dose distribution, C) the measured and the planned isodose contour plots showing the 90%, 

80%, 60%, and 40% contour isodose lines. 
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B. Arc Plan:  

 

The second tested plan was a static arc of 5x5 cm2 radiation field size delivered continuously from 

315o to 45o gantry angle. The resulting dose distribution measured with the gel jar was compared 

with the planned dose as shown in Figure 6.5. The agreement between the planned and the 

delivered dose measured with the gel jar was within 98.2% and 99.6% passing rates of the 3%/3mm 

gamma test criteria for absolute and relative dosimetry measurements. The cut-ended design of the 

gel used for this experimental work was a bit challenging as it introduces some mechanical stress 

to the gel material. This specific gel jar has shown a spiral artifact measured at the center of the 

gel phantom as shown in Figure 6.6. Although this artifact was away from the region of the dose 

used for iRAI measurement comparisons, it was only affecting the central 3 mm region of the 

phantom and possible correction for it is through using spline smoothening with edge detection in 

the radial direction. Overall, it is not affecting the total dose distribution, which is reflected through 

the considerably high passing rate of the gamma test.  
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Figure 6.5: The arc plan dose results comparing gels to the treatment plan distributions. A) the treatment planned dose 

distribution, B) the gel measured dose distribution, C) the measured and the planned isodose contour plots showing the 90%, 

80%, 60% and 40% contour isodose lines. 

 

 

 

Figure 6.6: Th measured artifact at the center of the gel jar due to some mechanical stress. 
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C. Three Field Plan: 

 

The last tested plan is a 3D conformal plan consisting of three static radiation fields of 5x5 cm2 

delivered at three different gantry angles: 330o, 0o, and 30o. The gel measured results were 

compared to the treatment planned dose as shown in Figure 6.7. 

 

 

Figure 6.7: The three-field plan dose results comparing gels to the treatment plan distributions. A) the treatment planned dose 

distribution, B) the gel measured dose distribution, C) the measured and the planned isodose contour plots showing the 90%, 

80%, 60%, and 40% contour isodose lines. 

 

 

The results were compared using a 7%/4mm, 3%/3mm, and 1%/1mm gamma passing criteria and 

the resulting passing rates for the different plans were listed in Table 6.1.  The arc plan showed the 

best agreement with the treatment planned dose, as the maximum dose delivery was closer to the 

center of the jar and less affected by the reconstruction artifacts at the edges of the jar.  The three-

field plan specifically for the 90% isodose curves showed the least agreement with the planned 



 136 

dose. The gels have measured a higher dose than the planned dose due to the saturation effect of 

the gels as gels were exposed to doses higher than 80 Gy. Another source of difference between 

the gel measured and the treatment planned dose was the effect of the design of the gel jar, cut-

ended gel jars, as they were expected to be exposed to mechanical stresses, which could slightly 

affect the measured absolute dose values. Additionally, there were some reconstruction artifacts 

specifically at the edges of the gel jars as shown in Figure 6.4. However, the resulted overall 

agreement between the gel and the treatment planned relative doses were acceptably good as 

indicated in Table 6.1. Gel measured results were hence used as the reference benchmark to test 

the iRAI results and to verify its 3D dosimetric capability. 

 

Table 6.1 Gamma test passing rates of the planned and the gel measured results 

Beam Energy 

C-shaped Arc plan Three Field 

Absolute Relative Absolute Relative Absolute Relative 

1%/1mm 94.8 95.9 89.8 92.8 82.0 84.2 

3%/3mm 95.4 98.9 98.2 99.6 87.8 94.4 

7%/4mm 96.0 98.9 99.5 99.6 93.9 94.4 
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6.3. IRAI Imaging 

 

The iRAI images were acquired in phantom (Gelatin/Gel) using a 2D array transducer. The 

experimental setup and workflow are shown in Figure 6.1. Phantoms were placed on the couch of 

the clinical Varian TrueBeam clinical accelerator (Varian Medical Systems, Palo Alto, Ca) such 

that the radiation beam shot from the top of the phantom. The phantoms were cut-ended and 

attached to a 2D array transducer positioned to the center of the phantom to detect the generated 

acoustic signals. The generated acoustic signal was measured with a 2D array transducer. The 

custom-designed 2D array transducer (Imasonics, Inc.) is a 32x32 square-grided array (116.6 

mm×116.6 mm) with a square element of a 0.85 lambda (~ 3.45 mm) on a side with 0.2 mm kerf 

edge to edge separation. The array has a side length of approximately 12 cm side length with a 

central frequency of 0.35 MHz and a 60% bandwidth.  

The first part which focuses on characterizing the signal was performed on porcine gelatin (10 

g/100 ml, G2500, Sigma-Aldrich) phantoms. The other part relies on using gel phantoms for iRAI 

and 3D dosimetry characterization using different treatment-related plans. The resulting 

experimental results were compared with simulation results simulating the generated acoustic 

signals from the experimental setup following the same simulation workflow in Figure 5.1. 
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6.3.1. IRAI Simulations 

 

The simulation studies were performed following the simulation workflow and the theoretical 

procedure followed in section 5.2, and Figure 5.1. The 3D dose distributions were extracted from 

the treatment planning system (TPS), Varian's Aria/Eclipse platform (v.15 and v.13). The 2D array 

operational characteristics were simulated using the MATLAB KWave toolbox to measure the 

generated acoustical signal and its propagation in the phantom in addition to the time-reversal 

reconstruction of the generated 3D iRAI acoustical images. The simulation part was used to study 

the effect of the operational parameters of the 2D array on the quality of iRAI images. Additionally, 

simulation studies were performed as the preliminary testing and verification of iRAI applicability 

for different treatment plan deliveries. The simulated acoustical signal compared to a measured 

signal is plotted in Figure 6.8 showing both the instantaneous temporal distribution of the signal 

and the frequency spectrum of the generated acoustical signal. The differences in the time steps 

between the measured and the simulated data have resulted in differences in the frequency 

spectrum specifically in the lower frequency region. The differences in the time arrival of the 

simulated and measured acoustic signals are due to the differences in the radiation field position, 

however, both showed the same detected field size. The measured acoustical signal has a high 

acoustic signal measured at the surface of the transducer. This behavior and effect have been 

reported in the literature. The measured high changes at the surface were expected to be because 

of the electrical noise induced by the effect of radiation scattering [119]. The linac pulse repetition 
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rate for simulation purposes was assumed to be constant for the different simulated beam energies; 

6 MV FFF and 10 MV FFF and set equal to 300 Hz.  

 

 

Figure 6.8: Comparison of the experimental and simulated data A) average acoustical signal detected by the 2D array transducer 

for 10 MV FFF 5x5cm2 radiation beam at depth 7.5 in gelatin phantom and 93 cm SSD B) the frequency spectrum of the 

generated acoustic signal following the irradiation. 

 

6.3.1.1 The effect of the 2D array transducer parameters 

 

One of the main limitations of iRAI is the limited bandwidth of the transducer and central 

frequency of the detecting transducer. This section is a simulation-based study testing the effect of 

changing the operational parameters of the 2D array. The central frequency was changed holding 

the bandwidth of the transducer to be constant while the other part tests the effect of the bandwidth 

of the transducer holding the central array frequency similar to the operational value. 
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A. The bandwidth effects  

 

The effect of the bandwidth limitation of the array on the quality of the reconstructed iRAI images 

was simulated by tuning the bandwidth of the array while holding a constant operational central 

frequency of 0.35 MeV. The simulated bandwidth range was -30dB to -80 dB with an increment 

of -10 dB bandwidth.  The study was performed by testing a 6 MV FFF static field of 5x5 cm2. 

The results, shown in Figure 6.9, are compared qualitatively using the gamma passing rate criteria 

of 3%/3mm of the iRAI front edge distribution to the initial dose distribution. Additionally, the 

relative SNR was used for comparing the quality of iRAI images in determining the edges of the 

field using the operational bandwidth of the array of -60 dB as the reference bandwidth. The SNR 

was calculated as the ratio of the maximum signal amplitude to the maximum background noise 

(peak to peak ratio) in the reconstructed image and is listed in Table 6.2. The relative induced 

average acoustical signal for all the different cases was listed relative to the operational array 

parameters as well. The higher the bandwidth of the transducer the stronger the generated 

acoustical signal, and the better the quality of the image as indicated based on the gamma passing 

rates and the SNR. The -40 dB bandwidth showed a slightly higher than expected SNR. The ability 

of iRAI to define the edges of the beam, fidelity, decreases as the bandwidth of the transducer 

decreases. The higher the bandwidth, the better the quality of iRAI images and the beam edges 

allocation fidelity. 
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Figure 6.9: The simulated iRAI images extracted at the center of the phantom showing the effect of the bandwidth in the quality 

of iRAI images and localization of the radiation beam edges for 2D array bandwidths of; A) -30dB, B)-40 dB, C) -50 dB, D) -60 

dB, E) -70 dB, F)-80 dB. 
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Table 6.2: The resulting gamma testing values and SNR of iRAI images of the bandwidth study 

Transducer 

Bandwidth (dB) 

3%/3mm Gamma 

Passing Rate (%) 

SNR Relative SNR 

Relative iRAI 

signal 

-30 76.5 2.11 0.91 0.05 

-40 76.9 2.29 0.99 0.07 

-50 77.1 2.11 0.91 0.25 

-60 77.2 2.32 1 1.00 

-70 77.3 2.9 1.25 3.28 

-80 79.7 5.85 2.52 8.04 

 

 

B. The central frequency effects  

 

In this part, the 6 MV FFF static field of 5x5 cm2 was used to simulate the effect of the central 

frequency of the array on the iRAI image quality. This part covered two different central 

frequencies of 0.5 MHz and 1 MHz in addition to the operational 0.35 MHz frequency of the array. 

The bandwidth of the array was held constant and equals the operational -60 dB bandwidth.  

Similar to the previous study, both gamma test and relative SNR were used for comparisons with 

the reference central frequency of 0.35 MHz. The resulted iRAI images for the three simulated 

frequencies are plotted in Figure 6.10. The resulting SNR and gamma passing rates of the different 

simulated frequencies are listed in Table 6.3. Although increasing the frequency of the array 

generated sharper field edges, it affected the quality of the constructed iRAI images as mostly the 

generated iRAI signal in the low-frequency region, which decreased the SNR. The 1 MHz case 
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has resulted in a noisy image so that the radiation beam edges weren’t easily defined. The front 

edge of the field was allocated based on the known position of the field from the other tested cases. 

Since the central frequency of the array, 1 MHz, was beyond the frequency of the generated iRAI 

acoustical signal as indicated in Figure 6.8. B.  

 

 

Figure 6.10: The simulated iRAI images extracted at the center of the phantom showing the effect of the 2D array central 

frequency in the quality of iRAI images and localization of the radiation beam edges for the tested central frequencies of; A) 

0.35, B) 0.5 MHz, C) 1 MHz.  

 

 
Table 6.3: The resulting gamma testing values and SNR of iRAI images of the central frequency study 

Transducer Central 

Frequency (MHz) 

3%/3mm Gamma 

 Passing Rate 

SNR Relative SNR Relative iRAI 

Signal 

0.35 77.2 2.32 1.00 1.00 

0.5 76.8 1.50 0.65 0.46 

1 72.8 0.01* 0.00 0.20 

      *The SNR was <<0.01 but set the minimum error value 



 144 

6.3.1.2 Pre-measurement Verification  

 

This part aimed to test the applicability of iRAI for different treatment plans as a preliminary step 

before their experimental implementation. The simulation study accounted for the operational 

parameters of the array transducer including the central frequency of 0.35 MHz and the bandwidth 

of -60 dB for the different plans delivered experimentally. The front edge of the radiation field was 

determined as the spatial position of the central 90% of the maximum dose as the dose drops faster 

after this region, in the penumbra region.   

 

A. 3D Conformal C-shaped Plan: 

 

The planned C-shaped 3D conformal treatment plan was simulated to generate iRAI images. The 

dose distribution was used to define the initial pressure source and generate the corresponding 

iRAI images measured with the 2D array. The dose results were compared with the retrieved iRAI 

plan as shown in Figure 6.11. IRAI showed a good agreement within 81% passing rate for the 

isodose curves of 30% maximum dose or higher using 7%/4mm gamma criteria as listed in Table 

6.4. The highest agreement was for the 90% and 80% isodose lines as they are high-dose regions 

delivered closer to the center of the 2D array, showing higher detectability. The gamma passing 

rates improved for the dose regions of at least 50% of the maximum dose to 93% using 7%/4mm 

gamma criteria.  
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Figure 6.11: The simulation results of the front edge of the c-shaped treatment plan. A) initial normalized dose distribution 

extracted from TPS, B) iRAI reconstructed signal measured at the front edge of the initial radiation field, C) the contour plots of 

the dose and the iRAI images showing the 90%, 80%, 60%, and 40% contour isodose lines. 

 

B. Arc Plan:  

 

The gel measured arc plan that delivered dose continuously from 315o to 45o was modeled 

assuming the whole plan was delivered at a single linac pulse duration. The full 3D plan 

distribution was simulated and iRAI reconstructed images were compared with the dose 

distributions as shown in Figure 6.12. The agreement between the dose results and the iRAI 

distribution was within a 91% passing rate for the isodose curves of 30% maximum dose or higher 

using 7%/4mm gamma passing criteria. IRAI was capable of scoring the overall shape of the dose 

distribution with the highest agreement for the 50% or higher isodose lines of 95% passing rate for 

7%/4mm gamma passing criteria. These higher passing rates compared to the c-shaped plan is due 

to the shape and the position of the maximum dose region of the plan, near the center of the array, 

showing a wider field of view, thus higher detectability.  

 



 146 

 

Figure 6.12: The simulation results of the front edge of the radiation field for the arc treatment plan. A) initial normalized dose 

distribution extracted from TPS, B) iRAI reconstructed image measured at the front edge of the initial radiation field, C) the 

contour plots of the dose and the iRAI images showing the 90%, 80%, 60% and 40% contour isodose lines. 

 

 

C. Three Field Plan 

 

Although the 3D conformal plan was consisting of three static radiation fields such that each 

radiation beam was delivered separately at different gantry angles: 330o, 0o, and 30o, it was 

modeled as a single delivery plan per pulse to acquire iRAI images. The iRAI and dose results 

were plotted in Figure 6.13. The front edge of the radiation field dose and iRAI distributions 

showed an agreement of 87% gamma passing rates for the 7%/4mm gamma test criteria for isodose 

lines higher than 30%. The maximum dose region occurs toward the edge of the simulated phantom 

and the 2D array, hence the agreement for the isodose curves of 50% maximum dose was 86% 

showing lower detectability of the dose distribution due to the limited FOV of the different array 

elements. 
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Figure 6.13: The simulation results of the front edge of the three-field treatment plan. A) initial normalized dose distribution 

extracted from TPS, B) iRAI reconstructed image measured at the front edge of the initial radiation field, C) the contour plots of 

the dose and the iRAI images showing the 90%, 80%, 60%, and 40% contour isodose lines. 

 

The quantitative comparisons between the dose and the iRAI images extracted at the front edge of 

the radiation field for the different treatment plans are listed in Table 6.4 using different gamma 

passing criteria. The limited bandwidth of the transducer was the main cause of the differences 

between the dose and iRAI results. The shape of the treatment plan and the position of the 

maximum dose relative to the 2D array position was also affecting the resulted agreement between 

the dose and iRAI results. Since the high-frequency component is lost due to the limited bandwidth 

of the transducer, the details and sharpness of the boundaries were slightly lost. As the results 

indicated the arc plan showed the best detectability with iRAI, while the C-shape showed the 

lowest agreement due to the plan complexity as it consists of multi-fields with variant field sizes 

and incident angles.  
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Table 6.4: The gamma testing results of the simulated iRAI images in comparison to dose 

Treatment Plan 3D C-shaped Arc Three Field 

1%/1mm 58.1 64.5 57.8 

3%/3mm 72.7 79.9 73.8 

7%/4mm 80.5 90.5 87.0 

 

6.3.2. Gelatin IRAI Measurement 

 

In this part, different setup parameters were varied throughout the measurement in gelatin 

phantoms to test the generated acoustical signal and its strength in addition to testing the 

reconstructed iRAI images. The first tested setup parameter was the radiation field size effect. The 

two main radiation fields tested were 3 cm x 3 cm and 5 cm x 5 cm field sizes measured at the 

beam isocenter 100 cm from the linac source (~ 7.5 cm depth) inside the phantom center with a 

92.5 cm SSD. The other tested setup parameter was the effect of the different SSDs on the 

generated signal strength and iRAI imaging.  A 6 MV FFF radiation beam (1400 MU/min) as well 

as a 10 MV FFF energy beam (2400 MU/min) was used in those studies with a pulse duration of 

4 µs and a pulse repetition rate of 300-330 Hz.  The 10 MV FFF beam energy was used as the 

reference energy and the 5x5 cm2 was the reference field at 7.5 cm depth in the phantom. The SNR 

was measured as the peak-to-peak ratio of the measured acoustic signal. Both the measured and 

the simulated iRAI signals were normalized to the corresponding results detected at the reference 

conditions. The dose per pulse was reported as the dose deposited per pulse at the reference depth 
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of 7.5 cm in the phantom. The SNR was measured excluding the surface noise signal, which can 

easily be defined, from noise calculations. 

 

A. The Effect of Beam Energy 

 

The effect of beam energy on the resulting signal was characterized for the reference field of 5x5 

cm2 measured at the isocenter (SAD=100 cm) and 7.5 cm depth. The total delivered MUs were the 

same for the two tested fields of 6 MV FFF and 10 MV FFF. The reported values were normalized 

to the 10 MV FFF reference signal. The results are listed in Table 6.5. The fraction of the dose per 

pulse for the 6 MV FFF beam to the 10 MV FFF was 0.71 measured at the center of the phantom. 

Because the 10 MV FFF beam delivered a higher dose per pulse, the measured iRAI signal was 

also higher for the case of the 10 MV FFF field. The measured and the simulated iRAI signal was 

reported as the maximum intensity extracted from iRAI images. Because of the background noise 

and the sensitivity of the transducer, the measured relative iRAI signal was less than the simulated 

iRAI signal by 26%.  

 

Table 6.5: The resulted effect of the photon beam energy on the reconstructed iRAI signal intensity 

Beam Energy Dose Rate 

(MU/min) 

Dose per Pulse 

mGy 

Measured iRAI 

Signal 

Simulated iRAI 

Signal 

6 MV FFF 1400 0.20 0.48 0.65 

10 MV FFF 2400 0.28 1.00 1.00 
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B. The Effect of The Field Size 

 

The effect of changing field size on the generated acoustical signal was characterized using two 

different field sizes (3x3 cm2 and 5x5 cm2) for the different 6FFF and 10FFF beam energies. For 

each beam energy, the results were normalized to the reference 5x5 cm2 field at the depth of 7.5 

cm in the phantom.  

The effect of increasing field size was small which was reflected in the high agreement between 

the relative simulated iRAI signal despite the energy of the radiation beam as indicated in Table 

6.6. However, the dose per pulse delivered by the 5 x 5 field was higher (0.28 mGy) than the 6FFF 

field (0.20 mGy). This was reflected by the higher detectability of the 10 FFF 3 x 3 field in 

comparison to the same field with the 6 FFF beam.  

 

 

Table 6.6: The resulted effect of the photon beam size on the reconstructed iRAI signal 

Field Size 

(cm2) 

6 MV FFF 10 MV FFF 

Relative Dose 

per Pulse 

Measured 

iRAI Signal 

Simulated 

iRAI Signal 

Relative Dose 

per Pulse 

Measured 

iRAI Signal 

Simulated 

iRAI Signal 

3x3 0.96 0.66 0.92 0.95 0.79 0.93 

5x5 1.00 1.0 1.0 1.00 1.0 1.0 

 

C. The Effect of SSD on Signal Intensity 

 

The effect of field size reduction as SSD decreased was compensated for by calculating the beam 

divergence, such that the measured field size at the center of the phantom, 7.5 cm depth, was 5x5 
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cm2 for all of the tested SSDs. The only parameter that was affecting the dose was the inverse 

square law as the field size and depth of measurement were held constant. For both tested beam 

energies, as SSD decreases the deposited dose per pulse increases, and hence the generated 

acoustic signal intensity increases as listed in Table 6.7. 

 

Table 6.7: The effect of the SSD and dose rate on the measured and simulated iRAI signal 

SSD 

(cm) 

6 MV FFF 10 MV FFF 

Dose per 

Pulse 

Measured 

iRAI Signal 

Simulated 

iRAI Signal 

Dose per 

Pulse 

Measured 

iRAI Signal 

Simulated 

iRAI Signal 

93 0.20 1.0 1.0 0.28 1.0 1.00 

80 0.28 1.24 1.27 0.40 1.69 1.2 

65 0.51 2.11 2.12 0.75 1.99 1.86 

 

 

D. The Effect of SSD on Field Size 

 

The field size at the isocenter was held constant and equal to 5x5 cm2 at 7.5 cm depth in the 

phantom. The feasibility of iRAI in measuring field size changes was measured at different SSDs 

and reported as FWHM and compared to the TPS-based values.  

The ability of iRAI to measure the change in the axial radiation beam size was within 1 mm and 

3.5 mm relative to the dose profiles for the simulated and measured iRAI data respectively. The 

effect of the array resolution was causing the difference between the measured and the simulated 

iRAI data.  
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Table 6.8: The effect of the SSD on the signal intensity and iRAI measured and simulated radiation field sizes 

SSD 

(cm) 

Dose Field 

Size (cm) 

Measured iRAI 

Field Size (cm) 

Simulated iRAI 

Field Size (cm) 

Relative Dose 

per Pulse 

Measured 

iRAI Signal 

Simulated 

iRAI Signal 

93 4.99 5.35 5.01 1.00 1.00 1.00 

80 4.35 4.65 4.34 1.40 1.04 1.25 

65 3.59 3.90 3.58 2.41 1.42 1.93 

 

 

6.3.3. Gel IRAI Measurements 

 

Because gels have comparable characteristics to those of gelatin phantoms tested in the previous 

section, the findings of the previous gelatin study were used to optimize the rest of the gel 

measurement setup parameters. The 3D dosimetric capability of iRAI acoustic images was 

compared with the 3D dose distributions measured with gels. The gel measurements were 

performed using the 10 MV FFF energy photon beam as it has a higher dose rate per pulse, hence 

achieving the best operatable SNR. Additionally, to improve the signal strength for higher quality 

imaging the SSD was kept closer to the linac head measuring better signal as practically 

achievable.  
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6.4. Static Beam Characterization 

 

Single field plans were tested using different beam sizes of 2x2 cm2, 3x4 cm2, 4x3 cm2 measured 

at 70 cm SSD and a 7.1x7.1 cm2 field measured at 65 cm SSD. The 2D images of the front beam 

edge for each of the fields were plotted and compared to the dose distributions measured with gels. 

The resulting comparisons of gel and iRAI measured dose distributions for the different field sizes 

were plotted in Figure 6.14, Figure 6.15, Figure 6.16, and Figure 6.17. The quantitative 

comparisons of the data using different gamma test criteria and RMSE were listed in Table 6.9. 

IRAI resulting iRAI images for the 2x2 cm2 field were blurry measuring a much higher beam size 

than expected, thus the agreement with the gel results was the worst among the tested radiation 

fields. This degradation in the imaging resolution of the iRAI imaging was due to the position of 

the radiation field relative to the 2D array transducer. The radiation field for this case was further 

than the effective detectability distance of the array transducer of 10 cm-20 cm.  
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Figure 6.14: The measured iRAI and gel results for the 2x2cm2 field. A) showing the gel measured dose, B) iRAI measured dose, 

and C) isodose contour plots showing the 90%, 80%, 60% and 40% contour isodose lines for iRAI and gel results. 

 

 

Figure 6.15: The measured iRAI and gel results for the 3x4 cm2 field. A) showing the gel measured dose, B) iRAI measured 

dose, and C) isodose contour plots showing the 90%, 80%, 60% and 40% contour isodose lines for iRAI and gel results. 
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Figure 6.16: The measured iRAI and gel results for the 4x3 cm2 field. A) showing the gel measured dose, B) iRAI measured 

dose, C) isodose contour plots showing the 90%, 80%, 60% and 40% contour isodose lines for iRAI and gel results. 

 

 

 

Figure 6.17: The measured iRAI and gel results for the 7.1x7.1 cm2 field. A) showing the gel measured dose, B) iRAI measured 

dose, C) isodose contour plots showing the 90%, 80%, 60% and 40% contour isodose lines for iRAI and gel results. 
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Table 6.9: The gamma testing results and RMSE of the iRAI images comparison to gel measured dose 

Static Field Size 2x2 cm2  3x4 cm2 4x3 cm2 7.1x7.1 cm2 

1%/1mm 61.9 85.8 75.6 73.5 

3%/3mm 61.9 86.5 75.7 74.4 

7%/4mm 61.9 87.0 75.7 75.1 

RMSE 0.405 0.157 0.322 0.279 

 

 

The resolution of the reconstructed iRAI images was highly affected by the distance between the 

radiation field and the array transducer. Radiation fields measured at distances higher than 20 cm 

from the surface of the transducer showed a blurry and poor resolution image as shown in Figure 

6.18. As a result, the agreement between the gel-generated images and the iRAI images was also 

affected and dropped from 87% gamma passing rate to 75.1% for the 7%/4mm gamma criteria. 

Overall, iRAI images showed good agreement with the gel measured static field distributions, 

within at least 75.1%  passing rate for the 7%/4mm gamma criteria. However, there was a shift in 

the buildup region of the iRAI images. This effect has been reported previously in section 5.4.2.0 

to be mainly due to the linac pulse duration effect in addition to the resolution and sensitivity effect 

of the 2D array transducer.  
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Figure 6.18: The effect of the position of the radiation field relative to the transducer on the quality of the iRAI result for the 

same radiation field of 3x4 cm2. A) iRAI image of the field positioned less than 20 cm away from the transducer, B) ) iRAI 

image of the field positioned further than 20 cm away from the transducer, C) isodose contour plots of the two different tested 

array to beam distances showing the 90%, 80%, 60% and 40% contour isodose lines for iRAI and gel results. 

 

Signal  Averaging Effect: 

 

This part aimed to investigate the effect of the total dose deposited on the quality of the generated 

acoustic images expressed as the SNR. The total dose was proportional to the number of signal 

averages used to construct the acoustic images. The deposited dose is the dose delivered per pulse 

multiplied by the total number of delivered pulses as retrieved from the planning system. The SNR 

was reported as the ratio of the maximum signal to the maximum background noise measured at 

the center of the phantom, while the relative SNR was determined relative to the reference case of 

50 averages. This effect was studied for two different field sizes of 4x3 cm2 and 2x2 cm2. The dose 

per pulse was extracted at the center of the gel phantom, 7.5 cm, and equals 1.54 mGy/pulse and 
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1.71 mGy/pulse for the 2x2 cm2 and 4x3 cm2 fields, respectively. The quality of the images 

increased with increasing the number of signal averages resulting in well-defined radiation field 

edges as shown in Figure 6.19. As Table 6.10 shows, the SNR increased as the number of signal 

averages (pulses) increased. The highest improvement in the SNR occurred for 300 averages in 

the case of the 4x3 cm2 field which corresponded to 0.51 Gy. While the highest change in the SNR 

for the 2x2 cm2 field occurred at 500 averages corresponding to 0.77 Gy at the center of the 

phantom. This difference between the two fields was due to the differences in the dose per pulse 

deposition as the 2x2 cm2 dose per pulse is 10% less than that of the 4x3 cm2. The higher the dose 

deposition per pulse the stronger the generated iRAI signal, which means fewer signal averaging 

requirements. 
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Figure 6.19: The signal averaging effect on the quality of the image and the beam edges detectability of the 4x3 cm2 static field 

constructed using A) 50, B) 100, C)150, D)300, E)500, F)750, G)1000, H) 1500, I) 2000 Averages. 

 

  



 160 

Table 6.10: The SNR of the iRAI constructed images based on the number of averages. 

Number of 

Averages (N) 

2x2 cm2 Field 4x3 cm2 Field 

Dose (Gy) SNR 

Relative 

SNR 

Dose (Gy) SNR 

Relative 

SNR 

50 0.08 1.61 1.00 0.09 1.55 1.00 

100 0.15 1.92 1.19 0.17 1.86 1.20 

150 0.23 1.87 1.16 0.26 2.43 1.57 

300 0.46 1.88 1.17 0.51 2.64 1.71 

500 0.77 2.03 1.26 0.86 2.66 1.72 

750 1.15 2.04 1.27 1.28 2.73 1.77 

1000 1.54 2.21 1.37 1.71 2.81 1.81 

1500 2.31 2.28 1.41 2.57 2.87 1.86 

2000 3.08 2.30 1.43 3.42 2.91 1.88 

 

 

Measurement Repeatability:  

 

The measurement repeatability was performed using the same setup and same jar coupling while 

repeating the dose delivery and the detection of the generated acoustic signal in three times, trials. 

The repeatability of iRAI was quantified by comparing the SNR variability between the trials for 

two different static fields; 2x2 cm2 and 4x3 cm2. The 2D array measured average acoustic signal 

for the 4x3 cm2 field was plotted in Figure 6.20.A. While the iRAI reconstructed radiation beam 

edges and profile were extracted at the center of the phantom and were shown in Figure 6.20.B, C. 
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The SNR quantified as the peak-to-peak ratio for the 4x3 cm2 and the 2x2 cm2 field were 2.14±0.23 

and 1.93±0.26 respectively.  The 2D iRAI distributions among the three trials agreed within 100% 

passing rate for the 7%/4mm and the 3%/3mm gamma test for the 4x3 cm2 field. While the passing 

rates for the 2x2 cm2 fields were 99.9% and 99.3% respectively.  

  

 

Figure 6.20: A) Average transducer measured acoustic signal and the profiles extracted at the front edge of the field (maximum 

signal) extracted at the center of the phantom for a 4x3 cm2 field, B) the horizontal (lateral) beam profile, C) vertical (axial) beam 

profiles, D) 2D dose distributions measured with the 2D array showing the 90%, 80%, 60%, and 40% contour isodose lines. 
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Beam Localization:  

 

The ability of iRAI to detect the spatial position of the radiation field was tested using three 

different trials of a 5x5 cm2 field. The position of the radiation field was shifted by 2.5 cm from 

the first trial position and kept the same for the other two trials. The resulting iRAI images are 

shown in Figure 6.21, where the red square represented the radiation field. The ability of iRAI to 

detect this introduced shift was determined within a 3 mm relative spatial difference in comparison 

to the gel data. This 3 mm spatial difference approximately was closer to the measured axial spatial 

resolution of the 2D array of 4 mm. The front edge of the field in the first trial, Figure 6.21.A., was 

slightly weaker than the corresponding edge of the other two trials as the field was delivered away 

from the transducer.  Typically, the intensity of the front edge of the radiation field as shown in 

the reconstructed iRAI images was weaker than the back edge with the back edge of the radiation 

field being more intense and well-defined. The reason for this is that the contribution of each of 

the transducer elements to the reconstruction is higher for the back edge due to the larger field of 

view (FOV) of the array elements. Hence, the detectability of the back edge of the field is better 

compared to the front edge where the FOV of the elements was less.  



 163 

 

Figure 6.21: The effect of the beam localization and beam shift of the 5x5 cm2 field on the iRAI reconstructed images of the front 

edge of the radiation field for three different trials A), B), and C). The actual radiation field was represented as a red square. 

 

6.5. IRAI for Treatment Planning Verification 

 

The ability of iRAI for 3D imaging and thus its implementation as a 3D relative dosimetry tool 

was tested using the same gel tested and iRAI simulated 3D conformal treatment plans: the C-

shape plan, the arc beam, and the three-field plan. 

 

A. 3D Conformal C-shaped Plan: 

 

The simulated C-shaped 3D conformal treatment plan consisting of 23 static beams was delivered 

to the gel jar phantom. The resulted acoustical signal was measured to reconstruct iRAI images. 

IRAI results were compared with the dose distributions measured with the gels as shown in Figure 
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6.22.  The deposition of the treatment plan radiation beams was measured in time and the resulted 

iRAI images were constructed every 3 seconds until the whole plan was delivered as shown in 

Figure 6.23. Figure 6.23.A. shows the relative amount of dose deposited at each 3 seconds time 

interval and the position of the treatment beam while Figure 6.23.B. shows the accumulation of 

the dose with time. IRAI reconstructed images showed the dose deposition at each three seconds 

time interval and its contribution to the total deposited plan dose. The agreement of iRAI images 

with the gel results was within 78.9 % passing rate for the 7%/4mm gamma test for isodose curves 

of 40% maximum dose or higher. The highest agreement was for the 80% isodose lines as they are 

at the center of the 2D array showing higher detectability. The resolution of the 2D array and the 

bandwidth affects the edge detectability of the plan. The resulted gamma passing rate of the 

7%/4mm gamma test was comparable with the simulation-based result of an 80.5% passing rate. 

 

 

Figure 6.22: The resulted C-shape plan delivered to the gel phantom. A) the gel measured dose distribution, B) iRAI measured 

distribution, C) the contour plots of the dose and the iRAI images showing the 80%, 60%, and 40% contour isodose lines. 
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Figure 6.23: iRAI reconstructed images with time for the C-shape plan. A) shows the position of the beam at each 

time interval of 3 seconds and the fraction of the dose delivered. B) shows the accumulation of the planned dose 

with time until the full plan was delivered. 

 

 

B. Arc Plan  

 

The arc beam was delivered continuously from 315o to 45o gantry angle to the gel jar phantom. 

The resulted acoustical signal was measured to reconstruct iRAI images that were compared to the 

gel measured dose distribution. The position of the plan radiation beams was measured every 3 

seconds based on the measured iRAI signal as shown in  Figure 6.24.A. The relative position of 

the reconstructed radiation field reflects the position of the linac gantry and the angle at which the 

radiation field hit the phantom.  Figure 6.24.B. shows the accumulation of the dose with time such 

that iRAI reconstructed image intensity reflected the dose deposition at each three seconds time 
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interval and its contribution to the total deposited plan dose. The fully delivered plan is shown in 

Figure 6.25 with an 84.4% passing rate for the 7%/4mm gamma test for isodose curves of 40% 

maximum dose or higher. As the higher dose region of the plan was delivered to the center of the 

phantom, the 2D array showed higher detectability and hence better iRAI image reconstruction. 

The resolution of the transducer and the limited bandwidth are the key factors that affect the 

agreement specifically at the edges of the plan. The resulted gamma passing rate of the 7%/4mm 

gamma test was comparable with the simulation-based result of 90.5% passing rate given that the 

resolution and the sensitivity of the array was not accounted for in the simulation results. 

 

 

Figure 6.24: iRAI reconstructed images with time for an arc plan. A) shows the position of beam at each time interval of 3 

seconds and the fraction of the dose delivered. B) shows the accumulation of the planned dose with time till delivering the whole 

plan 
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Figure 6.25: The resulted arc plan delivered to the gel phantom. A) the gel measured dose distribution, B) iRAI measured 

distribution, C) the contour plots of the dose and the iRAI images showing the 80%, 60%, and 40% contour isodose lines. 

 

C. Three-Field Plan 

 

The three-field plan as its name indicates was delivered as the combination of three different plans 

approaching at different gantry angles of 330o, 0o, and 30o to the gel jar phantom. The generated 

acoustical signal at each 3 seconds time interval was measured to reconstruct iRAI images. The 

position of the plan radiation beams and the relative delivered dose are shown in Figure 6.26 A 

while Figure 6.26 B shows the accumulation of the treatment dose within each time interval. The 

total plan delivered to the gel phantom was measured with iRAI and compared to the gel measured 

distribution in Figure 6.27. The agreement between the gel and iRAI measured results was as low 

as 47.9% passing rate for the 7%/4mm gamma test for isodose curves of 40% maximum dose or 

higher while simulation results expected an agreement of 87%. Many effects have contributed to 

this high disagreement between the iRAI and gel measured results mainly the shape of the field as 

the high dose region was closer to the bottom edge of the gel jar. Because the plan was delivered 
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away from the 2D array center the detectability of the array was low due to the limited view of the 

transducer elements resulting in low SNR and more reflections. The resolution, sensitivity of the 

array, and the noise effect were not accounted for in the simulated results which explains the higher 

agreement and detectability of the delivered dose compared to the experimentally measured 

results.  

 

 

Figure 6.26: iRAI reconstructed images with time for the three-field plan. A) shows the position of beam at each time interval of 

3 seconds and the fraction of the dose delivered. B) shows the accumulation of the plan dose with time till the whole treatment 

plan was delivered. 
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Figure 6.27: The resulted three-field plan delivered to the gel phantom. A) the gel measured dose distribution, B) iRAI measured 

distribution, C) the contour plots of the dose and the iRAI images showing the 80%, 60% and 40% contour isodose lines. 

 

 

The results of the quantitative comparisons between gel and iRAI measured distributions are listed 

in Table 6.11. The arc treatment plan showed the best agreement with the gel measured results as 

expected from the simulation results. The shape of the delivered radiation treatment plan, the total 

dose deposited per pulse, which is directly proportional to the generated iRAI signal, and the 

distance between the array and the treatment plan are the main factors that affect the quality of the 

reconstructed iRAI images. The stronger the SNR, the better the detectability of the signal and the 

better the image quality.  
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Table 6.11: The gamma testing results and RMSE of the iRAI images compared to gel measured dose 

Treatment Plan 3D C-shaped Arc Three Field 

1%/1mm 75.0 62.3 47.9 

3%/3mm 77.2 75.1 47.9 

7%/4mm 78.9 84.8 47.9 

RMSE 0.203 0.179 0.494 

 

 

The repeatability of iRAI in quantifying the delivered treatment plans was also tested for the arc 

treatment plan. The variability between the three different trials delivered at the same setup to the 

same gel jar, as well as the repeatability of delivering the same treatment to a different jar with a 

different setup was measured. The five different trials were plotted in Figure 6.28. Each trial was 

compared to the gel data and the resulted dose-area histograms (DAH) were plotted in Figure 6.29 

and Figure 6.29 for the different trials. The variability between the DAH was low. However, the 

first three trials acquired at the same gel jar and same setup showed better agreement with the gel 

measured data than the other two trials acquired at a different setup as listed in Table 6.12. The 

two trials were measured and compared to a different gel jar, which was previously irradiated and 

was measured at a different beam to transducer distance. The differences in the coupling and setup 

have contributed to the resulting effects on the image quality. However, the average RMSE for all 

trials was 0.173±0.005 with a 2.8% standard deviation between the different trials.    
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Figure 6.28: The repeatability of iRAI measuring the same arc plan delivered to two different jars with a different setup. A),B) C) 

different trials measured at the same gel jar with the same setup, D), E) different measurement trials measured with a different gel 

jar such that both trials were measured at the same setup. 

 

 

Figure 6.29: DAH of the different trials compared to the gel measured DAH. 
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Table 6.12: Gamma test passing rates of the different trials compared to the gel measured data of the arc plan 

Treatment Plan Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 

1%/1mm 63.6 64.4 64.1 62.2 61.8 

3%/3mm 76.7 78.9 77.0 71.2 70.5 

7%/4mm 87.2 88.3 84.8 79.1 77.4 

RMSE 0.166 0.169 0.178 0.178 0.173 

 

 

6.6. Conclusions  

 

The spherical nature of the radiation-induced acoustical signal and its ability to measure the dose 

on a per pulse basis with a linear dose-signal response are the key features for its implementation 

as a 3D relative dosimetry tool. The implementation of iRAI in conventional radiation therapy 

real-time dosimetry was tested using different treatment plans and experimental setups in gel and 

gelatin phantoms. The effect of the beam energy, field size, and the dose per pulse (dose rate) on 

the generated iRAI signals were measured and compared to the simulation results. iRAI has 

measured higher SNR and signal intensity with a higher dose per pulse deposition. The 

considerably low SNR of this technique due to the low dose per pulse deposition in conventional 

radiation therapy was the main cause of the degradation in the image quality. However, iRAI was 

capable of measuring the position of the radiation beam with time within an axial resolution of 

approximately 0.35 cm. The agreement between the gel measured and the dose measured results 

were within an 84.8% passing rate for the 7%/4mm gamma test for the arc plan. The detectability 
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and the agreement between the gel and iRAI measured results were highly affected by the lower 

SNR. Although gels are tissue equivalent, they have different acoustic characteristics than liver. 

Testing different phantoms such as lard, which has a much higher Grüneisen coefficient that is 

comparable to the fatty nature of the liver will generate much stronger acoustic signals.  The 

stronger SNR will ensure a better iRAI imaging quality, which mimics the applicability of iRAI 

in testing different experimental clinical setups for liver treatments. A gel-lipid emulsion might 

prove useful if light attenuation can be made acceptable. 
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Chapter 7 

Small Organic Scintillators for Photon Dosimetry 

 

This chapter discusses the novel use of organic scintillators for dose measurement in a mixed 

source environment as a monitoring dosimeter to measure the personal and the ambient dose 

equivalent. Both stilbenes and organic glass scintillators (OGS) are nearly tissue equivalent; Zeff 

and density are comparable to soft tissue. Additionally, they have pulse-shape discrimination 

(PSD) capability to differentiate neutron events from photon events. 

This work aims to verify experimentally and through simulations, the feasibility of small-sized 

stilbene and OGS detectors for measuring the photon dose equivalent to the personnel from point 

sources and research accelerator (M-9 Linatron) for radiation protection applications. The 

measured results were compared with the dosimetric results obtained from commonly used photon 

dosimeters (ionization chamber). This work also studied the effect of the detector size on the total 

measured dose through simulations.  The work of this chapter is to be published. 

 

7.1. Introduction 

 

Radiation dose monitoring and whole-body dose assessment are essential aspects of radiation 

protection and safety in the different fields that involve radiation including medicine, research, and 
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industrial facilities. Controlling the total dose exposure to the workers is achieved through 

measuring and monitoring the personal and ambient dose equivalent.  

The commonly used devices for photon and neutron dose measurement are ionization chambers 

and remcounter meter. Each of those detectors is radiation type-specific, so it is blind to the other 

type of radiation. Other dosimeters that are of a dual nature to measure both photons and neutrons 

are available; however, their practical applicability is limited due to limitations including the array 

structure, multi-cell geometry, the complications of the calibration requirements, as well as the 

reported variability of the neutron range sensitivity [120].  

Radiation interacts in organic scintillators through scattering and depositing energy to an atomic 

electron for photon radiation or to hydrogen nuclei (protons) or carbon nuclei for neutron radiation. 

The resulted energy depositions are then directly measured and observed as visible light in the 

scintillator. The dose equivalent measurement method relies on the known relation between the 

biological effectiveness and linear energy transfer (LET); thus, it does not require spectral 

unfolding. Additionally, the calibration and the range sensitivity are straightforward and are 

acquired using isotropic sources.  

One of the main advantages of the organic scintillators is their characteristics that are comparable 

to soft tissue (Table 7.1), hence, they show potential for implementation in personnel and ambient 

equivalent dose measurements. Additionally, organic scintillators have pulse shape discrimination 

(PSD) capability, which makes them promising dosimeters for dose monitoring in mixed radiation 

(photon/neutron) fields. As a result, a single detector can be used for measuring doses instead of 

using multiple devices. Previous work has studied the potential of 5.08 cm diameter stilbene 
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crystals as a dual dosimeter for mixed lab sources [121].  The study tested the applicability of the 

method for isotopic photon and neutron sources. The method was within 4% of simulated truth for 

photon sources. While the agreement with the fission spectrum neutron dose rates was within 21%. 

The measurement with stilbene was in better agreement with the simulated truth than the 

traditionally used instruments used in the study; the ionization chamber and the remcounter. The 

size of the detector has been shown to affect the accuracy of the deposited dose, thus affecting the 

measured dose.  The study concluded that large-sized detectors measure higher neutron doses 

because of multiple scattering. A correction is needed to correct for the larger detector depth. The 

study recommended to perform Mote Carlo simulations to predict the optimal detector depth based 

on the expected neutron energies of the radiation source [122].  

In this work, the applicability of the equivalent dose method was tested using small-sized organic 

scintillators including stilbenes and OGS. The applicability of those small-sized detectors in the 

radiation therapy environment for high-energy polyenergetic photon sources was investigated. The 

smaller detectors have the expected advantage of reducing the pileup events due to the high 

photon-flux nature in the linac-based radiation environment in oppose to the larger detectors. 

Additionally, the 0.6 cm cube, small-sized, detectors will be more compatible with the single-

scatter approximation for neutron dosimetry measurements. 
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Table 7.1: Organic scintillators (Stilbene, OGS) characteristics comparisons with ICRP soft tissue properties. 

 Stilbene 

Organic Glass 

Scintillator (OGS) 

ICRP Soft Tissue 

 

Density (g/cm3) 
1.15 1.096 1.00 

Material composition 
C14H12 C42H36Si 

A mixture of H, C, N, O 

(main component) w/ 

traces of Na, Mg, P, S, 

Cl, K, Ca, Fe, and Zn 

Effective Atomic Number 

[123] 

3.7 3.8 3.4 

Hydrogen Content (wt%) 
6.71 6.38 10.45 [124] 

 

 

7.2. Theory 

 

The theory behind using the organic scintillators for dose equivalent measurement was reported 

previously in the literature [121], [125]. The measured light output by the organic scintillators and 

its characteristics are used to determine the photon and neutron energy depositions into the 

detector. The size of the detector and the total energy deposition per each radiation type 

(photons/neutrons) is used to measure the total absorbed dose as follows: 

 

det

depE
D

m
= ,                                                                                                                           (7-1) 



 178 

where D is the absorbed dose in the medium (detector), measured by normalizing the total energy 

deposited Edep in the detector to the detector mass, mdet. The linear energy transfer (LET) dependent 

biological effectiveness factor is then used to determine the dose equivalent (H) using the relation:  

 

( ) ( , ) ( )
L

H r D L r Q L dL=  ,                                                                                  (7-2) 

 

where, H(r) is the dose equivalent distribution at a coordinate r in the medium (detector), D(L,r) is 

the absorbed dose distribution over the radiation specific linear energy transfer (L) at the point r, 

and Q(L) is the quality factor as a function of LET, radiation type. The dose equivalent considers 

the biological effectiveness of the radiation as different types of radiation causes different 

biological effects (damaging cells) than others based on their quality. The quality of radiation is 

determined through weighting the energy deposition based on the energy and the type of radiation. 

The quality factor values used in this work are the ones reported in the ICRP Publication 26 [126]. 

The focus of this chapter is to measure the photon dose from both point gamma sources and linac-

based radiation (mixed radiation environment). Because the range of the detected photons in this 

work is less than 10 MeV. All detectable photons in this range have a LET of 10 keV/µm or less, 

hence resulting in a constant Q(L) of unity. On the other hand, the quality of the neutron radiation 

is based on neutron energy deposition through the recoil proton energy to LET conversion 

relationship. The proton energy LET which resembles the neutron energy deposition is then used 
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to determine the quality factor Q(L) [127]. The theory of dose equivalent measurements with 

organic scintillators are summarized in Figure 7.1. 

 

 

Figure 7.1: a schematic plot showing the theory behind implementing organic scintillators for dose measurements. 

 

 

7.3. Isotopic Gamma Sources Experiments: 

 

To test the applicability of small organic scintillators for dosimetric application; two different 

detectors; 0.6 cm stilbene and OGS cubes were used.  The crystals were coupled to 2.54 cm PMTs 

and data were collected using a CAEN V8004B Waveform digitizer with 14-bit amplitude 

resolution and 500 MHz sampling rate. A light output threshold of 28.2 keVee, which corresponds 

to a photon energy of 28.2 keV was applied to stilbenes and a 24.1 keVee threshold, 24.1 keVee, 



 180 

was applied to OGS to eliminate noise contribution to the spectrum while allowing for adequate 

low photon energy measurement. The differences in the thresholds used for stilbene and OGS 

detectors are due to the differences in the operational voltages of each of the detectors, which were 

870 V and 915V respectively.  

Various isotopic sources were used at different source to detector distances (SSD) to cover 

different energy ranges and dose rates (Figure 7.2). The detected sources are an 86.46 μCi Cs-137, 

a 19.25 μCi Na-22 source, and a 47.05 μCi Co-60 source. Different source to detector distances of 

10 cm, 20 cm, and 30 cm were used. Measurement of at least 10 minutes was performed to allow 

for adequate counts based on the source strength and source to detector distance. The results are 

compared to the Fluke ionization chamber measurement, which has a sensitivity range of 20 keV-

2 MeV [128].  Sample pulses measured with each detector are shown in Figure 7.3. OGS measured 

pulses have a slightly higher falling edge compared to stilbene. The dose was measured based on 

the total pulse integral of each pulse. The calibration factor was calculated based on the Cs-137 

Compton edge as shown in Figure 7.4. The smaller difference in the energy threshold between 

OGS and stilbene resulted in higher counts for the lower energy region of the OGS pulse integral 

spectrum. However, with applying the correction factor both spectrums overlap as presented in 

Figure 7.4. B. The calibration factor was measured to be 0.19 MeV/V*ns and 0.21 MeV/V*ns for 

stilbene and OGS, respectively. The calibration factor was then used for all the performed 

measurements assuming energy linearity for organic scintillators. 

 



 181 

 

Figure 7.2: The experimental setup of the gamma source measurement, A) shows the actual experiment setup, B) is the schematic 

plot of the simulated experiment. 

 

 

Figure 7.3: Sample pulses from OGS, stilbene cubes labeling the pulse total, and tail integrals used for analysis. OGS pulse has a 

faster falling edge compared to stilbene 
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Figure 7.4: A) Pulse integral plots of Cs-137 measured with stilbene and OGS at a 10 cm distance from the source; showing the 

differences in the threshold used for each detector and hence the resulted calibration factor, B) the resulted energy spectrum of 

both detectors after applying the calibration factor. 

 

 The doses decrease as the source to detector distance increases and the stronger the isotopic source 

the higher the measured dose, as shown in Figure 7.5. The slight differences in the density and the 

effective atomic number between stilbene and OGS have resulted in smaller differences in the 

measured dose with stilbene measuring a factor of ~ 0.1 higher dose compared to OGS for all the 

different isotopic sources. The IC doses at the nearest distance to the detector, 10 cm SSD, are 

approximately half the measured dose with stilbene for all the tested sources. IC was reported to 

have a precision within 10% of the reading and to be inaccurate for contact source measurements. 

The error was always less than the marker size, so was not included in the plotted data. 
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Figure 7.5: The measured equivalent dose for the different isotopic photon sources measured at different distances to the detector 

using stilbene, OGS, and Fluke IC. The error values between trials were less than the marker size, so error bars are excluded from 

the plot. 

 

 

Various solid water thicknesses that are tissue equivalent were added to the front of the detectors 

to study the effect of shielding and the in-personnel scattering effect on the measured effective 

dose. The range of tested solid water thicknesses was 0.5-3 cm with an increment of 0.5 cm. The 

collective dose from the three isotropic sources, Cs-137, Na-22, and Co-60, was measured by 

placing all three sources at 10 cm from both detectors as shown in Figure 7.6.    
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Figure 7.6: The measurement setup for shielding and in-personnel scattering effect showing the solid water slab added to the 

front of the detectors. 

 

The resulted dose for different solid water thicknesses measured with stilbene, OGS, and IC is 

shown in Figure 7.6. The same slabs were also placed in front of the Fluke IC following the same 

setup of the stilbene and OGS measurements. The measured dose decreases as the thickness of the 

solid water added in front of the detector increases except for the case of stilbene at 0.5 cm 

thickness of solid water, where the dose has not changed. This is expected to be due to the in-

scattering effect from the solid water to the detector. The stilbene is measuring a higher dose in 

comparison to the OGS as was measured in the previous measurements; however, the relative 

difference in the dose has increases for the cases of smaller solid water thicknesses of 0.5 cm, 1 

cm, and 0.15. the dose measured with the IC is approximately half of the dose measured with 
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stilbene for all the tested different solid water thicknesses, which agrees with the previous results 

in Figure 7.6.   

 

 

Figure 7.7: The measured dose at 10 cm SSD with different solid water thicknesses showing the effect of shielding in decreasing 

the dose rate measured. 

 

7.4. Mixed Source (Linac) Experiments  

 

In those measurements, the organic detectors were placed at different distances from the linac 

beam centerline (BCL) to survey the dose rates within the lab as shown in Figure 7.8. The results 

are compared to the measured and monitored doses with the Fluke IC.  Pulse pileup has a larger 
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effect at a closer distance to the BCL as shown in Figure 7.9, due to the pulsed nature and high 

source intensity of the linac. The pileup fraction for the closest distance to the BCL of 2.7 m was 

0.26, 0.25 as measured with stilbene and OGS. The pileup fraction decreases to as low as 0.03 for 

the furthest distance to the BCL at 9.7 m away. A factor to correct for the pileup effect was 

implemented by normalizing the total measured dose to the effective measurement time excluding 

the pileup events and their corresponding measurement time. The dose rate is normalized to the 

pileup fraction. 

 

 

Figure 7.8: The experimental setup of the Linac active background measurement A) shows the organic scintillators and the IC 

positions during linac operation in ABG measurements, B) is a close figure of the 0.6 cm cube stilbene and OGS crystals each 

attached to a 1” PMT. 
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Figure 7.9: OGS measured PSD plot showing the pileup effect on the measured data. A) PSD plot acquired at 2.7 m away from 

BCL, B) measured PSD at 9.7 m away from BCL, C) sample of pileup pulses measured with OGS. Stilbene has measured a 

similar PSD as well. 

 

For all the different tested locations, IC readings were higher than stilbene and OGS measured 

doses for all the different tested positions. The gamma energy range of detection for IC is 20 keV 

to 2 MeV which is nearly the same for stilbene and OGS although organic scintillators have a 

slightly higher range. The smaller size of the detectors (0.6 cm) is the major source of differences 

in dose due to the higher energy range of the linac photons. The effective size of the cube detectors 

is causing a partial energy deposition of the high energy photons resulting in dose underestimation. 

The resulted dose reading of all detectors is tabulated in Table 7.2 and shown in Figure 7.10. The 

error bars were not plotted because they were lower than the marker size. The dose at 5.5 m was 

slightly higher than the dose at 4.4 m as the dose at 5.5 m was at a different distance from the linac 

exit. For the IC readings, the error was calculated based on the reported device uncertainty of 10% 

as the dose readings were acquired as the total integrated dose reading. 
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Table 7.2: The measured dose rates at different locations from BCL in the 9MV linac laboratory 

 

Distance to BCL 

(m) 

Stilbene 

Corrected 

Stilbene 

OGS 

Corrected 

OGS 

IC* 

2.7 8.35±0.05 11.31±0.07 7.91±0.07 10.61±0.09 20.45± 2.05 

4.4 1.31±0.09 1.40±0.09 1.33±0.08 1.42±0.09 2.24± 0.22 

5.5 1.00±0.07 1.07±0.08 1.10±0.07 1.18±0.07 2.54± 0.25 

6.7 0.67±0.10 0.70±0.10 0.72±0.09 0.75±0.10 1.68± 0.17 

9.7 0.40±0.05 0.41±0.05 0.42±0.04 0.43±0.04 0.97± 0.10 

*The error of the IC reading was estimated based on the device uncertainty   

 

 

Figure 7.10: Measured dose rates at different distances from a 9MV linac BCL using stilbene, OGS, and IC. 
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7.5. Simulation Comparisons 

 

The measured dose rates were compared to the simulated results using Monte Carlo transport code 

MCNP 6.2-CLOUD to develop benchmark dose rate values for comparisons [129]. The same 

sources and experimental setup were used to replicate the measurement as shown in Figure 7.2. 

Dose rates from different sources and at different source to detector distances were simulated, 

while a full lab model was simulated for the linac mixed source measurement scoring doses at 

different distances to BCL. An energy deposition tally (*F8) was simulated to score the total dose 

measured by each detector material for isotropic dose measurements. While a track-length 

estimated flux tally was used for the Linac measurement simulations to ensure acceptable certainty 

in the simulation results. ICRP 21 fluence-to-dose equivalent values were used to calculate the 

simulated equivalent photon dose rates from the point tallies. F5 is a point detector tally that uses 

the ICRP fluence-to-dose equivalent values to simulate the dose equivalent in tissues. Although 

this tally does not account for the effect of the limited size of the detector, it is used as the 

simulation truth to predict the whole effective dose personnel can get from photon sources. 

 

7.5.1. Isotopic Gamma Sources Experiments 

A. Detector Based Simulations 

 

The detectors were simulated to mimic the experimental setup for the different used sources and 

the different SSDs. The simulated and the measured doses were listed in Table 7.3 and Table 7.4. 
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the inherent simulation uncertainty was 4% or less for all the cases. The maximum disagreement 

between the measured and the simulated results for stilbene was for the case of the high-energy 

Co-60 source. However, the resulted Cs-137 comparisons with the measured dose were within 4% 

relative error or less. OGS followed the same relation with the maximum relative error for Cs-137 

measurements of 10% error. The results show that the size of the detector is suitable for low energy 

photon measurements such that the effective depth of the detector is adequate for full energy 

deposition resulting in accurate dose measurements within 4% and 10% error or less for stilbene 

and OGS as shown in simulations.  

 

 

Table 7.3: Stilbene measured and simulated tally deposition (F8*) results for different sources and SSDs. 

SSD (cm) 

Co-60 Cs-137 Na-22 

All Sources  

(Cs-137, Co-60, Na-22) 

Measured Simulation Measured Simulation Measured Simulation Measured Simulation 

10 5.28±0.03 3.61±0.04 2.29±0.01 2.27±0.02 1.95±0.06 1.58±0.02 8.76±0.04 8.48±0.10 

20 1.43±0.06 1.00±0.02 0.59±0.01 0.60±0.01 0.54±0.08 0.42±0.01 2.49±0.05 2.24±0.05 

30 0.71±0.07 0.45±0.02 0.30±0.02 0.29±0.01 0.24±0.07 0.19±0.01 1.20±0.07 1.02±0.03 
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Table 7.4: OGS measured and simulated tally deposition (F8*) results for different sources and SSDs. 

SSD (cm) 

Co-60 Cs-137 Na-22 

All Sources  

(Cs-137, Co-60, Na-22) 

Measured Simulation Measured Simulation Measured Simulation Measured Simulation 

10 4.72±0.04 3.61±0.04 2.37±0.01 2.15±0.02 1.64±0.05 1.48±0.02 8.07±0.03 7.91±0.10 

20 1.34±0.06 0.94±0.02 0.61±0.02 0.57±0.01 0.48±0.07 0.39±0.01 2.30±0.05 2.10±0.05 

30 0.64±0.07 0.42±0.01 0.29±0.02 0.27±0.01 0.22±0.06 0.17±0.01 1.08±0.06 0.93±0.03 

 

 

B. Benchmark Simulation Comparisons: 

 

The F5 track-length-based equivalent dose rate values were used as the benchmark for comparison 

to dose rates measured with stilbene, OGS, and the industry-standard survey meter Fluke IC. The 

relative discrepancy of the measured data from the benchmark simulation results was plotted in 

Figure 7.11 for the point isotropic source measurements. Organic scintillators have shown the 

highest agreement with the benchmark tally results for all the different positions. IC has measured 

the highest discrepancy from simulation for the closest source to detector distance as the IC 

detectors are inaccurate for contact source measurements.  
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Figure 7.11: The relative discrepancy of the measured dose rates for isotropic sources from the simulated benchmark dose rate 

values. 

 

7.5.2. Mixed Source (Linac) Experiments:   

 

F5 point detector tally simulations were performed at the position of each detector to eliminate the 

spatial differences between the detectors in the measured results. The simulated and the measured 

dose rates at different positions from BCL are listed in Table 7.5. The discrepancy between the 

measured and the simulated doses is plotted in Figure 7.12. For all different distances to the BCL, 

IC showed the best agreement with the simulated data. The limited size of the detector of the 
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organic scintillators has caused partial energy deposition for the high energy photons of the linac. 

The highest disagreement between the simulated and the measured dose data was for the 4.4 m 

point from BCL where all different detectors have nearly the same discrepancy.  The photon 

spectrum scored through simulation using the point tally was compared with the measured energy 

spectrum deposited in the stilbene cubes as shown in Figure 7.13 for different distances to the 

BCL. The measured and simulated resulting spectrum agree at the lower energy region. For the 

higher region of 1-2 MeV, stilbenes overestimated the total photons as all higher energy photons 

beyond 2 MeV that partially deposit their energy in the stilbene fall within that energy range. This 

result agrees with the prediction that limited detector size causes the underestimation of the dose 

as shown in the measured linac results with the organic scintillators. 

 

Table 7.5: Stilbene and OGS measured and simulated results for different distances to the BCL. 

 

Distance to 

BCL (m) 

Stilbene 

Measured 

Simulated 

OGS 

Measured 

Simulated 

IC 

Measured 

Simulated 

2.7 11.31±0.07 17.49±0.43 10.61±0.09 17.46±0.41 20.45± 2.05 17.17±0.59 

4.4 1.40±0.09 9.12±0.26 1.42±0.09 8.84±0.27 2.24± 0.22 9.91±0.27 

5.5 1.07±0.08 3.46±0.19 1.18±0.07 3.41±0.17 2.54± 0.25 3.72±0.31 

6.7 0.70±0.10 2.03±0.13 0.75±0.10 2.00±0.13 1.68± 0.17 2.12±0.15 

9.7 0.41±0.05 0.66±0.07 0.43±0.04 0.65±0.07 0.97± 0.10 0.68±0.07 
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Figure 7.12: The relative discrepancy of the measured dose rates for isotropic sources from the simulated benchmark dose rate 

values. 

 

 

Figure 7.13: Measured and simulated normalized stilbene spectrum at different distances to linac BCL A) 2.7 m away, B) 4.4 m 

away, C) 9.7 m away. 
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7.5.3. Detector Size Effect  

 

Because the limited size of the organic scintillators was shown to underestimate the measured dose 

equivalent specifically for the high energy photon source, it is important to quantify the effect of 

the detector depth, and size, on the dose measurement through simulation. In this part, various 

detector crystal sizes were tested for different photon sources of different energies. A 0.6 cm cube, 

a 2.54 cm cylinder, and a 5.08 cm cylinder were simulated, and the dose was scored using the F8* 

tally for a Cs-137, Co-60, multi-isotopic sources of Cs-137, Co-60, and Na-22 additionally a linac 

bremsstrahlung source. The dose deposition in each detector was compared with the benchmark 

F5 tally dose results. Both OGS and stilbene measure nearly the same deviation from the point 

source dose tally for the different sources and different detector sizes.  

The 2.54 cm cylinder has the best agreement with the point simulation tally for the different tested 

sources. The simulated dose with a 0.6 cm cube is the smallest and the 2.54 cm cylinder simulated 

the largest dose for all the tested sources except for the case of the Cs-137 source where the cube 

measured the highest dose. The main reason for this for high energy sources is the partial 

deposition effect for the smaller cube size and for the 5.08 cm cylinder the effective volume of the 

detector is higher than the minimum needed effective volume to stop the photons hence this 

underestimates the dose. However, for the case of the low energy source, Cs-137, the effective size 

of the 0.6 cm cube detector is enough for full energy deposition. Hence, the agreement with the F5 

simulation was within a 15 % difference compared to the 20% and 31% relative error for the 2.54 

cm and 5.08 cm cylinders respectively as shown in Figure 7.14.  
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The highest disagreement with the F5 for all the detector sizes occurs in the case of the 

polyenergetic bremsstrahlung linac source of 9 MeV. This error is as high as 55% for the case of 

the 0.6 cm cube, which is within what was shown in the linac measurement discussed previously. 

On the other hand, the simulated disagreement was within 37% and 39% for the 2.54 cm and 5.08 

cm cylinders respectively.   

 

 

Figure 7.14: The relative discrepancy of the simulated dose rates for the different photon sources measured with different 

detector sizes compared to the simulated F5 benchmark dose rate values. 
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7.6. Conclusions  

 

This chapter tests the implementation of small organic scintillators for equivalent dose 

measurement. The technique relies on converting the collected pulses through signal processing to 

dose equivalent based on energy-deposition conversion converting the LET-based quality factor 

and dose rate to dose equivalent. Isotropic gamma sources Cs-137, Co-60, and Na-22 and mixed 

polyenergetic photon source (linac) were tested as well.  

The method showed accurate results specifically for isotropic energy sources. The limited size of 

the detector makes it more efficient for low-energy photon source detection. To test the 

applicability of the method in emulating a radiation therapy environment, measurements were 

performed at different distances from the center beamline of a 9 MeV linac. The pulsed nature of 

the linac beam and the resulted high source rate has resulted in a high pulse pile-up effect despite 

the selected smaller size of the detector. The limited size of the detector has resulted in a partial 

energy deposition effect which is highly affecting the measurements of high energy photons. A 

layer of lead would reduce the probability of pulse pileup; however, this will underestimate the 

dose delivered to the personnel in realistic non-shielded scenarios. This proof-of-concept approach 

has shown the applicability of small-sized detectors as photon dosimeters specifically for low 

energy photons. Larger size detectors will widen the accuracy and the sensitivity energy range of 

those detectors. However, the pulse pileup effect needs to be further investigated in future work 

for linac environment dose monitoring applications.    
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Chapter 8 

Conclusions and Future Work 

 

8.1 Summary  

 

The dissertation focuses on enhancing the implementation of dosimetric tools throughout the 

radiation therapy treatment process including linac commissioning, treatment QA, plan 

verification, treatment delivery and monitoring, and safety. The first aim of the dissertation focuses 

on commissioning non-standard small radiation fields. The applicability of 3D Clearview gels in 

small field commissioning was investigated to develop a comprehensive commissioning procedure 

using 1D, 2D, and 3D dosimeters to characterize the different radiation fields of M9 Linatron. The 

linac output stability, beam divergence, depth dose curves, relative output factors, beam profiles, 

and linac calibration factor were measured. The experimental results were then used to tune and 

investigate the initial electron source of the linac. The full tuning and the MC-based 

characterization of the linac source were essential to acquire full phase-space files of the different 

static collimated fields of the linac. The acquired phase-space files were used to form a pre-

treatment (pre-irradiation) simulation-based dose verification tool.  

The focus of this dissertation was to test the feasibility of iRAI in 3D radiation therapy dosimetry. 

This dissertation comprehensively investigated, through simulations, the implementation of iRAI 

as an in vivo dosimeter for UHDR-RT for high dose measurement. The main properties of the 
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induced acoustic waves following linac irradiation with high doses and the effect of the different 

linac operational parameters on the imaging quality were investigated by simulating different 

transducer configurations in homogeneous gelatin phantoms. Additionally, the feasibility and the 

implementation of iRAI in 3D in vivo dosimetry were experimentally tested using a customized 

2D array transducer, which has a high impact on acquiring a full 3D dose measurement using a 

single projection. The implementation of the custom-designed 2D array in iRAI imaging has a 

great impact on decreasing the measurement and imaging time in comparison to single element 

transducers using a single projection measurement setup. 

Last, the implementation of small organic scintillators as dual dosimeter measuring photon doses 

was studied. The implementation of organic scintillator detectors was investigated in different 

photon environments towards dose equivalent measurements to test their applicability as survey 

and monitoring dosimeters. 

 

8.2 Conclusions 

 

A full commissioning procedure was developed and implemented to commission a 9MV Linatron 

because the standard and reference conditions implemented in commissioning protocols cannot be 

met due to the geometrical constraints and the custom shielding design of the linac. Chapter 3 of 

the dissertation developed a reliable procedure that can be followed and applied to commission 

non-standard small radiation fields following the recommended standard protocols. Because gels 

can fully acquire the full dose distributions in 3D, gels were used as the main relative dosimeter to 
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characterize the radiation small fields of the linac using a single dosimeter with a single 

measurement. The work has shown the effectiveness of gels in correcting for the misalignment 

errors that can highly affect the measured beam characteristics, specifically PDD curves for small 

fields. The full measured 3D dose data were acquired using the same gel jar, which resulted in full 

3D characterization while allowing for the less standard deviation between the different gel trials 

reflecting the higher intra-stability of the gel jars. Gels have a limited dose-response measurement 

in the buildup; however, the 1D and 2D dose measurements with other dosimeters (A14 IC and 

films) allow for full data representation.  

The initial electron source parameters of the linac were investigated through the MC-based source 

parameters tunning process. The resulting optimized parameters were 9.8±0.2 MeV beam energy, 

0.15±0.025 cm, 0.075±0.025 cm horizontal and vertical radial intensities, and a 0.5o±0.1o  angular 

distribution. The optimized parameters of the electron source were used to fully acquire the phase-

space files of the small fields of 0.5x0.5 cm2, 1x1 cm2, and 2x2 cm2. The simulated and the 

measured results agreed within 1.2% for the ROF and within 0.4 mm for field profile sizes. The 

agreement between the measured and the simulated results reflects the accuracy of the investigated 

initial parameters of the linac. Additionally, the acquired phase-space fields scored for the different 

fields provided an MC-based tool for static field pre-irradiation dose delivery verification. This 

pre-irradiation tool ensures accurate dose delivery and is used to optimize the experimental setup 

for animal irradiation studies mimicking the clinically implemented treatment planning systems. 

 

 



 201 

The main findings testing the applicability of iRAI in UHDR-RT showed a linear relation of the 

generated acoustical signal to dose deposited per pulse as theoretically expected. The high 

instantaneous dose rates used in UHDR-RT, even the highest UHDR’s reported in the literature, 

and the resulting acoustic pressures were far from generating nonlinear acoustic propagation as 

reported in the simulated study in Chapter 5. Furthermore, the high dose deposition in UHDR-RT 

has induced high-intensity acoustical signals and resulted in an improved acoustical signal-to-noise 

ratio (SNR) in comparison to the conventional dose rates. Ideal point transducers with planar 

configuration were capable to localize the edges of the radiation field with a 3 mm fidelity at the 

surface of the phantom. This reported value will be affected by the implemented transducer system 

and its characteristics including the configuration, operational central frequency, sensitivity, and 

resolution.  

The linac operational parameters, including the pulse repetition rate and the pulse duration, affect 

the strength of the generated signal and the temporal and spatial resolution of the reconstructed 

iRAI images. The shorter the linac pulse, the better the temporal resolution and hence image 

quality. A dedicated linac machine that delivers UHDR-RT with a short pulse duration could have 

the advantage of improving the SNR of iRAI and allowing faster treatment delivery. Although the 

longer linac pulse durations of 4 µs- 6 µs have shown degradation in the imaging resolution 

affecting both the profiles and the depth pressure curves, this effect can be corrected through signal 

processing i.e., linac pulse deconvolution. This has increased the agreement between the pressure-

based and the initial beam characteristics to within 98.7% passing rate for the 1%/1mm gamma 

test. The reported beam localization, beam characterization, and the 3D dosimetric capabilities of 
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iRAI have demonstrated its feasibility and promise as an in vivo dosimetry tool for UHDR-RT. 

The results of this work have encouraged the further investigation and implementation of iRAI for 

UHDR-RT environments for radiotherapy dosimetry applications. 

The implementation of iRAI in conventional radiation therapy in vivo dosimetry was tested in gel/ 

gelatin phantoms using a customized 2D array transducer. The array was capable to measure dose 

distributions in 3D; allocating the radiation beam position vertically and horizontally, 

characterizing the radiation fields, and measuring the 2D dose distribution. The ability of iRAI to 

measure the changes in the beam intensity (dose per pulse) was tested such that the higher the dose 

rate deposited per beam pulse, the stronger the generated acoustic signal. The sensitivity of iRAI 

to measure radiation field size changes was within 0.35 cm. While the iRAI ability for beam 

localization; measuring the shift in the beam position, was detected within 0.3 cm relative to the 

gel measured data. The repeatability of iRAI was tested using the same setup and phantom for 

different static field irradiation trials. The agreement between the different trials measuring the 2D 

dose distributions was within a 100% passing rate for the 7%/4mm and the 3%/3mm gamma test 

for the 4x3 cm2 field. While the corresponding passing rates for the 2x2 cm2 field were 99.9% and 

99.3% respectively. The changes in the measured SNR quantified as the peak-to-peak ratio were 

within 10.7% for the 4x3 cm2 and 13.5% for the 2x2 cm2 field. The SNR and the resulted image 

quality increase with increasing the number of signal averages used to construct the iRAI images. 

The higher the dose per pulse, the better the image quality and the smaller the number of averages 

used to construct images.  
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Testing the dose distributions for different treatment plans and iRAI reconstructed images, iRAI 

has proven feasibility for implantation in 3D dosimetry for beam localization and monitoring, 

beam characterization, and dose verifications. Hence, iRAI has demonstrated potential for 

implementation as a 3D in vivo relative dosimetry tool in conventional radiation therapy in addition 

to UHDR-RT.   

Lastly, as organic scintillators can discriminate between neutrons and photons, they have the 

potential to be used as dual dosimeters. The quality factor for the different tested photon beams is 

1 given their energy range and the resulted linear energy transfer. Isotropic gamma sources Cs-

137, Co-60, and Na-22 and mixed polyenergetic photon source (linac) were tested to verify the 

dosimetric capability of small (0.6 cm cube) stilbene and OGS. The agreement between the 

scintillator measured dose and the simulated results was better for the low energy sources Cs-137. 

The higher the energy of the photon source, the higher the disagreement between the measured 

and the simulated dose results. Small cube stilbene and OGS have shown a potential for low energy 

photon measurement within 4% and 10% for stilbene and OGS compared to simulations. The 

effect of the detector size simulated in this study has shown that 2.54 cm size detectors have the 

best agreement with the expected dose equivalent readings to personnel. The smaller size of the 

detector resulted in the partial deposition of the photon energy, which underestimated the dose 

reading. Hence, the small size cube wasn’t efficient for high energy measurement as the case for 

the linac-based measurement. In conclusion, OS has shown potential for dosimetry measurements 

once the optimization of the detector size was performed based on the expected spectral range of 

photon energy to be detected.  
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8.3 Limitations and Future Work Directions 

 

Commissioning research accelerators following the protocols and the procedures implemented for 

clinical accelerators is challenging as there are geometrical constrains and customized shielding 

effects for the M9 linatron. The reference conditions, specifically for the case of M9 linatron, were 

not achievable as the beam exit is 161 cm away from the source, while the reference standard 

commissioning conditions are 100 cm from the source. This necessitates the need for achievable 

reference conditions to commission and calibrate the linac beam. The main source of error during 

the implemented commissioning procedure was the collimator alignment errors because the 

secondary collimators were manually positioned to shape the radiation field. Installation of a fixed 

laser positioning system would ease the process of positioning and aligning the secondary 

collimators. Future recommendations are to regularly commission and monitor the output of the 

linac to ensure accurate dose delivery for animal irradiations. Although implementing gels in 

relative dosimetry of small fields has shown a high potential in correcting for dosimeter 

misalignment relative to the center of the field, they lack dose readings at the buildup region due 

to the reconstruction artifacts. This effect occurs due to the refraction at the surface of the gels. 

Using matching fluids with the same refractive index of the gel material could help reduce the 

effect, in addition to the careful preparation of the gel dosimeters to ensure a flat gel surface to 

mitigate the artifacts at the buildup region.  

The optimization of the initial source parameters: beam energy, radial intensities, and the angular 

distribution, of the linac, is an essential step to ensure accurate simulation of the resulted photon 
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beam. However, simulation-based optimization is a time-consuming process as it requires 

extensive simulation and tuning steps. The challenge is when dealing with non-standard and 

research-based accelerators. Because this process requires a person with MC simulations such as 

TPS vendors. It is recommended that TPS-MC vendors perform simulations of the linac head 

covering a wide range of initial beam parameters covering all the different linacs of the same type 

and share the resulted dose distributions with users. The TPS-MC involvement will help expedite 

the process to determine the initial source parameters for the linac by comparing the measured 

results to the different parameter combinations simulated by the vendors [94]. 

The initially scored phase-space files in this work had limited scored particles, which make them 

suitable for near field measurements, closer to the linac exit, where most of the experiments were 

performed. Running additional simulations will enhance the statistics of the simulated files for 

wider experimental setups away from the beam exit.  

Based on the work performed in the dissertation, there are a few areas of improvement and future 

research work needed for the clinical implementation of iRAI technology. Simulation-based 

studies are the preliminary tool to investigate the different experimental setups and test the 

feasibility of iRAI implementations for different applications. The tested feasibility of iRAI in 

UHDR-RT covered in this dissertation was for ideal transducers assuming infinite bandwidth. 

There are additional limitations on practically available transducer configurations, which highly 

affect the sensitivity, spatial resolution, and fidelity, of the reconstructed iRAI images based on 

the characteristics of the implemented transducer. However, the fully developed simulation 

workflow in this work with additional detailed aperture configuration and image reconstruction 
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could be used to study the effects of these limitations and reduce them substantially. Future work 

could implement better image reconstruction techniques such as an iterative reconstruction 

approach, which was found to eliminate data sparsity specifically at the phantom entrance (beam 

entrance).  

The simulation studies in this dissertation covered limited setups, additional studies covering 

multiple projections would better reconstruct the full 3D dose distribution. The acquired 3D iRAI 

images could acquire the 3D dose distribution and the spatial beam characteristics based on the 

tested experimental setup. Array transducers can acquire the full 3D distribution with a single 

projection setup due to the spherical nature of the generated acoustic signal. For example, a 

crossed-linear array, one normal to and one parallel to the beam central axis, or a hemispherical 

transducer array. 

The proposed challenges\limitation and the proposed areas of improvement are: 

• The considerably poor temporal and spatial resolution of iRAI is due to the nature of the 

considerably long linac pulse duration. Shorter pulses produce a higher frequency 

component signal, which leads to better imaging resolution. If possible, specifically for 

UHDR-RT optimizing the linac duration, to approximately 1 µs based on the findings of 

this work, will be beneficial in imp[roving the imaging quality and resolution.  

• The induced acoustical signal is proportional to both the incident radiation energy/dose and 

the acoustical characteristics of the medium. Conventional radiation therapy doses 

deposited per pulse are relatively low resulting in small-amplitude acoustic waves and low 

SNR. Lower energy beams are typically delivering less dose per pulse than the studied 
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higher energy flattening filter-free beams. Improvements in both the detection system 

sensitivity, amplification, and signal processing techniques will improve the detectability 

of low energy beams. 

• The higher the Grüneisen coefficient of the exposed medium, the stronger the induced 

acoustic images i.e., fat tissues have nearly four times Grüneisen coefficient than soft tissue 

hence ~ four times stronger SNR. IRAI has more promise for clinical implementation in 

liver treatment monitoring and dosimetry. 

• The iRAI image quality is highly affected by the array system including the sensitivity, the 

central frequency, bandwidth, and the resolution of the transducer. The frequency of the 

array should well match the iRAI induced signal frequency to ensure better detectability of 

the acoustic signal. Although the low-frequency array ensures better detectability of the 

induced signal, the high-frequency component detectability is needed for better imaging 

quality to bring details and sharpness to the boundaries. Further improvement in the 

sensitivity of the customized array transducer could help in decreasing the noise effect 

however, this may lead to a more complicated transducer design or decreases the spatial 

resolution of the array. 

•  The other main area of improvement is improving the quality of the iRAI images.  The 

minimum distance between the transducer and source of radiation leads to better SNR and 

better image resolution.  More sophisticated signal processing and image reconstruction 

techniques are expected to enhance the quality. Simple back projection and delay and sum 

reconstruction algorithms have caused the generation of negative intensity artifacts due to 
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the limited bandwidth of the transducer. Reconstruction algorithms that can compensate 

for the lost frequency components will have a high effect on enhancing the accuracy and 

the quality of the reconstructed images i.e., iterative reconstruction algorithms. 

Additionally, implementing artificial intelligence for signal processing could highly 

improve the quality of the generated iRAI images. 

Lastly, the smaller size of the detector has an impact on the partial deposition of the photon energy, 

which alters the dose rate measurement accuracy. A Monte Carlo- based study using 

MCNPXPoliMi to simulate the detector response to predict the minimum effective detector depth 

for photon dose measurement as well as the effective neutron depth. Since OGS and stilbene can 

be manufactured in different sizes, this simulation study will help to select the suitable detector 

size based on the radiation environment.  

Since neutrons are more biologically damaging than photons. Moreover, the neutron sources are 

mixed type sources and do not purely emit neutrons but also emit photons. The applicability of the 

small organic scintillators in neutron dose rate calculations could be studied taking the advantage 

of PSD method to allow for separate calculations of the neutron doses in addition to the photon 

doses as mentioned and studied in this dissertation. Characterizing the pulse shape discrimination 

capability of the detectors and the neutron energy deposition to light output conversions, based on 

Birks formulation, should be studied for accurate neutron dose measurement.  
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APPENDICIES 

 

APPENDIX A  

EGSnrc Script for Linatron M-9 Research Accelerator 

 

1. BEAMnrc Input File 

 

linac_trial                                                                      #!GUI1.0 

% Material Definition 

AIR521ICRU 

0, 0, 0, 0, 0, 1, 2,  IWATCH ETC. 

% Source Definition 

20000000, 33, 97, 500, 2, 2500, 0, 0,  NCASE ETC. 

22.54, 155.29, 0, 0, 0, ,  DIRECTIONAL BREM OPTIONS 

-1, 19, -0, 0, 0, 1, 0, -0.1, 0.0, 0.0,  IQIN, ISOURCE + OPTIONS 

0, MONOENERGETIC 

9.8 

0, 0, 0.521, 0.01, 0, 0, ,  0 , ECUT,PCUT,IREJCT,ESAVE 

0, 0, 0, 0, 0,  PHOTON FORCING 

1, 3,  SCORING INPUT 

4, 1 

2.54, 5, 10, 40,  

0,  DOSE COMPONENTS 

0.0, Z TO FRONT FACE 

% Geometric Definition of Linac Components 

*********** start of CM FLATFILT with identifier back  *********** 

72.39, RMAX 

this is the back of the linac 

0, ZMIN 

11, NUMBER OF LAYERS 

3, 5.83, # CONES, ZTHICK OF LAYER 1 

6, 12.065, 24.13,  

6, 12.065, 24.13,  

4, 0.18, # CONES, ZTHICK OF LAYER 2 

3, 6, 12.065, 24.13,  

3, 6, 12.065, 24.13,  
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4, 0.34, # CONES, ZTHICK OF LAYER 3 

3, 6, 12.065, 24.13,  

3, 6, 12.065, 24.13,  

5, 0.26, # CONES, ZTHICK OF LAYER 4 

3, 6, 6.985, 12.065, 24.13,  

3, 6, 6.985, 12.065, 24.13,  

4, 1.39, # CONES, ZTHICK OF LAYER 5 

6, 6.985, 12.065, 24.13,  

6, 6.985, 12.065, 24.13,  

3, 14.86, # CONES, ZTHICK OF LAYER 6 

6.985, 12.065, 24.13,  

6.985, 12.065, 24.13,  

2, 2.54, # CONES, ZTHICK OF LAYER 7 

6.985, 12.065,  

6.985, 12.065,  

3, 11.43, # CONES, ZTHICK OF LAYER 8 

14.4526, 24.13, 41.275,  

14.4526, 24.13, 41.275,  

2, 17.78, # CONES, ZTHICK OF LAYER 9 

14.4526, 41.275,  

14.4526, 41.275,  

2, 2.54, # CONES, ZTHICK OF LAYER 10 

14.4526, 41.275,  

14.4526, 41.275,  

1, 48.68, # CONES, ZTHICK OF LAYER 11 

5.715,  

5.715,  

0.521, 0.01, 0, 0,  

VACUUM 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

VACUUM 

0.521, 0.01, 0, 0,  

AIR521ICRU 
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0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.521, 0.01, 0, 0,  

VACUUM 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.521, 0.01, 0, 0,  

VACUUM 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

PB521ICRU 

0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

VACUUM 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

PB521ICRU 

0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

PB521ICRU 

0.521, 0.01, 0, 0,  
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W521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

PB521ICRU 

0.521, 0.01, 0, 0,  

STEEL521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

W521ICRU 

0.521, 0.01, 0, 0,  

PB521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

PB521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

POLYETH521ICRU 

0.521, 0.01, 0, 0,  

STEEL521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

ConcreteNIST521 

*********** start of CM CHAMBER with identifier IC  *********** 

4.93, RMAX 

 

105.83, ZMIN 

2, 18, 2, N_TOP, N_CHM, N_BOT 

0.0127, 4.9, 0, ZTHICK, RCYS, FLAG FOR LAYER 1 IN TOP 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 
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0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.68, 4.9, 0, ZTHICK, RCYS, FLAG FOR LAYER 2 IN TOP 

0.521, 0.01, 5, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

4.9, 4.91, 4.92, RADII FOR CENTRAL PART 

0.013, 0, ZTHICK, FLAG FOR LAYER 1 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 2 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.33, 0, ZTHICK, FLAG FOR LAYER 3 IN CENTRAL PART 

0.521, 0.01, 5, 0,  

AIR521ICRU 

0.005, 0, ZTHICK, FLAG FOR LAYER 4 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 5 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.005, 0, ZTHICK, FLAG FOR LAYER 6 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 7 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.38, 0, ZTHICK, FLAG FOR LAYER 8 IN CENTRAL PART 

0.521, 0.01, 5, 0,  

AIR521ICRU 

0.013, 0, ZTHICK, FLAG FOR LAYER 9 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 10 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.39, 0, ZTHICK, FLAG FOR LAYER 11 IN CENTRAL PART 

0.521, 0.01, 5, 0,  

AIR521ICRU 
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0.005, 0, ZTHICK, FLAG FOR LAYER 12 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 13 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.005, 0, ZTHICK, FLAG FOR LAYER 14 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 15 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.32, 0, ZTHICK, FLAG FOR LAYER 16 IN CENTRAL PART 

0.521, 0.01, 5, 0,  

AIR521ICRU 

0.013, 0, ZTHICK, FLAG FOR LAYER 17 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.0005, 0, ZTHICK, FLAG FOR LAYER 18 IN CENTRAL PART 

0.521, 0.01, 0, 0,  

CU521ICRU 

0.521, 0.01, 0, 0,   chamber wall 

KAPTON521ICRU 

0.521, 0.01, 0, 0,   gap 

AIR521ICRU 

0.521, 0.01, 0, 0,   container 

AIR521ICRU 

0.69, 4.9, 0, ZTHICK, RCYS, FLAG FOR LAYER 1 IN BOTTOM PART 

0.521, 0.01, 5, 0,  

AIR521ICRU 

0.521, 0.01, 0, 0,  

AIR521ICRU 

0.00508, 4.9, 0, ZTHICK, RCYS, FLAG FOR LAYER 2 IN BOTTOM PART 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0.521, 0.01, 0, 0,  

KAPTON521ICRU 

0, MRNGE 

*********** start of CM APPLICAT with identifier concrete *********** 

40.64, RMAX 

the concrete wall 
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114.65, ZBACK 

1, 0, #SCRAPERS, SQUARE 

108.70028, 5.9297, 5.715, 40.64, 0, 0 

0.521, 0.01, 0, 0,  

ConcreteNIST521 

*********************end of all CMs***************************** 

 ######################### 

 :Start MC Transport Parameter: 

  

 Global ECUT= 0.521 

 Global PCUT= 0.01 

 Global SMAX= 5 

 ESTEPE= 0.25 

 XIMAX= 0.5 

 Boundary crossing algorithm= EXACT 

 Skin depth for BCA= 0 

 Electron-step algorithm= PRESTA-II 

 Spin effects= On 

 Brems angular sampling= Simple 

 Brems cross sections= BH 

 Bound Compton scattering= Norej 

 Compton cross sections= default 

 Pair angular sampling= Simple 

 Pair cross sections= BH 

 Photoelectron angular sampling= Off 

 Rayleigh scattering= On 

 Atomic relaxations= EADL 

 Electron impact ionization= Off 

 Photon cross sections= xcom 

 Photon cross-sections output= Off 

  

 :Stop MC Transport Parameter: 

 ######################### 
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2. DOSXYZnrc Input File 

 

Profile                                                                          #!GUI1.0 

% Material definition 

2 

AIR521ICRU 

H2O521ICRU 

% Source  Cutoff Energies 

0.521, 0.01, 0, 0, 0 

% Phantom Grid Definition 

-5, -5, -3, 1 

-35 

20, 1 

0.5, 25 

0.1, 50 

0.5, 25 

20, 1 

-35 

20, 1 

0.5, 25 

0.1, 50 

0.5, 25 

20, 1 

0 

31.75, 1 

0.5, 60 

12, 1 

2, 101, 2, 101, 2, 61, 2, 0 

0, 0, 0, 0, 0, 0, 0, 0 

0, 0, 0, 0, 0, 0, 0, 0 

2, 101, 2, 101, 2, 61, 2, 0 

0, 0, 0, 0, 0, 0, 0, 0 

% Source Definition 

2, 2, 0, 0, 0, 180, 90, 0, 0, 0, 2.54, 155.29, 165.48, 0 

2, 2, 1, 0, 0, 0, 0, 0 

/app/EGSnrc/egs_home/BEAM_square_coll/square 

fields2_6_22/phase0.5x0.5_total.egsphsp1 

76000000, 0, 500, 33, 97, 100, 0, 0, 0, 0, , 3, 0, 0, 0, 0, 0 

 ######################### 

 :Start MC Transport Parameter: 
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 Global ECUT= 0.521 

 Global PCUT= 0.01 

 Global SMAX= 5 

 ESTEPE= 0.25 

 XIMAX= 0.5 

 Boundary crossing algorithm= PRESTA-I 

 Skin depth for BCA= 0 

 Electron-step algorithm= PRESTA-II 

 Spin effects= On 

 Brems angular sampling= Simple 

 Brems cross sections= BH 

 Bound Compton scattering= Off 

 Compton cross sections= default 

 Pair angular sampling= Simple 

 Pair cross sections= BH 

 Photoelectron angular sampling= Off 

 Rayleigh scattering= Off 

 Atomic relaxations= Off 

 Electron impact ionization= Off 

 Photon cross sections= xcom 

 Photon cross-sections output= Off 

  

 :Stop MC Transport Parameter: 

 ######################### 
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APPENDIX B  

IRAI in UHDR-RT Simulation Script  

 

 

1. Kwave Acoustic Propagation Script 

 

simulation_size = 340;                      % [grid points] 

PML_size_forw = 10;                         % [grid points] 

x = 96e-3;                                  % [m] 

y = x;         

z=x; 

Nx = simulation_size - 2 * PML_size_forw;   % [grid points]     

Ny = Nx;                                    % [grid points] 

Nz = Nx;                                    % [grid points] 

dx = x / Nx;                                % [m] 

dy = dx;                                    % [m] 

dz = dx;                                    % [m]  

 

% create the computational grid 

kgrid =kWaveGrid(Nx, dx, Ny, dy,Nz,dz); 

input_args = {'Smooth', false, 'PMLInside', false, 'PMLSize', PML_size_forw, 'DataCast', 

'single', 'PlotSim', true}; 

 

% Define the medium 

medium.sound_speed = 1562 * ones(Nx, Ny); % [m/s] 

medium.density= 1035*ones(Nx, Ny); 

medium.alpha_coeff = 0.58;  % [dB/(MHz^y cm)] 

medium.alpha_power = 1.3 ; 

 

const=1035*0.22;  % Dose per pulse to pressure conversion 

 

% The sensor definition part (spherical sensor distribution) 

sensor_radius = 46e-3;       % [m] 

center_pos = [0, 0, 0];     % [m] 

num_sensor_points = 600; 

sensor_mask = makeCartSphere(sensor_radius, num_sensor_points, center_pos, true); 
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[grid_data, order_index, reorder_index] = cart2grid(kgrid, sensor_mask); 

sensor.mask=grid_data; 

 

% Source definition  

p0=zeros(Nx,Ny,Nz); 

p0=D_interpxconst; % Dose in Gy/pulse to pressure conversion 

 a=0;  % to define the startup of the pulse  

 b=4*10^-6;   % to define the end point  of the pulse  

t=makeTime(kgrid,medium.sound_speed); 

t=t(1:160); 

pulse=rectangularPulse(a,b,t);  % Linac pulse definition 

source.p_mask =  p0; 

source.p_mask(source.p_mask>0)=1; 

scaling = 2*medium.sound_speed(1,1,1)*kgrid.dt/kgrid.dx; 

p0_scaled=p0/scaling; 

index= find(p0_scaled>0); 

for i=1:length(index) 

    p0_r(i,1)=p0_scaled(index(i)); 

end 

pulse_filtered=filterTimeSeries(kgrid, medium, pulse,'ZeroPhase',true); 

source.p=p0_r.*pulse_filtered; 

 

% Run the simulation  

sensor_data_3D = kspaceFirstOrder3DC(kgrid, medium, source, sensor, input_args{:}); 
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2. Time Reversal Reconstruction Script 

 

 

% Use the same definition of the computationl grid, source definition, and medium 

characteristics 

 

sensor.time_reversal_boundary_data =sensor_data_3D; 

clear source; 

source.p0 = 0; 

 

% Run the time reversal simulation 

p0_recon = kspaceFirstOrder3DC(kgrid, medium, source, sensor, input_args{:}); 
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