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Abstract 

 

Pharmacometrics modeling encompasses both pharmacokinetics (PK) and 

pharmacodynamics (PD) data to quantitatively describe the dose-exposure-response relationship.  

Pharmacometrics is widely utilized to facilitate drug development and optimize pharmacotherapy 

regimens in the clinic. Pharmacometrics approaches include the “top-down” population PK/PD 

modeling and “bottom-up” physiologically based pharmacokinetic (PBPK) modeling. Moreover, 

artificial intelligence (i.e., machine learning) has proven a powerful tool for pharmacometrics 

modeling. Pharmacometrics modeling and simulation are particularly useful in studying PK/PD 

in special populations, such as pediatrics and newborns, because of the practical and ethical 

challenges in performing conventional clinical trials in these special patient populations.  

The first project of this dissertation research is to develop PBPK models to evaluate how 

altered carboxylesterase 1 (CES1) function could affect the exposure of methylphenidate (MPH). 

Various clinical scenarios that affect CES1 function, including different CES1 genotypes, drug-

alcohol interactions, and different sex, were simulated regarding their impact on MPH PK. The 

models successfully predicted the exposure alteration of MPH caused by the G143E genetic 

variant, the ethanol-MPH drug-drug interaction, and sex. The study suggests that male G143E 

carriers who are alcohol consumers are at a higher risk of MPH overexposure. 

Another commonly used pharmacometric method is population PK/PD modeling. The 

second project was to build a population PK/PD model to describe the PK and PD of midazolam 

(MDZ) in neonates treated at the Neonatal Intensive Care Unit (NICU). We developed a 

capillary LC-MS/MS metabolomics method using a SWATH-based data-independent acquisition 
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strategy for simultaneous targeted and untargeted metabolomics analysis of neonatal plasma 

samples. The method was successfully utilized to determine the global plasma metabolomics 

profiles and quantify the plasma concentrations of five drugs commonly used in NICU, including 

ampicillin, caffeine, fluconazole, vancomycin, and midazolam and its active metabolites. To 

describe MDZ PK/PD profiles, we developed a two-compartment population PK model for MDZ 

and its two metabolites, 1-hydroxymidazolam(1-OH-MDZ) and 4-hydroxymidazolam(4-OH-

MDZ). Bodyweight, creatinine, and alanine transaminase (ALT) levels were incorporated into 

the population PK model as covariates to explain the interindividual variability. The prediction 

of MDZ, 1-OH-MDZ, and 4-OH-MDZ PK profiles by our model matched well with the 

observed clinical data via the visual prediction check of goodness-of-fit plots. A binary 

probability model was used as the PD model. No significant correlation was observed between 

MDZ PK and PD profiles. 

Since the classic population PK/PD model had difficulty describing MDZ PD response in 

neonates, we further developed machine learning-based models to reveal the exposure-response 

relationship. We assessed six machine learning models (K Nearest Neighbor, Support Vector 

Machine, Decision Tree, Random Forest, Naïve Bayes, and Neural Network). Models were 

tested with a training dataset, and the final prediction performance of each model was evaluated 

using a testing dataset. The random forest classifier had the best prediction performance of the 

PD response for our current dataset, with the accuracy = 0.83, precision = 0.98, and area under 

the receiver operating characteristic curve = 0.81. Postmenstrual age, birth weight, and dosing 

weight were the top three most important features for the random forest classifier.  
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Chapter 1 Introduction 

Pharmacometrics is defined as the science that quantifies drug, disease, and trial 

information to aid efficient drug development and regulatory decisions [1].  Pharmacometrics 

involves the analysis and interpretation of data produced in pre-clinical and clinical trials. 

Mathematical models are usually applied in pharmacometrics studies to describe the relationship 

between drug exposure and response.  Different pharmacometrics models are chosen to fulfill 

different purposes. For example, population PK/PD modeling is a top-down approach aiming to 

obtain the system characteristics and population parameter estimation with the observed data. In 

contrast, the systems biology “bottom-up” approach (e.g., the physiologically based 

pharmacokinetic (PBPK) model) requires in-depth mechanistic knowledge of the system and 

allows integrating molecular level information at a cellular, tissue, or whole-body level to 

understand drug PK/PD from a mechanism perspective [2].  

Drug metabolism is the in vivo metabolic breakdown of xenobiotics, usually through 

specialized enzymes. There are two phases of drug metabolism: DMEs like cytochrome P450 

(CYP450) oxidases introduce polar or reactive groups into drugs during phase I metabolism, then 

in phase II these modified xenobiotics are conjugated to polar compounds by transferase 

enzymes, such as glutathione S-transferase, arylsulfatase and UDP-glucuronyl transferase [3]. 

Carboxylesterase 1 (CES1) is a major phase I DME, responsible for 80-95% of total hydrolytic 

activity in the liver [4]. CES1 is substrate-selective towards carboxyl esters with a large ethyl 

group and a small alcohol group [5] and metabolizes a wide range of substrates, including many 

clinically significant medications, environmental pollutants, and endogenous compounds. CES1 
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not only metabolizes an active drug into its inactive metabolites but can also activate prodrugs to 

their active forms by deesterification. In humans, CES1 is highly expressed in the liver and less 

abundant in other organs. The activity and expression of CES1 vary significantly among 

individuals/populations; many factors, including genotypes, sex, age, and inhibitors, could 

contribute to the interindividual variability in CES1 function. Here, we used a PBPK modeling 

approach to study the mechanism of CES1 inter-population differences and how these affect the 

CES1 substrate MPH exposure quantitatively. 

The neonatal population is very different from other populations considering their fast 

changes in body size and composition, rapid maturation of physiologic processes, and unique 

disease status. It is challenging to study the drug PK/PD profiles in infants [6]. Due to the limited 

blood volume in neonates, conducting traditional rich-blood-sampling PK/PD studies in neonates 

is difficult; only sparse and unbalanced PK/PD data could be acquired from neonates. Also, the 

interindividual and intraindividual variability in drug exposure and response is extensive because 

of the fast growth and dynamic maturation changes in neonates [7, 8]. 

Population-based pharmacometrics modeling is a promising approach to overcome these barriers 

[9]. It can predict the PK/PD profiles at the population level while still considering the 

differences between individuals. Sparse and unbalanced data from this special population could 

be analyzed by population-based pharmacometrics modeling as long as the total sample size is 

adequate. In addition, different covariates could be incorporated into the basic population model 

to evaluate the influence of developmental changes on PK and PD in neonates.    

In this project, we developed PBPK models to study the MPH exposure changes caused 

by the alteration of CES1 function. We also developed population PK/PD models and the 
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machine learning-based pharmacometrics models to investigate MDZ PK and PD in neonatal 

patients. 
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Chapter 2 Physiologically-Based Pharmacokinetic Modeling to Predict Methylphenidate 

Exposure Affected by Interplay Among Carboxylesterase 1 Pharmacogenetics, Drug-Drug 

Interactions, and Sex  

2.1 Abstract 

The pharmacokinetics (PK) of methylphenidate (MPH) differ significantly among 

individuals. Carboxylesterase 1 (CES1) is the primary enzyme metabolizing MPH, and its 

function is affected by genetic variants, drug-drug interaction (DDI), and sex. The object of this 

study is to evaluate CES1 pharmacogenetics as related to MPH metabolism using human liver 

samples and develop a physiologically-based pharmacokinetic (PBPK) modeling approach to 

investigate the influence of CES1 genotypes and other factors on MPH PK. The effect of the 

CES1 variant G143E (rs71647871) on MPH metabolism was studied utilizing 102 individual 

human liver S9 (HLS9) fraction samples. PBPK models were developed using the population-

based PBPK software PK-Sim® by incorporating the HLS9 incubation data. The established 

models were applied to simulate MPH PK profiles under various clinical scenarios, including 

different genotypes, drug-alcohol interactions, and the difference between males and females. 

The HLS9 incubation study showed that subjects heterozygous for the CES1 variant G143E 

metabolized MPH at a rate of approximately 50% of that in non-carriers. The developed PBPK 

models successfully predicted the exposure alteration of MPH from the G143E genetic variant, 

ethanol-MPH DDI, and sex. Importantly, the study suggests that male G143E carriers who are 

alcohol consumers are at a higher risk of MPH overexposure. PBPK modeling provides a means 
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for better understanding the mechanisms underlying interindividual variability in MPH PK and 

PD and could be utilized to develop a safer and more effective MPH pharmacotherapy regimen.    

2.2 Introduction 

Attention-deficit/hyperactivity disorder (ADHD) is a chronic neurobiological behavioral 

disorder [10] that affects approximately 5-10% of children worldwide. Many ADHD patients 

exhibit continued symptoms into adulthood [11]. Methylphenidate (MPH) blocks the reuptake of 

dopamine and norepinephrine into presynaptic neurons [12, 13] and is the most commonly 

prescribed medication for ADHD treatment [14]. 

Most MPH products on the market are a racemic mixture consisting of equal amounts of 

the d- and l-enantiomers [15]. Since d-MPH is far more pharmacologically potent than l-MPH, 

plasma d-MPH is often used to represent MPH pharmacokinetics (PK) [16]. Both d- and l-MPH 

are exclusively metabolized (via de-esterification) by carboxylesterase 1 (CES1) to form the 

pharmacologically inactive metabolite, ritalinic acid [17]. Due to the extensive first-pass effect, 

the absolute oral bioavailability of MPH is low [18]; and over 80% of orally administrated dl-

MPH is excreted as ritalinic acid in urine [19].  

CES1 is the most abundant hydrolase in the human liver, contributing around 90% of 

hepatic hydrolytic activity; in addition to metabolizing MPH, it plays an essential role in 

hydrolyzing many other ester- and amide-containing drugs, xenobiotics, and endogenous 

compounds [20]. CES1 expression and activity vary markedly among individuals, resulting in 

interindividual variability in the PK and pharmacodynamics (PD) of medications metabolized by 

CES1 [5]. The interindividual difference in CES1 activity and expression is partially due to 

genetic variants. For example, the CES1 nonsynonymous single nucleotide polymorphism (SNP) 

G143E (rs71647871) is reported as a loss-of-function variant that significantly alters the PK of 
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MPH [21, 22] and several other medications metabolized by CES1 [23, 24]. Moreover, CES1 

activity can be significantly impaired by CES1 inhibitors [5, 25]. While many drugs have been 

identified as potential CES1 inhibitors in vitro, ethanol is the only inhibitor with a demonstrated 

effect on MPH PK in human subjects [18, 26].  The use of recreational MPH together with 

drinking has raised a safety concern,  especially on college campuses [27]. In addition to genetic 

variants and drug-drug interaction (DDI), sex is another factor contributing to the variability in 

CES1 function. A proteomics study revealed that hepatic CES1 protein expression was about 

20% higher in females than in males [28]. Consistent with the finding, MPH exposures were 

found to be greater in males than females [29, 30]. Although the effects of genetic variation, 

DDI, and sex on MPH PK have been reported individually, the combined effects of the different 

factors and the magnitude of those effects have not been assessed.  

Physiologically-based pharmacokinetic (PBPK) modeling is a mechanistic approach to 

predict PK by integrating organism- and drug-dependent properties [31]. One of the advantages 

of PBPK modeling is its capability to extrapolate PK by incorporating various factors under 

different clinical scenarios. PBPK models are well recognized by the US Food and Drug 

Administration (FDA) and European Medicines Agency (EMA) for predicting DDI risk [32]. In 

the present study, we conducted the genotyping and enzyme activity analysis of CES1 in over a 

hundred human liver samples and developed PBPK models to evaluate the impact of CES1 

genetic variation, DDI, and sex on MPH PK.  
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2.3 Methods 

2.3.1 Materials 

dl-MPH, the internal standard d3-dl-MPH (methyl labeled), ritalinic acid, LC–MS grade 

methanol, acetonitrile, and formic acid were all purchased from Sigma–Aldrich (St. Louis, MO). 

One M 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) was purchased from Life 

Technologies (Carlsbad, CA). All other chemicals and reagents were of analytical grade and 

commercially available. 

A total of 102 human liver samples were obtained from the Cooperative Human Tissue 

Network (Columbus, OH, USA) and the XenoTech LLC (Kansas City, KS, USA). The donors 

consisted of 46 males and 56 females with ages ranging from 1 to 83 years old. The racial 

distribution is as follows: ninety-four Caucasians, five African Americans, one Hispanic, and 

two classified as “unknown” or “others”. The detailed demographic information of the liver 

donors was provided in Table 2-1. 

Table 2-1 Demographics of 102 human liver S9 samples 

 

 CES1 healthy subject G143E mutant 

Subject Number (n=) 97 5 

Age (years old) 56.3 ± 16.7 65.3 ± 9.3 

Gender (%Male) 44.3 60 

Race  

89 Caucasians 

5 African American 

1 Hispanic 

2 Unknown 

 

5 Caucasians 
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2.3.2 Genotyping 

Genomic DNA was extracted from the human liver samples using the PureLink® 

Genomic DNA Mini Kit (Life Technologies), following the manufacturer’s instructions. Samples 

were genotyped for the CES1 genetic polymorphism G143E (rs71647871) using the method 

described in our previous publication [33, 34]. The G143E is a well-established CES1 loss-of-

function variant for which a significant effect on MPH PK has been demonstrated.  

2.3.3  dl-MPH Hydrolysis in Human Liver S9 Fractions (HLS9)  

The dl-MPH hydrolysis study was carried out in 1.5 ml tubes at a total volume of 80 μl. 

HLS9 samples were prepared according to a previously reported method [33]. Heat-inactivated 

HLS9 (100 °C for 5 min) was utilized as the negative control. CES1-mediated dl-MPH 

hydrolysis rates were calculated by subtracting the rate of ritalinic acid formation in the negative 

control from that in the HLS9 samples. The formation rates were linear with HLS9 protein 

concentrations (0.2 - 1.0 mg/ml) and incubation times (2–12 hours). dl-MPH working solution 

was freshly prepared in PBS supplemented with 20 mM HEPES. The reaction was initiated by 

mixing 40 μl of dl-MPH solution with 40 μl of HLS9; final concentrations of dl-MPH and HLS9 

were 50 μM and 0.5 mg protein/ml, respectively. After incubation at 37 °C for 5 hours, the 

reaction was terminated by the addition of 240 μl of methanol containing 2 nM of the internal 

standard d3-MPH. The mixture was vortexed for 5 min and centrifuged at 17,000 g for 10 min to 

remove precipitated proteins. Supernatants were collected and analyzed using the LC-MS/MS 

assay described below. To compare the CES1 hydrolysis activity between different groups with 

and without the G143E variant (rs71647871), a Mann–Whitney U-test was performed, and a P 

value less than 0.05 was considered statistically significant.  
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2.3.4 LC-MS/MS Assay  

LC–MS/MS analysis was performed on a Shimadzu HPLC system (Shimadzu, Tokyo, 

Japan) coupled with an Applied Biosystems API 4000 triple quadrupole mass spectrometer 

(Foster City, CA, USA). The assay was performed as previously described with some 

modifications [35]. The analytes were separated on a Shimadzu VP-ODS column (5 µm, 150 × 

2.0 mm, Shimadzu, Japan). The mobile phase consisted of water with 0.02% formic acid (v/v) 

(phase A) and acetonitrile containing 0.02% formic acid (v/v) (phase B), and was delivered at a 

flow rate of 0.2 ml/min. A 10.5 min gradient elution was utilized for the separation with the time 

program set as follows: from 0 to 7 min, phase B was increased from 2% to 70%, then returned 

to 2% at 8 min, and maintained until the end of the gradient. The MS was operated in a positive 

ion mode using turbo electrospray ionization. The following parameters were applied: curtain 

gas: 25 psi; gas 1: 50 psi; gas 2: 50 psi; ionspray voltage: 5500 V; source temperature: 500 °C; 

entrance potential: 10 V; dwell time: 50 ms; collision cell exit potential: 15 V; declustering 

potential: 50 V; and collision energy: 30 V for d3-MPH, 35V for ritalinic acid. The following 

transitions were monitored in the Multiple Reaction Monitoring (MRM) mode: d3-MPH: m/z 

237.4 > 84.5; ritalinic acid: m/z 220.5 > 84.6. Quantifications were based on the peak area ratios 

of ritalinic acid to d3-MPH. The calibration curves were found to have regression coefficients 

greater than 0.99. Three quality controls representing low, medium, and high concentrations of 

ritalinic acid (0.1, 1, and 5 µM) were included in every batch of the experiment. The accuracy 

and precision of the assay met the requirement in the FDA bioanalytical method validation 

guidance. 
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2.3.5  MPH PBPK Model Development and Simulation 

The workflow of the model development, qualification, optimization, and application was 

summarized in Figure 2-1.   

 

Figure 2-1  Workflow of the d-MPH PBPK model development, qualification, and application. 

 

MPH Base Model Development 

d-MPH PBPK models were constructed using the population-based PBPK software PK-

Sim® (Open Systems Pharmacology Suite, Version 9.0). All population simulations were carried 

out using 100 subjects. The default population was the PK-Sim® built-in European (Caucasian) 

healthy adult male. The G143E heterozygote population was created by reducing CES1 activity 

by 50% and keeping CES1 expression level unchanged to reflect the change of CES1 function in 

G143E heterozygotes [36]. Sex and age distributions in the simulated populations were set to 

match the demographics reported in the MPH clinical studies. Specifically, for the CES1 G143E 

mutation simulation, a virtual Caucasian population with 50% male and age from 21-29 years 
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old was used to simulate the study subject population used in the Stage’s study [22] ; for other 

simulation studies, a virtual Caucasian population with ages from 21-42 years old,  50% male, 

and mean body weight of 82.2 ± 11.1 kg for males and 59.6 ± 6.8 kg for females was created to 

match the Patrick’s study [20]. The demographic information of the two studies was summarized 

in Table 2-2. PK-Sim built-in inter-individual variability was applied to other demographic 

parameters of the population. 

 

Table 2-2 Demographics of subjects in the clinical studies utilized for model verification 

Reference Patrick et.al[20] Stage et.al[22] 

Gender/ Group Male Female Control G143E 

Subject Number (n=) 12 12 16 (50% Male) 6 (50% Male) 

Age (years old) 25.8 ± 2.4 26.9 ± 4.5 24 (21-29) 23 (22-28) 

Bodyweight (kg) 82.2 ± 11.1  59.6 ± 6.8 66.5 69 

Race  

 

Caucasians 

 

 

11 Caucasians 

1 Asian 

 

Caucasians Caucasians 

 

The drug-dependent properties of MPH are shown in Table 2-3. A first-order kinetic 

model without lag time was used to describe MPH absorption. A minimal PBPK model without a 

single adjusting compartment was used to describe disposition. The total volume of distribution 

at steady state (Vss) was adopted from the FDA label (Ritalin, FDA Label, 2019). For each 

tissue, a blood flow-limited distribution model [37] was applied since MPH is quickly 

equilibrated between systemic circulation and tissues [38]. The partition coefficient of d-MPH in 

different tissues was calculated by the PK-Sim standard estimation method based on the MPH 
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lipophilicity, fraction unbound in plasma, and volume fraction of water, lipid, and protein.  As 

reported by Golub et al. [39], about 80% of MPH is hydrolyzed by CES1, and the remaining is 

metabolized by oxidation. CES1-mediated MPH metabolism was described by Michaelis–

Menten kinetics.  Vmax and Km values were obtained from an in vitro incubation study using 

recombinant CES1 enzyme [40].  The hepatic CES1 protein levels were estimated based on the 

reported CES1 protein concentrations in human liver S9 [41], liver S9 protein concentrations per 

gram of liver tissue [42] with the following equation:  

Human hepatic CES1 protein level (pmole/g liver) = Human liver S9 CES1 protein concentration 

(pmole/mg S9) * liver S9 protein concentration (mg/g liver)  

The remaining 20% of MPH was cleared through the oxidation pathway, and the clearance value 

for MPH oxidation was obtained from literature [37].  The final d-MPH ADME parameters used 

in the model are listed in Table 2-3. 

Table 2-3 Physicochemical and in vitro/in vivo parameters for d-MPH PBPK modeling 

LogPo:w : logarithm of the n-octanol:buffer partition coefficient,  

Parameters Value Sources and Comments 

Molecular weight 233.3 [34] 

Log Po:w 2.31 [43] 

PKa 9.51 [43] 

Fraction unbound 0.8 FDA Label-Ritalin (2019) 

Absorption model First-order [44, 45] 

Peff,man 0.963×10-4 cm/s [34]Derived based on Papp  

Partition Coefficient (richly) 5.66 [44] 

Partition Coefficient (slowly) 2.47 [43] 

Vss 2.65 ± 1.11 L/kg FDA Label- Ritalin (2019) 

B/P ratio 1.75 Health Canada - Ritalin 

Vmax 3.2 nM/min/mg 
[40]recombinant human CES1A1 

enzyme 

Km 89.9 µM 
[40]recombinant human CES1A1 

enzyme 

Hepatic CES1 concentration 22.9 µM [41] 

  Human liver S9 CES1 

concentrations  

205.3 pmol/mg 

protein 
[41] 

Hepatic oxidation  0.7 L/h/kg [43] 

Ki of Ethanol competitive inhibition 

on CES1 
23 mM [29, 46] 
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PKa: logarithmic constant of acid dissociation constant 

Peff, man effective permeability in man 

Vss: volume of distribution at steady states 

B/P ratio: Blood to plasma ratio 

Vmax: maximum rate of reaction 

Km: Michaelis-Menten Constant 

Ki: concentration of inhibitor that support half maximum inhibition  

 

Simulation of MPH PK affected by G143E variant, MPH-ethanol DDI, different sex, and 

the interplay among those factors 

We ran simulations for the G143E heterozygote population and the population without 

the variant.  The G143E variant has a very low frequency (2-4%); thus, simulations were only 

conducted in the heterozygote population. The in vitro HLS9 incubation study showed that the 

average CES1 activity for metabolizing MPH in the G143E heterozygous HLS9 samples was 

approximately 50% of that in those without the variant.  This is consistent with previous 

observations that G143E was a loss-of-function variant for the metabolism of CES1 substrates 

[21]. A virtual European healthy adult population including both males and females (1:1) with a 

50% reduction of hepatic CES1 activity was created to represent G143E heterozygotes. This 

population was then used to develop the MPH basic PBPK model for simulation.      

New compound ethanol was built for the simulation of MPH-Ethanol DDI, the 

physicochemical parameters of ethanol used in PBPK model were listed in Table 2-4: molecular 

weight = 46, pKa = 15.9 [47], faction unbound in plasma = 1.0 [46], human blood : plasma ratio 

= 0.81 [48], cellular permeability = 245000(nm/s) [46], in vitro metabolic clearance Vmax = 2 

(mmol/min/L) [49], Km = 1 (mmol/L) [49].  A competitive inhibition DDI model was used to 
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describe the inhibitory effect of ethanol on d-MPH metabolism. The inhibition constant (Ki) of 

ethanol CES1 was from another PBPK study of the DDI between ethanol and CES1 substrate 

[46]. This ethanol PBPK model was verified by the clinical data from previous research [46]. For 

the MPH-ethanol DDI prediction model, a single dose of ethanol 0.6 g/kg was administered 0.5 

hour after MPH dosing.  We also simulated a multiple-dose scenario, in which ethanol (0.6 g/kg) 

was given every 6 hours after the first ethanol dose (0.5 hours after MPH dosing). 

 

Table 2-4 PBPK model parameters of ethanol3 

 

PKa: logarithmic constant of acid dissociation constant 

B/P ratio: Blood to plasma ratio 

Vmax: maximum rate of reaction 

Km: Michaelis-Menten Constant 

Ki: concentration of inhibitor that support half maximum inhibition 

 

Our liver proteomics study demonstrated that hepatic CES1 protein expression in females 

was approximately 20% higher than that in males [28]. Therefore, a virtual European healthy 

 

Parameters Value 

Molecular weight 46 

Log D at pH 7.4 -0.31 

PKa 15.9 

Model type Whole-body PBPK 

Dissolution dissolved 

Fraction unbound in plasma 1 

B/P ratio 0.81 

Cellular (organ) permeability (nm/s) 245000 

Intestinal permeability (nm/s) 42.7 

Vmax(mmol/min/L) 2.0 

Km(mmol/ L) 1.0 

Ki competitive inhibition on CES1(mmol/L) 23  



 15 

adult female population was created with the hepatic CES1 protein level set at 120% of that in 

healthy European males.  

To study the effects of the interplay among the G143E variant, MPH-ethanol DDI, and 

sex on MPH PK, the PK profile of 0.15 mg/kg MPH in male G143E heterozygotes who ingested 

0.6 g/kg ethanol was simulated. In this population, CES1 activity was decreased by 50% due to 

the G143E genotype, CES1 expression was 20% lower than adult healthy females, and the 

inhibitory effect of 0.6 g/kg ethanol administration on CES1 was applied.  

2.3.6 Model performance evaluation 

The model performances were evaluated by both visual predictive checks and the ratios 

of the observed to predicted values of Cmax and AUC0-t. For visual predictive checks, the 

observed data were overlaid with the 90% confidence interval of prediction. If observed plasma 

concentration-time profiles fell within the 5th to 95th percentiles of the simulated mean plasma 

concentration curves, the prediction performance was considered acceptable [50]. In addition, the 

model was deemed acceptable if the observed/predicted ratios of Cmax and AUC0-t were within 

0.5-2  [51, 52].  

2.4 Results 

2.4.1 The CES1 G143E Variant Impaired MPH Hydrolysis in the Human Liver  

Among the 102 HLS9 samples, five were identified as G143E heterozygotes, which is 

consistent with the previously reported minor allele frequency of this variant (2% - 4%) [21]. As 

shown in Fig. 2, the ritalinic acid formation rate in the G143E heterozygote group was 124.8 ± 

20.3 pmol/mg protein/hr, which is approximately 50% of that in non-carriers (208.5 ± 96.7 
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pmol/mg protein/hr, P = 0.024). This observation is in accordance with the G143E variant being 

a loss-of-function mutation of CES1 [21].  

 

Figure 2-2 Effect of the CES1 genetic polymorphism G143E on MPH metabolism (hydrolysis) 

rate in 102 human liver S9 samples. The samples were categorized into two genotypes: G143E 

(rs71647871) heterozygote (G/A) and wild type (G/G). Horizontal bars indicate mean values in 

each group. Mann–Whitney U-test was utilized to test the differences in CES1 activity between 

the two genotypes. 

2.4.2 Performance of the PBPK Models for Predicting MPH Exposure in a Healthy Adult 

Population 

The developed PBPK model was used to predict d-MPH PK profiles in healthy adults 

from two independent d-MPH PK studies (0.15 mg/kg and 5 mg single oral dose) [20, 22]. As 

illustrated in Fig. 2-3A, the PBPK model successfully described the d-MPH PK profiles of both 
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doses, with all the observed/predicted ratios within the 80% - 120% range. The AUC and Cmax 

values of the observed and predicted data are listed in Table 2-5.  

 

Figure 2-3 Simulated and observed plasma concentration-time profiles of d-MPH in different 

populations, including (A) a single oral dose of 0.3 mg/kg dl-MPH (i.e., 0.15 mg/kg d-MPH) and 

10 mg dl-MPH (i.e., 5 mg d-MPH) in healthy adult populations; (B) a single oral dose of 10mg 

dl-MPH in healthy adult CES1-G143E carriers and non-carriers; (C) a single oral dose of 0.3 

mg/kg dl-MPH co-administrated with a single dose of 0.6 g/kg ethanol 0.5 hours after MPH 

dosing or additional does of ethanol (0.6 g/kg) every 6 hours in a healthy adult population; (D) a 

single oral dose of 0.3 mg/kg MPH in healthy males and females, in which simulations were 

conducted in a virtual female population with hepatic CES1 expression 20% higher than males; 

(E)  a single oral dose of 0.6 g/kg ethanol was given 0.5 hours after oral administration of 0.3 

mg/kg MPH in different sex, in which hepatic CES1 expression was set as 20% higher in 

females than males during the simulations; (F)  Simulations of virtual male G143E subjects who 

received a single oral dose of 0.3 mg/kg dl-MPH and 0.6 g/kg ethanol 0.5 hours after the 
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administration of MPH. The observed data were obtained from two MPH clinical studies[20, 22]. 

The colored shadow areas represent the 5th and 95th percentiles of the predicted mean values. 

The filled circles are observed mean values from the clinical study, and the solid lines represent 

the predicted mean plasma d-MPH concentrations.  

 

Table 2-5 Cmax and AUC of the observed and predicted d-MPH PK 

Treatment a Populationb Cmax (ng/ml) AUC(0-inf) (ng.h/ml) 

  Observed Predicted 

Predicted

/Observe

d Cmax 

Ratio 

Observed Predicted 

Predicted

/Observe

d AUC 

Ratio 

d-MPH 0.15 mg/kg 

[20] 

Healthy 

Adult 
8.3 8.47 1.02 52.1 49.3 0.95 

d-MPH 5 mg [22] 
Healthy 

Adult 
4.2 4.42 1.05 21.4 25.7 1.20 

d-MPH 5 mg [22] 
G143E 

variant 
8.7 8.81 1.01 53.3 57.6 1.10 

d-MPH 0.15 mg/kg 

[20] 

Healthy 

Male 
9.3 9.48 1.02 54.2 53.7 0.99 

d-MPH 0.15 mg/kg 

Ethanol 0.6 g/kg 

[20] 

Healthy 

Male 
10.8 12.4 1.15 67.6 81.1 1.20 

d-MPH 0.15 mg/kg 

Ethanol 0.6 g/kg 

G143E 

variant, Male 
NA 20.81 NA NA 167.4 NA 

d-MPH 0.15 mg/kg 

[20] 

Healthy 

Female 
8.0 7.83 0.98 47.4 44.2 0.93 

d-MPH 0.15 mg/kg 

Ethanol 0.6 g/kg 

[20] 

Healthy 

Female 
10.1 9.66 0.96 57.4 55.3 0.96 

d-MPH 0.15 mg/kg 

Ethanol 0.6 g/kg 

[20] 

Healthy 

Adult 
10.2 11.23 1.1 62.8 67.4 1.07 

a. Both observed and simulated data are reported as the mean values 

b. The male and female ratio is 1:1 if not specified 

 

2.4.3 Simulation of d-MPH Exposure in G143E Heterozygotes  

G143E is a known loss-of-function variant [53], and our HLS9 incubation study 

demonstrated a 50% decrease in CES1 activity in livers heterozygous for G143E (Fig. 2). 
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Accordingly, a virtual European adult population, “G143E”, was created to represent 

heterozygotes by reducing CES1 activity to 50%.  The resulting PBPK model was applied to 

simulate d-MPH PK, and the simulated results were compared to the data obtained from a 

published MPH PK study containing healthy G143E heterozygous subjects (Fig. 2-3B) [22]. The 

ratios of the predicted data to the observed data were within the 80% - 120% range, indicating 

that a 50% reduction in CES1 activity in G143E heterozygotes can explain the d-MPH exposure 

difference between G143E carriers and non-carriers. The fold changes of Cmax and AUC relative 

to the control group (5 mg/kg d-MPH, healthy adult population) are listed in Table 2-6.  

Table 2-6 Fold changes of the observed and predicted d-MPH PK in different groups compared 

with control groupsa 

Treatment  Populationb Cmax fold change AUC(0-12h) fold change 

  Observed Predicted Observed Predicted 

d-MPH 0.15 mg/kg 

[20] 
Healthy Male 1.12 1.12 1.04 1.09 

d-MPH 0.15 mg/kg 

[20] 
Healthy Female 0.96 0.92 0.91 0.90 

d-MPH 0.15 mg/kg 

[20] 

Ethanol 0.6 g/kg  

Healthy Adult 1.23 1.32 1.21 1.37 

d-MPH 0.15 mg/kg 

[20] 

Ethanol 0.6 g/kg  

Healthy Male 1.30 1.46 1.30 1.64 

d-MPH 0.15 mg/kg 

[20] 

Ethanol 0.6 g/kg  

Healthy Female 1.22 1.14 1.10 1.12 

d-MPH 5mg [22] G143E variant 2.07 2.0 2.5 2.24 

d-MPH 0.15 mg/kg 

Ethanol 0.6 g/kg 

G143E variant, 

Male 
NA 2.46 NA 3.40 

a. Control groups are healthy adult subjects, including 50% of females treated with the same dose of 

d-MPH. The fold changes are calculated for observed and predicted values separately 

(observedi/observedcontrol , predictedi/predictedcontrol) 

b. The male to female ratio is 1:1 if not specified 
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2.4.4 MPH-ethanol DDI Prediction 

Ethanol increases the overall exposure of d-MPH by 23% because of its inhibitory effect 

on CES1 [20]. Our DDI PBPK model was developed by integrating this inhibitory effect, and it 

described well the increase of d-MPH exposure following a single oral dose of 0.6 g/kg ethanol 

(Fig. 2-3C).  We simulated the impact of multiple doses of ethanol on MPH exposure to predict 

the DDI between ethanal and MPH in the real-world scenario. As shown in Fig.2-3C, subjects 

receiving 0.6 g/kg ethanol every 6 hours exhibited a similar Cmax value but a 12.4% increase of 

AUC0-last compared to those treated with a single dose of ethanol. When compared with the group 

without ethanol treatment, Cmax and AUC0-last increased by 39.7% and 53.2%, respectively, in 

those receiving multiple doses of ethanol. However, we were unable to verify the simulation 

results because of a lack of clinical studies concerning the DDI between MPH and multiple doses 

of ethanol. Moreover, to evaluate how a delayed ethanol administration could affect MPH PK, 

we simulated various scenarios in which a single dose of ethanol was administrated at 0.5 hours 

and at an incremental interval of 0.5 hours up to 8 hours following MPH administration and 

compared the AUCs to the group free of ethanol. We found that a statistically significant MPH-

ethanol DDI was observed only when ethanol was given within 3 hours following MPH 

administration (data not shown).  

2.4.5  Simulation of Sex Difference in d-MPH Exposure 

When default PK-Sim built-in parameters were used in the model, MPH exposure did not 

differ between males and females (data not shown). However, as reported by Patrick et al. [20], 

males and females have different PK of d-MPH, with females being 14.3% lower in AUC and 

16.3% lower in Cmax. Our in vitro human liver S9 studies suggest that this is likely due to that 

hepatic CES1 expression is higher in females than males [28]. Using PBPK modeling, we found 
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that a 20% increase in hepatic CES1 expression can capture the d-MPH PK difference between 

males and females, as shown in Fig. 2-3D and Table2-3. 

2.4.6  Prediction of MPH-ethanol DDI in Different Sex 

Next, we studied if ethanol will affect MPH PK profiles differently in males and females. 

To simulate this scenario, sex-dependent hepatic CES1 expression and ethanol-induced reduction 

of CES1 activity were both applied to the PBPK model. As shown in Fig. 2-3E and Table 2-5, 

when ethanol was co-administrated, MPH plasma concentrations differed between males and 

females during the absorption phase (0-3 hours post-dose), and the exposure remained similar 

between sex groups after 3 hours following MPH administration.   

2.4.7  Simulation of the Effect on d-MPH PK of Interplay Among the G143E Variant, DDI, 

and Sex  

To study how ethanol inhibition will affect the MPH exposure in males with the G143E 

variant, MPH PK profiles of this population with 0.6 g/kg ethanol administration were simulated. 

In this virtual population, the CES1 activity was reduced by 50% to reflect the impaired CES1 

activity due to G143E mutation, and CES1 expression was adjusted to be 20% lower than 

females. As shown in Fig. 2-3F, male G143E heterozygotes who consume alcohol are expected 

to exhibit the highest level of d-MPH exposure, with AUC and Cmax being respectively 340.1% 

and 240.6% greater than healthy males who do not drink alcohol (Table 2-5, Table 2-6). 

Although no observed data are available for male alcohol drinkers who are G143E 

heterozygotes, our model predicts that the MPH exposure could increase dramatically compared 

to the healthy male population without ethanol administration.  
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2.5 Discussion 

The present study utilized a ‘‘predict-learn-confirm analysis” strategy [54] for the 

development of an MPH PBPK model, which was used to assess the effect of G143E variant, 

ethanol consumption, and sex alone or in combination on d-MPH PK. We determined in vitro 

CES1 activity on MPH metabolism using individual HLS9 samples and used it as a critical 

parameter for building the PBPK model. The final MPH PBPK model was verified with clinical 

data sets and well predicted the PK profiles. The established PBPK model was further used to 

predict MPH PK under various conditions (i.e., G143E genotypes, alcohol consumption, and 

sex) that have not been examined in clinical settings.  

Genetic polymorphisms are critical contributors to interindividual variability in PK and 

PD. The CES1 nonsynonymous variant G143E has been shown to affect the exposure and 

clinical outcomes of CES1 substrate medications significantly, such as MPH [22, 55]. Our MPH 

HLS9 incubation study showed G143E heterozygotes had reduced MPH metabolic activity by 

approximately 50% (Fig. 2). As illustrated in Fig.2-3B, the PBPK model performed reasonably 

well with all observed data from a clinical study falling within the 5th and 95th percentiles of the 

simulated values, although d-MPH exposure in the elimination phase was slightly overestimated 

in non-carrier populations (Fig.2-3A). Similar overestimation was also reported in a previous 

MPH PBPK model [43], in which case the prediction was improved after introducing additional 

MPH hydrolysis and oxidation in the gastrointestinal tract to their model. However, the 

contribution of the oxidation pathway to MPH metabolism in the gastrointestinal tract is 

considered minor [56], and the majority of MPH metabolism occurs in the liver via CES1-

catalyzed hydrolysis [57].  Thus, we did not include the potential MPH metabolism in the 

gastrointestinal tract in the present model.   
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Physiological differences between males and females can affect drug absorption, 

distribution, metabolism, and elimination processes, resulting in sex-specific differences in PK 

and PD [58]. PBPK modeling is a powerful tool for predicting PK profiles in different sex and 

for better understanding the mechanisms underlying the divergence. For MPH in particular, the 

PK and PD were found to differ between male and female healthy subjects, with d-MPH 

exposure being significantly lower in females relative to males [59]. It is interesting that no 

significant differences were predicted in the initial PBPK model when using default parameters 

in PK-Sim, suggesting that basic sex-specific anatomy and physiology do not account for the 

differences in d-MPH PK between males and females. Our published proteomics study revealed 

that hepatic CES1 protein expression and catalytic activity in females were approximately 20% 

greater than in males [28]. The modified PBPK model in which female hepatic CES1 protein 

expression was 20% higher than in males was able to capture the d-MPH exposure differences 

between males and females.  

Many drugs have been identified to act as CES1 inhibitors [5]; among these,  ethanol is 

the only inhibitor that has demonstrated a consistent impact on the metabolism of CES1 

substrates in humans [60]. The ethanol doses used in published clinical studies are relatively low 

for safety reasons, which may not be able to reflect the scenarios when people ingest multiple 

drinks. Thus, our simulations may have underestimated the magnitude of DDI between MPH and 

ethanal.   

An important application of PBPK modeling is to simulate PK under various clinical 

scenarios where studies have not been or could not be performed in a clinical setting. Clinical 

studies have been conducted to determine the respective impacts of the G143E variant, ethanol-

induced DDI, and sex on MPH PK; however, the combined effect of these contributing factors 
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on MPH exposure has not been assessed. In the present study, the simulation results suggest that 

d-MPH PK could be affected to various degrees by the interplay among these factors; in 

particular, the d-MPH AUC in a G143E heterozygous male alcohol drinker could be 3~4-fold 

higher than that in a non-carrier who does not consume alcohol. Some severe side effects, 

including sudden cardiac death, have been reported in patients treated with MPH [61, 62]. 

Although the causes of MPH adverse reactions are multifactorial, marked interindividual 

variability in MPH exposure is a potential contributing factor to the unwanted clinical outcomes. 

PBPK modeling allows for identifying some populations (e.g., male, G143E carrier, alcohol 

consumer) who are at higher risk of developing severe side effects upon MPH treatment, which 

could assist in developing appropriate personalized therapeutic regimens to improve the efficacy 

and safety of MPH therapy. 

The current study has several limitations. Firstly, the reported MPH clinical data were 

limited, and the sample sizes were small, especially for the CES1 G143E carrier population. 

Thus, our model verification could be heavily affected by the inter-individual variability. 

Secondly, most of the HLS9 sample donors and the clinical study subjects were Caucasians, 

which may limit the application of the models to other populations. Lastly, while our PBPK 

modeling analysis suggests that the differences in MPH exposure between sex groups could be 

partially explained by the different hepatic CES1 expression levels between males and females, 

the model cannot fully account for the sex-related MPH PK variation.  

In summary, our in vitro HLS9 incubation study demonstrated a 50% reduction of CES1 

catalytic activity towards MPH metabolism in human livers with the G143E heterozygous 

genotype. PBPK models were developed and successfully simulated d-MPH exposure affected 

by the G143E genetic variant, ethanol-MPH DDI, and sex. These PBPK models predict that the 
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interplay of these contributing factors could have a significant impact on d-MPH PK. The model 

suggests that specific patient populations, such as male subjects who carry the G143E variant 

and consume alcohol, may be more likely to experience side effects associated with MPH 

overexposure. Our model provides an approach to better understand the mechanisms underlying 

interindividual variability in MPH PK and PD and could assist in developing a more effective 

and safer therapeutic strategy to treat patients with ADHD.   

 

 

*This chapter was used with permission from [63]
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Chapter 3 Developing a SWATH Capillary LC-MS/MS Method for Simultaneous 

Therapeutic Drug Monitoring and Untargeted Metabolomics Analysis of Neonatal Plasma  

3.1 Abstract 

Most medications prescribed to neonatal patients are off label uses. The pharmacokinetics 

and pharmacodynamics of drugs differ significantly between neonates and adults. Therefore, 

personalized pharmacotherapy guided by therapeutic drug monitoring (TDM) and drug response 

biomarkers are particularly beneficial to neonatal patients. Herein, we developed a capillary LC-

MS/MS metabolomics method using a SWATH-based data-independent acquisition strategy for 

simultaneous targeted and untargeted metabolomics analysis of neonatal plasma samples. We 

applied the method to determine the global plasma metabolomics profiles and quantify the 

plasma concentrations of five drugs commonly used in neonatal intensive care units, including 

ampicillin, caffeine, fluconazole, vancomycin, and midazolam and its active metabolite α-

hydroxymidazolam, in neonatal patients. The method was successfully validated and found to be 

suitable for the TDM of the drugs of interest. Moreover, the global metabolomics analysis 

revealed plasma metabolite features that could differentiate preterm and full-term neonates. This 

study demonstrated that the SWATH-based capillary LC-MS/MS metabolomics approach could 

be a powerful tool for simultaneous TDM and the discovery of neonatal plasma metabolite 

biomarkers. 
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3.2 Introduction 

As an analogy to the well-known quote, “Children are not little adults”, infants are not 

just small children. Human organs and biochemical processes undergo substantial maturation 

after birth, which can greatly affect the pharmacokinetics (PK) and pharmacodynamics (PD) of 

drugs in neonates [64]. About 65% of drugs used in Neonatal Intensive Care Unit (NICU) are 

off-label uses and require dosage adjustment for neonatal patients [64]. For example, 

vancomycin is an off-label antibiotic widely used in NICU to treat late-onset sepsis caused by 

methicillin-resistant Staphylococcus aureus and coagulase-negative staphylococci [65]. The 

interindividual variability in vancomycin PK is high in neonates. De Hoog and colleagues 

reported that the half-life of vancomycin varied between 3.5 h and 10.0 h, and the clearance 

ranged from 0.63 to 1.40 ml/kg/min among neonatal patients [66]. Because of its narrow 

therapeutic window and significant nephrotoxicity and ototoxicity, therapeutic drug monitoring 

(TDM)-based dose individualization is essential to ensure the efficacy and safety of vancomycin 

treatment [67]. TDM could also be invaluable for many other medications, given that the PK 

profiles of most drugs have not been well characterized in neonates. Therefore, a reliable 

analytical method capable of simultaneously monitoring commonly used drugs in neonates is 

highly desirable. Besides TDM, determining the dynamic changes of endogenous small 

molecules at the system level (i.e., metabolomics) could lead to the discovery of metabolite 

biomarkers to further improve pharmacotherapy outcomes through individualized drug regimens. 

Thus, developing an analytical platform with the capability for both targeted TDM and global 

metabolomic profiling is of importance to clinical practice and research of precision 

pharmacotherapy in neonatal patients.  
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Liquid chromatography−mass spectrometry (LC-MS) has been widely used for both 

targeted and untargeted analyses of small and large molecules in various research settings [68-

70]. Sequential Windowed Acquisition of All Theoretical Fragment Ion Mass Spectra (SWATH) 

technology is an emerging data-independent acquisition (DIA) strategy that isolates precursors 

into predefined small mass windows for fragmentation and collects all generated MS2 spectra for 

identification and quantification. SWATH was originally developed for global proteomics 

analysis and has demonstrated several advantages over conventional data-dependent and targeted 

data acquisition methods [71]. Unlike conventional data acquisition methods, SWATH generates 

a digital archive of comprehensive MS/MS data for both qualitative and quantitative analysis and 

allows for data re-interrogation without the need for sample re-reanalysis. Besides its wide 

application in proteomics, SWATH has been increasingly used in metabolomic and lipidomic 

research [72-74]. For example, Xiong et al. successfully applied a SWATH-based serum 

metabolomics method to identify pancreatic cancer biomarkers [75]. Drotleff et al. used a 

SWATH method for an untargeted large-scale lipidomic analysis of mouse plasma [76]. Due to 

the complexity of SWATH data, several sophisticated software packages have been developed 

for the efficient processing of SWATH data [72, 77, 78]. However, the SWATH technology has 

not been utilized for simultaneous TDM and untargeted plasma metabolomics profiling. 

The purpose of this study was to develop and validate a SWATH-based analytical 

platform to enable the simultaneous analysis of global neonatal plasma metabolome and plasma 

concentrations of several commonly used medications in NICU, including ampicillin, caffeine, 

fluconazole, vancomycin, midazolam, and its metabolite α-hydroxymidazolam. The method was 

validated and successfully applied to the TDM and global metabolomics analysis of plasma 

samples from neonatal patients treated in a NICU.  
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3.3 Materials and Methods  

3.3.1 Chemicals and materials 

Ampicillin, caffeine citrate, fluconazole, midazolam, α-hydroxymidazolam, vancomycin 

hydrochloride, and the internal standards (IS) caffeine-13C3 and midazolam-D4 maleate, LC–MS 

grade acetonitrile, water, and formic acid were purchased from Sigma Aldrich (St. Louis, MO, 

USA). All other chemicals and agents were of the highest analytical grade commercially 

available. Blank human plasma was purchased from Innovative Research (Novi, Michigan, 

USA). Blood samples were obtained from three preterm and three full-term neonates treated in 

the NICU of the University of Michigan Hospital. The study was approved by the Institutional 

Review Board at the University of Michigan. Plasma was separated from the whole blood after 

centrifugation and stored at -80°C until use.  

3.3.2 Calibrators and quality control (QC) samples  

Stock solutions of each analyte were prepared in methanol at a concentration of 1 mg/ml. 

Working standard solutions (100 µg/ml, 10 µg/ml, 1 µg/ml, 100 ng/ml, 10 ng/ml) were obtained 

by diluting stock solution in methanol. Calibration standards and quality controls (QCs) were 

prepared by spiking pooled blank human plasma with the working solutions (Table 3-1). Three 

concentrations of QC samples were summarized Table 3-2. The FDA Bioanalytical Method 

Validation Guidance and the ranges of the typical plasma concentrations of the candidate drugs 

(Table 3-3) were considered when choosing the concentrations of calibrators and QCs. 

Metabolomics QC samples were prepared by mixing pooled blank plasma and clinical plasma 

samples at a ratio of 1:1.  
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Table 3-1 Ionization parameters and retention times of the analytes and the internal standards 

Compound Retention 

Time(min) 

Precursor 

ion(m/z) 

Polarity Molecular Product ions 

(m/z) 

Collision 

Energy(V) 

Ampicillin 15.7 350.1 Positive [M+H]+ 192.0, 160.0, 

333.1 

22.0 

Caffeine 15.4 195.1 Positive [M+H]+ 195.1, 138.1, 

110.1 

14.1 

Caffeine-3C13 15.4 198.1 Positive [M+H]+ 140.1, 112.1, 

141.1 

14.1 

Fluconazole 17.2 307.1 Positive [M+H]+ 307.1, 238.1, 

220.1 

20.3 

Midazolam 19.2 326.1 Positive [M+H]+ 291.1, 290.1, 

244.0 

21.1 

α-

hydroxymidazolam 

19.1 342.1 Positive [M+H]+ 342.1, 324.1, 

203.0 

22.0 

Midazolam-D4 19.2 330.1 Positive [M+H]+ 291.1, 234.1, 

295.1 

21.1 

Vancomycin 14.9 724.7 Positive [M+2H]2+ 144.1, 100.1, 

724.7 

41.3 

 

Table 3-2 Analyte concentrations in the quality control samples 

 QC low QC medium QC high 

Ampicillin 0.25 µg/ml 1 µg/ml 10 µg/ml 

Caffeine 1 µg/ml 4 µg/ml 10 µg/ml 

Fluconazole 0.25 µg/ml 1 µg/ml 10 µg/ml 

Midazolam 0.1 µg/ml 1 µg/ml 10 µg/ml 

α-hydroxymidazolam 20 ng/ml 100 ng/ml 400 ng/ml 

Vancomycin 0.1 µg/ml 1 µg/ml 10 µg/ml 

 

Table 3-3 Performance of calibration curves, LLOQ, LLOD, and typical plasma concentration 

ranges of the targeted compounds  
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3.3.3 Sample preparation 

For calibrators, 25 µl of pooled blank human plasma was mixed with 25 µl of working 

solutions, followed by the addition of 150 µl of methanol containing 100 ng/ml IS. For clinical 

samples, 25 µl of plasma was mixed with 175 µl methanol containing the same amount of IS. 

Caffeine-13C3 was used as the IS for the quantification of ampicillin, caffeine, fluconazole, and 

vancomycin, and midazolam-D4 maleate was the IS for midazolam and α-hydroxymidazolam 

quantification.  Samples were vortexed thoroughly for 10 min and centrifuged at 20,000 rcf for 

10 min at 4°C to remove the precipitated proteins. The resulting supernatant was transferred to a 

new Eppendorf tube and was vacuum dried in a SpeedVac SPD1010 concentrator (Thermo 

Scientific, Hudson, NH). Samples were then reconstituted in 50 μl of water/acetonitrile mixture 

(4:1, v/v) and vortexed for 10 min. After centrifugation at 20,000 rcf for 10 min at 4°C, 0.5 μl of 

the supernatant was injected into an LC-MS/MS system for analysis.  

3.3.4 SWATH data acquisition  

Compound Calibration Curve  LLOQ 

(ng/ml) 

LLOD 

(ng/ml) 

Typical concentration 

range (µg/ml) 

 Slope R2 Linear 

range 

   

Ampicillin 0.0103 0.992 0.1-20 

µg/ml 

100  5  0.85-46.4 [79] 

Caffeine 0.0039 0.999 0.5-20 

µg/ml 

500  0.5  5-20 [80] 

Fluconazole 0.0254 0.997 0.2-20 

µg/ml 

200  1  0.5-14 [81] 

Midazolam 0.0291 0.999 0.02-50 

µg/ml 

20  1  0.08-3.2 [82] 

α-hydroxymidazolam 0.0244 0.994 5-500 

ng/ml 

5  1  0.008-0.062 [83, 84] 

Vancomycin 0.0028 0.998 0.002-50 

µg/ml 

2  0.5  0.5 -60 [85] 
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A SWATH-based LC-MS/MS method was established for both targeted quantification 

and non-targeted metabolomics analysis. The LC-MS/MS system consisted of a TripleTOF 5600 

plus mass spectrometer (Sciex, Framingham, MA) coupled with a Digital PicoView 450 

nanospray ion source (New Objective, Woburn, MA) and an Eksigent 2D plus LC system 

(Eksigent Technologies, Dublin, CA). An ACQUITY UPLC M-Class Peptide BEH C18 column 

(130 Å, 150 μm × 100 mm,1.7 μm, Waters, Milford, MA) was used for the chromatography 

separation at 40°C.  The mobile phase A and B were water and acetonitrile, respectively, and 

both mobile phases contained 0.1% (v/v) formic acid. The mobile phase was delivered at a flow 

rate of 1 μl/min with the following gradient: the gradient started with 3% of B and was kept for 

10 min, then linearly increased to 100% at 40 min and held for 3 min, and then changed back to 

3% in 1 min and held till the end of the 50 min gradient.  

The SWATH acquisition included an MS1 full scan at an m/z range of 100-1,250 Da and 

60 variable precursor isolation windows calculated by the Sciex SWATH Variable Window 

Calculator (ESM2). For each SWATH isolation window, the MS1 and MS2 accumulation times 

were 150 ms and 30 ms, respectively, resulting in a cycle time of 2 seconds. The average peak 

width of analytes was about 30 seconds, and thus, approximately 15 data points were collected 

for each peak. Data were acquired under a positive electrospray ion (ESI) mode. Collision energy 

(CE) voltage was automatically optimized by the acquisition software (Analyst TF 1.7) for each 

SWATH window with the CE spread (CES) set at 15 V. The declustering potential was 100 V, 

the voltage of the spray was set at 3,800 V, and the temperature of the interface heater was 

200°C. For the gas settings, the ion source Gas 1 was 52, the ion source Gas 2 was 0, and the 

curtain gas was 30. 

3.3.5 Method validation 
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linearity and lower limit of quantification (LLOQ) 

The linearity of analyte response was evaluated based on the correlations between the 

analyte to IS peak area ratios and the nominal analyte concentrations of the calibrators. A 

weighting factor of 1/x was used for calculation. The LLOQ was defined as the lowest 

concentration with a signal-to-noise ratio greater than 10, a coefficient of variation (CV%) ≤ 

20%, and accuracy between 80% and 120% of the nominal concentration. A calibration curve 

was accepted when the back-calculated concentrations of calibrators were within 100 ± 15% of 

the nominal values (except for 100 ± 20 % for the LLOQ). 

Intra-batch and Inter-batch accuracy and precision 

Intra-batch accuracy and precision were assessed by analyzing five replicates of QC 

samples at three concentrations (QC-Low, QC-Medium, QC-High). Accuracy was evaluated 

based on the differences between the measured concentrations and the nominal concentrations. 

Precision was determined by calculating the CV% of the five replicates. Inter-batch accuracy and 

precision were assessed by analyzing the QCs from three independent batches. The acceptance 

criteria for the Intra-batch and Inter-batch accuracy and precision were that the measured 

concentrations should be within 100 ± 15% of the nominal concentrations, and the CV% should 

be no more than 15%.  

Stability, matrix effect, and extraction recovery 

Autosampler stability, freeze-thaw stability, matrix effect, and extraction recovery were 

assessed for each analyte using QC samples at three concentrations. Autosampler stability was 

studied after the extracted analytes were placed in the autosampler (4°C) for 24 hours and 48 

hours before injection. For freeze and thaw stability, samples were analyzed after three 

consecutive freeze-thaw cycles, during which the samples were frozen at -80°C and thawed at 
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room temperature. Matrix effect was evaluated by comparing the peak area of the analytes 

dissolved in the mobile phase to that of the same concentrations of analytes spiked in the post-

extracted plasma. Extraction recovery was determined by comparing the peak areas of the 

analytes exacted from blank plasma samples spiked with the analytes (i.e., pre-spike) with the 

peak areas of the analytes spiked in blank plasma extraction eluent (i.e., post-spike). 

3.3.6 Data processing and statistical analysis 

The workflow of the SWATH data acquisition and analysis is summarized in Fig 3-1. 

The Skyline software (version 20.1, University of Washington, Seattle, WA) [86] was used for 

the targeted analysis. The sum of MS1 and MS2 peak areas were utilized for quantification, and 

the analyte concentrations were calculated according to the analyte/IS peak area ratios. For 

untargeted metabolomics analysis, the MS-DIAL software (version 4.16) was used for peak 

detection, alignment, MS2 information extraction, relative quantification, and metabolite 

annotation [87]. The parameters of MS-DIAL are listed in Table 3-4, blank matrix samples were 

used for background subtraction in the MS-DIAL. Database-based metabolite annotations were 

conducted with a public metabolomics library 

(http://prime.psc.riken.jp/compms/msdial/main.html#MSP) containing 13,303 unique 

compounds.  Following the MS-DIAL analysis, the peak areas of all the metabolite features in 

each sample were exported. Metabolite features which were detected in over 80% of the samples 

and showed a relative standard deviation (RSD) below 30% in the QC samples were included in 

data analysis. The data were then normalized to the average level and transposed before being 

exported to the SIMCA-P software (version 12.0, Umetrics) for principal component analysis 

http://prime.psc.riken.jp/compms/msdial/main.html#MSP
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(PCA) and partial least-squares discriminant analysis (PLS-DA). 

 

Figure 3-1 Workflow of the SWATH capillary LC-MS/MS method for simultaneous therapeutic 

drug monitoring and untargeted metabolomics analysis 

Table 3-4 MS-DIAL software parameters used for untargeted metabolomics analysis 

Data collection parameters 

Retention time begin 0.1 

Retention time end 50 

Mass range begin 25 

Mass range end 1250 

Mass accuracy parameters 

MS1 tolerance 0.01 

MS2 tolerance 0.05 

Peak detection parameters 

Smoothing method Linear Weighted Moving Average 

Smoothing level 3 

Minimum peak width 5 

Minimum peak height 1000 

Mass slice width 0.1  

Deconvolution parameters 

Peak consideration Both 

Sigma window value 0.5 

Exclude after precursor TRUE 

MSP file and MS/MS identification setting 

MSP file MSMS-Public-Pos-Curated-VS15.msp 

Retention time tolerance 100 

Accurate mass tolerance (MS1) 0.01 
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Accurate mass tolerance (MS2) 0.05 

Identification score cut off 80 

Text file and post identification (retention time and accurate mass based) setting 

Retention time tolerance 0.2 

Accurate mass tolerance 0.01 

Identification score cut off 85 

Advanced setting for identification 

Top candidate report TRUE 

Adduct ion setting 

[M+H]+ [M+K] + 

[M+NH4]+ [M+CH3OH+H] + 

[M+Na]+ [M-C6H10O4+H] + 

[M+2H]2+ [M-C6H10O5+H] + 

Alignment parameters setting 

Retention time tolerance 0.1 

MS1 tolerance 0.015 

Retention time factor 0.5 

MS1 factor 0.5 

Peak count filter 1 

QC at least filter FALSE 

Tracking of isotope labels 

Tracking of isotopic labels FALSE 

3.4 Results 

3.4.1 Method validation 

As presented in Figure 3-2, the chromatographic performance was acceptable for all 

analytes in neonate plasma samples under the present LC conditions. The chromatograms of 

blank plasma containing the analytes at the concentrations of LLOQ and of blank matrix 

demonstrated excellent sensitivity and selectivity of the assay (Figure 3-3, 3-4). The ionization 

parameters and retention times of the targeted analytes and the IS were listed in Table 3-1. The 

retention times of the analytes were between 14 min and 20 min, and the collision energy ranged 

from 14.1 V to 41.3 V. The targeted method was validated for calibration curves, linearity, intra-

batch and inter-batch accuracy and precision, matrix effect, extraction recovery, and stability. All 

the calibration curve R2 values were greater than 0.99, and the back-calculated concentrations of 
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the calibrators were within the range of 85%-115% of the nominal concentrations. The slope, 

intercept, R2, and linear ranges of each calibration curve and the LLOQ and LLOD of the 

analytes were shown in Table 3-3. The intra-batch and inter-batch accuracy validation study 

showed that the measured concentrations of the QC samples ranged from 92.8% to 103.8% of 

the nominal concentrations (Table 3-5 and Table 3-6). The intra-batch and the inter-batch 

precision study demonstrated that the CVs of the QC samples were within 9.4% for all analytes 

(Table 3-5 and Table 3-6). The matrix effect study did not show significant ion suppression or 

ion enhancement for all analytes (Table 3-7). The extraction recovery rates were similar among 

the analytes, ranging from 89.9% to 113.9% (Table 3-7). The results also demonstrated that all 

analytes were stable after being kept in the autosampler for 48 hours or after three freeze-thaw 

cycles (Table 3-7, Table 3-8).   
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Figure 3-2 MS1 and selected MS2 chromatograms of the targeted analytes obtained from 

neonate samples 
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Figure 3-3 MS1 and selected MS2 chromatograms of the targeted analytes obtained from blank 

plasma spiked with the analytes at the concentrations of LLOQ 
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Figure 3-4 MS1 and MS2 chromatograms of the targeted analytes in the blank plasma 

Table 3-5 Intra-batch precision and accuracy 

 QC low QC medium QC high 

 
Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Ampicillin 7.0 103.3 5.3 93.6 9.4 101.7 

Caffeine 5.4 102.6 8.0 99.6 1.7 102.4 

Fluconazole 4.9 98.9 5.0 99.4 8.3 99.0 

Midazolam 7.6 102.4 11.5 101.6 8.9 92.8 

α-

hydroxymidazolam 

4.7 101.8 5.0 98.8 3.7 105.7 

Vancomycin 5.2 100.3 9.4 96.6 2.5 103.8 
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Table 3-6 Inter-batch precision and accuracy 

 QC low QC medium QC high 

 
Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Accuracy 

(%) 

Ampicillin 6.4 102.6 7.5 97.5 8.7 103.1 

Caffeine 4.4 99.2 7.9 100.8       7.8 99.7 

Fluconazole 8.1 103.4 5.8 99.8 6.5 99.7 

Midazolam 6.4 100.1 8.7 102.2 9.1 97.2 

α-hydroxymidazolam 5.9 102.6 5.9 97.2 6.8 102.2 

Vancomycin 7.3 98.4 8.1 100.5 8.1 101.5 

 

Table 3-7 Freeze and thaw stability, matrix effect, and extraction recovery 

 QC low QC medium QC high 

 F/T(%) ME(%) Recovery(%) F/T(%) ME(%) Recovery(%) F/T(%) ME(%) Recovery(%) 

Ampicillin 103.6 95.5 103.2 102.4 108.3 95.2 111.8 100.4 110.8 

Caffeine 97.9 100.1 103.1 102.9 106.6 98.6 96.8 92.4 105 

Fluconazole 98.3 102.8 94.3 106.1 87.2 95.7 102.6 104.1 89.9 

Midazolam 103.4 104.7 101.3 89.8 101.7 101.6 90.9 113.0 102.3 

MiOH 100.7 95.2 103.2   91.8 86.9 93.2 91.5 85.3 90.0 

Vancomycin 93.6 93.2 104.7 92.4 100.1 113.9 105.7 111.6 103.0 

F/T: Freeze and thaw stability      ME: Matrix effect  

Values are the means from three independent experiments. 

 

Table 3-8 Autosampler stability 

 QC low QC medium QC high 

 24 h (%) 48 h (%) 24 h (%) 48 h (%) 24 h (%) 48 h (%) 

Ampicillin 100.4 104.0 98.9 101.2 99.4 111.1 

Caffeine 98.5 96.4 101.5 103.2 99.9 96.7 

Fluconazole 106.0 104.2 99.5 102.9 99.1 101.7 
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Midazolam 97.2 100.5 107.2 96.2 104.6 95.1 

MiOH 103.0 103.7 101.0 92.7 104.3 95.4 

Vancomycin 101.0 94.5 106.0 97.9 98.0 103.6 

Values are the means from three independent experiments. 

 

3.4.2 Untargeted metabolomics analysis 

For the untargeted metabolomics analysis, a total of 2,245 metabolite features were 

detected from the human plasma samples. Among these metabolite features, 1,055 were 

annotated by the MS-DIAL software according to their accurate mass and MS/MS spectra. The 

distribution of the MS1 ion intensity of the annotated metabolites was presented in Figure 3-5, 

showing that most of the annotated metabolites had ion intensity greater than 1 × 104 cps. The 

annotated plasma metabolites were classified into various classes of metabolites (Figure 3-6A), 

and the distribution of the annotated metabolites is in agreement with the previous reports [88, 

89]. The MS1 and MS2 peaks of the representative annotated metabolites phenylalanine, and LPC 

18:0 are shown in Figure 3-6B and Figure 3-6C, respectively. The measured MS2 spectra were 

matched with the reference metabolite spectra, which increased the credibility of the annotated 

metabolites.  The reproducibility of this untargeted metabolomics method was evaluated by 

measuring four metabolomics QC samples. Figure 3-6D showed the RSD distribution of all the 

detected features in the four QC samples, and most of them are within 30%. The PCA analysis 

showed that the four QC samples were clustered closely (within 2 SD, Figure 3-7), indicating 

that the method was highly reproducible.   
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Figure 3-5 Distribution of the MS1 ion intensity of the annotated metabolites 

 

Figure 3-6 Profiles of the untargeted metabolomic analysis method. (A) Classification and 

relative abundance of the annotated metabolites (B) Example of identified metabolites 

phenylalanine, left panel: overlapped MS1 and MS2 peaks; right panel: deconvoluted MS/MS 
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spectrum from the plasma samples (blue) matched against database spectrum (red). (C) Example 

of identified metabolites LPC 18:0, left panel: overlapped MS1 and MS2 peaks; right panel: 

deconvoluted MS/MS spectrum from the plasma samples (blue) matched against database 

spectrum (red). (D) Distribution of RSD (%) of all the features in QC samples. The percentage of 

compound numbers within the corresponding %RSD range is represented by each column. 

 

 

Figure 3-7 PCA score plot of the metabolic profiles of the QC and neonatal plasma samples. 

Black triangles represent four QC samples and red squares are the six neonatal samples 

 

3.4.3 Application to clinical samples 

The established SWATH metabolomics method was applied to the analysis of plasma 

samples collected from three preterm and three full-term neonatal patients who were treated with 

at least one of the five targeted drugs in the NICU of the University of Michigan hospital. As 



 45 

shown in Table 3-9, all analytes of interest were successfully measured by the assay. It is noted 

that the drugs detected in the study were consistent with the drug administration information in 

the patients’ electronic medical records, suggesting the excellent sensitivity and specificity of the 

method.    

Table 3-9 Concentrations of targeted drugs (ng/ml) measured in neonate plasma samples 

Patient 

number 
Ampicillin 

Caffein

e 
Fluconazole Midazolam α-hydroxymidazolam Vancomycin 

1 18,100 ND ND 931 131 10 

2 ND ND ND 617 53 ND 

3 4,670 ND ND 472 46 17 

4 ND 16,100 12,400 2,560 130 8,910 

5 ND 4,590 7,520 212 26 8,100 

6 ND ND ND ND ND 13 

ND: not detected 

 

The SWATH method was evaluated for its capability in assessing the metabolome differences 

between preterm and full-term neonates. The drugs measured by the targeted metabolomic 

analysis were removed from the metabolome dataset to eliminate the contributions of the 

administered medications to their metabolomic profiles. The preterm and full-term neonates were 

completely separated in the PLS-DA score plot (model parameters: R2X = 0.76, R2Y = 0.987, Q2 

= 0.324) (Figure 3-8A). Due to the limited sample size (n = 3), the Q2 value of the permutation 

plot and the CV-ANOVA test of the PLS-DA model could not be validated. In the S-plot of the 

PLS-DA scores (Figure 3-8B), variables with absolute covariance (X axis) > 0.05 and absolute 

correlation (Y axis) > 0.3 were in the shaded area and were considered to be the major 

contributors to the classification. The loading plot of the PLS-DA scores is shown in ESM1 

Figure 3-9. The corresponding VIP values were calculated, and a total of 175 metabolite features 
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were found to have a VIP value > 1. For the univariate screening of statistically different 

metabolite features between the two groups, the Student’s t-test with Bonferroni correction was 

utilized, and 106 features with P < 0.05 were retained. The fold changes of the normalized 

metabolite feature intensities were also calculated, and 622 features differed by greater than 20% 

between the two groups. The Venn diagram (Figure 3-8C) shows the overlapped features 

reported by the three data analysis approaches, and a total of 61 features were identified by all 

three methods to be the metabolites differentiating between the preterm and full-term groups. 

Nineteen out of the 61 metabolite features were annotated using the plasma metabolomic 

libraries from MS-DIAL and the Human Metabolome Database (HMDB). The relative 

abundances of these annotated metabolites in each sample were shown in the heatmap (Figure 3-

8D) and violin plots (Figure 3-10).   
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Figure 3-8 Metabolomics profiles of neonate samples. (A) PLS-DA score plot of the full-term 

and preterm neonates. Red dots represent the three full-term neonates, and blue triangles 

represent the three preterm neonates. (B) S-plot plot of the PLS-DA model. The variables that 

contributed most to the classification were in shaded areas. (C) Venn diagram of VIP (VIP>1, 

n=175), P-value (P < 0.05, n = 106), and fold change (FC < 0.8 or FC > 1.2, n = 622). (D) 

Heatmap of 19 potential differential metabolites between preterm and termed groups.  

 

 

Figure 3-9 Loading plot of the PLS-DA model. The variables contributed most to the 

classification were in the shaded areas. 
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Figure 3-10 Violin plot of the 19 annotated plasma metabolites that differed between the preterm 

and termed neonates. Red circles are preterm subjects and blue triangles are termed subjects. The 

X axis is the normalized concentration level. 
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3.5 Discussion 

In this study, a SWATH capillary LC-MS/MS metabolomics method was developed for 

both targeted quantification and global metabolite profiling. The method was validated for 

linearity, sensitivity, precision, and accuracy for the targeted analytes. We demonstrated its 

suitability for the quantification of several commonly used medications in neonates, including 

ampicillin, caffeine, fluconazole, vancomycin, midazolam, and its metabolite α-

hydroxymidazolam. The assay was also successfully applied to the untargeted metabolomics 

analysis of six plasma samples collected from neonatal patients. The preterm and full-term 

neonates could be readily differentiated according to their metabolite features.     

Nano-flow (e.g., 300 nl/min) is the mainstay for proteomics analysis [90], whereas 

analytical flow (e.g., 0.2 - 1 ml/min) is most common in metabolomics research [91]. Nano-LC 

offers greater sensitivity but is generally less robust compared to an analytical flow 

configuration. In the present study, a capillary-LC system with a 150 µm ID column and a flow 

rate of 1 µl/ml was employed to achieve a balanced performance of sensitivity and robustness. 

The results were found to be highly reproducible, as demonstrated by both the validation study of 

the targeted analytes and the results from the untargeted metabolomics study of the QC samples.  

Different from other data acquisition modes (e.g., data-dependent acquisition and 

multiple reaction monitoring (MRM)), SWATH generates both MS1 and MS2 chromatograms of 

all analytes. Therefore, SWATH quantification can be based on the peak areas of MS1, MS2, or 

the sum of MS1 and MS2. We compared the performances of the three quantification approaches 

and found that the method utilizing the sum of MS1 and MS2 signals generally outperformed the 

methods using either MS1 or MS2 regarding sensitivity and reproducibility. For example, when 

only MS1 was used for vancomycin quantification, the LLOQ was 10 ng/ml, whereas the LLOQ 
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was 2 ng/ml when the quantification was based on the sum of MS1 and MS2.  The variations of 

ampicillin and vancomycin calibration curves also increased when only MS1 signals were used 

(data not shown). In addition, when only MS2 signals were used, the R2  values of the midazolam 

and ampicillin calibration curves decreased to 0.946 and 0.984, respectively. Accordingly, the 

sum of MS1 and MS2 peaks was utilized to quantify the targeted compounds throughout the 

study.   

Several LC-MS/MS-based methods were established to quantify ampicillin [92], caffeine 

[93], fluconazole , midazolam, α-hydroxymidazolam [94], and vancomycin [95] in neonatal 

plasma. All these methods were based on the same MRM data acquisition strategy using low-

resolution triple quadrupole mass spectrometers. As a comparison, this reported SWATH method 

utilized an emerging data-independent data acquisition technology on a high-resolution Q-TOF 

instrument. The generated SWATH data is a complete digital archive of all detected analytes. 

Thus, unlike those targeted methods (e.g., MRM), the SWATH approach allows post-acquisition 

data extraction. For example, if a new interest arises for a compound that was not targeted in the 

original study, investigators can re-interrogate the previously collected SWATH data and extract 

the quantitative information of the compound of interest. The flexibility of this approach was 

also demonstrated by two recent studies: Drotleff and collegues quantified steroid hormones in 

human plasma using SWATH-acquisition and untargeted profiling [96]. Sanwald et al. used both 

targeted and SWATH assays to quantify amino acids in human corneal epithelial cells treated 

with ionic liquids [97]. Moreover, the SWATH analysis generated thousands of metabolite 

features that successfully differentiated the preterm and full-term neonates enrolled in the study, 

indicating that the SWATH-based metabolomics could be a powerful tool for clinical biomarker 

discovery. In this preliminary study, 61 metabolite features were found to differ between the 
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preterm and termed neonates, among which 19 were annotated. The classes of the 19 annotated 

metabolites include organic acids, nucleotides, nucleosides, amino acids and indole derivatives. 

Some of them are critical in various signaling pathways. For example, both dopamine and its 

precursor L-dopa play important roles in the brain activity mediated by dopamine pathways, and 

the plasma concentrations of the two neurotransmitters were different between the preterm and 

termed neonates, which is consistent with a previous report showing that the activation of the 

dopamine pathways in preterm patients was different from that in termed patients [98]. Apart 

from the signaling pathways, some identified metabolites such as creatinine are indicators of the 

maturation of organ functions. Indeed, creatinine plasma levels were reported to be significantly 

different between preterm and termed neonates [99, 100]. However, it should be noted that only 

six subjects were included in this proof-of-concept study, and a larger sample size is warranted in 

order to perform a more in-depth global metabolomics analysis. Also, chemical standards are 

needed for authenticating the identified metabolite biomarkers. 

In sum, we developed a SWATH capillary-LC-MS/MS analytical platform capable of 

simultaneously analyzing the compounds of interest and the whole plasma metabolomes of 

neonatal patients. This method is suitable for clinical TDM for multiple medications while 

concurrently generating comprehensive untargeted metabolomics data for biomarker discovery 

and targeted post-acquisition data extraction.  

 

*This chapter was used with permission from [101] 
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Chapter 4 Population PK/PD Study of Midazolam in the Neonatal Intensive Care Unit 

Patients 

4.1 Abstract 

Midazolam is one of the most widely used sedatives in the neonatal intensive care unit 

(NICU). However, its concentration-effect relationship is still unclear in neonates, and clinical 

responses vary markedly between individuals. We conducted a population PK/PD study in 

neonates treated in the University of Michigan NICU to better understand the factors that 

determine midazolam PK and PD in neonatal patients. A two-compartment population PK model 

of midazolam with two sequential compartments for its metabolites 1-hydroxymidazolam and 4-

hydroxymidazolam was built. After the stepwise screening, patient lab results like ALT and 

creatinine levels were incorporated as the covariates of the model. Our PK model prediction 

matched well with the observed data. For drug response prediction, a binary probability model 

was used as the final PD model. No direct correlation was observed between midazolam PK and 

PD based on the goodness-of-fit plot, even with midazolam metabolites concentrations being 

included.  

 

4.2 Introduction 

Midazolam (MDZ) is a benzodiazepine drug with rapid onset of action and short-acting 

for anesthesia, procedural sedation, and the management of trouble sleeping and severe agitation 

[83]. The sedative and anticonvulsant properties of midazolam are related to GABA 
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accumulation and the occupation of benzodiazepine receptors [102]. The half-life of MDZ is 1.9 

hours in adults [103], and the bioavailability is about 50% when being absorbed through either 

oral or nasal mucosa [104].  

In adults, MDZ is mainly metabolized by CYP3A4 and CYP3A5 enzymes through 

hydroxylation to form1-hydroxymidazolam (1-OH-MDZ). A small amount of MDZ can be 

metabolized to 4-hydroxymidazolam (4-OH-MDZ) by CYP3A7[105].  For pharmacological 

potent, 1-OH-MDZ is at least as potent as the parent compound, and 4-OH-MDZ is about 1/3 of 

1-OH-MDZ regarding the sedative effect [106]. Both 1-OH-MDZ and 4-OH-MDZ are 

glucuronidated before excretion into urine [83].  In neonates, hepatic CYP3A4 activity is only 

about 20% of the adult level during the first several weeks of life [107], resulting in reduced 

midazolam clearance (CL) and 1-OH-MDZ concentration. Meanwhile, the hepatic CYP3A7 

enzyme activity is higher in 1-3 months old neonates than in adults, which leads to higher blood 

levels of 4-OH-MDZ [107].  

Physical growth and development are rapid in neonates; both the PK and PD of a drug in 

neonates could differ markedly from that in adults. To date, only a small number of drugs used in 

neonates are licensed for use in this specific group, and approximately 90% of the drugs used in 

neonatal intensive care are prescribed for off-label use [108]. Drug dosing regimens in neonatal 

patients are usually empirically derived from adult regimens using linear extrapolations based on 

body weight. However, the developmental changes during the neonatal stage are non-linear 

dynamic processes, and thus, using the linear extrapolation dosing paradigm may result in over 

or under-dosing and cause severe adverse effects and therapeutic failure. Thus, PK/PD studies in 

neonates are vital to improve the efficacy and safety of pharmacotherapy in this special 

population.  
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PK/PD research in the neonate population faces many challenges. Firstly, due to the 

relatively small body size, the quantity of blood samples that can be drawn from a neonate is 

limited, which often prevents an extensive sampling strategy-based conventional PK study [109]. 

Secondly, moral issues disallow “pediatric healthy volunteers”, and only neonatal patients who 

can benefit from the study could be enrolled, which greatly limits the design and performance of 

clinical trials. Thirdly, due to developmental changes, ontogeny, and the maturation of DMEs, it 

is challenging to scale neonatal doses from adult doses. In the face of all these challenges, 

population PK/PD modeling methods have been increasingly developed and applied to predict 

drug doses and responses in neonates. Population PK/PD models are particularly useful in the 

neonatal population[110], where repeat blood sampling is often infeasible and ethically 

inappropriate for a neonatal patient [111].  In addition, relative to allometric scaling, population 

PK/PD modeling allows the incorporation of more covariates, such as age (both post-natal and 

post-menstrual), body weight, and renal and liver functions, which could lead to better prediction 

performance.  

Although MDZ is one of the most prescribed sedatives in the NICU, a concentration-

effect relationship has been fully established for MDZ in the neonate population. Several studies 

have reported the discordance between the PK and PD of MDZ in neonates [112-114].  In this 

study, we built a MDZ population PK/PD model by incorporating  MDZ and its two active 

metabolites and multiple covariates, aiming to explain the interindividual variabilities in the 

MDZ PK and PD and the relationship between the PK and PD in neonatal patients. 

4.3 Materials and Methods 

4.3.1 Patient and study designs 
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The study included neonate patients who were treated with midazolam for sedation and 

pain relief at the University of Michigan NICU. Neonates who were given MDZ were identified 

through the MiChart system. The residue whole blood samples left from patients' routine 

complete blood count (CBC) tests were collected. Informed consents were not required for this 

study. Patients’ demographic information, medication history, and lab results were all obtained 

from MiChart or the University of Michigan DataDirect system. 

4.3.2 Midazolam and its metabolites concentration measurements 

Midazolam, 1-hydroxymidazolam, and 4-hydroxymidazolam concentration in plasma 

were simultaneously measured by an LC-MS/MS assay as previously described in Chapter 3. 

The lowest limit of quantification was 5 ng/ml for midazolam and 2 ng/ml for 1-

hydroximidazolam and 4-hydroxymidazolam. The method validation results (precision, 

accuracy, matrix effect, extraction recovery, and stability) were within the acceptable range.  

4.3.3 Midazolam PD response assessment 

The PD response to midazolam treatment was assessed using the neonatal pain, agitation, 

and sedation scale (N-PASS). N-PASS is widely used in the NICU to assess the pain, agitation, 

and sedation levels in a critically ill infant with acute pain. The total score is documented as a 

positive number from 0 to 10, as shown in Table 4-1. The goal of pain treatment/intervention is 

to keep the N-PASS score under 3. In our study, the N-PASS scores were the mean values within 

24 hours. The N-PASS variables were set to 0 (normal) if the N-PASS value is less than 3 and 

were set to 1 (abnormal) if N-PASS is over 3 in our final datasets for modeling. 

4.3.4  Data set 
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In the current study, PK and PD data from 116 neonates who received the midazolam 

treatment were used for the population PK/PD analysis, including 545 PK and PD data points. 

The latent variables used as candidate covariates were dosing weight (kg), postnatal age (week), 

gestational age (week), sex, creatinine (mg/dl), serum aspartate transaminase (AST), and alanine 

transaminase (ALT).  

4.3.5  Population PK/PD model development 

The population PK/PD analysis was conducted using the nonlinear mixed effects 

modeling software NONMEM (ver. 7.4; Icon Development Solution, Ellicott City, MD, USA). 

The first-order conditional estimation (FOCE) method was used for model prediction. The inter-

individual variability of each parameter was applied to the basic model with the exponential 

expression: 

 Pij = Θj * exp(ηij) 

Where Pij is the value of the jth parameter in the ith individual; Θj is the typical value of the jth 

parameter; ηij is the interindividual variability of the jth parameter for ith individual, with a mean 

of 0 and variance of ω2.  

A proportional combined with additive error model was used to describe the residual 

error: 

 Cobs,ij = Cpred,ij *(1+ εpro,ij)+ εadd,ij 

Where Cobs,ij  is the observed value of the jth parameter in the ith individual; Cpred,ij is the 

predicted value of the jth parameter in the ith individual; εpro,ij and εadd,ij are the proportional 

and additive residuals of intra-individual variability, respectively. Their means are zero with 

variances being σ2pro and σ2add for the proportional and additive residuals, respectively. A 

similar error model was applied to PD observations. Model parameters were optimized by log-
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likelihood ratio test (LRT), in which, if the decrease of the objective function value (OFV) was 

greater than 3.84 (p<0.05), the result for LRT was considered statistically significant.  

To account for the variability in PK parameters due to the bodyweight changes of 

individual neonates during the study, clearances, and volumes of distributions were standardized 

to the median bodyweight of 2.74 kg with an allometric scaling model: 

Pi = P2.74kg * (WTi/2.74) Θp 

Where Pi is the parameter of the ith individual. WTi is the bodyweight of the ith individual, 

P2.74kg is the parameter of a neonate with a standardized bodyweight of 2.74kg, Θp is the power 

exponent fixed at 1 for volumes of distribution, and 0.75 for clearance. 

For the midazolam PK model, one, two, and three-compartment models were evaluated. 

For the PD model, a logistic model for dichotomous data was utilized to explain the 

instantaneous PK-PD relationship: 

P (Y =1) = C γ pred,ij / (EC γ 50 + C γ 
pred,ij) 

Where P (Y =1) is the probability that the response will occur, C pred,ij is the predicted 

concentration over time for individuals; EC50 is the plasma concentration that will produce 50% 

probability of response; γ express the steepness reflecting the interindividual variability in the 

measured effect. To implement this approach, the PD data (N-PASS) was transformed into a 

binary format. According to the N-PASS guidance, the goal of pain treatment/intervention is N-

PASS score < 3, therefore, N-PASS values less than 3 were regarded as responders with DV=0, 

whereas values >3 were regarded as non-responders (DV=1). 

4.3.6 Covariates analysis 

To explain the interindividual and intraindividual variability in PK and PD parameters, 

several variables in the dataset were explored as covariates. The correlation of all the covariates 
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was studied. Covariates were incorporated into the basic model stepwisely: first, all the potential 

covariates were tested, and the covariates with the largest decrease of the objective function 

value (ΔOFV >3.84) were retained; the rest potential covariates were evaluated for the next 

round until no covariates could achieve the decrease of OFV >3.84 compared to the former 

model. 

4.3.7  Model validation 

The significant difference between models was tested by the changes in OFV (ΔOFV > 

3.84). Goodness-of-fit plots were plotted for graphical analysis of the model prediction 

performance, including observed-versus-population predicted, observed-versus-individual 

predicted, weighted residual-versus-time, and weighted residual-versus-individual predicted. The 

median value and coefficient variance of each parameter were calculated. Predicted model 

parameters were compared with the published studies. 

 

4.4 Results 

4.4.1 Study population 

Totally 116 neonates with 565 blood samples were included in this study. The 

demographics of study participants are listed in Table 4-1.  The mean postnatal age of the 

neonate patients was 8.48 weeks, and the mean dosing weight was 2.74 kg. Midazolam was 

administrated via IV infusion or IV bolus, and the dosages ranged from 10 to 400 µg/kg/hour and 

0.03 to 2 mg, respectively.  
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Table 4-1 Demographic information of neonate patients 

 Mean SD 

Bodyweight (kg) 2.74 1.34 

Postnatal Age (week) 8.48 11.60 

Gestational Age (week) 33.52 5.60 

ALT (iu/l) 71.76 122.90 

AST (iu/l) 100.22 260.69 

Creatinine (mg/dl) 0.40 0.26 

 

4.4.2  Population PK modeling 

For the structural MDZ PK model, one, two, and three-compartment models were tested, 

and the two-compartment model (central and peripheral) fits our observed data best. The MDZ 

metabolites, 1-hydroxymidazolam(1-OH-MDZ) and 4-hydroxymidazolam(4-OH-MDZ) were 

described by two sequential compartments separately. The schematic representation of the 

structural model was shown in Figure 4-1. The metabolism of MDZ to 1-OH-MDZ and 4-OH-

MDZ were reported to be linear in therapeutic midazolam doses in children[115]; thus, linear 

metabolism was chosen to describe the formation of 1-OH-MDZ and 4-OH-MDZ rather than 

Michaelis-Menten equation. The volume of distributions (V) of 1-OH-MDZ and 4-OH-MDZ 

were not identifiable from our data; accordingly, we fixed these values with the published results 

after scaling with body weight[116]. The model was implemented in the PREDPP library 

subroutine “ADVAN6 TRANS1” built in NONMEM. Exponential models were used for 

interindividual variability, and the proportional plus additive model was used for the residual 
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error model. The correlations of all the covariates were studied, and the correlation between each 

covariate was shown in Figure 4-2. After the stepwise forward and backward covariates selection 

as described in the method section, ALT and creatinine level were selected as the covariates, 

which significantly improved the goodness of fit and the OFV of the model. The effects of ALT 

on CL and V were explained by the following equations separately: 

CLj = θpopcj *(θALTcj)
ALT 

Vj = θpopvj *(θALTvj)
ALT   

Where θpopcj and θpopvj were the typical population values of CL and V of jth compound (MDZ, 

1-OH-MDZ, 4-OH-MDZ). θALTcj and θALTvj were the estimated influence factor for CL and V 

of jth compound. The ALT used here was dichotomized to 0 if the ALT level was between 7 IU/L 

to 56 IU/L and =1 if the ALT level was not in the normal range.   

 

 

Figure 4-1 Schematic representation of the MDZ and metabolites structural model 
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Figure 4-2 Heatmap of correlations between potential covariates of the MDZ PK/PD model  

The effects of creatinine levels on CL and V were explained by the following equations 

separately: 

CLj = θpopcj *(θALTcj)
Creatinine 

Vj = θpopvj *(θALTvj)
Creatinine 

Where θpopcj and θpopvj were the typical population values of CL and V of jth compound (MDZ, 

1-OH-MDZ, 4-OH-MDZ). θALTcj and θALTvj were the estimated influence factor for CL and V 

of jth compound. The creatinine level used here was dichotomized to 0 if the creatinine level was 

between 0.3 mg/dl to 0.7 mg/dl and =1 if the creatinine level was not in the normal range. The 

process of model development and OFV changes are shown in Table 4-2. 
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Table 4-2 Stepwise process of MDZ PK model development 

 

The final estimations of the mean values and inter-individual variability of parameters are 

summarized in Table 4-3. The observed-versus-population predicted, observed-versus-individual 

predicted, weighted residual-versus-time, and weighted residual-versus-individual predicted 

were plotted to assess the goodness-of-fit of the PK models. The model prediction results fit the 

observed data well for both MDZ (Figure 4-3) and metabolites (Figure 4-4, Figure 4-5). 

 

Table 4-3 Parameter estimation of the MDZ population PK model 
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Figure 4-3 Goodness-of-fit plots of MDZ observed data and model prediction The dashed line is 

the locally weighted scatterplot smoothing. 
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Figure 4-4 Goodness-of-fit plots of 1-OH-MDZ observed data and model prediction The dashed 

line is the locally weighted scatterplot smoothing. 
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Figure 4-5 Goodness-of-fit plots of 4-OH-MDZ observed data and model prediction.  The dashed 

line is the locally weighted scatterplot smoothing 

4.4.3 Population PD modeling 

The binary probability model was used as the final PK-PD model, which incorporated the 

concentrations of MDZ, 1-OH-MDZ, and 4-OH-MDZ. The estimated parameters of the PD 

model were: EC50 = 0.57 µg/ml, γ= 2.12, interindividual variability =0.692 for EC50 and 0.74 for 

γ. Here the EC50 is the total concentration of MDZ and its two metabolites. No significant 

correlation was observed between PK and PD response. The goodness-of-fit plots of the PD 

model were not shown. 
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4.4.4 Model evaluation 

The standard errors and coefficients of variation showed that the models are robust and 

the model parameter estimations are acceptable (Table 4-3). The goodness-of-fit plots showed 

that the simulated MDZ and its metabolites PK data match well with the observed data. The 

estimated parameters were compared with several published MDZ neonate/pediatric models, as 

shown in Table 4-4. 

Table 4-4 Estimated PK parameters compared with other published models [116-119] 

 

 

4.5 Discussions 

In the present study, a two-compartment population PK model was built to describe the 

PK profiles of MDZ, 1-OH-MDZ, and 4-OH-MDZ in the neonate population. The PK 

parameters were standardized by patients’ body weights. Covariates, including ALT and 

creatinine, were incorporated into the PK model to explain the inter-individual variability. 

Goodness-of-fit plots showed our predicted PK profiles matched well with the observed values. 
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We predicted MDZ PD response using a binary probability model but did not observe a 

significant concentration-effect relationship in the neonate population. 

When incorporating ALT and creatinine as covariates in our PK model, we regarded 

them as categorical rather than continuous variables because the ALT or creatinine levels are not 

in direct proportion to the liver or renal function in neonates. The prediction would be biased by 

some extreme values if the exact ALT or creatinine levels were used. Besides ALT and 

creatinine levels, some other covariates, such as AST, GA, and PMA, were also tested but did 

not significantly improve the PK model. Usually, PK parameters in the neonate population are 

very sensitive to age. However, in our study, the incorporation of age as a covariate made the 

model unstable and difficult to converge. This observation could be due to the complex disease 

states of neonates in NICU and the large age variation (from several hours old to 2 years old). 

For the prediction of PD response, it is a common practice that, when the response is 

categorical data like a pain scale, the prediction will be made to estimate the probability of each 

category under a given drug plasma concentration. Unfortunately, in our study, the number of 

samples in each PD response category is not balanced, with over 90% of samples having a mean 

N-PASS score of less than 3. Thus, it will be less meaningful to predict the probability of some 

categories with very few or even no samples. To handle this issue, we transformed the PD data to 

two categories: MDZ responders (N-PASS<3, PD=0) and not responders (N-PASS >3, PD=1) 

according to the goal of pain treatment/intervention in clinic(N-PASS<3). By dichotomizing the 

PD data, we not only simplified the PD model, but also matched the clinical assessment of MDZ 

treatment in neonates.  

To date, no significant concentration-effect relationship for midazolam has been found in 

the neonate population. Many papers have reported the PK-PD inconsistency in the neonate 
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population[112-114], and none of the studies incorporated 4-OH-MDZ into their PK/PD model. 

4-OH-MDZ concentrations are usually lower than 1-OH-MDZ in pediatric and adult populations 

due to the diminishing CYP3A7 expression during maturation. However, 4-OH-MDZ 

concentrations were much higher than 1-OH-MDZ in our neonatal population (Figure 4-6). This 

can be explained by the young postnatal age of our subjects (average= 8.5 weeks); during that 

time, the activity of CYP3A7 is still high. We hypothesized that the incorporation of 4-OH-MDZ 

concentrations in our PK/PD model would improve the prediction of PD response and explain 

the reported PK-PD inconsistency. Even though 4-OH-MDZ did not significantly improve the 

PD prediction performance in the study, the contribution of 4-OH-MDZ to PD response needs 

further investigation. 

 

Figure 4-6 Observed concentration of 4-OH-MDZ and 1-OH-MDZ.The Y-axis shows the 

concentration ratios of 4-OH-MDZ to 1-OH-MDZ, and the X-axis represents the postnatal ages 

of the patients. 
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Differences in the estimated PK parameters between MDZ population PK studies among 

different patient populations were observed (Table 4-4). For MDZ central clearance, our 

prediction value is 11.3 L/hour, while the value was 36.6 L/hour in the pediatric population from 

the Zuppa et al. study. This discrepancy could be explained by the differences between the 

neonatal and pediatric populations. Moreover, for the neonatal population, the parameter 

estimations are different between studies. For example, we estimated the volume of distribution 

of MDZ in the central compartment to be 0.93 L, while in other neonate studies, it was reported 

to be 4.29L[117], 0.5L [118], and 0.82L [119]. The inter-study variability still exists even though 

the difference in body weights was taken into consideration. 

The opportunistic sampling strategy enabled us to collect a large set of samples during a 

short period of time without imposing additional burdens on study subjects; however, it also 

greatly increased the complexity of PK data analysis. For example, the sample numbers of an 

individual patient varied from 1 to 32, and the time intervals between sampling within a subject 

ranged from several hours to over 1 year; the dosing regimens were different within the study 

subjects and changed with the patients’ body weight. The very sparse PK sampling complicated 

the data exploratory data analysis, and the commonly used exploratory plots (e.g., DV vs. time, 

DV vs. dose) were unable to be drawn, which limited our ability to screen out outliers and 

abnormal data points. Additionally, 1-OH-MDZ and 4-OH-MDZ can be further metabolized by 

UDP-glucuronosyltransferase (UGT) to 1-hydroxymidazolam glucuronide (1-OH-MDZ -Glu) 

and 4-hydroxymidazolam glucuronide (4-OH-MDZ -Glu), respectively. We did not include the 

glucuronide metabolites in our study since they are not pharmacologically active [120]. 

However, it was reported that both 1-OH-MDZ-Glu and 4-OH-MDZ-Glu could be converted 

back to 1-OH-MDZ and 4-OH-MDZ by β-glucuronidase [120]. This will affect the PK profiles 
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of both MDZ metabolites and should be considered. Moreover, a simplified binary probability 

model was applied to predict PD response due to the imbalanced categorical PD data. A more 

sophisticated PD model with probability prediction of individual N-PASS score could be used 

when PD data are ample and balanced. For future work, neonates could be stratified according to 

their disease states, age, and co-administrated drugs, and PK parameters are then estimated for 

each stratified population for a better prediction. Furthermore, different PD models could be 

tested to explore the concentration-effect relationship for MDZ in the neonate population.  
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Chapter 5 Machine Learning Assisted Population PD Study of Midazolam in Neonatal 

Patients  

5.1 Abstract 

Machine learning-based modeling is commonly used in precision medicine research. In 

the current study, we developed six machine learning models (K Nearest Neighbor, Support 

Vector Machine, Decision Tree, Random Forest, Naïve Bayes, and Neural Network) in python to 

predict the PD response (N-PASS score) to midazolam treatment in neonates. Models were 

trained using a training dataset, and the hyper parameters of all the models were tuned using grid 

search. The final prediction performance of each model was evaluated using a testing dataset. 

With the accuracy = 0.83, precision = 0.98, and area under the receiver operating characteristic 

curve = 0.81, the random forest classifier had the best prediction performance of PD response for 

our current dataset. Postmenstrual age, birth weight, and dosing weight are the top 3 most 

important features for the random forest classifier. Our ML-based modeling enables midazolam 

PD response prediction without a PK model as a prerequisite, and this approach can also be used 

for other medications.  

 

5.2 Introduction 

Machine learning (ML) is a statistical technique for fitting models to data and to ‘learn’ 

by training models with data [121]. The purpose of ML is to construct computer programs that 

automatically improve the accuracy of their output with experience. ML algorithms use sample 
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data (also known as a training dataset) for training computational models to generate predictions 

that will fit the sample data [122]. Usually, the model prediction performance will be evaluated 

by another independent dataset called testing dataset [123]. ML approaches can be classified into 

three major types: (1) reinforcement learning:  models are trained to fulfill tasks and will be 

rewarded for good actions and punished for bad operations. (2) unsupervised learning: methods 

aim to unravel underlying complex structures in the data and enable to reason about these 

patterns. (3) supervised learning: Used labeled data to find connections between input variables 

and outcomes [124]. 

Nowadays, ML prediction is commonly used to guide clinical decisions in various 

contexts, including pre-clinical solution (PCS); recommendation system (RecSys); computer-

aided detection system (CADe); computer-aided diagnosis system (CADx); and early warning 

system (EWS)[125]. PCSs is aimed at creating the infrastructure that is subsequently utilized by 

downstream analytical tools. RecSys individualize medical, pharmacological, or dietary 

recommendations for a patient. CADe is an ML system that assists physicians in interpreting 

medical detection results, while CADx provides a more-structured diagnosis of a given image 

[126]. EWS produces warning information to help patients prepare and proactively respond in 

advance to a specific risk.   

Precision medicine is one of the most common applications of machine learning in 

healthcare. Unlike the conventional one-size-fits-all paradigm, precision medicine predicts what 

treatment protocols are likely to succeed in a patient based on various patient attributes and the 

treatment context [127]. The underlying assumption here is that individualized healthcare will 

yield higher efficacy and lower rates of adverse outcomes [128]. 
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As described previously, PK/PD modeling is a set of mathematical expressions that 

integrates a pharmacokinetic model with a pharmacodynamic model to describe the time course 

of effect intensity in response to drug dose [129]. PK/PD modeling is commonly used to predict 

the individualized dose and therapeutic response in precision medicine. However, PK/PD model 

development is an iterative, empirically guided process that relies on principles of pharmacology 

and physiology to quantitatively represent the system [130]. The quality of the model heavily 

depends on the developer’s knowledge and experience [131]. Moreover, due to the advances in 

high-throughput bioanalysis and electric health record system, massive amounts of data are being 

generated and ready for use by PK/PD modeling [132]. These developments generated an ever-

expanding data landscape that pharmacometrics research should navigate. 

There is an increasing interest in incorporating ML techniques in population PK/PD 

modeling. For example, neural network methods were used to predict the peak and trough 

plasma concentrations of gentamycin [133], tobramycin [134], and arbekacin [135] in population 

PK studies. Tang et al. compared 8 different ML methods to investigate the dose-response 

relationship of tacrolimus [136]. ML methods were also applied in the population PK/PD 

modeling of digoxin [137] and remifentanil [138]  to predict the initial doses and PD responses. 

In this study, we collected midazolam PK and PD data from 565 neonatal samples. Six 

different ML techniques were investigated to predict the PD response, with numerous patient 

demographic information, lab results, and co-administrated drug concentrations incorporated as 

model features. The prediction performances of the six ML models were compared to identify 

the most suitable model for our dataset. 
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5.3 Materials and Methods 

5.3.1 Patients 

The patient recruitment and study design were described in the method section of chapter 

4. The demographic information of the subjects was obtained from their electronic health record 

through MiChart and the Data Direct system.  

5.3.2 Data processing 

Drug plasma concentration and patient demographic information were processed as the 

variables of the machine learning model. The plasma concentrations of morphine, midazolam, 

and their metabolites were determined by the LC-MS/MS method as described in chapter 3. For 

patient demographic information, gender was set to 0 for females and 1 for males. Race = 0 for 

white subjects, 1 for black patients, and 2 for other races. Other variables like postnatal ages 

(PNA), postmenstrual age (PMA), gestational age (GA), birth weight, dosing weight, level of 

alanine aminotransferase (ALT), level of aspartate aminotransferase (AST), level of creatinine 

(CREAT), the plasma concentration of morphine (Morphine), morphine-3-glucuronide (M3G), 

morphine-6-glucuronide (M6G), midazolam (Midazolam), 1-hydroxymidazolam (1-

hydroxymidazolam), 4-hydroxymidazolam (4-hydroxymidazolam) were processed as numerical 

data. The mean and standard deviation (SD) of all numerical variables are listed in Table 5-1.   

 

Table 5-1 Means and standard deviations of all numerical variables 

Variables Mean SD 

Bodyweight at dosing (kg) 2.74 1.34 

Postnatal Age (week) 8.48 11.60 
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Gestational Age (week) 33.52 5.60 

Bodyweight at birth (kg) 1.89 1.10 

ALT (iu/l) 71.76 122.90 

AST (iu/l) 100.22 260.69 

Creatinine (mg/dl) 0.40 0.26 

Morphine (ng/ml) 118.16 237.15 

M3G (ng/ml) 148.7 315.0 

M6G (ng/ml) 87.35 126.4 

Midazolam (ng/ml) 316.92 536.15 

1-hydroxymidazolam (ng/ml) 21.07 52.76 

4-hydroxymidazolam (ng/ml) 104 180.5 

 

The PD response to midazolam treatment was assessed via the neonatal pain, agitation, 

and sedation scale (N-PASS), which combines the assessment of pain, agitation, and sedation 

levels in a critically ill infant with acute and/or ongoing pain. The total pain score is documented 

as a positive number from 0 to 10, as shown in Table 5-2. The goal of pain treatment and 

intervention is N-PASS < 3. In our study, the N-PASS value was calculated as the mean of all N-

PASS within 24 hours. The N-PASS variables were set to 0 (responder) if the actual N-PASS 

value were less than 3 and set to 1 (responder) if N-PASS is over 3 in our final datasets.  
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Table 5-2 Neonatal Pain, Agitation, and Sedation Scale (N-PASS) [139] 

 

To handle the missing data in our dataset, the K-Nearest Neighbor method-based 

imputation was utilized to complete the missing values. Each sample’s missing values were 

imputed with the mean value from n nearest neighbors. To avoid the influence of extremely high 

or low values, all the features in the dataset were scaled to the range of 0 to 1 with the MinMax 

scaler method from Sklearn packages. Our dataset with a total of 565 samples was then split into 

training and testing datasets for ML classifier. About 2/3 of the data (n= 377) were used as 

training data, and 1/3 were used as testing data (n = 188). Data were stratified prior to data 

splitting; thus, the variable distributions are balanced between the training and testing datasets. 

5.3.3 Model building  

Six ML classifiers were utilized to predict the PD response, which include K Nearest 

Neighbor (KNN), Support Vector Machine (SVM), Decision Tree (DT), Random Forest (RF), 

Naïve Bayes (NB), and Neural Network (NN). The hyper parameters of each classifier were 

optimized by grid search with K fold cross validation (k=5). For the K fold cross validation, the 

training dataset is split into k smaller sets, the model is trained using k-1 of the folds as training 

data, and the resulting model is validated on the remaining fold of the data. The average values 

AAsssseessssmmeenntt  SSeeddaattiioonn  NNoorrmmaall  PPaaiinn  //  AAggiittaattiioonn  

CCrriitteerriiaa  --22  --11  00  11  22  

CCrryyiinngg  

      IIrrrriittaabbiilliittyy  

No cry with 
painful stimuli 

Moans or cries 
minimally with 
painful stimuli 

Appropriate 
crying 

Not irritable 

Irritable or crying at 
intervals 

Consolable 

High-pitched or              
silent-continuous cry        

Inconsolable 

BBeehhaavviioorr  

SSttaattee  

No arousal to any 
stimuli  

No spontaneous 
movement 

Arouses minimally 
to stimuli  

Little spontaneous 
movement 

Appropriate for 
gestational age 

Restless, squirming  

Awakens frequently 

Arching, kicking 

Constantly awake or 

Arouses minimally / no 
movement (not sedated) 

FFaacciiaall  

EExxpprreessssiioonn  

Mouth is lax 

No expression 
Minimal expression 
with stimuli  

Relaxed 

Appropriate 
Any pain expression 
intermittent 

Any pain expression 
continual 

EExxttrreemmiittiieess  

TToonnee  

No grasp reflex 

Flaccid tone 

Weak grasp reflex  

  muscle tone 

Relaxed hands 
and feet 

Normal tone 

Intermittent clenched 
toes, fists or finger splay 

Body is not tense 

Continual clenched toes, 
fists, or finger splay 

Body is tense 

VViittaall  SSiiggnnss  

  HHRR,,  RRRR,,  BBPP,,  

SSaaOO22    

No variability 
with stimuli  

Hypoventilation 
or apnea  

< 10% variability 
from baseline 
with stimuli  

Within baseline 
or normal for 
gestational age 

 10-20% from baseline 

SaO2 76-85% with 
stimulation – quick  

 > 20% from baseline 

SaO2  75% with 
stimulation – slow  

Out of sync with vent 
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computed in the loop were reported as the performance measurements. All analyses in this study 

were implemented using Python (Version 3.10) with related packages or our custom written 

functions.  

5.3.4 Model evaluation  

To evaluate the prediction performance, the accuracy, precision, recall, and f1 value of 

each optimized model classifier were calculated. The Precision-Recall Curve (PRC), Receiver 

Operating Characteristic Curve (ROC), and Area under the ROC curve were compared between 

the models. Feature importance was also measured for some classifiers to investigate the 

influence of features on model prediction performance. 

 

5.4 Results 

5.4.1 K Nearest Neighbor (KNN) classifier 

After grid search for the best hyper parameter combination, the optimized hyper 

parameters of KNN classifier with the best f1 score are:  number of neighbors (n_nerighbors) = 

3; weight function used in prediction metric is ‘distance’; algorithm used to compute the nearest 

neighbors is ‘auto’; the distance metric to use is ‘Manhattan’; other hyper parameters are default 

values in the sklearn.neighbors.KNeighborsClassifier packages. The performance of optimized 

KNN classifier was verified on the testing dataset, the confusion matrix was calculated and the 

accuracy = 0.84, precision = 0.69, recall rate = 0.31, f1 score = 0.42. The Precision-Recall curve 

of the model is shown in Figure 5-1 with thresholds from 0 to 1. The KNN Receiver Operating 

Characteristic (ROC) Curve was plotted (Figure 5-2), and the area under the ROC curve was 

0.72, indicating that there is a 72% chance that the model will be able to distinguish between 
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positive class and negative class. The importance of each feature in KNN model was evaluated 

using feature permutation, and the results are shown in Figure 5-3. Gestational age, dosing 

weight, and birth weight are the features with the highest importance in the KNN model. 

 

Figure 5-1 Precision-Recall Curve of KNN classifier 
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Figure 5-2 Receiver Operating Characteristic Curve of KNN classifier 

 

Figure 5-3 Permutation feature importance of KNN classifier 
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5.4.2 Support vector machine (SVM) classifier 

For SVM classifier, the best hyper parameters combination after grid search are: 

regularization parameter (C) = 6; kernel = ‘polynomial’, degree of the polynomial kernel 

function (degree) = 2; Kernel coefficient for polynomial kernel (gamma) = 10; other hyper 

parameters are default values in the sklearn.svm.SVC packages. Confusion matrix was used to 

evaluate the prediction performance of the optimized SVM model on the testing dataset, the 

accuracy = 0.78, precision = 0.37, recall = 0.19, f1 score = 0.25. To evaluate the trade-off 

between precision and recall for different thresholds, a Precision-Recall curve was plotted 

(Figure 5-4). The ROC curve of SVM model is shown in Figure 5-5, with the area under the 

ROC curve of 0.56, indicating a 56% chance that the model will be able to distinguish between 

positive class and negative class. 

 

Figure 5-4 Precision-Recall Curve of SVM classifier 
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Figure 5-5 Receiver Operating Characteristic Curve of SVM classifier 

 

5.4.3 Decision Tree (DT) Classifier 

Grid search for the best hyper parameter combinations was conducted as previously 

described; the hyper parameters of DT model with the best f1 score are as follows:  the function 

to measure the quality of a split (criteria) = ‘entropy’; the strategy used to choose the split at each 

node = ‘best’, which chooses the best split; the number of features to consider when looking for 

the best split (max_features) = 9. Other parameters are the default values of the 

sklearn.tree.DecisionTreeClassifier package. The prediction performance of the optimized DT 

model was verified on the testing dataset. Confusion matrix was calculated with accuracy = 0.74, 

precision=0.36, recall = 0.38, and f1 score = 0.38. The Precision-Recall curves and ROC curves 
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of the optimized DT model on the testing dataset are shown in Figure 5-6 and Figure 5-7. The 

area under the ROC curve equals 0.62.  

 

Figure 5-6 Precision-Recall Curve of DT classifier 

 

Figure 5-7 Receiver Operating Characteristic Curve of DT classifier 
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5.4.4 Random Forest (RF) classifier 

After grid search for the best hyper parameter combination, the optimized hyper 

parameters of the RF classifier with the best f1 score are: the function to measure the quality of a 

split (Criterion) = ‘gini’; the number of trees in the forest (n_estimators) = 100; the number of 

features to consider when looking for the best split (max_features) = 7; the minimum number of 

samples required to be at a leaf node (min_samples_leaf) = 1;  the minimum number of samples 

required to split an internal node (min_samples_split) = 6. Other hyper parameters are the default 

values of the sklearn.ensemble.RandomForestClassifier package. The performance of optimized 

RF classifier was verified on the testing dataset, and the confusion matrix was calculated 

(accuracy = 0.83, precision = 0.98, recall rate = 0.14, f1 score = 0.24). The Precision-Recall 

curve of the model is shown in Figure 5-8, with the threshold from 0 to 1. The ROC Curve was 

plotted (Figure 5-9), and the area under the ROC curve was 0.81, which indicates an 81% chance 

that the model will be able to distinguish between positive class and negative class. The 

importance of each feature in the RF model was studied using feature permutation, and the 

results are shown in Figure 5-10, indicating that PMA, birth weight, dosing weight are the 

features with the highest importance in the RF model. 
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Figure 5-8 Precision-Recall Curve of RF classifier 

 

Figure 5-9 Receiver Operating Characteristic Curve of RF classifier 
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Figure 5-10 Permutation feature importance of RF classifier 

5.4.5 Naïve Bayes (NB) classifier 

For the NB classifier, the best hyper parameter combination after a grid search is:  Prior 

probabilities of the classes (priors) = ‘None’; Portion of the largest variance of all features that is 

added to variances for calculation stability (var_smoothing) = 1e-9. Other hyper parameters are 

default values in the sklearn.naive_bayes.GaussianNB package. Confusion matrix was used to 

evaluate the prediction performance of the optimized NB model on the testing dataset, and the 

results are as follows: accuracy = 0.53, precision = 0.22, recall = 0.56, f1 score = 0.31. To 

evaluate the trade-off between precision and recall for different thresholds, Precision-Recall 

curve was plotted (Figure 5-11). The ROC curve of NB model is shown in Figure 5-12, with the 

area under the ROC curve = 0.55, indicating a 55% chance that the model will be able to 

distinguish between positive class and negative class.  
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Figure 5-11 Precision-Recall Curve of NB classifier 

 

Figure 5-12 Receiver Operating Characteristic Curve of NB classifier 
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5.4.6 Neural Network (NN) Classifier 

A grid search for the best hyper parameter combinations was conducted as previously 

described, the hyper parameters of the NN model with the best f1 score are as follows:  hidden 

layer size = 1000;  activation function for the hidden layer = ‘relu’ (the rectified linear unit 

function);  the solver for weight optimization = ‘lbfgs’ (an optimizer in the family of quasi-

Newton methods); alpha (L2 regulation item) = 0.0001; learning rate schedule for weight updates 

= ‘constant’; maximum number of iterations (max_iter) = 1000. Other parameters are the default 

values of the sklearn.neural_network.MLPClassifier package. The prediction performance of the 

optimized NN model was verified on the testing dataset. Confusion matrix was calculated with 

accuracy = 0.80, precision=0.45, recall = 0.28 and f1 score = 0.34. The Precision-Recall curves 

and ROC curves of the optimized NN model on the testing dataset are shown in Figure 5-13 and 

Figure 5-14. The area under the ROC curve equals 0.64.  

 

Figure 5-13 Precision-Recall Curve of NN classifier 
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Figure 5-14 Receiver Operating Characteristic Curve of NN classifier 

5.5 Discussion 

In the ML-assisted population PD study, six ML classifiers were developed and 

optimized. The same testing dataset was used to compare the prediction performance between 

the classifiers. KNN and random forest classifier had comparable accuracy (0.84), while the 

precision of random forest was higher than KNN (0.98 vs. 0.69). The naïve Bayes classifier 

demonstrated the highest recall value (0.56), and KNN exhibited the highest f1 scores (0.42) 

among the six classifiers. The recall values were low in most of our models, which indicates 

some neonate patients with abnormal PD responses may be missed by our prediction. 

Considering the precision-recall curve and ROC curve results of the classifiers, the random forest 

model showed the best area under the ROC curve (0.81).  

The feature importance analysis of the KNN and random forest models revealed that, in 

both models, the dosing weight, birth weight, PMA, and GA are the most important features for 

prediction. Those are fundamental covariates but are usually not as vital as drug concentration 
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regarding their influence on PD response. However, considering our study subjects are neonates, 

whose physiological conditions and drug PK profiles are very sensitive to the changes in age and 

body weight, the result of the feature importance analysis is not surprising. Further clinical 

studies are needed to verify these findings. 

ML has been well recognized to be data-hungry and requires a large quantity of data 

[140]. However, the sample sizes are small for many clinical studies because of the high costs of 

data acquisition and inherent challenges of clinical research [141]. Thus, ML methods might not 

be suitable for many clinical studies. An opportunistic sample collection strategy was used in our 

study. We obtained residual blood samples originally collected for routine clinical care, which 

did not impose additional burdens on study subjects. Compared to other neonatal studies, our 

sample size is larger and, thus, is more appropriate for ML-based analysis. Moreover, besides the 

drug concentration data obtained from our PK analysis, other data, including patient 

demographic information and lab results, were retrieved from the electric health record system, 

which greatly expanded the features available for machine learning analysis. 

Unlike traditional PK/PD modeling, which usually first establishes a PK model and then 

links the PK model to PD response [142], ML-based modeling does not need a PK model as a 

prerequisite. In our study, PD responses were predicted using different ML classifiers, and the 

prediction performance of the classifiers could then be conveniently evaluated and compared. 

Moreover, various covariates could be easily incorporated into the ML models as features to 

improve PD prediction. In classic PK/PD modeling, each covariate needs to be manually 

evaluated with the stepwise selection to determine if the covariate should be added to the 

structure model, which is tedious and time-consuming. As a comparison, in an ML-based model, 

covariates are easily incorporated with less restriction. This is particularly useful in PK/PD 
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studies involving high-throughput data (e.g., metabolomics, genomics, and proteomics) since 

those multi-omics data are too complex to be incorporated into a classic PK/PD model as 

covariates.  

Whilst our ML models demonstrated their capability in dealing with numerous covariates 

and predicting PD response; the study has some limitations. Firstly, the PD responses are 

imbalanced in our samples. For the 565 samples, 472 of them have PD response = 0 (responders) 

while only 93 of them with PD = 1 (non-responders). This is expected because the goal of 

midazolam treatment is to alleviate neonate pain and agitation symptoms. However, this 

imbalanced dataset may have caused prediction bias during the development and validation of 

the ML models [143]. In addition, it is difficult to mechanistically understand the ML-based 

models and the prediction results from a clinical perspective. For example, we do not fully 

understand why some covariates such as dosing weight are more important than midazolam PK 

data for predicting PD response in the KNN model. Furthermore, some important factors such as 

patients’ genotype, disease status, and other medication histories were not collected, and we were 

unable to include those covariables in our PD models. Future investigation should focus on 

further optimizing the models to increase the prediction performance (like recall rate) and 

explore the potential of the ML-based models in precision pharmacotherapy.  
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Chapter 6 Conclusions and Future Directions  

The work presented in this thesis focuses on the PK/PD study in special populations with 

different pharmacometrics approaches, including PBPK modeling, population PK/PD modeling, 

and machine learning-based modeling.  We have built a PBPK model to predict MPH exposure 

affected by the interplay among CES1 pharmacogenetics, DDIs, and sex. The study has led to a 

better understanding of the interindividual variability in MPH PK and PD. We developed an LC-

MS/MS method for simultaneous quantification of targeted and untargeted metabolomes. This 

method was successfully applied to the MDZ population PK/PD study in neonates. Midazolam 

and metabolites exposure in neonates was well predicted by our 2-CMT population PK model. 

Furthermore, the MDZ concentration-response relationship was captured by the machine 

learning-based model. 

The bottom-up PBPK approach is becoming the preferred methodology for neonate 

dosage prediction [144]. PBPK models for the neonatal population integrate the knowledge of 

the physiology, physiochemistry, biochemistry, ontogeny, and maturation of different systems to 

mathematically describe drug absorption, disposition, metabolism, and excretion (ADME) in 

neonates [145]. However, there are many obstacles hindering the use of PBPK modeling in 

neonates. For example, preterm neonates as a subpopulation are often discussed together with 

full-term neonates in PBPK studies, whilst studies indicate marked differences in physiology 

between preterm and term neonates [145]. The In Vitro In Vivo Extrapolation (IVIVE) of 

clearance in the pediatric population often fails due to the underestimation of non-CYP 

metabolic enzymes [146]. Moreover, ontogeny data on neonate transporters are often lacking, 
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which hinders the prediction of transporter expression at different ages [147]. In the future, 

various PBPK models will be developed for specific neonate subpopulations. To simulate the 

ontogeny of tissue, DMEs, and transporters in neonates, multi-omics data (e.g., proteomics and 

metabolomics) could be incorporated into our PBPK modeling. The genotypes and phenotypes 

of DMEs should also be studied to discover latent mutations associated with drug PK/PD. 

Recently, plasma as a liquid biopsy surrogate for tissue biopsy has garnered increased 

interest[148]. Many studies have reported the use of circulating tumor cells (CTC) or circulating 

tumor DNA (ctDNA) in plasma or serum for numerous diagnostic applications [149]. 

Biomarkers obtained from serum/plasma samples can also help clinicians detect cancer early, 

stratify patients for the most suitable treatment, perform real-time monitoring of treatment 

response, study resistance mechanisms in the tumor, evaluate the risk for metastatic relapse, and 

estimate prognosis [149]. However, despite the great progress in identifying biomarkers for 

cancer diagnosis, studies using serum/plasma DMEs or other biomarkers to predict the drug 

ADME process in the body are limited. For future DME-mediated drug exposure/response 

studies, we could identify plasma ADME biomarkers and determine the correlations between the 

biomarkers and the metabolic activity in the body. Recently, our lab quantified CES1 protein 

concentrations in plasma samples collected during an MPH PK study [150] and revealed a 

significant inverse correlation between normalized plasma CES1 protein concentrations and the 

area under the concentration-time curves (AUCs) of plasma d-MPH (P = 0.003, r = −0.703), 

suggesting that plasma CES1 protein could explain ~ 50% of the variability in d-MPH AUCs. 

This strategy can be applied to study different hepatic DMEs and determine if their plasma 

concentrations could predict the metabolic function and the PK of their substrate drugs. 
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Extracellular vesicles (EVs) in the blood could be utilized for biomarker discovery. Four 

major types of extracellular vesicles constitute the “secretome”: exomeres, exosomes, 

microvesicles (e.g., ectosomes), and apoptotic bodies [151, 152]. They differ in size, protein 

signature, and mechanism of formation. Of these, exosomes are the most important for ADME 

research because they contain functional proteins and nucleic acids derived from the originating 

organs. Exosomes in peripheral blood contain ADME biomarkers which may reflect the 

functional state of the originating organ [153]. There are some promising results supporting the 

use of exosomes as potential ADME biomarkers: Rowland et al. [154] isolated plasma exosomes 

from patients with different CYP3A genotypes. They reported a good correlation between the 

exosomal CYP3A4 expression (mRNA and protein) and NADPH-dependent exosomal CYP3A4 

activity. Another report focused on the correlation of intestinal miR-328 expression with the 

AUC of an orally-dosed BCRP substrate sulfasalazine. The investigators isolated GPA33-

enriched plasma exosomes and found a better correlation with sulfasalazine plasma AUC than 

for the total plasma exosomes [155]. In future studies, we can use the proteomics technique to 

quantify the DMEs in exosomes, determine the correlation between exosomal and hepatic 

DMEs, and build models to simulate how the DME expression variability could alter the PK/PD 

of their substrates in various populations. 
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