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ABSTRACT

The modelling, proper experimental testing techniques, and optimization of an

electron cyclotron resonance magnetic nozzle thruster is investigated. A zero-dimensional

model using spatially averaged quantities is constructed to predict thruster perfor-

mance trends based a set of free model parameters. From these simulations, it is

found that wall losses and magnetic nozzle efficiency are the key drivers of thruster

performance. An overview of the thrust and input power measurement techniques

is presented, including a rigorous uncertainty analysis for measured thrust and effi-

ciency. The consequences of on-ground vacuum facility pressure and wall proximity

are then investigated, and a model is constructed to extrapolate measurements taken

with finite pressure to space-like environments. Finally, the setup and results of an

optimization experiment seeking to improve thruster efficiency using custom input

waveforms are presented. The waveforms investigated include single-frequency and

two-frequency tuning and pulsed modulation. It is found that thruster performance

is closely linked to input frequency for single-frequency tuning while two-frequency

and pulsed modulation are not shown improve thruster efficiency beyond the single-

frequency maxima for the powers and flow rates investigated.

xix



CHAPTER I

Introduction

1.1 Small Satellite Technology

Not such a long time ago (in this very galaxy), spaceflight was accessible only to

large government entities and deep-pocketed companies (who often went bankrupt in

the process). Satellites of this age were large multi-million dollar behemoths that took

years to develop and cost hundreds of millions of dollars to launch. This paradigm

has fundamentally shifted over the past decades with the advent of Small Satellite

(SmallSat) technology and the decrease in spacecraft launch costs.

SmallSats, typically defined as satellites with launch weights under 600 kg, are now

commonly employed for commercial and research applications with uses ranging from

communication to remote sensing. Often these SmallSats, such as SpaceX’s Starlink,

are launched as parts of large constellations of satellites, which can cover greater

areas of Earth while being less prone to single-point-failures than traditional satellite

services. This technology has been enabled by the continued miniaturization of key

satellite components, which in turn, owes much credit to the consumer electronics

industry [122].

The SmallSat market has seen exponential growth over the past decade, with

over 1,500 satellites launched in 2021. We show an overview of these trends from a

recent industry report in Fig. 1.1. This growth has led to the development of new
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industries and supply chains and has enabled satellite manufacturers to employ mass

manufacturing techniques, putting further downward pressure on the cost of these

technologies.

The work presented in this dissertation focuses on SmallSats with less than 50

Watts of available power for propulsion. Such satellites tend have launch masses

around 10 kg (∼ 6U CubeSat) with established use cases ranging from earth imaging

to low bandwidth communications.
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Figure 1.1: Number of SmallSats launched per year. Reproduced from BryceTech [4].

1.2 In-Space Propulsion

In-space propulsion plays a critical role in modern satellite systems, allowing them

to station-keep, maneuver to different obits, overcome drag, and, increasingly, avoid

collisions with other satellites. A satellite’s in-space maneuverability is typically char-

acterized using the total amount of velocity change, ∆V , available to the satellite.

This metric can be calculated using the Tsiolkovsky rocket equation:

∆V = ve ln

(
Mi

Mf

)
, (1.1)
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where ve is the propellant exhaust velocity, Mi is the initial mass of the spacecraft

(including on-board propellant), and Mf is the final spacecraft mass. From this

equation, it is apparent that high exhaust velocities are desirable for maximizing the

∆V provided by the on-board propellant. We characterize the efficiency with which

on-board propellant is utilised using specific impulse:

Isp =
FT

ṁg
, (1.2)

where FT is the force produced by the thruster, ṁ is the mass flow rate of the

propellant, and g is the earth’s acceleration due to gravity, 9.81 m/s2.

Generally speaking, on-board propulsion can be divided into three categories:

chemical, cold gas, and Electric Propulsion (EP). As the name implies, chemical

propulsion relies on chemical reactions to heat a propellant and generate thrust–

typically through the use of a convergent-divergent nozzle. A drawback of this tech-

nology is that the exhaust velocity is limited by the energy released during the combus-

tion process. Furthermore, the propellant used in these thrusters—namely hydrazine

or its derivatives—is highly toxic and difficult to handle.

Cold gas thrusters operate by releasing compressed gas through a nozzle. The

expansion of the gas produces thrust, as in a chemical thruster. These thrusters are

very simple in operation; however, they produce limited ∆V as the specific energy

available from compressed gas is significantly lower than that of chemical propellants.

Electric propulsion uses electrical energy to accelerate an on-board propellant.

Because electrical energy can be harvested in-flight, typically with solar panels, EP

thrusters are not limited by the energy contained within the propellant [54]. The

∆V generated by these thrusters is therefore dictated by the availability of on-board

power and the efficiency of the conversion from electrical power to propellant kinetic

3



energy, typically defined as:

η =
F 2
T

2ṁPin

, (1.3)

where Pin is the electrical power input to the thruster . However, the conversion

of electrical power to thrust power necessarily requires an on-board power processing

unit, which adds weight to the satellite. Thus the optimal thruster system will depend

on the mission at hand.

Examples of established EP technologies include resistojets, arcjets, electrosprays,

pulsed plasma thrusters, ion thrusters, and Hall effect thrusters, and magnetic nozzle

thrusters [54; 24; 67]. These devices use a variety of methods to transfer electrical

energy into propellant kinetic energy. This includes electrothermal (resistojets, arc-

jets), electrostatic (electrospray, ion thrusters, Hall thrusters), and electromagnetic

(pulsed plasma thrusters, magnetic nozzle thrusters). Each of these technologies has

advantages and drawbacks in terms of engineering difficulty and fundamental limita-

tions.

1.2.1 SmallSat Propulsion

Historically, most in-space propulsion technologies were developed with large satel-

lites in mind. Options for SmallSat propulsion were therefore more limited. Given the

tight mass requirements that often accompany SmallSat launches, EP thrusters are

an obvious candidate for many SmallSat missions. The high specific impulse provided

by EP thrusters (and thus low propellant usage) yields impressive cost savings and

enables constellation-type missions that would be prohibitively expensive or difficult

with the larger mass and volume footprint used by chemical propulsion [53; 64; 109].

As such, low-power (< 500 W) EP technology has seen a rapid growth in recent years

[48; 67; 68; 85; 60; 3].

While it is possible in theory to scale down many EP technologies for use in

SmallSats, their efficiency tends to decrease substantially at smaller scales. This

4



effect is in large part due to the higher electron thermal fluxes and ion recombination

losses caused by the increased surface area to volume ratio inherent to miniaturized

designs. Because of these trends, the design of SmallSat propulsion remains an active

area of research.

Over the past decades, research and development into these technologies has in-

cluded low-power ion thrusters, Hall thrusters, electrospray thrusters, magnetic noz-

zle thrusters, and other concepts [126; 79; 76; 25]. We show a rendering of an earlier

low-power magnetic nozzle concept for CubeSats in Fig. 1.2.

Figure 1.2: Rendering of a CubeSat with a proposed plasma thruster.

While low-power thrusters have been commonplace in laboratories for over a

decade, it is only in recent years that these devices have been flown in space [100; 14;

61]. Having said that, no single EP thruster has yet been established as the domi-

nant technology for this market, particularly for the sub-200 watt class of satellites.

We show in Table 1.1 a sample of existing commercially available SmallSat thruster

technologies and their reported specifications [4]. We note here that the calculated

efficiencies may not include power losses within the power processing unit and neu-

tralizer (in the case of Hall and ion thrusters); thus the total system efficiency is often

lower than that reported here.
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The focus of this dissertation is magnetic nozzle thrusters, which we describe in

more detail in the following section. These thrusters in principle can be scaled down

to smaller sizes while avoiding some of the wall losses inherent to scaling down similar

technologies such as Hall effect thrusters. However, as shown in 1.1, their efficiency

has historically been low at sub-kilowatt power levels.

Table 1.1: State-of-the-art Commercially Available Low-Power Thrusters

Thruster Type Power (W) Thrust (µN) Isp (s) η (%)
Busek

BGT-X5
Greeen

Monoprop
N/A 5× 105 220 N/A

Accion
TILE-3

Electrospray 20 450 1650 18

Enpulsion
IFM Nano

Electrospray 40 350 3500 15

ThrustMe
NPT30

Gridded Ion ∼ 50 ∼ 800 ∼ 1000 ∼ 6

Busek
BHT-200

Hall Thruster 250 13000 1390 35

Exotrail
ExoMG nano

Hall Thruster 53 2000 800 14

CU Aerospace
FPPT-1.6

PPT 48 270 2400 6.6

T4i
Regulus

Magnetic Nozzle 50 550 550 3

Phase Four
Maxwell

Magnetic Nozzle 450 5500 800 4.8

1.3 Magnetic Nozzle Thrusters

Magnetic nozzle thrusters are an electrodeless form of electric propulsion that

offer several potential advantages over state-of-the-art technologies [54; 13]. They in

principle can have longer lifetimes as they do not require the types of plasma wetted

electrodes that often are the life limiting components of conventional EP systems.

Primarily, they do not require a neutralizer cathode, which is a known failure source

on many EP devices [83]. Furthermore, these devices can be more resilient (though
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not impervious) to plasma surface interactions, enabling the use of more exotic or

storable propellants such as metal and water. Proposed magnetic nozzle thruster

concepts range in power from tens of watts to hundreds of kilowatts, making them

a viable technology for both large-scale interplanetary missions and nano-satellites

[10; 113; 16]. The increasing demand for propulsion in small spacecraft missions in

the past decade has led to a particular emphasis on magnetic nozzle development at

lower powers.

Magnetic nozzles rely on a shaped magnetic field to turn randomized thermal

energy into directed kinetic flow. This conversion is a complex process that varies

with different magnetic nozzle designs [72]. For the low power designs that are actively

being explored for small satellite propulsion, power is absorbed primarily by plasma

electrons. These heated electrons are expelled through the magnetic nozzle setting

up an ambipolar field that accelerates ions from the plasma source. A schematic

overview of this process is shown in Fig. 1.3.

Figure 1.3: Early magnetic nozzle thruster concept. Reproduced from Ref. [54].

Magnetic nozzle thrusters are among the earliest EP concepts, with pioneering

work beginning in the 1960s [59; 44; 87]. However, this research was largely abandoned

in favor of ion thrusters and Hall thrusters, in part due to the bulky and inefficient
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microwave power supplies available at the time. Interest in these devices was briefly

renewed during the 1990’s [102; 50], and has seen a thorough revival in the past two

decades with projects ranging from over a hundred kilowatts [34] to hundreds of watts

[115; 97], and, as we explore in this thesis, tens of watts [25; 15]. Practical application

of these devices for in-space propulsion has been enabled largely by new solid-state

RF and microwave power generators that are a fraction of weight and volume of the

vacuum tubes used previously.

Most of the research into low-power magnetic nozzle thrusters to date has focused

on helicon designs. In these devices, input propellant is ionized and heated by a

radiofrequency helicon wave [23; 111]. These heating mechanism in theory can sustain

highly dense plasmas, thus enabling high thrust densities which are advantageous for

small thrusters. However, direct thrust measurements of these devices has often shown

that their efficiencies at low powers (< 100 Watts) is on the order of 1% [97; 106].

1.3.1 Heating Schemes

In this section, we provide an overview of the two predominant heating mecha-

nisms employed in magnetic nozzle thruster designs: Helicon wave heating and elec-

tron cyclotron resonance heating. These heating mechanisms both target plasma

electrons, making these devices electron-driven magnetic nozzle thrusters. Other less

common heating schemes for these thrusters include inductive coupling and ion cy-

clotron resonance.

1.3.1.1 Helicon Heating

Helicon plasmas are generated by launching a right-hand polarized electromag-

netic wave into a bounded, magnetized plasma. For these waves to exist, the input

frequency must fall between the ion cyclotron and electron cyclotron frequencies. The
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dispersion relation for these waves is given by

ω =
k2
0ω

2
pe

kkzωce

, (1.4)

where kz is the axial component of the wave vector, k = (k2
⊥ + k2

z)
1/2

is the magnitude

of the wave vector, and k0 = ω/c.

Typically these waves are generated using a 13.56 MHz radiofrequency source with

a magnetic field in the 100’s of Gauss. The input electromagnetic wave is absorbed

through a combination of collisional heating, Landau damping, and conversion to

Trivelpiece-Gould modes, though the exact mechanisms are complex and likely vary

between sources [23]. The densities produced in this process are in theory higher

than those attainable at similar power levels using inductive coupling or DC power,

which has made them attractive for use in propulsion where high plasma density is

needed for high thrust density (N/m2) [22]. To date, their have been several thruster

prototypes using this heating mechanism. However, at low powers, their efficiency

has typically been under 10% [115; 124; 97; 75; 90].

1.3.1.2 Electron Cyclotron Resonance Heating

ECR heating and ECR plasmas are commonly employed in a wide variety of

plasma engineering fields including fusion [105], plasma processing [123], ion produc-

tion [40], and propulsion [118]. ECR heating utilizes the phenomenon that electrons

will naturally gyrate in the presence of a magnetic field with a frequency given by the

electron cyclotron frequency:

ωce =
qB

me

, (1.5)

where q is the electron charge, B is the magnetic field strength, and me is the electron

mass. By applying an alternating electric field with a frequency equal to that of

the electron cyclotron frequency, the electrons experience a constant energy gain,
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leading to resonant heating. A diagram of this process is shown in Fig. 1.4. By

directly coupling to energy to electrons, ECR heating can generate high energy, non-

maxwellian electron populations.

Figure 1.4: Electron energy gain caused by a right-hand polarized wave during ECR
heating, from Ref. [69].

As an aside, we note the special case of overdense plasmas in which the excitation

frequency, ωce, is less than the plasma frequency,

ωpe =

√
neq2

meε0
, (1.6)

where ne is the plasma density and ε0 is the permittivity of free space [40]. In these

plasmas, strong non-linear effects can dominate the wave heating physics making their

theoretical analysis challenging.

A typical ECR source used in plasma processing is powered by 2.4 GHz mi-

crowaves, corresponding to a resonant magnetic field of Bres ≈ 875 Gauss. Because

most ECR sources, including the thrusters described in this thesis, have an axisym-

metric magnetic field that varies in strength along the axis of the device, the resonant

condition is only met at a single plane within the source, leading to strong local

heating [58].
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1.3.2 Coaxial ECR Magnetic Nozzle Thrusters

In the past decade, pioneering work by the Office National d’Etudes et de Recherches

Aérospatiales (ONERA) has demonstrated significant efficiency gains for low-power

magnetic nozzle thrusters [55; 16]. Their research used Electron Cyclotron Resonance

(ECR) heating to power the thruster using microwave power. Specifically, the tech-

nology developed at ONERA employs a coaxial microwave injection ECR design. We

provide a schematic view of one such thruster in Fig. 1.5. In these designs, a coax-

ial structure excites a Transverse Electromagnetic (TEM) wave within the thruster’s

discharge region, which then heats the plasma. These thrusters have demonstrated

thrust efficiencies over of η > 10% while operating at under 50 watts input power

[118; 92]. This represents an order of magnitude improvement over similar helicon-

type thrusters.

Figure 1.5: Schematic view of a coaxial ECR thruster.

Owing to the high efficiency demonstrated by these designs, several similar thrusters,

including the devices tested in this dissertation (shown in in Fig. 1.6), have been de-

veloped based on the coaxial ECR architecture [101; 104].

While these thrusters have demonstrated high efficiencies in laboratory settings,

the physical mechanisms underlying their performance remain unknown. In par-

ticular, it is not well understood why the switch from helicon to ECR heating pro-
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Figure 1.6: Coaxial ECRmagnetic nozzle thruster firing in the Junior Vacuum Facility
at the University of Michigan.

duces such marked efficiency improvements. Thus, while state-of-the-art coaxial ECR

thrusters have demonstrated efficiencies competitive, if not exceeding, most low-power

(sub-100 W) EP technologies, it is likely that further improvements can be made.

1.4 Objectives of Current Research

Given the high performance demonstrated by coaxial ECRmagnetic nozzle thrusters

and lack of high fidelity models for these devices, it is clear that this technology war-

rants further research and development. To this end, the objectives of the research

presented in this dissertation are threefold. First, we seek to develop models of the

low-power ECR thrusters to understand performance trends and inform potential

avenues for improvement. Second, we aim to develop proper testing techniques for

these devices. This includes translating and extrapolating on-ground measurements

to space-like environments, which, in turn, requires understanding the effects vac-

uum chamber testing on thruster performance. Finally, we attempt to develop new

techniques for improving thruster efficiency. Namely, we apply waveform optimiza-

tion using automated testing techniques to increase the thrust produced these devices

12



while holding the input power and flow rate constant.

1.5 Dissertation Organization

This remainder of this thesis is unorganized as follows: In Chap. II, we present a

zero-dimensional model of thruster performance. Chapter III overviews testing tech-

niques for ECR magnetic nozzle thrusters including the thruster and facility used in

our experiments. In this chapter, we provide an in-depth procedures for measuring

microwave power absorbed by the thruster and determining thrust force produced by

these devices. In Chap. IV, we present a series of experiments seeking to measure

the effects of vacuum facilities on thruster performance. From these experiments,

we construct a model that captures the detrimental effects of background pressure

on thruster efficiency. Chapter V details the setup and results of a series of opti-

mization experiments that use different microwave waveforms to improve thruster

performance. Finally, we summarize our findings and provide suggestions for future

work in Chap. VI.
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CHAPTER II

Zero-Dimensional Modeling of the ECR Thruster

Operation and Optimization

2.1 Introduction

In this chapter, we construct a first principles based model of the ECR thruster.

Modelling plasma systems of any scale, be it solar winds or television pixels, involves

numerous complex physical phenomena including gas kinetics, electromagnetic wave

propagation, electron transport, surface reactions, and turbulence. Partially owing

to these complexities, to date, theoretical and numerical models have not been able

to accurately predict the experimentally measured performance of magnetic nozzle

thrusters. As such, we do not attempt to increase the fidelity of existing models in

this section, but rather introduce a simplified model of the thruster from which we

can derive performance trends and describe theoretical device limitations. We then

use this model to elucidate potential avenues of thruster efficiency improvements. In

particular, we look at the effects of wall losses, increased nozzle efficiency, and pulsed

operation.
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2.2 Existing Magnetic Nozzle Thruster Models

Several theoretical analyses of magnetic nozzle thrusters have been developed since

their inception in the 1960s. Kosmahl proposed a model based on single particle

motion for an early ECR accelerator [59]. Sercel built on this early work to develop

a quasi-1D model of an ECR thruster that included cross-field diffusion [102]. With

the reemergence of magnetic nozzle technologies in the 2000s, a number of analyses

have been published including models by Fruchtman [38] examining thrust produced

by a 1D plasma source. More complex two-dimensional models were introduced by

Ahedo and Navarro-Cavalle that examined the magnetic nozzle expansion [5]. Scaling

laws derived by Little using a 2D fluid model suggested that high efficiency nozzle

operation depended on high electron temperatures [71]. Recent work has examined

the role of non-equilibrium electron dynamics in these devices [8][82]. Finally, particle-

in-cell simulations have been constructed and are under development to provide more

detailed picture of the underlying physics [36][96].

For the purposes of modelling, magnetic nozzle thrusters are often analyzed as

an upstream plasma source and a downstream magnetic nozzle region. While this

simplification makes modelling efforts more tractable, it is likely that the complex

interplay between these two regions plays a critical role in device performance. In

the source region, the plasma electrons absorb power from an external power source

i.e. RF or microwave coupling. The hot electrons sustain the plasma generation and

pull the ions from the thruster in an ambipolar acceleration process. The thruster

exit plane is treated similarly to that of a traditional rocket nozzle throat, with

upstream ions being accelerated to the Bohm velocity — as opposed to the the sonic

velocity in gas kinetic nozzles. In the magnetic nozzle region, downstream of the

exit plane, energy from the magnetized plasma electrons is converted to ion kinetic

energy in the plume. At some point downstream of the exit plane, the plasma detaches

from magnetic field lines, and the influence of the magnetic nozzle is no longer felt
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[73][49][6][32][91].

An issue commonly encountered in these analyses is that of the electron thermo-

dynamics within the magnetic nozzle. Because ions in this region draw their energy

from electron thermal motion, assuming isothermal electrons along magnetic field

line, a simplification often employed in EP, would imply infinite heat flux from the

plasma source. To avoid this problem, models often use a polytropic index in the

nozzle to relate electron temperature and density [103][114][28][81][120]. However,

this assumption fails to capture some of the non-equilibrium dynamics that can oc-

cur in the nozzle. Recent work by Hepner and Jorns [45] has examined the role of

instabilities in driving both heat flux and cross-field transport in magnetic nozzles.

The analysis presented in this chapter draws from the semi-empirical quasi-1D

helicon thruster model developed by Lafleur [62]. The model solves the electron

temperature and plasma density using a quasi-1D continuity equation coupled to

a 1D momentum balance and global energy conservation equation. It employs an

empirical fit from previous studies to assign a radial density profile in the thruster–

and thus radial wall losses. The model makes the simplification of isothermal electrons

in both the source and nozzle regions. Plasma detachment and electron heat flux are

accounted for by assuming that ions detach at the location where the ion gyroradius is

equal to the radius of the magnetic field lines emanating from the thruster exit plane.

This detachment point has been measured experimentally under certain conditions

but is not a universally observed phenomenon [21]. Other detachment criteria have

been proposed by Olsen [91] and Arefiev [10].

With a predetermined detachment point, it is possible to calculate the ion mach

number at detachment, and subsequently, the energy that is transferred from the

plasma source to the nozzle. Our model uses a similar formulation, but neglects

the radial and axial plasma profiles within the thruster and leaves radial losses and

detachment mach number as free parameters. In doing so, we have generalized the
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Lafleur model to allow for different nozzle dynamics and radial diffusion physics at

the expense of generating more free parameters.

2.3 Zero-Dimensional Plasma Model

Zero-dimensional models, often referred to as global models, use spatially-averaged

quantities to construct a system of equations from which global plasma properties

are calculated. These models can incorporate any number of physical processes de-

pending on their level of sophistication. Typically this will include electron-impact

ionization and excitation, neutral gas dynamics, surface reactions, and other physical

and chemical processes.

The thruster model presented in this chapter uses electron impact ionization,

electron impact excitation, and wall recombination reactions for xenon atoms and

singly charged ions. These processes can be described using:

e− +Xe ⇒ e− + e− +Xe+ (2.1)

e− +Xe ⇒ e− +Xe∗ (2.2)

e− +Xe+ + wall ⇒ Xe, (2.3)

where Xe+ is singly charged xenon ion and Xe∗ represents an average excited state

xenon neutral. The ionization and average excitation energies used in the model are

12.13 and 8.32 eV, respectively [86]. We note here that the energy consumed by

excitation collisions in the thruster model is not recovered, and as such, introduces

an energy loss mechanism during thruster operation.

The reaction rates for the above ionization and excitation processes are governed

by a reaction rate constant, K, which is calculated by averaging over the electron
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energy distribution function and the reaction cross section:

K =

∞∫
0

f(ε)

(
2ε

me

)1/2

σ(ε) dε, (2.4)

where ε is the electron energy, f(ε) is the electron energy distribution function, and

σ(ε) is the reaction-specific cross section.

The reaction rate formulation relies on a predetermined electron energy distri-

bution function (EEDF). In our case, we use a Maxwellian distribution; the EEDF

produced by electrons in thermodynamic equilibrium:

f(ε) = 2

√
ε

π

(
1

kBTe

)3/2

exp

(
− ε

kBTe

)
, (2.5)

where Te is the plasma electron temperature and kB is the Boltzmann constant. Using

this approach, we can derive an empirical expression for the rate constant for each

reaction as a function of only electron temperature: K ≡ K(Te).

We note here that while the Maxwellian distribution is often used in describing

ECR plasmas, these plasmas are inherently non-thermal and typically contain differ-

ent velocity distributions in the directions parallel and perpendicular to the applied

magnetic field [40]. Determining the degree to which these plasmas differ from ther-

modynamic equilibrium requires more extensive modelling and will not be explored

in this chapter. However, there is evidence that the non-equilibrium EEDF produced

by ECR heating in these thrusters can drive performance, and these effects remain

an open area of research [93][30].

The xenon cross-sectional data used for modeling excitation and ionization reac-

tions in our model are provided in Fig. 2.1a. From these models, we can derive rate

constants for xenon ionization and excitation, Kiz and Kex, as functions of electron

temperature, as shown in Fig. 2.1b. At a first glance, the rate constants illustrate
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that at low electron temperatures (Te < 11 eV), excitation collisions dominate ion-

ization collisions, indicating that excitation losses can be minimized by operating the

thruster at higher electron temperatures.

(a) (b)

Figure 2.1: (a) Xenon cross sections and (b) xenon rate constants for ionization and
excitation with electron temperatures ranging from 0 to 200 eV [86].

2.4 Thruster Model Description

A diagram illustrating the processes modelled in the thruster is shown in Fig. 2.2.

Physically, the model can be understood as follows:

1. Neutral xenon gas enters the thruster through the propellant feed system.

2. Electrons bombard neutral atoms ionizing a fraction of the gas.

3. Ions diffuse to thruster walls and exit plane.

4. Ions at thruster boundaries are accelerated to the Bohm speed and fall through

a sheath potential.

5. Ions and electrons recombine to form neutral xenon at the thruster walls.
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6. Ions exiting the thruster are further accelerated through the magnetic nozzle,

gaining energy from electrons in the nozzle.

7. Plasma detaches from the magnetic nozzle.

A similar model for argon plasmas is given in Ref. [41].

Figure 2.2: Thruster discharge region showing ionization, recombination and ion
acceleration processes.

The plasma within the thruster (the discharge region) is assumed to be quasi-

neutral and approximated as uniform density, similar to the models described by

Lieberman and Lichtenberg [70]. This is a departure from the helicon thruster model

developed by Lafleur [62], which uses radially and axially dependent plasma profiles.

The model employs a coupled particle continuity and energy balance to solve for

neutral density, plasma density, and electron temperature.

The conservation equations governing the overall process are described by:

dN

dt
= Ṅin − AT (Γg + Γi) (2.6)

d

dt

(
3

2
NeqeTe

)
= Pabs − Ploss , (2.7)

where N is the total number of ions and neutrals inside the thruster, Ṅin is the input

neutral flow rate (set by a flow controller), AT is the thruster exit area, and Γg and Γi
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are the neutral and ion fluxes, respectively. In Eq. 2.7, the left hand side represents

the time rate of change of the total electron energy, where Ne is the total number of

plasma electrons within the thruster. On the right hand side of the equation, Pabs

is the total power absorbed by the plasma, which is an input to the model. The

Ploss term represents a summation of the powers lost to collisions, walls losses, and

the thruster plume, as we detail in Sec. 2.4.4. Our description of the energy balance

assumes that all externally applied power is absorbed by plasma electrons. This is

generally the case for RF and ECR plasmas but does not apply to heating schemes

that target ions such as ion cyclotron resonance devices.

2.4.1 Ion Particle Balance

The ion particle balance accounts for ions generated through electron-impact ion-

ization and lost through diffusion to the thruster walls and the thruster exit plane. In

the model, ions are accelerated to the Bohm velocity at the sheath edges forming at

the thruster walls. We additionally make the assumption that ions reach the Bohm

speed at the thruster exit plane. Ion velocity measurements taken on by Collard and

Jorns [28] on a higher density magnetic nozzle device have shown that the sonic tran-

sition can occur downstream of the throat, but accurately modelling the transition

from the plasma source into the magnetic nozzle is beyond the scope of a 0D model.

Mathematically, the ion particle balance can be described as

dne

dt
= nengKiz −

neuBAeff

V
. (2.8)

The left hand side of this equation gives the time rate of change of the plasma density,

where ne is the electron (and thus ion) density. The first term on the right hand side

of the equation represents the ionization rate where ng is the neutral density and Kiz

is the rate constant for ionization reactions, as given in Eq. 2.4. The second term
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is the ion loss rate where uB is the Bohm speed given by uB =
√
qTe/mi, and V is

the thruster volume. Aeff is a the effective loss area, which accounts for ion density

variations near the walls and exit plane. This can be expressed as

Aeff = πR2hT + πR2hBW + 2πRlhR, (2.9)

where R and l are the thruster radius and length. The terms hT , hBW , and hR are

plasma edge-to-center density ratios at the exit plane, back wall, and radial walls,

respectively. A more detailed description of these h-factors is provided in Lieberman

and Lichtenberg [70]. For the back wall and exit plane, these ratios are calculated

using a plasma diffusion model for parallel plates. Diffusion to the radial walls in the

thruster involves cross-field transport, which cannot be easily modelled for these low-

pressure conditions. Additionally, because the thruster walls are conducting, there

are also short circuiting effects at play [107]. Because of the complex phenomena at

play, we use the nominal unmagnetized radial diffusion value for a base case model,

but leave hR as a free parameter in our parameter sweeps. From Ref. [70], the

unmagnetized axial and radial h-factors are:

hT = hBW ≈ 0.86

(
3 +

l

2λi

)−1/2

(2.10)

hR ≈ 0.8

(
4 +

R

λi

)−1/2

, (2.11)

where λi is the ion mean free path. For the conditions simulated in this chapter, we

find hT ≈ 0.5 and hR ≈ 0.4. For the magnetized conditions, we expect hR to decrease

compared to this nominal value, as the magnetic field impedes radial diffusion.
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2.4.2 Neutral Particle Balance

The model provides two sources of neutral propellant: the propellant flow into

the thruster and ion-electron recombination at thruster walls. Neutrals in the system

are lost to ionization collisions and diffusion through the thruster exit plane. Excited

state neutrals are not treated separately from ground state neutrals for the particle

balance. The particle flow into the thruster can be expressed in terms of mass flow

rate, ṁ, which is typically an experimentally controllable quantity, as

Ṅin =
ṁ

mg

, (2.12)

where mg is the propellant’s molecular mass (mg = 2.180× 10−25 kg for xenon). The

neutral flux generated by ion recombination is calculated as

Ṅrecomb = neuBArecomb, (2.13)

where Arecomb is an effective area for ion recombination. For our model, this area is

composed of the thruster back wall and radial walls:

Arecomb = hBW

(
πR2

)
+ hR (2πRl) . (2.14)

Here, we have included the h factors to create an effective loss area for the plasma,

as in the previous section.

Due to the low neutral densities and accompanying low collision rates inherent to

this thruster design, we assume that the neutrals behave according to free-molecular-

flow dynamics. Thus the neutral flux exiting the thruster can be expressed as

Γg =
1

4
ngug, (2.15)
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where ug is the characteristic neutral speed at the thruster exit plane. The neutral

speed is given by the mean thermal velocity:

ug =

√
8kBTg

πmg

, (2.16)

where Tg is the neutral gas temperature, and mg is molecular mass. The propellant

enters the thruster at room temperature, Tg ≈ 300K. As an aside, we note that for

higher neutral densities, the flux exiting the thruster will follow the sonic velocity,

with Γg(sonic) = ng

√
γKBTg/mg.

The rate of neutral loss to ionization can be expressed using

dng

dt ionization
= −dne

dt ionization
= − (nengkiz) , (2.17)

Combining the above equations, we arrive at the rate equation used for neutral

species in the model:

dng

dt
=

ṁ
mi

− 1
4
ngugAT + neuBArecomb

V
− (nengkiz) . (2.18)

By calculating the neutral flux from the thruster exit plane, we can evaluate the

thruster’s mass utilization efficiency, ηMU , using

ηMU =
ṁ− ATΓgmg

ṁ
. (2.19)

This expression provides a measure of the fraction of input propellant that is ionized

and accelerated by the thruster. The remaining propellant escapes the thruster as

neutral atoms, generating a small amount of momentum transfer in the form of cold

gas thrust. Ultimately, however, the neutrals that diffuse through the exit plane

cannot be accelerated by the thruster, which directly leads to a reduction in thruster
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efficiency.

2.4.3 Magnetic Nozzle Detachment

The ion speed at the magnetic nozzle detachment point is described using a de-

tachment mach number, Mdetach. The detachment velocity and location are complex

functions of electron heat flux and cross field diffusion physics that are active areas

of research. As such, we simulate Mdetach for two different speeds to study these

trends in Sec. 2.5.1.2. For our base case models, we use the value from the Lafleur

model [63], which uses the point at which the ion gyroradius equals the radius of the

thruster exit plane. Using a 1-D momentum balance, this detachment point is found

by solving

1

2

(
M2

detach − 1
)
− lnMdetach = ln

(
qB2

0R
2
T

miTi

)
, (2.20)

where RT is the thruster radius, B0 is the magnetic field strength at the thruster exit,

and Ti is the ion temperature, Ti ≈ 300 K. Using our thruster parameters, this gives

a nominal value of Mdetach = 1.8.

2.4.4 Power Balance

Using Eq. 2.7, we can express the power loss term, Ploss, in terms of the the

average energy lost to each ion-electron pair. In the description presented here, the

energy loss accounts for the ion and electron energies at the sheath edge. We split

the average energy loss per ion electron pair, εtot, into four terms,

εtot = εc + εi + εe(W ) + εe(T ), (2.21)

where εc is the energy lost to collisions, εi is the ion energy at the sheath edge, εe(W )

is the electron energy at the sheath edge adjacent to the walls and εe(T ) is the electron
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energy at the exit plane (the throat) of the thruster. Thus Ploss can be expressed as

Ploss =
dεtot
dt

. (2.22)

The collisional energy, εc is the sum of the average energies lost to ionization and

excitation collisions:

εc = Eiz +
Kex

Kiz

Eex, (2.23)

where Eiz is the first ionization energy (12.13 eV) and Eex is the average excitation

energy (8.32 eV) composed of the summation of the first several excites states of

the neutral xenon atom [43]. This number may be an underestimate for the actual

excitation losses that are incurred when accounting for each xenon excited state cross

section, but provides a first order estimate. The energy lost to elastic collisions

between electrons and neutrals is assumed to be small and is not accounted for in

this model.

The ion energy at the sheath edge, which accounts for acceleration to the Bohm

speed, can be expressed as

εi =
Te

2
. (2.24)

The electron energy at the wall sheath edges, εe(W ), is comprised of the electron

kinetic energy and the energy transferred to ions through the sheath potential,

εe(W ) = 2Te + εsheath, (2.25)

where the 2Te term represents the average electron kinetic energy and εsheath is the

sheath potential given by

εsheath =
Te

2
ln

(
mi

2πme

)
. (2.26)
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We note here that this value is an approximation as the actual sheath potential will

be affected by the presence of a magnetic field and secondary electron emission effects.

For electrons exiting the thruster, we augment the εe term to include the energy

transferred to the ions in the magnetic nozzle. This can be expressed as

εe(T ) = 2Te + εei(plume), (2.27)

where εei(plume) is the energy transferred from electrons to ions in the magnetic nozzle:

εei(plume) =
1

2
M2

detachTe. (2.28)

The right hand side of this equation gives the ion kinetic energy at the magnetic nozzle

detachment point. It should be noted that the 2Te term in this equation assumed

isothermal electrons in the plume, which is non-physical but often employed in first

order models.

Using the above equations, we can characterize the total power loss, Ploss, in terms

of the power absorbed by collisions, the thruster walls, and the thruster plume:

Pcollisions = V (qenengKizεc) (2.29)

Pwall = qeneuBArecomb

(
εe(W ) + εi

)
(2.30)

PPlume = qenehTuBAT

(
εe(T ) + εi

)
. (2.31)

Combing the above equations, the total power balance becomes

d

dt

(
3

2
eneTe

)
=

Pabs(t)− (Pcollisions + Pwall + Pplume)

V
. (2.32)
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2.4.5 Force Derived from Simulations

Beginning with the general thrust equation, we can derive the force produced by

the simulated thruster:

T = ṁue + (pe − pa)Ae, (2.33)

where ṁ is the mass flow rate exiting the thruster, ue is the exit velocity, pe and pa

are the nozzle exit and ambient pressure, respectively, and Ae is the exit area. The

ambient pressure, pe, is negligible for a space-like environment. The exit pressure is

given by

pe = qTene, (2.34)

where Te is in units of eV.

For our derivation, we neglect the force produced by neutrals exiting the thruster.

Thus the effective mass flow rate for the purpose of force calculation can be written

as

ṁ ≈ ṁi = mihTueneAe, (2.35)

where ne is the average plasma density within the thruster . The exit velocity is

the ion velocity at the location where the plasma detaches from the magnetic field.

As previously discussed, this location and the physics driving detachment are poorly

understood phenomena. For the purposes of our model, we simplify the physics and

assign a single detachment Mach number to the thruster. Using this assumption, we

can write the exit velocity as

ue = MdetachuB. (2.36)

28



2.4.6 Key Assumptions

The model presented above makes several key assumptions about the nature of

the plasma which we will repeat here for clarity:

1. No multi-step ionization or multiply charged ions

2. Uniform plasma throughout source region

3. Ions reach Bohm velocity at walls and exit plane

4. Single detachment speed and location

5. Isothermal, Maxwellian electron population

It should be noted that while we assign an isothermal temperature to the electron

population throughout the plasma source and plume regions of the thruster, we allow

for heat flux. While this in nonphysical, it allows the simulation to be solved without

complete knowledge of the heat flux dynamics within the thruster, which is an open

area of research.

2.5 Steady State Simulations

Setting the time varying terms in Eqs. 2.8-2.32 to zero, we can solve for the steady-

state electron temperature, neutral density, and plasma density using a standard

non-linear systems solver. We provide the dimensions of the simulated thruster in

Table 2.1. In Fig. 2.3 we present the results of these simulations for the thruster

operating at 1 sccm xenon. Here, we have used to h-factors listed in Eqs. 2.10-2.11

and have used a nominal detachment mach number of Mdetach = 1.8 .

Table 2.1: Thruster Parameters Used in Simulations

Thruster Length , l (mm) Thruster Radius, R (mm) Flow Rate (sccm)
20 13.25 1.00
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(a) (b)

(c) (d)

Figure 2.3: (a) Electron temperature, plasma and neutral density within the thruster
(orange), (b) specific impulse (c) thrust efficiency, and (d) mass utilization efficiency
vs. absorbed power, Pabs for 1 sccm xenon flow rate.

The plots show that as absorbed power increases the plasma density (Fig. 2.3a)

reaches a maximum at Pabs ≈ 30 W after which it monotonically decreases with

power. This effect is caused by increased fraction of ionized propellant creating a

deficit in neutral xenon atoms available to ionize and sustain the discharge. As ions

are created, they leave the thruster at a rate proportional to the Bohm speed, lowering

the total density of ions and neutrals (ne + ng) in the thruster. From Eq. 2.8, this

necessarily results in a higher ionization rate constant, Kiz(Te), to sustain a stable
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discharge. For xenon, this pushes Te higher for electron temperatures under 150

eV, which is a much higher than typically seen in EP. When the absorbed power

increases beyond ∼ 100W, the model becomes unstable as the rate constant cannot

compensate for the decreased ion and neutral density. We note here that this pattern

of electron temperature scaling with absorbed power stands in contrast to constant

pressure plasma reactors in which Te is determined by pressure and geometry [69].

As an aside, it is interesting to note that the calculated plasma densities (Fig. 2.3a)

correspond to plasma frequencies in the range of fpe ∼ 4 GHz. Thus, with the input

microwave frequencies (1000 < f < 2500 MHz) used in the experiments conducted

in the following chapters, these simulations predict that the plasma will be overdense

[40].

The model predicts that for the specified operating conditions, the total thrust effi-

ciency, η, will remain below 20%. The predicted mass utilization efficiency (Fig. 2.3d)

shows that for powers greater than 20 W, over 50% of the propellant is utilized.

Therefore, we cannot ascribe the majority of the efficiency losses to underutilized

propellant.

Plotting the constituent powers in Fig. 2.4, we find that most of the power input

to the thruster is lost to the radial walls as ions are accelerated through the sheath

potential. The ion momentum at the radial walls is perpendicular to the thrust vector

and thus does not contribute to usable thrust. This suggests that shielding the walls

can significantly increase thruster performance, as will be explored in the next section.
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Figure 2.4: Power absorbed by wall losses, collisions, and the thruster plume.

2.5.1 Parameter Sweeps

In this section, we investigate the effects of varying two of the crucial, yet poorly

understood parameters in our model: the radial edge-to-center density ratio, hR,

and the detachment Mach number, Mdetach. By sweeping these parameters, we can

simulate the effects of better plasma confinement and a more efficient magnetic nozzle.

2.5.1.1 Radial Confinement Sweep

We simulate various degrees of plasma confinement in the radial direction, i.e. how

much the magnetic field shields the walls from the plasma by sweeping hR through

three values: hR = 0.1, hR = 0.3, and hR = 0.5. Here, we have kept the propellant

flow rate at 1 sccm xenon and set the detachment Mach number to its nominal value

of Mdetach = 1.8. The results of these simulations are provided in Fig. 2.5.
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(a) (b)

(c) (d)

Figure 2.5: (a) Electron temperature and plasma density (orange) (b) specific impulse
(c) thrust efficiency, and (d) mass utilization efficiency vs. absorbed power, Pabs for
1 sccm xenon flow rate and three radial sheath edge-to-center density ratios, hR

simulating different degrees of plasma confinement.

These plots show that efficiency scales roughly linearly with the inverse of hR.

This is expected as the nominal condition simulation showed that a majority of the

absorbed power was lost to the radial walls. It is interesting to note in Fig. 2.5(a)

that better plasma confinement leads to higher electron temperatures. Looking at the

ion particle balance (Eq. 2.8), this effect is somewhat counter-intuitive. Radial con-

finement lowers the effective ion loss area, Aeff , which, absent other effects, would

decrease the required ion generation rate. This, in turn, would decrease the equi-
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librium electron temperature. However, for low flow rate operation, another effect

dominates the effective loss area decrease. The lower rate of ion recombination at

the thruster walls caused by increased plasma confinement leads to fewer neutrals

being generated at the walls thus lowering the neutral density within the thruster.

This forces the ion generation rate to increase to compensate for the lower neutral

density, which forces the electron temperature higher. The net effect is higher elec-

tron temperatures as the radial confinement increases. This effect is not seen in high

propellant flow rate simulations.

In Fig. 2.6, we again analyze the relative losses from each power sink for the high

confinement case (hR = 0.1). The results show that the majority of power is now

deposited on the back wall, which, in turn, contributes to thrust generation.

Figure 2.6: Power absorbed by wall losses, collisions, and the thruster plume for
hR = 0.1.

2.5.1.2 Detachment Mach Number Sweep

In this section, we simulate the effects of increasing the ion detachment Mach

number, which would result from a more efficient magnetic nozzle design. We use

the nominal detachment Mach number, Mdetach = 1.8 and twice the nominal Mach
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number, Mdetach = 3.6. The radial sheath edge-to-center ratio is held at hR = 0.5.

The results are presented in Fig. 2.7. We note that the analogy between traditional

adiabatic nozzle theory and the magnetic nozzle model used here breaks down. Here,

increased ion mach number causes more heat transfer at the thruster exit plane (the

throat), whereas downstream conditions would not effect the throat in an adiabatic

nozzle model.

(a) (b)

(c) (d)

Figure 2.7: (a) Electron temperature and plasma density (orange) (b) specific impulse
(c) thrust efficiency, and (d) mass utilization efficiency vs. absorbed power, Pabs for 1
sccm xenon flow rate and two Mdetach simulating different degrees of ion acceleration
in the magnetic nozzle.

The results show that increasing Mach number leads to much higher thrust effi-
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ciencies as the fraction of total power going into ion acceleration increases. Because

total power is held constant, this leads to a lower plasma density, which in turn leads

to a slightly lower mass utilization efficiency. This effect is overcome by the greater

thrust produced by each ion. Figure 2.8 shows a marked increase in the proportion of

power that is directed to the plume for Mdetach = 3.6 versus the nominal case shown

in Fig. 2.4.

Figure 2.8: Power absorbed by wall losses, collisions, and the thruster plume for
Mdetach = 3.6.

2.6 Transient Simulations

In this section, we simulate the transient behavior of the thruster. By including

the time-dependent terms in our simulations, we can capture the non-equilibrium

conditions that occur during start-up and pulsed operations. We use an explicit

Runge-Kutta to solve Eqs. 2.18-2.32 at discrete points in time.

2.6.1 Constant Power

For the simulation shown in the section, we set the absorbed power to 20 W with

a flow rate of 1 sccm, as in Sec. 2.5. We seed the simulation with a neutral density
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ng = 1× 1019 m−3, a plasma density ne = 2× 1016 m−3, and an electron temperature

Te = 0.1 eV. Lower seed values tend to make the simulations unstable. While varying

the initial conditions does change the output of the first few cycles, the pulsed steady

state conditions remained unchanged. The absorbed power is ramped to its final

value over ∼ 0.5 ms, as shown in Fig. 2.9a.

(a) (b)

Figure 2.9: Time resolved global model showing (a) absorbed power (red) electron
temperature (orange) and electron temperature (black) and (b) neutral density and
mass utilization efficiency vs. time for Pabs = 20 W and 1 sccm xenon flow rate
condition.

Averaging the data once the simulation reaches steady state (from t = 2− 3 ms),

we can derive the predicted force and efficiency using Eq. 2.33. This calculation yields

a predicted thrust of F = 0.58 mN with a specific impulse of Isp = 600 s and efficiency

η = 8.6%, in agreement with the results shown in Sec. 2.5.

We briefly comment here on the transient behavior at thruster startup. Figure 2.9

shows that both the neutral and plasma density overshooting their respective steady

state values. This occurs as the thruster fills with propellant faster than the neutrals
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and ions diffuse through the exit plane. From Eq. 2.8, we can observe that the high

neutral density, ng, leads to a large ion generation rate as V (nengkiz) > neuBAeff .

As the plasma density grows, the ion loss term in the equation surpasses the growth

rate, and the plasma density begins to go down. Simultaneously, the total density of

ions and neutrals decreases as ions exit the thruster at the Bohm speed. In sum, these

effects cause the plasma density to lag behind the neutral density, as seen in Fig. 2.9.

Importantly, these simulations show that at start-up, the plasma conditions generated

by the thruster can be significantly different than those supported by steady-state

operation.

2.6.2 Pulsed Power Simulations

In this section, we use our global model to simulate pulsed operation of the

thruster. By continuously pulsing the thruster, we are able to produce electron tem-

peratures and plasma densities that are unsustainable with continuous wave (CW)

operation. Using these simulations, we explore the possibility that these transient

properties could be beneficial for generating thrust efficiently. The pulsed waveform

can be described in term of a duty cycle (D), a pulse period (T ), and a maximum

and minimum absorbed power (Pabs(min) and Pabs(max)). For our simulations (and

experiments), we set a minimum absorbed power, Pabs(min) = 7 W to ensure steady

thruster operation. From the minimum absorbed power and duty cycle, the peak

power is calculated using Pabs(max) = Pabs(min) +
Pabs−Pabs(min)

D
with Pabs being the av-

erage power. We show the output of a pulsed simulation in Fig. 2.10. Here, the pulse

period is set to T = 100 µS and the duty cycle is D = 50%. The average delivered

power is set to Pabs = 20 W and the flow rate is 1 sccm xenon, as in the previous

simulations. We provide a magnified view of a single power cycle in Fig. 2.11.
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(a) (b)

Figure 2.10: Pulsed power time resolved simulation showing (a) absorbed power,
Pabs, electron temperature, Te, and plasma density ne, and (b) neutral density, ng,
and mass utilization efficiency vs. time. The average absorbed power is 20 W with a
minimum power of 7 W. The duty cycle is 50% and the flow rate is 1 sccm xenon.

Averaging the pulsed-steady-state values, we find that the F(pulsed) = 0.58 mN,

Isp(pulsed) = 604 s, and η(pulsed) = 8.6%. Physically, Fig. 2.11 shows that as power

pulses to Pabs(max), the ion density quickly increases, simultaneously decreasing the

available neutrals in the thruster. By the end of the pulse, the overall density of

ions and neutrals is lower than in the steady-state case, which pushes the electron

temperature higher. When the power is switched back to Pabs(min), the ion density

quickly decreases. The spike in Te seen at the end of the pulse is caused by the

depletion of ions and neutrals causing the remaining input power to be absorbed by

relatively few electrons. As the thruster begins to fill with neutrals again, the electron

temperature relaxes. From this simulation, the performance decreases calculated

can be understood by examining the average mass utilization efficiency, ηMU . By

introducing a pulsed waveform, ηMU drops from 52.6% to 50.0%. This results from
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neutral propellant leaking out of the thruster during the period when power is at a

minimum.

Figure 2.11: Pulsed power time resolved simulation showing a single pulse period.

Using this tool, we can simulate the thruster performance under pulsed power for

a range of duty cycles. We show the results of a sweep from 20 to 100% duty cycle

for 20 W average power, 1 sccm flow rate with a set pulse period of T = 100 µS in

Fig. 2.12.
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Figure 2.12

The simulations predict that the highest efficiency is reached at continuous opera-

tion (without pulsing). Again, the underlying cause is lower mass utilization efficiency

that is the result of propellant escaping during low power periods. However, while

pulsing the power alone is predicted to waste propellant, we leave unexplored the

possibility of pulsing the input gas flow. This strategy in theory could mitigate pro-

pellant losses during the pulse off times, but would increase the complexity of the

thruster’s mass flow control design.

2.7 Summary

In this section, we have provided a zero-dimensional global model of the ECR

thruster. We simulated its operation for 1 and 10 sccm xenon flow rates, with in-

put powers ranging from 10 to 100 watts. These simulations generated estimates

of neutral density, plasma density, electron temperature, and thruster performance.

Using the model, we showed that thruster efficiency could be significantly improved

by increasing both the radial plasma confinement and the detachment ion mach num-

ber. Finally, by simulating the transient response of the thruster, we predicted that

running the thruster in a pulsed power mode is not expected to increase performance.
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CHAPTER III

ECR Thruster Testing and Diagnostics

3.1 Introduction

In this chapter, we cover the techniques and nuances involved in the on-ground

testing and thrust measurement for microwave-powered magnetic nozzle thrusters.

To this end, we first provide the specifications of the ECR thrusters and vacuum fa-

cilities used during our experimental campaign. We then discuss the equipment and

measurement techniques used in operating the thruster including pressure measure-

ment, propellant flow control, and microwave power generation and diagnostics. We

additionally describe the laser-induced fluorescence techniques used for measuring ion

velocities during some of our experiments. Finally, we describe the thrust stand used

for measuring thrust forces throughout our testing. We include an uncertainty anal-

ysis for the pertinent performance metrics i.e. thrust, specific impulse, and efficiency,

based on the measured input power, flow rate, and thrust.

3.2 ECR Thrusters Used During Testing

The experiments in this chapter use coaxial based ECR magnetic nozzle thrusters.

An overview of their operation is provided in Sec. 1.3.2. We tested two different

thruster models for the experimental campaigns. The initial design, designated ECR
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Thruster I, was used for the background pressure studies covered in Chapter 4. The

final design, designated ECR Thruster II, was used for the thrust measurement and

optimization campaigns described in Sec. 3.8 and in Chapter 5. The thrusters share

a common design in their overall structure but differ in their magnetic field topology

and materials. We provide details on each variant in the following sections.

3.2.1 ECR Thruster I

Figure 3.1 provides a picture and cross-sectional CAD diagram of the ECR Thruster

I.

(a) (b)

Figure 3.1: (a) Picture of the ECR I Thruster mounted in the Junior Test Facility,
(b) Cross-sectional CAD model of ECR I thruster.

The thruster is constructed using an aluminum 6061 alloy enclosure. The plasma

discharge region measures 27.5 mm in diameter by 20 mm in length, similar to the

designs found in Ref. [117]. The design features a gas plenum surrounding the plasma

discharge region that uses radial injection to provide propellant to the discharge region

through 12 0.025 inch (0.635 mm) diameter holes on the side wall. Visual inspection

of the resultant plasma showed an even discharge emanating from each of the 12
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holes. The center conductor, which is immersed in the plasma, is made of copper

brazed to a TNC type RF connector at the back of the thruster. The magnetic field

is produced by a set of Neodymium ring magnets (grade N42) positioned behind the

discharge region.

Figure 3.2: Contour plot showing magnetic field strength produced by the ECR I
thruster (top). The magenta curve shows the ECR surface corresponding to f =
2400 MHz. Center-line magnetic field strength with corresponding ECR frequencies
(bottom).

We show the magnetic field topology and center-line field strength for the ECR I
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thruster in Fig. 3.2. The electron cyclotron resonance frequency, fECR, corresponding

to the center-line field strength is shown on the right-hand side of the bottom plot.

The vertical black lines indicate the back plane of the discharge region and exit plane

of the thruster. The magenta curve shown in the top figure provides the resonant

surface corresponding to an input frequency f = 2400 MHz, which is located ∼ 6

mm from the back plane for this thruster design. The bolded magnetic field lines

correspond to the field lines that graze the outer edges of the thruster exit. For a fully

magnetized plasma, these lines would correspond to the plasma-vacuum interface.

It is worth noting that the maximum operating temperature of the N42 grade

neodymium magnets is 80 C. However, some reduction in magnetic field strength

will occur even at temperatures below this point. As such, we used water cooling

to ensure thruster operation below 40 C for the background pressure studies. This

was achieved by wrapping two turns of 1/8 inch copper tube around the magnets.

Because of the low input powers (¡ 50 W), this provided more than enough cooling

to maintain sub 40 C temperatures when connected to tap water pressures.

3.2.2 ECR Thruster II

Throughout the first experimental campaigns, we identified several drawbacks to

the ECR I thruster design. These included melted solder and inconsistent connections

to the center conductor, excessive sputtering from the copper used in the center

conductor, and the need for active cooling to maintain steady state operation. In

light of these design flaws, we redesigned the thruster for the thrust measurement and

optimization studies. Figure 3.3 shows a picture and CAD diagram of the redesigned

thruster: ECR Thruster II. Like the initial design, the ECR Thruster II features an

aluminum 6061 enclosure with a plenum surrounding the plasma discharge region

that provides radial gas injection to through 12 holes. The discharge region measures

28 mm in diameter by 20 mm in length. The outer surfaces of the thruster are black
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(a) (b)

Figure 3.3: (a) Picture of the ECR II Thruster mounted on the thrust stand, (b)
Cross-sectional model of the ECR II thruster.

anodized to improve radiative heat rejection. The center conductor is made of a

3/32” graphite rod. One end is threaded into a TNC connector at the back end of

the thruster, similar to those designs found in Ref. [92]. Graphite provides lower

sputter yields in plasma environments compared to copper at the cost of a higher

electrical resistivity. Although this material potentially decreases thruster efficiency,

it enables longer lifetimes and more consistent performance throughout tests. Because

of the complex interaction between the input microwaves and the plasma, it is difficult

to determine how much power is lost to ohmic heating of the antenna. However, tests

conducted with the graphite antenna did not yield measurably lower performances

than the more conductive antenna materials.

The magnetic field is produced by a set of samarium cobalt magnets (grade

YXG28H) positioned behind the discharge region. These magnets have a 350C oper-

ating temperature, which eliminates most thermal concerns for the thruster. We show

the magnetic field topology for ECR Thruster II in Fig. 3.4 with the center-line mag-

netic field strength plotted in Fig. 3.4. The magenta line in Fig. 3.2(a) corresponds
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to the resonant surface for f = 2400 MHz located ∼ 1mm from the back plane of

the discharge region. Figure 3.4 shows that within the discharge region, the possible

frequencies for ECR excitation range from f ≈ 2420 to f ≈ 900 MHz. Compared

to the ECR I design, the resonant zones are closer to the back plane of the thruster

for equal input frequencies, and the magnetic field gradient along the thruster axis is

more gradual. We explore the optimal position of the resonance zone in Chap. V.

Figure 3.4: Contour plot showing magnetic field strength produced by the ECR II
thruster (top). The magenta curve shows the ECR surface corresponding to f = 2400
MHz. Center-line magnetic field strength with corresponding ECR frequencies on the
right (bottom). The antenna tip is located at the exit plane of the thruster.

47



3.3 Vacuum Facility

The experiments presented in this chapter and Chapter 5 were conducted in the

Junior Test Facility at the University of Michigan’s Plasmadynamics and Electric

Propulsion Laboratory, shown in Fig. 3.5a. This vacuum facility is a cylindrical

stainless steel clad chamber measuring 1 meter in diameter by 3 meters in length.

It is equipped with two high-vacuum pumps: a turbomolecular pump (Leybold Mag

2000) rated for 1550 liters/s on N2 (∼ 1240 liters/s on Xe), and a cryogenic plate

capable of pumping roughly 38500 liters/s on xenon. The cryogenic pump maintained

a temperature of ∼ 30 K throughout testing. The actual pumping speed observed

during the experimental campaigns ranged from approximately 19000 to 30000 liters/s

xenon. We show a typical pressure versus flow rate measurement in Fig. 3.5b. The

discrepancy between predicted and measured pumping speeds was likely caused by

partial blockages of the cryogenic pumping surface during thruster testing. The base

pressures were below 10−7 Torr-N2 throughout the duration of the tests. More details

on the test facility and pumps are provided in Ref. [119].

3.4 Pressure Measurements

We measured chamber pressure using a Stabil Series 370 Ion Gauge (calibrated

for nitrogen) mounted along the side of the chamber, in plane with the thruster. The

low pressures involved in this experiment necessitate taking into account the finite

base pressure when correcting the readings for xenon. Pressures reported in this

experiment were therefore calculated using

Pcorrected =
Pmeasured − Pbase

2.87
+ Pbase, (3.1)

where 2.87 is the correction factor from nitrogen to xenon. Here, we assume that the

base pressure consists of mostly nitrogen gas.
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(a) (b)

Figure 3.5: (a) Junior Test Facility at the University of Michigan, (b) chamber pres-
sure vs. xenon flow rate with both the turbomolecular and cryogenic pumps in oper-
ation.

3.5 Propellant flow control

The experiments presented here used xenon propellant with flow rates ranging

from 0.75 to 10 sccm (6.71 × 10−7 - 8.95 × 10−7 Kg/s). The flow control setup,

shown in Fig. 3.6, uses an Alicat MCV-10SCCM-D/5M mass flow controller to both

set and monitor propellant flow rate. A second flow controller was used to inject

excess propellant in order to control the chamber background pressure during some

experiments.
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Figure 3.6: Flow control setup showing flow controller and solenoid valve.

We calibrated the MCV-10SCCM-D/5M flow controller using a MesaLabs Definer

220 DryCal system. Our in-house calibrations demonstrated a mass flow accuracy

within a range of +/− 5%. The setup additionally features a solenoid valve used for

flooding the thruster with propellant on startup.

3.6 Microwave Generation and Diagnostic Techniques

In this section, we provide an overview of the microwave generation and diagnostic

techniques used in our experiments. Accurate power measurements are a vital facet of

thruster testing needed for assessing thruster efficiency and spacecraft requirements.

However, microwave power diagnostics present much more complexity compared to

their DC counterparts, stemming from the difficulty in directly measuring voltage and

current without perturbing the system. We begin this section with a description of

the equipment used in testing. We then detail the subtleties of the microwave signal

paths and examine the sources of uncertainty inherent to our diagnostic techniques.

3.6.1 Microwave Test Equipment Used in Experiments

Figure 3.7a shows a schematic diagram of the microwave equipment used in the

experiments. The setup uses a computer controlled dual-output microwave signal

source (WindFreak Synth HD Pro) to generate the initial low-power microwave sig-
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nals. The signals used in our experiments include single-frequency, two-frequency, and

pulsed wave-forms. The Synth HD Pro is capable of generating frequencies ranging

from 10 MHz-20 GHz with output powers ranging from −40 to 15 dBm. The output

signal can be pulsed at a maximum frequency of 250 KHz. The signal generator’s

outputs are combined (in the case of two frequency heating) using a 3 dB combiner.

The final low-power signal feeds into to a solid-state power amplifier (Comtech PST

ARD88258-50). The amplifier outputs the high-power microwave signal used to power

the thruster. The maximum output power is ∼50 W. The operational bandwidth of

the amplifier spans 800-2500 MHz, making it the limiting component in selecting

output frequencies.

The high power microwave signal is fed through a coaxial cable to a series of two 20

dB bi-directional couplers (Mini-Circuits ZGBDC20-372HP+). The forward coupled

port of the first directional coupler is connected to a spectrum analyzer (HP 8563E)

to verify the frequency of the output signals. The second coupler is connected to two

thermocouple-based power sensors (Keysight N8482H) used to measure forward and

reverse power to the thruster. It is important to note here that while diode-based

power sensors can provide faster measurements, they typically cannot accurately mea-

sure mixed-frequency signals. The directional coupler attaches directly to a vacuum

feedthrough. On the vacuum side of the feedthrough, a coaxial cable attaches to

either a DC block or, in the case of direct thrust measurements, a wireless coupler,

which then connects to the thruster. The setup uses LMR-400 cables for transmitting

the high-power microwave signal. In vacuum, we use TNC connectors for all high-

power connections. These connectors were selected because of their relatively high

power ratings and lack of internal air-gaps. The air-gaps in RF connections, such as

N-type connectors, can slowly depressurize and allow micro-discharges to form when

under vacuum. This, in turn, causes undesirable power consumption and connector

damage.
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(a)

(b)

Figure 3.7: (a) Schematic of microwave power injection, (b) picture of microwave
equipment setup used in the experimental campaigns.
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3.6.2 Microwave Power Measurements and Uncertainty

In this section, we detail the components used in measuring microwave power

delivered to the thruster and describe the sources of uncertainty inherent to these

diagnostics.

3.6.2.1 Microwave Power Sensors

Generally speaking, microwave power sensors fall into three categories: thermistor,

thermocouple, and diode detectors. Thermistor and thermocouple sensors measure

the heat generated by an incoming microwave signal. Diode detectors rectify the input

signal and measure the resulting DC voltage. Typically diode sensors have faster re-

sponse times allowing them to measure time-resolved waveforms, while thermal-based

sensors can achieve higher accuracy for average power measurements. Additionally,

thermal sensors are less prone to error when measuring mixed signals such as the

two-frequency waveforms used in some of the experiments performed in Chapter 5.

The measurement uncertainty in these sensors stems from non-linearities in the

power and frequency response, zero-drift, instrument noise, and mismatch uncertainty

[2]. The sensor’s power deviation, frequency response, and noise parameters are

typically provided by the datasheet. The zero-drift can be corrected by periodically

taking zero-power measurements. The mismatch uncertainty, however, depends on

the consistency of the connections, and cannot easily be determined a priori. This

uncertainty can be minimized by using the fewest number of adapters possible and

by ensuring that connectors are tightened to the appropriate torque specifications.

The power sensor used in our experiments, the Keysight N8482H, uses a thermocouple-

based design. It features a highly linear power response with a ∼ 1% deviation over

the powers measured and a ∼ 1% variation in calibration factor over the frequency

range used our experiments. The N8482H has a low SWR ensuring minimal mismatch

uncertainty. In total, we estimate the error due to the power sensor, ∆Psens, to be
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under 3% for our experimental setup.

3.6.2.2 Microwave Signal Path used in ECR Experiment

Figure 3.8 shows the microwave power flow from the directional coupler to the

thruster. We cover more details on the directional coupler and power sensors in the

following sections. The signal path can be understood as follows: Forward power

from the amplifier (P1) enters the directional coupler at port 1, as shown by the

blue signal path in Fig. 3.8. Within the coupler, a small fraction of the forward,

given by the coupling factor (K), is diverted to port 3 where it is measured by a

microwave power meter. The remaining forward power exits the coupler at port 2

and is transmitted via a series of feedthroughs and coaxial cables to the thruster.

When measuring thrust, the signal path also includes a wireless power coupler, as

described in Sec. 3.8.2.8. The cables, connectors, and wireless power coupler absorb

a fraction of the incident power, given by an attenuation constant (αT ). The power

incident to the thruster (P T
Fwd) is then partially absorbed by the thruster. Because

of mismatch between the cable and thruster, a portion of this incident power (P T
Refl)

is reflected, as shown by the red signal path in Fig. 3.8. This reflected power is again

attenuated by the cables and wireless power coupler and enters the directional coupler

at port 2. Within the coupler, a fraction of the reflected power (K) is diverted to

port 4, and the remaining power is absorbed by the amplifier. As an aside, we note

that an alternative setup could use a circulator to divert the reflected power away

from the amplifier. However, the solid-state amplifier used in our setup had internal

protection circuitry that enabled operation without an external circulator.
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Figure 3.8: Signal flow from the directional coupler to the thruster. K1 and K2

show the coupled signal paths. D1 and D2 show the signal leakage caused by finite
directivity. αT represents the signal attenuation in the cable. P T

Fwd and P T
Refl 0are

the powers incident to and reflected by the thruster. PM
Fwd and PM

Refl are the forward
and reflected powers measured at the directional coupler.

3.6.2.3 Directional Coupler Signal Measurements

In the previous sections, we introduced a simplified explanation of directional

couplers as used microwave power measurements. In this section, we provide a more

detailed overview of their operation, and in the next section we expand upon a critical

source of uncertainty in these devices, directivity error.

Directional couplers are passive devices that tap a percentage of the input forward

and reflected powers and redirect the signals to the coupled ports. As shown by the

signal paths in Fig. 3.8, a fraction of the microwave power entering port 1, K1 is

coupled to port 3. Similarly, a fraction of the reflected power entering port 2, K2 is

coupled to port 4. These forward and reflected coupling factors are defined in decibels

as

K1 = 10 log

(
P1

P3

)
, (3.2)

K2 = 10 log

(
P2

P4

)
, (3.3)

where P1 is the power incident to port 1, P2 is the power incident to port 2, and P3

and P4 are the fractional powers coupled to port 3 and port 4, respectively. Typically

K1 = K2, withK1 = K2 ≡ K ≈ 20.5 dB in the coupler model used in our experiments.
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In an ideal directional coupler, the coupled port would be entirely isolated from all

other ports i.e. port 3 would not be affected by the signals entering ports 2 and 4, and

port 4 would not be affected the signals entering ports 1 and 3 in the coupler shown

in Fig. 3.8. In practical coupler designs, there is finite isolation between ports. A

small fraction of the power incident to port 1 leaks into port 4; likewise, a fraction of

the power incident to port 2 leaks into port 3. We show these undesired signal paths

in dashed lines in Fig. 3.8. The effect of this finite isolation is typically characterized

by the coupler’s directivity, D, a metric describing the ratio of desired to undesired

coupling given in decibels as

D1 = 10 log

(
P3

P4

)
(3.4)

D2 = 10 log

(
P4

P3

)
. (3.5)

The coupler model used in our experiments has a directivity of D1 = D2 ≡ D = 23

dB, meaning that ∼ 0.05% of the power directed from port 1 to port 3 will leak into

port 4.

3.6.2.4 Control of Delivered Microwave Power

Typically, we use the power absorbed by the thruster, PAbs, to determine thruster

efficiency. For more practical spacecraft and mission design, the total efficiency would

include the DC power going from the satellite bus to the DC to microwave power con-

verter, which would in turn power the thruster. The power reflected by the thruster

could be returned to the thruster using a matching network. However, for the pur-

poses of our experiments, we do not make use of such a network and instead focus on

optimizing the thruster itself.

Using the definitions shown in Fig. 3.8, the power deposited to the thruster can
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be defined as

PAbs = P T
Fwd − P T

Refl. (3.6)

The relationship between the incident and reflected powers is typically described using

a signal reflection coefficient, Γ, where

P T
Refl = |Γ|2P T

Fwd. (3.7)

We note here that the reflected signal is again attenuated by a fraction, αT , as it

travels back to the directional coupler. Neglecting errors caused by the directional

coupler and power sensors (discussed below), we can relate the forward and reflected

powers deposited at the thruster to those measured at the directional coupler as

P T
Fwd =

αTP
M
Fwd

K
, (3.8)

P T
Refl =

PM
Refl

αTK
, (3.9)

where PM
Fwd is the power measured at port 3, PM

Refl is the power measured at port 4.

These are the relations used when setting the power absorbed by the thruster during

experiments.

Combining Eqs. 3.6-3.9, we can calculate the expected measured forward and

reflected powers as a function of the reflection coefficient for a set absorbed power for

given attenuation and coupling parameters as

PM
Fwd =

K

αT (1− |Γ|2)
PAbs, (3.10)

PM
Refl =

KαT

(1/|Γ|2)− 1
PAbs. (3.11)

We show the predicted measured powers for a constant absorbed power in Fig. 3.9

for reflection coefficients ranging from 0 to 50%. For demonstration purposes, we
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have set the attenuation and coupling coefficient to αT = 1 and K = 1.

Figure 3.9: Example calculation of the predicted measured and reflected powers for a
fixed absorbed power vs. reflection coefficient for a lossless transmission line (αT = 1)
and neglecting directivity errors.

3.6.2.5 Directivity Errors

The finite isolation between ports in a directional coupler results in so-called di-

rectivity errors that can add significant uncertainty to power measurements at the

coupled ports. Because the signal arriving at the coupled ports is a vector summation

of two waves—the coupled (desired) signal and the leaked (undesired) signal—the re-

sulting signal amplitude depends on the phase relationship of the two forward and

reflected powers. For the thruster experiments, the phase relationship is a function

of frequency, cable length, and plasma properties. As such, it cannot be easily calcu-

lated prior to conducting the experiments and must be treated as an unknown when

assessing power delivered to the thruster.

Using the definitions of coupling coefficient and directivity provided in the previous

section, we can relate the power measured by the power sensors to forward power

incident to the coupler at port 1 (P1) and the reverse power incident to the coupler
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at port 2 (P2) as follows:

PM
Fwd = P1K + P2KD + 2K

√
P1P2D cosϕ1, (3.12)

PM
Refl = P2K + P1KD + 2K

√
P2P1D cosϕ2, (3.13)

where ϕ1 is the relative phase of the forward and reflected signals entering port 3

and ϕ2 is the relative phase of the forward and reflected signals entering port 4. This

formulation does not include the power losses incurred inside the coupler.

We relate the powers entering the directional coupler to the power delivered to the

thruster with P1 = P T
Fwd/αT and P2 = P T

ReflαT . Using these relations, we can express

Eqs. 3.12-3.13 in terms of the power incident to the thruster, P T
Fwd, the power reflected

by the thruster, P T
Refl, and relative phases of the forward and reflected powers at the

directional coupler, ϕ1 and ϕ2, and the directional coupler parameters, K and D, as

PM
Fwd =

P T
Fwd

αT

K + P T
ReflαTKD + 2K

√
P T
FwdP

T
ReflD cosϕ1, (3.14)

PM
Refl = P T

ReflαTK +
P T
Fwd

αT

KD + 2K
√
P T
ReflP

T
FwdD cosϕ2. (3.15)

Using Eqs. 3.14-3.15, we can calculate the phase dependence of the measured forward

and reflected powers for a constant reflection coefficient and true forward power to

the thruster.

We denote error caused by finite directivity effects on the forward and reflected

power measurements as ∆PM
Fwd and ∆PM

Refl. Figure 3.10 shows ∆PM
Fwd and ∆PM

Refl

normalized by the ideal measured powers given in Eqs. 3.10 and 3.11 as a function of

relative phase for two different reflection coefficients, |Γ|2 = 0.5 and |Γ|2 = 0.1. Here

we have set α = 1 and K = 1 for demonstration purposes. These plots show that,

even with ideal power sensors, substantial errors can arise from finite directivity.
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(a) (b)

Figure 3.10: (a) Example of the calculated measured forward power (PM
Fwd) and (b)

calculated measured reflected power (PM
Refl) as a function of reflected signal phase (ϕ)

for a constant incident power and reflection coefficients |Γ|2 = 0.5 (black line) and
|Γ|2 = 0.1 (orange line). The directivity is 23 dB for the calculations.

Taking the worst case scenario with ϕ1 180◦ out of phase with ϕ2, we can

calculate a range of the possible measured forward and reflected powers compared to

the true forward and reflected powers as a function of the reflection coefficient. We

show in Fig. 3.11 the upper and lower bounds for the forward and reflected powers

normalized by the ideal values given in Eqs. 3.10 and 3.11. These plots demonstrate

that the forward power measurements tend to become less accurate as the reflection

coefficient increases, though the overall error is less than 10% for reflection coefficients

under 50% (typically the maximum seen in our experiments). The reflected power

measurements, on the other hand, decrease in accuracy for small reflected powers.

This effects stems from the reflected power being on the order of the power leaked

from the forward power to the reflected power measurement port.
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(a) (b)

Figure 3.11: Range of uncertainty caused by directivity errors normalized by the
measured power predicted by Eqs. 3.10-3.10 as a function of reflection coefficient for
(a) forward power (b) reflected power.

The salient metric for characterizing the thruster performance in our experimental

campaign is the power absorbed by the thruster, PAbs. Combining Eqs. 3.6-3.15, we

can derive the range of true absorbed powers for a set of measured forward and

reflected powers. We show the results of these calculations in Fig. 3.12a for a fixed

measured forward power. Using Eqs. 3.10 and 3.11, we can further predict the range of

true absorbed powers for a constant measured absorbed power, as shown in Fig. 3.12b.

The x-axis in these graphs is the measured reflection coefficient, which may differ from

the true reflection coefficient used in the previous plots. We denote the uncertainty

arising from directivity errors ∆Pdir. We note that, in contrast to measurement

error caused by noisy signals, we cannot presuppose a distribution function for the

directivity error. Furthermore, the relative uncertainty in absorbed power is not

constant but instead a non-trivial function of the thruster’s reflection coefficient.

Therefore, test points with the same value of measured absorbed power, but different

measured reflected powers, can have vastly different uncertainties in their absorbed

power and thus thrust efficiency.
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(a) (b)

Figure 3.12: (a) Range of true absorbed power for a fixed measured forward power
and (b) fixed measured absorbed power. The ratio of measured reflection coefficient
is swept from 0 to 50%. The directivity of the simulated directional coupler is 23
dB and the transmission and coupling coefficients are set to 1. The uncertainty in
absorbed power increases significantly with reflection coefficient.

3.6.3 Transmission Losses and Coupling Coefficient

We measure the directional coupler’s coupling coefficient K and the system’s at-

tenuation constant, αT , prior to conducting any experiments. These properties are

frequency dependent and we therefore sweep measurements over the operating fre-

quency range of the tests.

We determine the coupling coefficient by attaching power sensors to the coupler’s

transmitted and coupled ports (ports 2 and 3 in Fig. 3.8) and a matched load to the

isolated port (port 4). A low power signal is then applied to the input port (port

1) and the coupling coefficient can then be measured from the difference in powers

measured at the transmitted and coupled ports. We show the results of this test in

Fig. 3.13.

The attenuation constant can be measured by attaching a power sensor in place

of the thruster. With this setup, we can relate the power measured at the coupler to

62



the power delivered to the thruster using

αT ≈ P T
Fwd

PM
FwdK1

, (3.16)

where K is the frequency-dependent value measured in Fig. 3.13. Here, we have

ignored the reflected power contribution, which should be small for a well matched

load such as the power meter. We show the measured attenuation values as a function

of input frequency in Fig. 3.13b. From this plot, we see an overall trend of higher

losses (lower α) with increased frequency. This is expected as attenuation in cables

and the wireless power coupler (see Sec. 3.8.2.8) tends to increase with frequency.

(a) (b)

Figure 3.13: (a) Directional coupler coupling coefficient vs. frequency. (b) Atten-
uation coefficient vs. frequency for the setup used in the thrust measurement and
optimization campaigns.

3.6.3.1 Combined Delivered Microwave Power Uncertainty

We estimate the total uncertainty in delivered power measurements by combining

the uncertainties caused by power sensor and directivity errors. The error caused

by directivity is not random in nature but systematic i.e. increasing the number

63



of measurements will not reduce directivity error. Because of this, we cannot add

directivity error in quadrature with other errors, but must use a worst case scenario

approach. Thus the total delivered power error is quantified as

∆PAbs = ∆Psens +∆Pdirectivity. (3.17)

3.7 Laser-Induced Fluorescence Diagnostics

The LIF diagnostics employed in this experiment are based closely on previous

studies described in Refs. [26] and [35]. A tunable laser pumps the 834.953 nm

(vacuum) metastable excited state of Xe II, which then emits a 542.066 nm (vacuum)

photon as it relaxes to the Xe II ground state. We deduce ion velocities using the

Doppler shift between the tunable input laser wavelength and the known 834.953 nm

transition, given by

Vion = c

(
ν

ν0
− 1

)
(3.18)

where c is the speed of light, ν is the input frequency, and ν0 is the metastable

transition frequency. The exact setup is described in more detail in Ref. [26].

The large magnetic fields near the thruster may impact our measured VDFs

through the effect of Zeeman splitting. Following Huang [51], at the maximum mag-

netic field strengths encountered by our LIF measurements (∼ 400 G), we anticipate

that Zeeman splitting will lead to symmetric broadening of the IVDF by ∼ 910 m/s.

While at the exit plane this splitting is commensurate with the bulk velocity, moving

further away from the source, the relative effect decreases as the ions are accelerated

and the magnetic field drops from ∼ 400 Gauss at the exit plane to under 50 Gauss

midway through the acceleration region. Here, the calculated fractional shift is less

than 1%. Moreover, we infer the average velocity by fitting normal distributions to

the data, which effectively removes the effect of this symmetric splitting. Zeeman
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Figure 3.14: Laser-induced fluorescence setup during alignment

splitting thus is ignored in our analysis.

3.8 Direct Thrust Measurement Techniques for Low-Power

ECR Thrusters

Thrust measurements are perhaps the most critical diagnostic in propulsion de-

sign, allowing mission designers to accurately predict spacecraft trajectories and set

mass requirements. Accurately measuring the thrust forces produced by EP thrusters

poses a unique challenge due to their low thrust-to-weight ratio. To give some per-

spective, a thruster weighing ∼ 1Kg on earth and producing a ∼ 1mN thrust has

a thrust-to-weight ratio of 10−4; equivalent to measuring a fraction of the weight of

a penny with a device capable of supporting humans. As such, there has been a

large body of research over the years dedicated to accurately assessing thrust forces

in on-ground vacuum facilities [95].

Experimentalists can forgo direct thrust measurements by using proxy methods

to extrapolate thrust based on non-direct measurements such as electrostatic probes,
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laser induced fluorescence, or momentum flux sensors. However, these methods make

several assumptions and are not as accurate or reliable as direct thrust measurements

[16; 74; 31].

Direct thrust measurements for low-power RF and microwave driven thrusters,

such as the ECR magnetic nozzle thruster, pose a particular challenge. These devices,

intended for limited power small-sat missions, produce low force levels –typically less

than 1 mN thust requiring greater force resolution than their high power counterparts.

RF thruster operation additionally produces high levels of electrical and thermal noise

relative to standard DC thrusters. In particular, the high-power coaxial cabling used

in testing these systems poses a challenge from a thermal and structural standpoint.

In this section, we present the design and performance of a novel hanging pendu-

lum thrust stand intended for microwave-driven thrusters. We describe its operation

and provide sample results taken with the ECR II thruster.

3.8.1 Thrust Stand Operating Principle

Generally speaking, EP thrust stands fall into three categories; inverted pendu-

lums, torsional pendulums, and hanging pendulums [95]. Our design uses a hanging

pendulum architecture due to its overall simplicity and compactness. A schematic

diagram of our thrust stand is shown in Fig 3.15. The design is similar to thrust

stands that have been used previously to characterize ECR thrusters [118; 56] and

ion thrusters [33; 46]. The operating principle is as follows: the thruster is mounted

a distance lT from a central flexural pivot. The thrust force it produces generates a

torque τT about the pivot point causing the pendulum arm to rotate an angle θ. We

measure the change in position of the pendulum arm using a fiber-optic displacement

sensor. The sensor is pointed at a mirror mounted to the bottom of the pendulum

arm located a distance lsens from the pivot point. The sensor detects the distance

δdisp, which is fed to a DAQ system. We translate the distance readings, δdisp, to force
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measurements using an in-situ calibration system. The calibration systems works by

dropping a series of calibration weights, mcal, located at a distance, lcal, from the pen-

dulum pivot point. The thrust stand uses a counterweight, mCW , located a distance

lCW above the pivot point to increase sensitivity compared to a conventional hanging

pendulum design.

Figure 3.15: Schematic of thrust stand showing in null (θ = 0) and displaced orien-
tations.

Using a moment analysis about the central pivot point, we can relate the linear

displacement, δdisp, to thrust force FT as follows:

δdisp = ATFT + b0, (3.19)

where the slope of the line is given by

AT = lsens
lT

mTglT −mCWglCW + k
, (3.20)

where k is the spring constant of the flexural pivot and g is the acceleration of gravity.
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We provide a complete derivation of this expression in Appendix A.1. Equation 3.20

shows that the thrust stand’s sensitivity can be increased by increasing the coun-

terweight mass, mCW , or position, lCW . This allows the user to select higher signal

to noise ratio (larger mCWglCW ) or decreased measurement settling time (smaller

mCWglCW ).

As with all EP thrust stands, we must infer AT in Eq. 3.19 using a calibration

procedure. Most EP thrust stands use a known weight system, though other alterna-

tives such as electrostatic combs and load cells are possible. Here, we use a variation

of the known mass system in which we apply weights to the calibration arm a distance

lcal from the central pivot. This is a similar approach to that described in Ref. [56].

We show in Appendix A.2 that the relation between applied calibration mass and

displacement is given by

δcal = Acal(mcalg) + bcal, (3.21)

where Acal is the slope relating calibration weight to displacement. We note that this

is not the same slope as AT in Eq. 3.19. This difference stems from the fact that the

thrust force and calibration force are applied at different locations. Geometrically, we

can relate relate this calibration slope to the slope in Eq. 3.19 with the expression:

Acal =
lcal
lT

AT (3.22)

where lcal
lT

= 1
3
in our design. This calibration procedure must be repeated each time

we adjust the counterweight.

3.8.2 Thrust Stand Design

In this section, we provide a detailed description of our thrust stand construction

and its subsystems. For reference, we provide a CAD diagram and picture of the
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thrust stand in Fig. 3.16. The dimensions and characteristic weights and thrust

forces used in the design are listed in Table 3.1.

Table 3.1: Thrust stand properties

Description Value Units

FT Thrust force 0.1-1 mN
mT Thruster mass 1.5 kg
mCW Counterweight mass 1.5 kg
mcal Calibration mass 0.1 g
lT y length: pivot to center of thrust 0.305 m
lCOM y length: pivot to thruster center of mass 0.305 m
dCOM x length: pivot to thruster center of mass 0.05 m
lCW y length: pivot to counterweight center of mass 0.08-0.22 m
dCW x length: pivot to counterweight center of mass 0.00 m
lcal x length: pivot to calibration weight center of mass 0.102 m
k Pivot stiffness 0.0016 N-m/degree
g acceleration of gravity 9.81 m/s2

3.8.2.1 Structure

The thrust stand can be broken down into two main structural components: the

stationary frame and the free-swinging pendulum arm. These parts are connected

by two flexural pivots – stainless steel torsional springs – that allow rotation without

the stiction inherent to sliding mechanisms such as ball bearings. Our design uses

Riverhawk 5016-800 pivots shown in Fig. 3.17. Each has a stiffness constant of a

0.0142 in-lb/degree (0.0008 N-m/degree) load capacity of 26 kg giving the pendulum

arm a total weight limit of 52 kg.

3.8.2.2 Calibration System

The calibration system consists of three servo actuators that are used to drop the

calibration weights onto the calibration weight bar attached to the swinging pendulum

arm. The weight bar, shown in Fig. 3.18, catches the calibration weights in a v-groove

ensuring consistent placement during each calibration. The geometry is such that the
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(a)

(b)

Figure 3.16: Thrust stand CAD model showing (A) horizontal counterweight, (B)
wireless power coupler, (C) optical displacement sensor, (D) flexural pivot, (E) cali-
bration system, (F) eddy-current damper, (G) vertical counterweight, and (H) ECR
thruster, and (b) thrust stand installed in the Junior Test Facility
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Figure 3.17: Riverhawk flexural pivots used in the thrust stand.

weights do not need a string to keep them in place, eliminating a common error

source in these systems. We operate each servo can independently, and therefore

can combine masses to create more calibration points than there are weights. By

using two servos, we can test three test calibration points while three servos can test

six different calibration weights. We weigh each calibration weight using a Mettler

AE200 precision balance masses prior to thruster testing.

Figure 3.18: Calibration weight catcher.

3.8.2.3 Counterweight Systems

The thrust stand features two counterweights; one adjusts the force resolution

and the other balances the pendulum arm. By moving the vertical counterweight,

shown in Fig. 3.16(G)), we can effectively change the length lCW as described by

Eq. A.5. This, in turn, increases or decrease the thrust stand’s sensitivity. The

vertical counterweight is comprised of a 1.3 kg brass bar connected to the top of the

pendulum arm using a pair lead screws. The lead screws are attached to two stepper

motors that enable precise in-vacuum positioning. The horizontal counterweight,
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shown in Fig. 3.16(A)), is used to orient the pendulum arm vertically. By maintaining

a perpendicular angle between the pendulum arm and the ground, we can minimize

calibration errors stemming from misalignment between the gravitational vector and

the calibration bar normal. The horizontal counterweight in our design consists of an

aluminum bar attached to the pendulum arm with a set of linear guide rails. The block

is repositionable via a 9/64”-41.7” lead screw connected to a stepper motor. This

provides in-vacuum positioning with sub-0.01 mm linear resolution, in turn allowing

for sub-0.1◦

3.8.2.4 Displacement Sensor

The thrust stand uses a Philtec D63 fiberoptic sensor (Fig. 3.16 (C)) to measure

the pendulum arm displacement (δdisp). The sensor works by transmitting infrared

light to a target surface and measuring the intensity of the resulting reflected light.

Our design uses a gold-coated mirror affixed to the bottom of the pendulum arm as

the measurement target. These types of optical sensors have been shown to be more

impervious to electrical noise emitted by RF thrusters than previously used linear

variable differential transformer (LVDT) sensors [98].

The maximum possible thrust stand resolution is dictated largely by the displace-

ment sensor’s resolution. The D63 outputs an analog signal with an amplitude equal

to 2.7 mV/µm while operating in its far range (typically between 0.5 and 1mm). We

feed this analog signal to an 18-bit National Instruments PXI-6289 digital-to-analog

converter. This yields a maximum possible displacement resolution <10 nm.

3.8.2.5 Eddy Current Damper

The thrust stand design employs an eddy current damper (Fig. 3.16 (F)) to re-

duce mechanical oscillations in the system. The damper uses a set of steel-backed

neodymium magnets opposite a fixed copper bar mounted to the bottom of the pen-
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dulum arm. The copper bar’s position, and thus the damping force, is adjustable

using a linear translation stage.

The thrust stand acts as a damped oscillator system; as such the damping ratio

dictates the settling time required for thrust measurements. The fastest measure-

ments possible require a critically damped system. It is in theory possible to achieve

this damping value by adjusting the magnet-to-conductor gap. In practice, however,

the strength of the magnets in our design leads to a slightly under-damped system for

most thruster and counterweight masses. We note here that the magnetic materials

are kept on the swinging portion of the thrust stand. This prevents the interaction

of the damper magnets and thruster magnets from generating a net torque on the

pendulum arm.

3.8.2.6 Electronic Systems

The thrust stand is equipped with several sensors and electronic systems to gather

temperature, inclination, and electrical potential data, and to control the counter-

weight and calibration motors. We show a schematic diagram of the system architec-

ture in Fig. 3.19. The electronic systems include four PT100 resistance temperature

detectors (RTDs) for measuring the temperatures, a ADIS16209 tilt sensor for de-

tecting the pendulum arm inclination, three stepper motor controllers for moving the

vertical and horizontal counterweights, and three servomotors for raising and lower-

ing the calibration weights. In its current configuration, the temperature sensors are

positioned with one along the side of the fixed frame, one on each side of a flexural

pivot, and one attached to the back of the thruster. The thrust stand uses two mi-

crocontrollers to communicate between the fixed and swinging portions of the thrust

stand. This architecture allows data to be transmitted using only two data lines with

the UART protocol. In total there are five wires spanning the swinging and fixed

portions of the thrust stand: ground, +5V, TX, RX, and Vsense. We use 18 gauge
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stranded silicone jacketed wire to reduce stiction. We transmit power to the thruster

via a wireless power coupler described in Sec. 3.8.2.8.

Figure 3.19: Schematic diagram of the thrust stand’s electrical and fiber-optic con-
nections.

3.8.2.7 Gas Interface

The ECR thruster used in testing requires only a single propellant feed. We use a

1/4 inch ID fluoroelastomer tube to feed to connect the fixed and free-swinging parts

of the thrust stand.

3.8.2.8 Wireless Power Coupler

Delivering power to RF and microwave based thrusters typically involves heavy

and relatively stiff coaxial cables that almost always contain dielectric materials –

PTFE or polyethylene – that have high coefficients of thermal expansion (CTE).

These properties inhibit their use in thrust stand testing as they both prevent the

pendulum arm from swinging freely and cause thermal drift errors as they thermally

expand [125]. Recent efforts to measure thrust on microwave thrusters have used
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wireless power transfer techniques to avoid these errors [118; 110; 80]. Previous de-

signs have included the use of pairs of standard rectangular wave guides separated by

a small air gap (Refs. [110; 118]), and non-contact stripline joints (Ref. [80]).

(a) (b)

Figure 3.20: Wireless power coupler CAD model showing (a) dimetric and (b) cross
section views

Our thrust stand uses a novel wireless power coupler that improves upon previous

designs by increasing the bandwidth (in the case of rectangular waveguides), and

alignment requirements (in the case of non-contact stripline joints). The coupler

employs a coaxial air-gap design, as we show in Fig. 3.20. Each half is separated by

a 1 mm gap. The coupler uses capacitive coupling to transfer power across the gap.

This design provides greater bandwidths than most rectangular waveguide systems,

while the axial symmetry yields a high tolerance to misalignment. This coupler allows

microwave power in the range of 600-2490 MHz to be transferred to the thrust stand.

Additionally, as with other designs, the coupler acts as a DC isolator, thus eliminating

the need for lossy DC blocks on the thrust stand for tests requiring electrical isolation.

We designed the coupler using the COMSOLMultiphysics electromagnetics solver.

We show the results of the spatially-resolved simulations for 1 and 2.4 GHz in Fig.

3.21. The coupler was manufactured using brass conductors and stainless steel TNC

conections. The key figures of merit for this design are the s-parameters, S11 and

S21, over the frequency range of interest. We measured these values using an Agilent

E5071C network analyzer shown in Fig. 3.22.
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(a) (b)

Figure 3.21: COMSOL simulation of the wireless power coupler showing the electric
field strength for (a) 1 GHz and (b) 2.4 GHz excitation

Figure 3.22: VNA testing the wireless power coupler.

The resulting plots, including the simulated data, are shown in Fig. 3.23. The

measurements show a −1 dB bandwidth– the range over which 90% of incident power

is transmitted– from 600-2490 MHz.
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(a) Reflection coefficient, S11 (b) Transmission coefficient, S21

Figure 3.23: Wireless power coupler simulated and measured S parameters

3.8.3 Thrust Stand Performance

In this section, we characterize the thrust stand performance by testing the follow-

ing metrics: vibrational noise, thermal drift, electrostatic and electromagnetic inter-

ference, and finally cold gas and plasma thrust. Additionally, we show the results of

the calibration procedure (as described in Sec. 3.8.2.2) with the vertical counterweight

in two different positions, demonstrating the thrust stand’s variable sensitivity. We

use the calibration and ambient noise data to calculate the error in Sec. 3.8.6.

3.8.3.1 Vibrational Noise Analysis

Vibrational noise can affect thrust measurements in two ways; it can overwhelm

displacement readings arising from thrust, and can cause false measurements when the

thruster is pulsed close to the thrust stand resonant frequency. The vacuum chamber

environment produces a significant amount of vibrational noise. In the Junior Test

Facility, the main source of mechanical vibration is the cryogenic pump, which uses

a reciprocating piston in its operation.
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We characterized the noise environment by reading the displacement sensor’s out-

put with the thruster powered off. For this test, we recorded data for one minute at

a rate of 200 samples/s. We present the raw displacement data in Fig. 3.24a. For

comparison, we also show the results taken without the cryogenic pump in operation.

The RMS displacements are on the order of 15 and 5 µM for the cryogenic pump

on and off cases, respectively. Figure 3.24b gives the power spectral density of the

readings using a Fourier Transform. The data show that the thrust stand has a nat-

ural oscillating frequency of ∼ 11.9 Hz. Comparing the results with and without the

cryogenic pumping, we that the cryogenic pump adds additional noise at ∼ 9.7 and

∼ 40.7 Hz. The results indicate that vacuum chamber noise can be easily averaged

out with relatively short (< 1 s) averaging periods.

(a) (b)

Figure 3.24: Thrust stand virbrational noise environment showing (a) displacement
sensor output and (b) power spectral density
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3.8.3.2 Calibration

In this section, we detail the calibration procedure and present the calibration

results for the thrust stand in two counterweight configurations. Table 3.2 provides

the calibration test point data, including test mass and equivalent force as calculated

by Eq. A.10.

Table 3.2: Calibration points

Test Point Weights Used Mass (g) Equivalent Thrust (mN)

1 1 0.0495 0.1618
2 2 0.1798 0.5878
3 1+2 0.2293 0.7496

The complete calibration procedure is as follows: we record data 12 seconds at

200 samples/second before and after all weights are dropped to capture thermal drift

trends, as discussed in the next section. We then drop each calibration weight for

15 seconds total. Typically, we drop the weights in ascending and then descending

order, as shown in Fig(3.25). In post-processing, we smooth the data using a Gaussian

moving average filter with a 5 second window. We then employ a linear regression

to fit a line to the first and last 10 seconds of data. Using this data, apply a linear

correction factor to the data to remove the thermal drift. We average the last 5

seconds of data for each weight point to generate a displacement versus weight data

point. The calibration slope is calculated by taking least squares fit of the calibration

points.
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(a) (b)

Figure 3.25: Calibration data showing the raw data and a linear fit

Figure 3.25 shows the calibration data for the thrust stand with the vertical coun-

terweight at the upper limit (Fig. 3.25a), and 80 mm from the top (Fig. 3.25b).

The grey lines are the raw displacement data (taken at 200 samples/second) while

the smooth black line shows the output of the Gaussain moving average filter. The

blue plus markers indicate the data points used for calculating the calibration slope.

Figure 3.26 shows the resultant linear fits for displacement versus calibration force;

-0.0580 mm/mN (-17.24 mN/mm) with the counterweight at the top position, and

-0.0247 mm/mN (-40.49 mN/mm) with the counterweight 80 mm down.
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Figure 3.26: Fit of displacement vs. applied calibration force with the vertical coun-
terweight in the top (black line) and bottom (orange line) positions.

3.8.4 Thermal Drift Characterization

In this section, we characterize the thermal drift exhibited by the thrust stand

during typical thruster operation. This test is performed using a high power RF

termination in place of the ECR thruster. This “dummy load” is shown mounted to

the thrust stand in Fig. 3.27.
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Figure 3.27: Dummy load used for thermal testing.

During the test, we supplied 30 watts of microwave power at 2400 MHz 30 minutes

and recorded displacement and temperature data. The resulting plots are shown in

Fig. 3.28a, with thruster temperature shown in red. Here, we can observe almost a

direct correlation between thruster displacement and temperature. In Fig. 3.28b, we

look at the 90 second window before and after turning off power to the thruster, as

this is the timescale relevant to thrust acquisition. The black vertical lines in this

plot show 15 provide the beginning and ending times for a typical thrust data point.

The data indicate that although thermal drift is present, it follows a nearly linear

trend on these timescales. We show the line derived from a linear fit – equivalent to

-0.08 mN/minute– of the 15 seconds of data prior to power being shut off in blue in

Fig. 3.28b. By subtracting the slope of this line from the data, we can remove the

effects of thermal drift for thrust measurements without losing significant accuracy.

The observed thermal drift is likely caused by expansion in the flexural pivots.

We tested this theory by applying heat tape to the fixed side of the pivots, which

induced a drift in the opposite direction of that shown in 3.28a.
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(a) (b)

Figure 3.28: Thermal drift testing data (left). Close up view of the data showing a
quasi-linear drift for timescales used for thrust measurements (right).

3.8.5 Electrostatic Testing

In this section, we examine the effects of electrostatic charging on thrust stand

measurements. Evaluating this potential source of error is important as ECR thrusters

have been shown to reach voltages over 200 V during operation. We test this effect

by attaching an electrical contact to the thruster body and sweeping the potential

from 0 to 300 V using an external DC power supply while measuring displacement.

The results of this test are shown in Fig. 3.29. The data show that thrust readings

are not affected in any significant way by electrostatic charge, eliminating this as a

source of error.
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Figure 3.29: Results of electrostatic test showing negligible displacement caused by
externally applied voltage.

3.8.6 Thrust Uncertainty Analysis

We quantify uncertainty in the thrust measurements following the approach out-

lined in Ref. [95]. In this formulation, measurement errors arise from four main

sources: random disturbances in the displacement measurement (σδ), calibration slope

errors (σkcal), and geometrical tolerances of the center of thrust to pivot length (σLT
),

and center of calibration force to pivot length (σLcal
). From these uncertainties, the

total normalized uncertainty of a thrust measurement can be calculated as

σT

T
=

√(σδ

δ

)2

+

(
σkcal

kcal

)2

+

(
σlt

lt

)2

+

(
σlcal

lcal

)2

. (3.23)

We calculate the uncertainty in displacement, σδ, using the thrust stand’s ambient

displacement. The data in Fig. 3.24a show that while the displacement, δdisp, exhibits

a large deviation from the mean, the disturbances are mostly periodic and we can

therefore eliminate most of this error by averaging the signal for a time tavg ≳ 100

mS. However, by extending tavg indefinitely, the averaged signal begins to incorporate
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the non-linearity in the thermal drift, as shown in Fig. 3.28. This would cause a

systematic error in the displacement measurement. We therefore encounter a trade-

off in selecting tavg between random error and thermal drift error.

Based on the data in Fig. 3.28, we chose an averaging time of tavg = 5 seconds. We

can now calculate σδ by taking the variance of the time averaged displacement data.

Using the 60 second ambient data set yields a value of σδ = 8 × 10−5 mm. We note

here that this approach to calculating σδ differs from that used in Ref. [95], which

uses the variance in calibration points. We believe this approach underestimates σδ

for our thrust stand.

We can estimate the uncertainty in the thrust stand’s calibration slope, Kcal, by

taking the standard deviation a series of calibration measurements:

σkcal ≈ sKcal
=

sδ√∑n
i=1

(
Fi − F̄

)2 , (3.24)

where sKcal
is the standard deviation of the calibration slope, sδ is the standard

deviation of the time-averaged displacement (calculated from σδ), Fi is a sample

calibration force, and F̄ is the average of the applied calibration forces. For our

calculation of σkcal , we take 21 sample calibration points, which yields σkcal = 5.8 ×

10−5 mm/mN.

The geometric uncertainty of lT and lcal is based on manufacturing tolerances.

For our thrust stand design we estimate these values to be σlT ≈ σlcal ≈ 1mm. From

these components, we calculate an aggregate error using Eq. 3.23. We plot the 95%

confidence interval (2σT/T ) versus the measured thrust in Fig. 3.30. By introducing

a maximum allowable error, we can use this plot to determine the thrust stand’s

minimum measurable unit of thrust. Setting the allowable error to 10%, for instance,

yields a minimum force of Fmin ≈ 25µN.
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Figure 3.30: Normalized 95% confidence interval (2σT/T ) vs. measured thrust force

3.8.6.1 Cold Gas Testing

As a preliminary benchmark, we measured the thrust produced by cold gas flow

through the ECR II thruster. The tests were performed by flowing xenon propellant

until reaching steady-state displacement. We then shut off the main propellant feed

valve and determined thrust by measuring the difference in displacement. We show

the data for the 1 and 5 sccm Xe cold gas tests in Fig. 3.31. In post-processing, we

calculated cold gas thrusts of 0.012 +/−0.004 mN and 0.065 +/−0.004 mN for the

1 and 5 sccm cases, respectively. As is evident from Fig. 3.31a, 0.012 mN is close to

the smallest force measurable by the thrust stand in its current configuration.

3.8.6.2 ECR Thruster Testing

In this section, we demonstrate the thrust stand’s performance using the ECR

II thruster. The tests were conducted with the 1 and 10 sccm Xe flow rates with

delivered power ranging from 20-40 W. The procedure for measuring each thrust
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(a) (b)

Figure 3.31: Cold gas thrust measurement for (a) 1 sccm Xe and (b) 5 sccm Xe

point was as follows: First, the thruster is brought to a quasi-steady-state operating

temperature. This takes ∼ 1 hour depending on the operating condition. We then

adjust the thruster to the specified power and flow rate settings. We allow the thruster

to run until the forward and reverse powers level off, typically ∼ 30 seconds. At this

point, we begin recording thrust data. For the thrust measurements presented here,

we take the difference in displacement between the test point and the thruster off

displacement.

We show a typical thrust measurement for a 24 watt (measured as delivered

power), 1 sccm xenon operating condition in Fig. 3.32a. The detrended displace-

ment is shown in Fig. 3.32b.

The data show a thrust of 0.408 mN. Incorporating the error analysis shown in

Sec. 3.8.6 we get a 95% confidence interval of FT = 0.408 +/− 0.009 mN.
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(a) (b)

Figure 3.32: Raw thrust data for 30 W, 1 sccm Xe (left), and detrended data (right).
The black line shows the five second Gaussian averaged signal. The blue x’s denote
the data points used in calculating thrust. The orange marks on the raw data figure
show the stand and end times used for averaging the thrust off data.

3.9 Combined Power, Flow, and Thrust Measurement Un-

certainty

In the previous sections, we calculated the uncertainties for mass flow rate, ab-

sorbed power, and thrust force. In this section, we combine these uncertainties to

derive the total expected error for specific impulse and efficiency measurements.

We assume the uncertainties in flow rate, thrust force, and power sensor error

can be modeled as random in nature. The uncertainty in absorbed power caused

by directivity error, on the other hand, is systematic i.e. repeating the experiment

will not yield values closer to the true value for errors caused by directivity. We

therefore combine the errors in the flow rate, thrust, and power sensor uncertainty in

quadrature, while the error caused by directivity is treated using a worst case scenario
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approach [12].

3.9.1 Specific Impulse

The uncertainty for specific impulse, Isp = T/(gṁ), is a combination of uncertain-

ties in thrust and mass flow rate measurements. Based on our previous assumptions,

we model these errors as:

∆Isp =

√(
∂Isp
∂T

∆T

)2

+

(
∂Isp
∂ṁ

∆ṁ

)2

, (3.25)

where the derivative terms are defined as:

∂Isp
∂T

=
1

gṁ
(3.26)

∂Isp
∂ṁ

= − T

gṁ2
. (3.27)

We take ∆T as the 95% confidence interval shown in Fig. 3.30 multiplied by the

measured thrust. The flow rate uncertainty, ∆ṁ, is assumed to be 5%. Using the

thrust measurement shown in Fig. 3.32 as an example, we obtain a specific impulse

of Isp = 342.8 +/− 17.3 seconds.

3.9.2 Efficiency

The uncertainty in thrust efficiency incorporates the errors in force measurement,

mass flow rate, and absorbed power. As described in Sec. 3.6.2, the absorbed power

measurements is affected by both the power sensor error and the directivity error. The

latter term is a systematic error and cannot be treated as a probabilistic distribution.

Furthermore, the directivity error is a non-symmetrical about the nominal absorbed

power, PAbs. We thus determine the minimum and maximum efficiencies by adding

the random errors in quadrature and incorporating this quantity into the maximum

and minimum efficiencies dictated by the minimum and maximum absorbed powers
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calculated based on directivity error. This formulation yields:

ηmax =
T 2

2ṁPmin

+

√(
∂η

∂T
∆T

)2

+

(
∂η

∂ṁ
∆ṁ

)2

+

(
∂η

∂PAbs

∆Psens

)2

, (3.28)

ηmin =
T 2

2ṁPmax

−

√(
∂η

∂T
∆T

)2

+

(
∂η

∂ṁ
∆ṁ

)2

+

(
∂η

∂PAbs

∆Psens

)2

. (3.29)

Here, the Pmin and Pmax terms are the minimum and maximum powers calculated

from the directivity error analysis provided in Sec. 3.6.2. The derivative terms are

given by

∂η

∂T
=

T

ṁPAbs

, (3.30)

∂η

∂ṁ
= − T 2

2ṁ2PAbs

, (3.31)

∂η

∂PAbs

= − T 2

2ṁP 2
Abs

, (3.32)

where PAbs is given by Pmin for the maximum efficiency and Pmax for the minimum

efficiency calculations.

Turning to the example point taken in the previous section, with a measured

forward and reverse powers of PM
F /K = 13.0 W and PM

R /K = 1.26 W, we can

calculate maximum and minimum absorbed powers of Pmax = 10.22 W and Pmin =

7.63 W. From here, we obtain a maximum and minimum thrust efficiency of ηmax =

7.03% and ηmin = 5.25%.

3.10 Summary

We have presented the design and performance of a variable-sensitivity hanging

pendulum thrust stand for measuring sub-millinewton forces. We demonstrated the

ability to change the thrust stand’s sensitivity from 40.49 mN/mm to 17.24 mN/mm
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by moving its vertical counterweight. We additionally described the design and per-

formance of a novel high bandwidth wireless power coupler for mitigating the effects

of RF cable expansion during microwave-powered thruster testing. The thrust stand

was tested using a low-power ECR thruster, demonstrating the ability to resolve

∼ 0.065 − 0.4µN forces, with error under 3% for thrust levels above 0.1 mN. We

tested the effects of environmental vibration, thermal drift, and electrostatic charge

on the performance of the thrust stand. The thrust stand exhibited non-negligible

thermal drift on the timescales relevant to thrust measurements; however this drift

remained linear over the ∼ 20 seconds needed to measure thrust. Electrostatic charg-

ing was shown to have no effect on thrust readings. Our error analysis showed a

minimum viable thrust measurement on the order ∼ 25µN.
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CHAPTER IV

Facility Effects for Low-Power Magnetic Nozzle

Thrusters

4.1 Introduction

In this chapter we explore the effects of on-ground facilities on thruster perfor-

mance including finite background pressures and proximity to chamber walls. The

possibility of EP thrusters interacting with the facility environment is a widely rec-

ognized problem in the field as it calls into the question our ability to extrapolate the

measured performance of these systems to their intended environment in space. Un-

derstanding these effects is key to accurately assessing thruster performance and thus

plays a critical role in optimizing these devices. To motivate this work, we note that

typical EP vacuum facilities produce vacuum environments with neutral densities on

the order of 1016 m−3 (∼ 10−6 torr) during thruster operation. The neutral densi-

ties encountered by satellites in low-earth orbit can easily fall below 1014 m−3 [11].

Additionally, the presence of conducting walls can fundamentally alter the possible

current paths generated during testing versus in space.
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4.2 Finite Background Pressure Effects

Previous theoretical and experimental studies have demonstrated that thruster

interaction with background neutrals can fundamentally differ between EP thruster

technologies. Hall thruster thrusters, for instance, tend to exhibit higher thrusts as

background pressure increases, resulting in artificially high efficiencies measured in

on-ground testing [108; 47; 88]. ECR magnetic nozzle thrusters have demonstrated

the opposite trend with higher background pressures resulting in a performance drop

[117]. Thus the mechanisms that have been proposed to explain facility effects in Hall

thrusters do not seem to apply to magnetic nozzles.

A potential explanation for the differing pressure responses between Hall thrusters

and magnetic nozzle thrusters stems from the location of the ion acceleration inherent

to each design. In Hall thrusters, ion acceleration tends to occur over a relatively

short region, often ∼ 1/5 the total thruster length, near the thruster exit plane

[52; 20; 19]. The acceleration process in ECR thrusters, on the other hand, has

been experimentally shown to take place over a distance greater than several thruster

lengths [57]. This effect leads to the acceleration region being several times the

volume of the thruster and thus makes these devices more susceptible to interaction

with background neutrals.

4.2.1 Previous Experimental Work

There have been a number of theories to date to explain the unique response

of magnetic nozzles to finite pumping speed. These have included background neu-

tral ingestion impacting the energy balance in the upstream source region where the

plasma is formed [17], as well as energy losses due to the onset of secondary discharges

occurring outside the thruster plume when the neutral environment is sufficiently high

[65].

Recent works by Vialis et al. [117] and Collard and Jorns [27] have shown that
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the presence of excess neutrals also can directly impact the dynamics of the magnetic

nozzle itself, i.e. the ability to convert thermal energy into directed kinetic energy.

These works have demonstrated, for example, that the acceleration profile of ions

is correlated with the presence of neutrals and that changes in performance can be

explained almost entirely by these shifts in the acceleration. This suggests that neutral

collisions in the plume may in fact be the dominant driver for many of the pressure-

related facility effects in low-power devices. With that said, despite the existing

correlation and phenomenological evidence, it has not been established causally why

the presence of neutrals could yield these types of changes in the acceleration region.

Thrust stand measurements by Vialis et al. [117] and Peterschmitt [92] demon-

strated that ECR thruster efficiency can decrease by more than a factor of two (9% to

3.9%) as pressure is doubled (5.4 µTorr to 9.75 µTorr). These results are re-created

in Fig. 4.1.

Figure 4.1: Previous thrust stand measurements showing decreasing efficiency as
chamber pressure increases, from Ref. [117]

Using Faraday probe measurements, Vialis found that the divergence of plasma

within the plume increased and on-axis ion current density decreased by almost 75%

as background pressure was raised. Studies of magnetic nozzles employing a helicon

plasma source that were conducted at higher facility pressures (14 to 66 µTorr, 100
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W) revealed similar trends [17].

4.2.2 Theory Relating Background Pressure to Plume Ion Energy Losses

The governing hypothesis of this work is that changes in nozzle performance with

increasing facility pressure can be explained by the unrecoverable loss of ion and

electron energy that results from collisions with the background gas. This process

acts as an energy sink that curtails the ability of the nozzle to effectively convert

thermal energy introduced in the source into directed kinetic energy for thrust at

the exit. We represent this loss explicitly by defining a power balance for the plume

region of the thruster under the assumption of ambipolarity at the nozzle throat and

exit, as well as quasi-1D expansion along the diverging magnetic field:

Pt =
1

2
ṁi(e)u

2
i(e) +Qe(e) +

ṁi(e)

mi

5

2
Te(e) + Pec + Pcex. (4.1)

Here we have defined Pt as the power entering the plume at the nozzle’s throat,

and we have denoted the power that leaves the nozzle geometry at the exit as the

combination of ion kinetic energy, 1
2
ṁi(e)u

2
i(e), electron heat flux Qe(e), and the flux of

thermal energy,
ṁi(e)

mi

5
2
Te(e). In these expressions, mi denotes ion mass, ui denotes ion

speed, and the subscripts refer to the (e) exit and (t) throat regions shown in Fig. 4.2.

We also have introduced two terms that represent the power lost by interspecies

collisions: Pec, the power consumed by electron-neutral ionization and excitation

collisions and Pcex, the power absorbed by charge exchange (CEX) collisions between

ions and neutrals within the plume. We provide a complete derivation of Eq. 4.1 in

App. B.

The balance in Eq. 4.1 shows quantitatively that the kinetic energy of the flow

(which is the component that contributes to thrust) can be decreased in two ways.

The first is that there is residual thermal energy in the flow as it exits the nozzle.
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Figure 4.2: Notional cross-section for the magnetic nozzle thruster showing key fea-
tures of the discharge including the throat (t), thruster radius (rT ), vacuum interface
lines (rV L), acceleration length, and nozzle exit (e)

This is a consequence of imperfect nozzle expansion and can be represented as a

nozzle conversion efficiency (see Ref. [27] for more on this topic). The second loss—

and the one which is the focus of this investigation—is the power that is absorbed

by interspecies collisions that is not recovered. Using this model, we in principle

can directly relate the power consumed within the plume by these collisions to a

reduction in final ion velocities. Estimating the quantities involved in this expression

explicitly, however, requires a detailed description of the plasma properties in the

primary discharge and plume regions. In the following, we motivate simple 0D and

quasi-1D models for each of these contributions.

4.2.2.1 Plume energy loss model

In this section, we present models for the loss terms in Eq. 4.1: Pcex, which stems

from ion-neutral collisions and Pec, which stems from electron-neutral collisions. To

this end, we use global models based on those presented in Chapter 2 to derive plasma
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properties in the thruster and plume.

Ion-neutral collisions in the plume Both CEX and elastic ion-neutral collisions

can occur in the plume of the magnetic nozzle. We only consider the former, however,

as they are a more dominant contributor in influencing changes in ion momentum and

energy in the plume [9]. We quantify the power consumed by CEX collisions in the

plume volume, Vplume, starting with the relation

Pcex =

∫
Vplume

1

2
nimiu

2
i νcexdV, (4.2)

where ni is the ion number density, ui is the accelerated ion velocity, which we assume

to be monoenergetic, and νcex is the CEX collision rate given by νcex = ngσcexui. Here,

ng is the neutral gas density and σcex is the cross section for CEX collisions in xenon

given as a function of ion energy by an empirical approximation in Ref. [84].

In order to simplify this integral, we again invoke a quasi-1D approximation for

the expanding nozzle flow such that nid
3x = ṁi

mi

1
ui
dx. This allows us to write Eq. 4.2

as

Pcex =

L∫
0

1

2
ṁiνcex(x)ui(x)dx. (4.3)

For this expression, in addition to the quasi-1D approximation, we have assumed

stationary neutrals and approximated the ion mass flow, ṁi, as constant throughout

the plume. We similarly have introduced an effective length, L, that bounds the

plume region. This length (labeled acceleration length in Fig. 4.2) corresponds to the

point where the nozzle induced acceleration of the ions is complete and is commonly

referred to as the detachment point. The location of this point is not fully understood

and cannot easily be calculated. Using experimental measurements of ion velocity,

however, we can estimate this length as the point where ion acceleration ceases [27].

Each CEX collision in this expression consumes 100% of the incoming ion’s kinetic
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energy. We can therefore neglect collisions between secondary ions and neutrals. We

note here that this analysis gives an upper bound on Pcex as in practice ṁi for primary

ions will decrease with each CEX collision.

Electron-neutral collisions in the plume We calculate the power consumption

from electron-neutral collisions in the plume using global models similar to those

described in Chapter 2. Using this approach, we can write the total energy lost to

electron-neutral collisions, Pec, as

Pec =

∫
Vplume

ng(plume)ne (Kizεiz +Kexεex +Kelεel) dV, (4.4)

where ng(plume) denotes the local neutral gas density and ne is the local electron

density.

Evaluating these expressions for electron-neutral power consumption requires that

the electron temperature, neutral density, and plasma density all be known within

the plume region. Additionally, an effective plume volume must be defined over which

these collisions affect the ion acceleration. We can estimate these parameters using

an analysis similar to that presented in Ref. [66] in which electrons are assumed to be

isothermal. In practice, the complex nature of electron heat flux, such as the known

cooling that occurs within the accelerations region, makes this assumption approx-

imate [103; 81; 66]. However, this type of isothermal analysis has been successfully

employed in scaling laws for these types of thruster models [7; 62]. Since the rate

coefficients and energies depend only on temperature, this assumption allows us to

re-write Eq. 4.4 as

Pec = (Kizεiz +Kexεex +Kelεel)

∫
Vplume

ng(plume)nedV, (4.5)

where we are able to remove the temperature dependent terms from the integral. For
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the local plasma density, ne, we make the assumption that the plasma undergoes a

quasi-1D expansion along a surface of constant magnetic flux. We therefore can relate

the density of the throat, ne(t) (estimated in Sec. 4.2.2.2) to the density in the plume

using

ne = ne(t)

(
rT

rV L(x)

)2

, (4.6)

where rT denotes the radius of the throat and rV L(x) denotes the location of the vac-

uum interface line (Fig. 4.2), which is determined by following the magnetic streamline

that intersects the throat at rT . This is shown in Fig. 3.2 for the ECR I thruster.

We approximate neutral density, ng(plume), as constant throughout the chamber and

base our estimates on pressure measurements taken during testing, as we discuss in

Sec. 4.2.4.1. The effective plume volume, Vplume, is defined as the region bounded by

the vacuum interface lines from the throat to the acceleration region exit.

4.2.2.2 Primary Discharge Model

In order to evaluate plasma properties at the nozzle throat analytically, i.e. Pt

and the inlet plasma conditions, we employ a particle and energy balance for uniform

density discharges based on the analysis provided in Sec. 2.5. In this version of the

model, the electron energy loss term is augmented to accurately capture the power

consumed by plume collisions. We additionally do not include the effects of neutral

depletion in this model in order to simplify the calculations.

Electron Temperature Calculation In order to estimate the electron tempera-

ture in the nozzle plume, we consider the 0D particle balance in the source:

neuBAeff = KizngneVeff , (4.7)
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where ne is the plasma density in the source, uB is the Bohm velocity, ng is the neutral

gas density in the source, Kiz is the ionization rate constant, Veff is the effective

ionization volume, and Aeff is an effective loss area given by Aeff = 2πR2hl +

2πRlhR. Here hl and hR are the plasma sheath edge to center density ratios for

the axial and radial boundaries, respectively. For our calculations, we ignore the

effects of the magnetic field within the discharge region and assume that ion diffusion

can be modeled using hl and hR factors used in the low-pressure transport model

for cylindrical geometries given in Ref. [70]. Eliminating ne from Eq. 4.7, we can

determine the electron temperature for a given geometry (which is known) and neutral

density (Sec. 4.2.4.1).

Plasma Density Calculation Plasma density is calculated using an energy bal-

ance that equates the total absorbed power to the energy lost for each ion-electron

pair, εT = εc + εe + εi, multiplied by the plasma loss rate, uBne(s), where ne(s) is the

plasma density at the sheath edge. The energy term is composed of the collisional

losses, εc = εiz + εex + εel, ion kinetic energy loss at the sheath edge εi =
1
2
Te, and

electron energy losses at the sheath edge, εe = 2Te+εei. Here εei captures the electron

energy losses in excess of the thermal energy at the sheath boundary. For the radial

boundaries and back wall, this term represents the energy transferred to ions as they

fall through the sheath to the wall, Vs.

For the open boundary (the throat), this term is more complex and requires some

knowledge of the plume dynamics. For our analysis, we take the electron energy losses

at the throat to be the sum of the energy transferred to ions and neutrals in the plume,

εei(plume), and an additional term representing the remaining energy contained in the

electrons exiting the plume, εe(e). Thus the energy loss term for electrons exiting the

throat becomes

εe(t) = εei(plume) + εe(e). (4.8)
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Following Refs. [62] and [7], εe(e) can be approximated as the sheath energy given in

Eq. 2.26 for nozzle exits near a chamber wall or as 5
2
Te for plasmas expanding into

an open boundary. We explore both limits in this Sec. 4.2.4.

We can relate the electron energy loss term given in Eq. 4.8 to those used in

Eq. 4.1 using the following expressions:

εei(plume) =
mi

˙mi(e)

(
1

2
˙mi(e)u

2
i(e) + Pec + Pcex

)
(4.9)

εe(e) =
mi

˙mi(e)

Qe(e) +
5

2
Te(e). (4.10)

From these relations, we can observe that the open boundary expression is equivalent

to setting the electron heat flux at the plume exit, Qe(e), to zero in Eq. 4.1.

A first principles assessment of εe(e) requires an analytical expression for electron

heat flux at the nozzle throat, which is in turn affected by the downstream magnetic

nozzle dynamics. The theoretical nature of this heat flux remains an open and active

area of research [45]. For the purpose of this investigation where our goal is to examine

the dynamics downstream of the throat, we forgo attempting to calculate this and

instead use ion velocity measurements to inform these values, as discussed below.

Using these definitions, the primary discharge power balance can be written as

Pabs = n0ub

(
(πR2hl + 2πRlhR)(εc + εi + εe(w)) + πR2hl(εc + εi + εe(t))

)
, (4.11)

where Pabs is the total power absorbed by the plasma and R and l are the discharge

region’s radius and length, respectively. The ion mass flow rate and resulting power
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flowing through the thruster’s throat is then given by

ṁi = πR2hlubn0mi (4.12)

Pt =
ṁi

mi

(
εi + εe(t)

)
. (4.13)

Combining Eqs. 4.7-4.13, we are left with the following unknowns: ng, ng(plume),

Pabs, ui(e), and Qe(e). For the analysis presented here, we use numerical simulations

to determine ng while Pabs, ui(e), and ng(plume) are measured experimentally. Given

values for these four unknowns and an expression for Qe(e), which we explore in

Sec. 4.2.5, we can solve iteratively for the variables of interest, namely Pt, Pcex, Pec,

and εei(plume). Finally, by holding εei(plume) constant over a range of neutral pressures

(thus assuming that the total energy transferred to the plume is constant), we can

use a single measured value of ui(e) to calculate accelerated ion velocities as a function

of background pressure.

In summary, in the previous section, we introduced a series of global power bal-

ances to assess how the exhaust velocity of ions exiting the magnetic nozzle will

depend on the introduction of neutrals in this region. The prevailing hypothesis is

that inelastic collisions will remove thermal energy from the flow, acting as an ef-

fective loss term, driving down performance. This is in keeping qualitatively with

measurements to date. In the next sections, we examine the validity of this scaling

law by employing a controlled experiment in which we characterize changes in ion

velocity as a function of facility pressure.

4.2.3 Experimental Setup for Investigating Background Pressure Effects

We evaluate our theory relating background pressure to thruster performance by

investigating ion velocities in the plume of an ECR thruster under varying neutral

background densities. For this experiment, we used the ECR I thruster described in
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Sec. 3.2.1.

The thruster was placed in the center of the chamber, approximately 1.5 meters

from the end cap, where the thruster’s plume terminates.The typical base pressure

observed during the experiment was 2.3 × 10−7 Torr-N2. In order to vary operating

background pressure, we added a second gas injection port at the back of the chamber,

as shown in Fig. 4.3. We then flowed between 0 and 40 sccm xenon to vary the

background pressure.

Figure 4.3: Schematic of facility and diagnostics with relative positions indicated.

4.2.4 Impact of Background Pressure Increase

In this section, we present experimental results quantifying the impact of increas-

ing background pressure on the dynamics of the magnetic nozzle. We then compare

this data to the predictions of the model outlined in Sec. 4.2.2. To this end, we first

report our measurements of facility pressure and neutral density. We then investigate

the role of facility pressure on the RF coupling to the plasma. Finally, we present the

measured ion velocities in the magnetic nozzle at each of the three background pres-

sures tested. We conclude by interpreting these results in the context of the governing

relations resented in Sec. 4.2.2.
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(a) (b)

Figure 4.4: ECR Thruster operating at 30 W, 1 sccm with a background pressures of
(a) 1.25 µtorr and (b) 16 µtorr

4.2.4.1 Neutral density in source and plume

We calculate neutral density in the discharge region using the COMSOL Multi-

physics Free Molecular Flow solver. We use a simplified axisymmetric model of the

thruster and vacuum chamber to generate a mesh and subsequently solve for the neu-

tral density at each point within the thruster and chamber. We then average over

the densities within the source to obtain ng. The simulations predict that for one

sccm xenon, the average neutral density within the thruster is ng = 6.8 × 1018. An

approximate calculation for ng can be performed using a 0D particle balance model:

ṁ/m = ngvA, where m is the atomic mass, v is the bulk velocity of particles ex-

iting the throat, and A is the throat area. Here, we expect v to be between the

velocity predicted by free molecular flow,
√

kBT/2πm, and that predicted by sonic

flow,
√

γkBT/m. Using a standard temperature of T = 300 K, we calculate that ng

predicted by our simulation is approximately halfway between these values.

We approximate neutral density, which includes contributions both from the

plasma source and the background gas, as constant throughout the chamber (and
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therefore plume region). This approximation is justified by the relatively high (>

50%) mass utilization efficiency predicted by our model, meaning that most neutrals

coming from the thruster are produced during recombination on the chamber walls.

The neutral densities derived from our pressure measurements are shown in Table 4.1.

Table 4.1: Neutral density in the plume, ng(plume)

Pressure, µTorr ng(plume), m
−3

0.98 3.15× 1016

13 4.18× 1017

26 8.37× 1017

4.2.4.2 Microwave power coupling

As a preliminary analysis, we investigate how background neutral density can

affect RF power coupling to the plasma. To this end, we measured the forward and

reflected microwave power as a function of facility pressure. These measurement

techniques are given in Chap. 3. We translate these measurements to reflection

coefficients in Fig. 4.5. Here, the microwave reflection coefficient, |Γ|2, is defined

as |Γ|2 = PRefl/PFwd, where PFwd and PRefl are the incident and reflected powers,

respectively. From here, we can calculate the load impedance using Γ = (ZL −

Z0)/(ZL + Z0), where Z0 is the coaxial cable impedance, 50 Ω. We ultimately see

that the that the load impedance, ZL, varies by less than 4% over the conditions

tested, indicating that plasma loading remains relatively unchanged for the range of

background pressures produced in the experiment. This is physically intuitive as the

neutral density in the source is an order of magnitude higher than in the plume and

thus is expected to be relatively impervious to the variations in the lower density

plume.
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Figure 4.5: Microwave power reflection coefficient, |Γ|2, measured as a function of
chamber background pressure

4.2.4.3 Ion VDF measurements

In this section, we present our measurements of ion velocity and acceleration along

thruster centerline as functions of facility pressure. Typical shapes of the IVDFs we

measured in the near and far-field of the nozzle are shown in Fig. 4.6. Here, we have

overlaid a fitted skewed-Gaussian distribution that we use for determining most prob-

able velocities and calculating error. In the near-field, the IVDF for all background

pressure conditions is characterized by a single, well-defined peak indicative of a near-

mono-energetic drifting population. Moving downstream, the IVDFs differ in shape

between the low and high pressure conditions. The low pressure (0.98 µTorr) IVDFs

maintain a single, well-defined peak throughout the plume. The higher pressure cases,

on the other hand, exhibit a broad, non-Maxwellian IVDF downstream of the exit

plane. We can still observe a high velocity peak, reflecting an acceleration of the bulk

ion population. However a second peak forms around 2,000 m/s. Between these two

peaks, we observe a spreading of the accelerated population to lower velocities. The

stationary population and low energy tail of the accelerated ions are indicative of ions
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that are created at different positions in the nozzle and therefore experience different

levels of acceleration. This is indirect evidence of downstream ionization or charge

exchange collisions between ions and neutrals.

(a) (b)

Figure 4.6: Axial ion velocity distribution function traces along center-line for the 13
µTorr condition at (a) exit plane of the thruster, and (b) 85 mm downstream of the
exit plane

Fig. 4.7 further supports the idea that this lower energy population can be at-

tributed to inelastic collisions in the plume. In these figures, we show the spatially-

resolved LIF data as intensity plots where the VDFs are normalized to unity for each

axial position. In these three cases, the power to the thruster remained the same,

20 W, but the facility pressure was increased from 0.98 to 26 µTorr-Xe. The data

show that ion acceleration takes place over the region spanning from the exit plane to

roughly 100 mm downstream. The overall shape of the acceleration profile is similar

for the three pressures tested. However, the signal-to-noise ratio decreases by a fac-

tor of two as pressure is raised, and the low energy population becomes increasingly

evident—suggesting more ions are being created in the plume at higher background
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pressures. Moreover, in all three cases, although the ion velocity asymptotically ap-

proaches a maximum downstream, the final value decreases with increasing pressure.

This reduction in maximum achievable directed kinetic energy is consistent with the

observations reported in Ref. [117].

Figure 4.7: Xe II velocity distributions along thruster axis at (a) 0.98 µTorr, (b) 13
µTorr, and (c) 26 µTorr background pressure conditions. The colorbar represents the
collected light intensity with peak intensity normalized to 1 for each axial position,
and values are interpolated between data points. Distances are measured from the
thruster exit plane

We convert the intensity maps in Fig. 4.7 to a single metric for ion acceleration by

calculating the most probable velocity of the ions at each spatial location. To this end,

we fit a skewed-Gaussian distribution to the high-velocity population in each IVDF

and assigned the mean value to the drift speed, as shown in Fig. 4.6. The uncertainty
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in these drift values, in turn, was determined by re-sampling and curve fitting each

IVDF using a boot strapping method. Following this technique, we show in Fig. 4.8

the resulting values of ion speed and ion kinetic energy, εi = 1/2miu
2
i . Here we can

see explicitly the direct impact of increasing pressure. As pressure increases from 0.98

to 26 µTorr, ion velocities decrease by ∼ 20% from 12.8 to 10.2 km/s, correlating to

a decrease in ion energy of ∼ 37% from 111.5 eV to 70.4 eV.

(a) (b)

Figure 4.8: (a) Most probable velocity of accelerated ions, (b) ion energy deduced
from LIF data as measured from the exit plane of the thruster.

4.2.5 Power lost to electron-neutral and CEX collisions

The key remaining unknowns affecting power losses within the magnetic nozzle are

the electron temperature, Te, the plasma density, ne, and the energy lost per electron

at the throat, εe(t). To estimate these values experimentally from our available data,

we make a few key additional assumptions. First, we assume that 100% of the power

input to the thruster (20 W) is absorbed by the plasma. Though this is an overes-

timate, given the low reflected powers seen during the experiment (Sec. 4.2.4.2), the
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actual value may be close to this number. Additionally, as we discuss in Sec. 4.2.6,

the final ion velocities predicted by our model are independent of absorbed power, so

long as Qe(e) is constant. Second, we take Qe(e) to be zero in the model, corresponding

to an open boundary condition with thermalized electrons at the detachment point

[37]. This is justified for our experimental setup by noting that the thruster’s po-

sition is several acceleration region lengths from the nearest vacuum chamber walls

[62]. Finally, we use a CEX cross section of σcex = 8.73× 10−19 m2 corresponding to

∼ 1 eV ions. Because σcex monotonically decreases with ion energy, this represents an

upper bound for Pcex. Armed with these assumptions and the measurements of ion

velocity, neutral density, and power coupling, we can evaluate the expressions given

by Eqs. 4.1-4.13 to determine the power fluxing into the throat and the power lost

to electron-neutral and CEX collisions. We show these values in Table 4.2. We also

plot the relative power consumed by CEX and inelastic electron-neutral collisions in

Fig. 4.9. It is worth clarifying here that the electron temperature is unaffected by

background neutral pressure as the energy fluxing to the thruster exit plane is un-

affected by downstream losses and the neutral density within the thruster is nearly

independent of background pressure.

Table 4.2: Plasma properties and collisional power consumed in the plume for the
background pressures tested

P, µTorr Te, eV εe(t), eV ne, m
3 ṁi, kg/s Pt, W Pcex, W Pec, W

0.98 10.6 113.8 3.06× 1017 5.36× 10−8 5.53 2.45× 10−5 0.09
13 10.6 111.9 3.07× 1017 5.38× 10−8 5.47 5.84× 10−5 1.22
26 10.6 132.2 2.95× 1017 5.18× 10−8 6.03 8.80× 10−5 2.35

From these calculations, we can observe that over a third of the power entering the

throat is consumed by electron-neutral collisions within the plume as pressure rises

above 20 µTorr, while no significant power losses can be attributed to ion-neutral

CEX collisions. More realistic cross sections for the CEX collisions at higher energies

would yield even lower values for Pcex, further confirming this point. This suggests
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Figure 4.9: Relative powers consumed by electron and CEX collisions

quantitatively that electron impact ionization and excitation play the leading role in

downstream power consumption, with values comparable to the total energy leaving

the nozzle.

4.2.6 Comparison with Energy Loss Model

In this section, we explore the predictive capabilities of the model we presented in

Sec. 4.2.2 by using the data from a single operating condition to predict the ultimate

ion velocities for a range of background pressures. In our analysis, we use the data

from the lowest background pressure measurements. This data point was chosen due

to its high signal to noise ratio but is otherwise an arbitrary choice. The velocity and

pressure measurements for this single point inform the value of εe(t) in our model,

which we then hold constant over all background pressures. This is equivalent to

assuming that changes in the plume do not affect the discharge upstream of the

throat. The data in Table 4.2 show that this assumption may break down at high
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background pressures. However, as we show in the following, our model has good

first order agreement.

Rearranging Eq. 4.1, we can relate accelerated ion energy to normalized power

losses in the plume, P
Pt
, where Pt is the power entering the throat:

εi(e) =
mi

ṁi(e)

Pt

(
1− Pec

Pt

− Pcex

Pt

−
Qe(e)

Pt

)
− 5

2
Te(e). (4.14)

Using this relation, we can calculate predicted ion energies with respect to normalized

power losses, Ploss

Pt
, where Ploss = Pec +Pcex. Again, we assume that the electron heat

flux at the end of the plume, Qe(e), is zero. These results are plotted in Fig. 4.10a.

Here, we have overlaid the data at each background pressure presented in Table 4.2

with error bars generated by the uncertainties in the LIF measurements.

Fig. 4.10a shows that the final ion energies scale roughly linearly with power con-

sumed by plume collisions, as is predicted by Eq. 4.1. This is a direct initial confirma-

tion that the loss in electron energy that stems from collisions with these species may

be sufficient to explain the degradation in performance of the nozzle with pressure.

With that said, this conclusion is subject to a number of simplifying assumptions

about the value of Ploss/Pt, as well as the other parameters governing Eq. 4.1. To

test the rigor of our result, we therefore relax these assumptions parametrically to

determine the sensitivity of our results to these assumptions.

We do this sensitivity analysis in three ways. First, we examine the role of neutral

gas density in the thruster, ng, as we have made the simplifying assumption that this

is constant and can be estimated from a numerical model. We allow this value to vary

by +/-50%. Second, we allow the electron temperature within the plume, Te(plume),

to vary by +/-50%. This is an important parameter to consider as we were not able

to measure it directly in the near-field region of the plume and it is critical to the

ultimate acceleration process of the thruster. Third, we vary the electron heat flux at
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(a) εi(e) vs Ploss/Pt predicted by Eq.
4.14 using data taken at 0.98 µTorr and
measured accelerated ion energy

(b) Primary discharge neutral density,
ng, swept from +/-50% nominal

(c) Electron temperature within the
plume, Te(plume), swept from +/-50%
nominal

(d) Electron heat flux at the exit of the
acceleration region, Qe(e), swept from 0

W (open boundary) to ṁi
mi

Te
2 ln mi

2πme
W

(sheath boundary)

Figure 4.10: Measured and predicted ion velocities for Ploss/Pt ranging from 0 to 0.5,
including sensitivity analysis of ng, Te(plume), and Qe(e)
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the nozzle exit, Qe(e) from 0 to ṁi

mi

Te
2
ln mi

2πme
, corresponding to an open boundary and

sheath boundary condition, respectively. Arguably, the electron heat flux is one of

the least understood and hardest parameters to measure in these devices. We elect to

employ these two boundary conditions as they represent the extremes in the values

of this flux. We note that we forgo a sweep of Pabs as it can be shown that both

Pt/ṁi and Ploss/Pt are independent of Pabs. Thus for a fixed Qe(e) and Te(e), εi(e) is

independent of Pabs.

With this in mind, we recalculated Ploss/Pt over each pressure condition and

updated the output of Eq. 4.14 using the new input parameters. The results of these

calculations are shown in Figs. 4.10b-4.10d. For each of these figures, the non-swept

parameters are held at the conditions shown in Table 4.2. From these figures, we can

observe that in all three cases, although the data and model shift (most prominently

with discharge region neutral density), the agreement between the two is relatively

insensitive to the changing assumptions. This suggests that the conclusion that the

loss in ion energy can be attributed to electron-neutral collisions still holds.

4.2.7 Discussion of Background Pressure Effects

We discuss in the following key assumptions and potential sources of error under-

lying our analysis and the implications of our results in the context of facility effects

and previous work.

4.2.7.1 Key assumptions

1. Free-fall diffusion in main discharge: The free-fall diffusion profile, given in

Ref. [70], neglects the effect of the applied magnetic field, which likely acts to

inhibit diffusion to the radial walls. This would cause the model to overestimate

Te and thus underestimate ne. However, given the approximately linear behavior

of Kiz and Kex for the electron temperature range of interest (Te < 25 eV), we
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expect that Ploss/Pt in the plume will remain roughly constant for small changes

in the Te and ne.

2. No neutral depletion: By neglecting neutral depletion, we have artificially raised

the predicted neutral density within the thruster (ng). Because of the relatively

high ionization fractions predicted by the model (∼ 5%), this negation leads

to a low estimate of Te and thus a high estimate of ne. For small changes in

ng, this has minimal effect of Ploss/Pt. However at large ionization fractions

(> 50%), these effects can significantly alter predicted plume losses, as shown

in Fig. 4.10b.

3. Ions reach Bohm speed at thruster exit: Our primary discharge model assumes

that ions reach the Bohm speed at the thruster exit. Measurements on our

device and previous studies have shown that this throat location is, in fact,

several millimeters downstream of the thruster exit [27]. Collard and Jorns

have suggested that this effect is largely due to collisions with neutrals and is

a source of inefficiency in magnetic nozzles. We have shown quantitatively how

this might be the case. However, because of the complex diffusion dynamics at

the open end of the thruster, it is unclear how, exactly, this would affect the

main discharge. One challenge moving forward would be to link the location

of this sonic transition to the collisional loss term. This is done in traditional

nozzles where non-adiabatic and non-isentropic flow move the choking point

downstream of the physical throat.

4. Plume expansion with magnetic field lines and isothermal electrons: The choice

of plasma expansion with the magnetic field and isothermal electrons gives us

a first order approximation for collisional power consumed in the plume. While

this neglects several of the more complex electron cooling and diffusion processes

that occur in magnetic nozzles, the sensitivity analysis presented in Fig. 4.10c
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shows that our loss model is largely unaffected by plume electron temperature.

This is due to the plasma density in the plume scaling inversely with plume

electron temperature, partially offsetting the changes in Kiz and Kexc.

5. Electron temperature unaffected by downstream ionization: By keeping the

main discharge electron temperature independent of plume collisions, we have

assumed that relatively few electrons generated downstream of the throat drift

into the main discharge region. Relaxing this assumption would lead to a lower

electron temperature in the discharge as cool electrons back-stream into the

thruster. This would in turn lower the acceleration potential as each ion-electron

pair exiting the throat carries less energy into the nozzle. Fully capturing this

phenomenon requires a more complete picture of electron heat flux in the nozzle,

and we therefore do not include these effects in our model. However, it should

be noted that previous measurements of the thruster’s floating potential showed

decreases in the magnitude of the floating potential (with respect to chamber

walls) that were greater than corresponding changes in ion energy [121]. This

is perhaps indicative of decreased electron temperature inside the thruster at

higher background pressures.

6. Neglect of role of boundary conditions: Finally, it is possible that additional

facility effects, such as secondary electrons emitted from the chamber walls, can

influence plume dynamics. This can give rise to non-thermalized distributions

that fundamentally impact the electron thermodynamics and heat flux. An

investigation of these effects is beyond the scope of this dissertation. With

that said, while the good agreement of our global model with experimental

measurements would suggest that these other facility effects may not have had

a substantial contribution over our range of studied pressures, these effects

ultimately may have a more prominent role as pressures are reduced or smaller
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facilities are employed. We explore these boundary condition effects further in

Sec. 4.3.

4.2.7.2 Implications for thruster testing standards and extrapolation to

on orbit performance

The key finding from our investigation is that it is inelastic electron-neutral col-

lisions in the plume with facility neutrals that adversely impact magnetic nozzle

thruster performance. This indicates that collisionless models of magnetic nozzle ac-

celeration regions, such as those presented in Refs. [7; 62; 29], can accurately describe

plume dynamics only for very low background pressures. Having identified a potential

cause and validated a model for this effect, we now can turn to the key question of

how a thruster will behave in a relevant, space like environment. To this end, in our

model, extrapolating to unmeasured pressures requires an expression for εe(t), the en-

ergy deposited in each electron entering the throat. The study presented in Sec. 4.2.6

holds εe(t) constant across all pressures using the value obtained from our lowest

pressure results. This choice was somewhat arbitrary, corresponding to the highest

signal to noise ratio data gathered during the experiment. However, the results show

good agreement at low pressures. It is notable that the trend with facility pressure

does appear to change inflection at high pressure, indicating a potentially nonlinear

response. This was not captured in our model and could perhaps be attributed to

feedback effects such as electron thermalization becoming more important at these

higher pressures. With this in mind, at least at lower pressures where there is better

agreement between model and experiment, this work suggests a recommendation for

how ground tests in the future may be extrapolated to orbit. Most notably, we see

that the deviation scales linearly with neutral density. This indicates that we may be

able to extrapolate to zero pressure by fitting a line. For example, our current results

suggest that ions would achieve a kinetic energy of ∼ 120 eV on orbit. While we
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were able to capture some of the effects of background pressure using these relatively

simeple models, future studies into these types of effects could include the role of

cross-field diffusion within the magnetic nozzle, which is likely enhanced at higher

pressures.

4.3 Role of Chamber Walls in ECR Thruster Performance

In this section, will briefly touch upon the effects of conductive vacuum chamber

walls on thruster performance. These walls in theory can provide conduction paths for

neutralization of the plume that would not exist on orbit. Furthermore, the presence

of downstream surfaces can effect upstream electron dynamics due to the bouncing

motion of electrons within the plume. Previous ECR experiments by Peterschmitt

[92] (see Fig. 80) using the same thruster in two different vacuum chambers provided

some evidence that larger chamber sizes could lead to increased thruster performance,

though the exact mechanisms by which this may occur remain unknown.

4.3.1 Experimental Setup for Testing Chamber Wall Effects

In order to test the effects of chamber size, we mounted a modified version of the

ECR II thruster in the Large Vacuum Test Facility (LVTF) at PEPL, as shown in

Fig. 4.11. This chamber measures 6 meters in diameters and 9 meters in length and

features roughly 600,000 l/s pumping speed on xenon. More details on LVTF are

provided in Ref. [119]. The thruster was mounted roughly on chamber center-line

approximately 4 meters away from the downstream graphite beam dump. Compared

to the Junior test facility, the walls were approximately six times as far from the

thruster.

During the experiment, a 1 meter by 1 meter stainless steel foil panel was added

to the rotating motion stage in LVTF, allowing for the addition of a downstream

conducting surface that could act as a simulated chamber wall. The panel was elec-
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Figure 4.11: ECR thruster mounted in LVTF with stainless steel bias panel positioned
downstream of the thruster to simulate varying chamber size.

trically isolated from the chamber walls and attached to an external DC power supply

and ammeter thus enabling it to act as a large planar electrostatic probe. We show

an electrical schematic of the setup in Fig. 4.12.

Figure 4.12: Schematic diagram of the thruster in LVTF showing the chamber walls
(top and bottom blue rectangles) and the foil bias plate (right blue rectangle). The
nominal electron (red) and ion (black) trajectories are shown in the plume. The net
current through the ammeter is shown as the thick black arrow.
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4.3.2 Chamber Size Experimental Results

Figure 4.13 shows the measured thrust and efficiency versus power for three differ-

ent panel positions: no panel, 1.7 meters downstream of the thruster, and 0.7 meters

downstream of the thruster. In these tests, the panel was tied to chamber ground

through the external ammeter. The flow rate was set to 1 sccm xenon with the ab-

sorbed power swept from 20 to 26 watts at 2450 MHz. The chamber pressure, as

measured at the chamber wall by a Stabil ionization gauge, was between 3 × 10−7

and 5× 10−7 torr-xenon during thruster operation. For the no panel data points, the

panel was positioned to the side of the thrust stand, ideally minimizing its influence.

We show the measured current through the ammeter in Fig. 4.14.

The force measurements show a modest increase in thrust when the panel does

not interfere with the plume. However, the thrust does not change substantially when

the panel distance decreases. Interestingly, the current measured through the panel

is positive when it is positioned in the plume indicating that it is ion-collecting when

at chamber wall potential. When it is positioned to the side of the thruster, however,

the measured current is negative. This indicates that there may exist a current path

in the chamber walls through which electrons ejected at wide angles can neutralize

downstream ions.

Biasing the downstream panel provides some indication of the influence of chamber

walls on the thruster operation. Figure 4.15 shows the results of sweeping the panel

potential from -200 to 200 volts while it is positioned 0.7 meters from the thruster

exit plane. While not shown here, thrust measurements taken at -200 and 200 volts

showed less than 2% change in thrust. The thruster body floating potential shows

that, when the panel is in an electron collecting mode, the potential structure in

the plume will adjust itself so that the thrust maintains a set voltage with respect

to the downstream panel. Thus it is possible that once the plasma detaches from

the magnetic field lines it can adjust to accommodate the downstream boundary
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(a) (b)

Figure 4.13: (a) Thrust and (b) efficiency versus power for the grounded conducting
panel in three different positions. The flow rate was held at 1 sccm xenon for all data
points.

conditions without affecting thruster performance.

While these experiments seem to indicate that there is some dependence between

the wall position and thruster performance, it is difficult to draw any firm conclusions

from these data. Because the flow rates used in testing were so small compared to

the high pumping speed of the test facility, the majority of the background pressure

seen in testing was due to chamber outgassing and not residual propellant. It was

therefore difficult to maintain a constant pressure while testing as facility outgassing

rates fluctuated. Furthermore, it is possible that the addition of a downstream barrier

had the effect of increasing neutral density within the plume as ions neutralized at

the bias plate drifted back towards the thruster. Because of these effects, the results

do not discount the possibility that pressure differences account for much of the

performance changes seen in testing.
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Figure 4.14: Panel current versus power corresponding to the thrust measurements
in Fig. 4.13.

Figure 4.15: Panel current and thruster body floating potential versus bias voltage
for the panel located 0.7 meters from the thruster exit plane.
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4.4 Summary

In an interesting departure from state-of-the-art EP devices such as Hall thrusters,

which show a general improvement in performance with increased facility pressure,

magnetic nozzle performance decreases with background neutral density. In this

chapter, we have demonstrated that this degradation in performance largely can be

attributed to electron-neutral collisions within the plume that significantly reduce the

amount of power available to accelerate ions through the diverging magnetic nozzle.

By raising the background pressure from 0.98 µTorr to 26 µTorr, we calculated that

39% of the power entering the plume, in the form of both ion inertia and electron

pressure, is consumed by ionization and excitation collisions. Physically, these col-

lisions remove the critical thermal energy introduced to the electrons in the source

region before it can be successfully converted to kinetic energy of the ions. Our cal-

culations for how the loss in energy scales with facility pressure are commensurate

with our LIF measurements, which show a broadening of ion VDFs and a reduction

in accelerated ion energy of 37%. We further demonstrated that, while currents ex-

ist in chamber walls during on-ground testing, their effect on thruster performance

may be overshadowed by pressure effects. Practically, our results have two major

implications for the field. First, these findings suggest that collisionless models must

be augmented to accurately describe plume dynamics in thrusters operating in finite

background pressure conditions [7; 62; 29]. Second, we have found that at low den-

sities, the dependence of ion velocity on pressure is linear. This suggests a potential

future strategy for mapping ground based tests to on orbit behavior.
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CHAPTER V

Optimization Experiments Using Custom

Waveforms

5.1 Introduction

Having explored best practices for thruster testing, we now turn to optimizing

thruster performance. In this chapter we present the setup and results of an ex-

perimental campaign seeking to optimize the performance of the ECR thruster by

changing the input microwave waveforms. Specifically, we explore the effects of single

frequency tuning, the addition of a second input frequency, and the effects of puls-

ing the microwave power. We use direct thrust measurements (described in Chap.

2) paired with a surrogate-based optimization algorithm to increase the thruster’s

efficiency.

Previous parametric experiments have shown that small changes to thruster ge-

ometry can have substantial effects on overall performance [117; 101]. These studies

additionally have found that the changing the thruster wall material can further in-

crease thrust [117; 92]. Similarly, changes in the magnetic field topology can improve

the the thruster’s efficiency [116]. Given the lack of predictive models for these types

of thrusters, there is no reason to believe that these devices cannot be improved

further through modification of these factors.
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However, changing these physical parameters often comes at a great cost both

in terms of testing time and fabrication expenses. As such, it is highly desirable to

find design variables that do not require physical changes be made to the thruster

geometry. One potential avenue for improving ECR performance that we will explore

in this chapter is to manipulate the power conditioning of the microwave input power.

These techniques have been employed extensively in the design of ECR ion sources

for highly charged ion production and ECR plasma processing chambers but have

been largely untouched in EP [39; 77; 99; 89; 127; 18].

The three waveform manipulation techniques we explore in this chapter are single-

frequency tuning, two-frequency tuning, and pulsed modulation. In single-frequency

tuning, described in Sec. 5.1.3, we attempt to optimize thruster efficiency by shifting

the input frequency between 1050 and 2500 MHz. Physically, this moves the resonance

zone back and forth within the thruster and changes the wave propagation properties

as the input frequency approaches the plasma cutoff frequency. This technique has

been previously attempted in an ECR thruster with a very limited input frequency

range (2300-2600 MHz) [116].

Two-frequency tuning, described in Sec. 5.1.4, mixes waves with two different

frequencies before injecting them into the thruster. This adds a second resonance

zone to the thruster, giving electrons two locations to undergo resonant heating.

This technique is commonly applied in ECR ion sources to boost highly charge state

ion production, but has not yet been applied to thrusters [89; 127].

Using pulsed power, described in Sec. 5.1.6, allows the thruster to break free of

normal limitations that stem from 0D power balance. This enables transient plasma

properties, i.e. high electron temperatures and densities, that cannot be supported

in steady state. Pulsed techniques are common in plasma processing but have not

been applied to low power magnetic nozzle thrusters to date [39].

One of the major challenges with adopting this approach to optimization is the
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dimensionality of the problem. Without complete models of the underlying physics,

optimization requires a gradient-free approach. With only two free parameters, ex-

ploring the design space can require tens or hundreds of sample points. Thus the need

is apparent for tools that can more efficiently test each design point. In Sec. 5.1.2, we

describe the algorithm used in choosing each new test point during our experiments.

This Chapter is organized as follows: in Sec. 5.1.1, we describe the general opti-

mization procedure used for each experiment. Section 5.1.2 describes the optimization

algorithm used in the experiments. Sections 5.1.3-5.1.6 describe the setup and results

of each of the optimization techniques, and in Sec. 5.2 we provide an analysis of the

experimental results.

5.1.1 Optimization Procedure

The experimental campaign presented in this chapter seeks to optimize the thruster’s

efficiency, η, defined as η = T 2/(2ṁPAbs), where T is the measured thrust, ṁ is the

propellant mass flow rate, and PAbs is the power absorbed by the thruster, as described

in Sec. 3.6.2. For the purposes of this campaign, we restricted each experiment to use

a constant absorbed power and mass flow rate, thus making the microwave waveform

the single varying parameter for each test. The tests were performed using the ECR

II thruster, described in detail in Sec. 3.2.2.

The overall optimization scheme can be described as follows: an optimization

algorithm selects a new test point (i.e. frequency or pulse width). This test point is

fed to the thruster control program which transitions the thruster to this operating

point. When the thruster reaches steady state, the control program initiates a thrust

measurement. Once the thrust measurement is complete, the thrust and power data

are fed back to the optimization algorithm. The optimizer then processes the data

and selects a new test point (see Fig. 5.1). The optimization process terminates when

the user manually ends the program.
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Figure 5.1: General optimization procedure.

For our experiments, we use a LabVIEW program to control the thruster set point

and automate thrust measurements. The program features a PID control function to

maintain constant power to the thruster. The LabVIEW program is set up to com-

municate with an optimizer running in parallel allowing for closed-loop optimization

experiments.

We begin each test by measuring thrust at a default low-power operating point

(typically∼ 7 W at 2400 MHz). During the optimization process, we measure only the

difference in thrust between the test point and a default low-power operating point.

By measuring changes in thrust, as opposed to taking absolute thrust measurements,

we are able to keep the plasma lit throughout the experiments. This avoids thruster

re-starts, which typically take several minutes.

We transition between test points using an automated sequence during which

the thruster is kept in a powered on state to avoid time consuming restarts. Each

modulation scheme requires a unique transition procedure to keep the thruster stable

while switching test points. We provide the specific procedures for each optimization

experiment in Sec. 5.1.3-Sec. 5.1.6.

The average time per test point, including transitioning to a new point, settling

time, and thrust measurement, is between one and two minutes. hus we are able

to perform hundreds of measurements per day with minimal human intervention.
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Figure 5.2 shows a single-frequency optimization experiment running in the Junior

Test Facility with the LabVIEW program in the foreground.

Figure 5.2: Automated optimization experiment during operation in the Junior Test
Facility. The LabVIEW thruster control program is shown in the foreground.

5.1.2 Optimization Algorithm

Our experiments include single and two variable optimization problems. The

shape of the output function, i.e. efficiency versus frequency, is not known a priori,

and may be composed of several peaks and valleys. We therefore require a non-convex

optimization algorithm (an algorithm capable exploring parameter spaces outsides of

local minima) to perform the experiment. To this end, we use a surrogate-based

global optimization algorithm to select each new test point.

The algorithm is implemented using the Matlab surrogateopt function, one of

several algorithms available in the Matlab Global Optimization Toolbox. A diagram

of the optimizer is shown in Fig. 5.3. The algorithm works by first randomly sampling

the parameter space. The number of random samples can be selected by the user.

It then builds a surrogate model of the system based on radial basis functions. At

each iteration, the algorithm selects a new test point by employing a merit function

based on a weighted combination of the expected improvement and uncertainty in
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the model [42]. After testing a new point, the surrogate model is updated and the

process repeats. The incumbent point shown in Fig. 5.3 is the prior test point with

the best performance. The algorithm resets to random sampling when it predicts

little improvement with each new sample point.

Figure 5.3: Matlab surrogate optimization algorithm. Reproduced from Ref. [1].

5.1.3 Single Frequency Optimization

The single frequency optimization experiment attempts to maximize the thruster

efficiency by shifting the single input microwave frequency, f . This effectively moves

the resonance zone within the thruster with higher frequencies corresponding to reso-

nance zones closer to the back of the discharge region, as shown in Fig. 5.4. A detailed

diagram of the magnetic field strength and corresponding ECR frequencies is shown

in Sec. 3.2.2. For this experiment the input frequency is restricted to a ranges from

f = 1050 MHz to f = 2500 MHz with the minimum frequency step set to 1 MHz.

These frequency constraints are dictated largely by the amplifier and wireless power

coupler bandwidths, though initial tests showed that at frequencies below 1050 MHz,
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the thruster could not sustain a discharge for more than a few seconds at low flow

rates.

Figure 5.4: Effect of changing frequency during single frequency optimization.

We performed several tests to determine how the optimal frequency was affected

by total absorbed power and flow rate. The overall test matrix included 20, 30, and

40 Watt absorbed powers with xenon flow rates set to 0.75, 1.00, 1.25, 1.50, 1.75,

2.00, 3.00, 4.00, and 5.00 sccm. The 40 Watt tests included only the 0.75, 1.00, and

5 sccm flow rates due to high reflected powers putting the coaxial cable at risk of

melting.

The single frequency experiment used the following procedure: We warm up the

thruster for approximately one hour until it reaches a thermal quasi-steady state.

The thruster is then transitioned to a default low-power set point, typically 7 W and

2400 MHz. While the thruster is in its default state, we run the full thrust stand

calibration procedure. We then measure the total thrust at the default low-power set

point. After taking this data, we restart the thruster and initiate the single frequency

optimization routine. The optimizer will then select a test point which is sent to the

thruster control LabVIEW program. The program sends a command to the signal

generator to switch to the new input frequency. A special timing mechanism is used to

ensure that the plasma does not extinguish. Once at the new frequency, a software-
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controlled PID loop is enabled to stabilize the thruster at the absorbed power set

point. When the thruster stays within ±0.5 Watts of the desired power for a total of

5 consecutive seconds, the PID loop is turned off. The thruster is then kept at the

new set point for 10 seconds to further stabilize. Finally, the thruster is transitioned

back to the default set point. Thrust is measured by taking the difference between

the test set point and the default set point. The thrust data is then sent back to the

optimizer, and the process repeats. To avoid long-term errors caused by thermal drift,

we run a thrust stand calibration procedure every 5 test points. For the experiments

presented in this section, the optimizer uses 30 randomized points to begin each test.

5.1.3.1 Single Frequency Optimization Results

We show the results of a typical single frequency optimization experiment in

Fig. 5.5. This plot underscores how the optimizer employs a combination of ran-

domization and guided search to narrow on a region of optimal efficiency. The first

30 trials are randomly selected, as can be seen in the highly variable outputs. The

next 20 points are selected using the surrogate optimization algorithm. At trial 48,

the optimizer determined that it had reached an optimum and resets to picking ran-

dom points. The experiment was manually terminated after 58 trials as it did not

appear to be improving any further. This entire experiment took ∼ 90 minutes to

run, excluding thruster warm-up time.

We show the post-processed efficiency and specific impulse for the single frequency

experiments in Figs. 5.6-5.8. The uncertainty in these plots is calculated using the

procedure outlined in Sec. 3.9. The large error bars correspond to data points with

high values of measured reflected power. For clarity, we show only the data for the

thruster operating at 0.75, 1.00, and 5.00 sccm flow rates. We provide the complete

data sets, including the 1.25, 1.50, 1.75, 2.00, and 3.00 sccm data in App. C.

The data show that at low flow rates, the optimal frequency tends to be foptim ≈
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Figure 5.5: Example of a single frequency optimization experiment showing the mea-
sured efficiency vs. trial number. The first 30 points are randomly selected while the
remaining points are chosen by the the surrogate optimization algorithm.

(a) (b)

Figure 5.6: Results of the single frequency optimization experiment for 20 W absorbed
power. (a) Efficiency vs. frequency (b) specific impulse vs. frequency.

2300 MHz. Lower flow rates and powers tend to correspond to higher optimal efficien-

cies with the maximum efficiency occurring at 0.75 sccm and 20 W absorbed power.

Interestingly, at higher flow rates, the optimal frequency shifts to foptim ≈ 1650 MHz.
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(a) (b)

Figure 5.7: Results of the single frequency optimization experiment for 30 W absorbed
power. (a) Efficiency vs. frequency (b) specific impulse vs. frequency.

(a) (b)

Figure 5.8: Results of the single frequency optimization experiment for 40 W absorbed
power. (a) Efficiency vs. frequency (b) specific impulse vs. frequency.

However, higher powers do not appear to affect the overall shape of the thrust versus

frequency response at a set flow rate.
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5.1.4 Two Frequency Optimization

The two-frequency optimization experiment seeks to find the frequency combina-

tion, (f1, f2), that maximizes thruster efficiency. For the experiment presented here,

we divide the total absorbed power equally between f1 and f2. For this experiment,

f1 ranges from 1200 MHz to 2500 Mhz while f2 ranges from 1000 to 2500 MHz. The

minimum frequency gap between f1 and f2 is set to 50 MHz to ensure stability.

The two-frequency experiment used the following procedure: We warm up the

thruster for approximately one hour until it reaches a thermal quasi-steady state.

The thruster is then transitioned to a default low-power set point, typically 7 W and

2400 MHz. While the thruster is in its default state, we run the full thrust stand

calibration procedure. We then measure the total thrust at the default low-power set

point. After taking this data, we restart the thruster and initiate the two-frequency

optimization routine. The optimizer selects a test point consisting of frequencies

(f1, f2) which is sent to the thruster control LabVIEW program. The program sends

a command to the signal generator to switch to the operating frequency to f1. A

special timing mechanism is used to ensure that the plasma does not extinguish.

Once at f1, a software-controlled PID loop is enabled to stabilize the thruster at half

of the total absorbed power set point. When the thruster stays within ±0.5 Watts

of the half power for a total of 5 consecutive seconds, the control program adds the

second frequency, f2. The PID loop then controls the power of the second frequency

output until the total desired absorbed power is reached. Once the thruster with both

frequencies enabled stays within ±0.5 Watts of the total desired absorbed power for

5 consecutive seconds, the PID loop is turned off. The thruster is then kept at the

new set point for 10 seconds to further stabilize. Finally, the thruster is transitioned

back to the default set point. Thrust is measured by taking the difference between

the test set point and the default set point. The thrust data is then sent back to the

optimizer, and the process repeats. To avoid long-term errors caused by thermal drift,
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we run a thrust stand calibration procedure every 5 test points. For the experiment

presented in this section, the optimizer uses 150 randomized points to initialize the

test.

5.1.5 Two-Frequency Results

We show the results of a two-frequency frequency optimization experiment in

Fig. 5.9. Here, the first 150 trials are randomly selected. This entire experiment took

∼ 24 hours to run. Largely owing to time constraints, we were only able to run a

single two-frequency experiment to completion.

Figure 5.9: Two frequency optimization experiment showing the measured efficiency
vs. trial number. The first 150 points are randomly selected while the remaining
points are chosen by the the surrogate optimization algorithm.

Figure 5.10 shows the measured efficiency versus f1 and f2. We show the upper

and lower uncertainty bounds in App. C. While there still remain many unexplored

frequency combinations, a clear pattern emerges from the data: set points with fre-

quencies close to the single-frequency optimum tend to perform better.

Overall, however, these two-frequency results do not reach the efficiencies of the

single frequency optimal point for the 20 W, 1 sccm operating condition.
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Figure 5.10: Two frequency optimization experiment showing the measured efficiency
vs. trial number. The flow rate was set to 1 sccm xenon and the total absorbed power
was set to 20 Watts, with each frequency contributing 10 Watts.

5.1.6 Pulsed Optimization

The pulsed optimization experiment used two free parameters: pulse frequency

and pulse duty cycle. The total average power is kept constant, and thus the peak

power is a function of the set point duty cycle. Here, the pulse frequency was al-

lowed to vary from 10 Hz to 250 KHz while the duty cycle ranged between 40% and

90%. Lower duty cycles were not possible due to the maximum output power of the

amplifier. In order to keep the plasma stable, we do not fully turn off the power

between pulses. Instead, the minimum power is held at 7 W. This is similar to the

simulations presented in Sec. 2.6.2. The testing procedure uses the same steps as the

single frequency optimization, with the optimizer and thruster control program com-

manding a new pulse period and pulse on and off times based on the desired pulse

frequency and duty cycle. Using this process, we ran an optimization experiment
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with the total average absorbed power set to 20 W and the flow rate set to 1 sccm

xenon. The 100 test points took approximately 12 hours to perform largely due to

thruster instabilities at certain duty cycles and pulse frequencies.

5.1.6.1 Pulsed Results

Figure 5.11 shows the output efficiency versus pulse frequency and duty cycle.

We see from these results that higher duty cycles tend to produce higher efficiencies,

regardless of the pulse frequency. This trend can be explained by the low mass

utilization efficiencies caused by long off (low-power) periods, as predicted by the

simulations in Sec. 2.6.2. We additionally can observe a peak in efficiency for a pulse

frequency around 24 KHz. Above these frequencies, the thruster highly unstable, and

the plasma would frequently extinguish, forcing a time consuming restart. The cause

of this instability is unknown and could be a result of underlying plasma conditions

or intermittent loss of power stemming from the signal generator.
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Figure 5.11: Pulsed optimization experiment showing the measured efficiency vs.
pulse frequency and duty cycle. The total absorbed power is set to 20 W and the
flow rate is 1 sccm xenon.

5.2 Discussion

The results of the single frequency experiments show that thruster performance

is strongly linked to input frequency. In the 1 sccm, 20 W operating condition, for

example, the maximum measured efficiency was over 3 times the minimum. Similar

dependencies were found for higher flow rates despite much lower efficiencies across

all frequencies.

Looking at the optimal frequencies, we find that low flow rate conditions have

efficiency peaks at higher frequencies, correlating to resonance zones in close proximity

to the back wall of the thruster, where the microwave power is injected. These data

suggest suggest that the input electromagnetic wave is damped as it travels from

the back plane through the plasma. Therefore, having resonance zones closer to the

back could utilize the microwave power more efficiently. Classical theory states that
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electromagnetic waves will penetrate the plasma over a distance of a few skin depths

(δ) given by

δ =
c

(ω2
pe − ω2

RF )
1
2

, (5.1)

where c is the speed of light. For the values calculated in Chap. 2, this equation

predicts a skin depth on the order of 1 cm. Thus we do expect a substantial change

in damping between resonance zones at the back and front of the thruster.

However, the same patterns are not observed in the high flow rate frequency

optimization experiments. Here, the optimal frequency tend to concentrate around

1600 MHz. Thus it is possible that a different heating mechanism dominates as

collisionality increases, causing the optimal frequency to decrease. Alternatively, the

tendency to of the optimal frequency to decrease with higher flow rates could be

indicative of an optimal neutral density at the location of ECR resonance and a

corresponding optimal reduced electric field strength (E/N).

As shown in the simulations presented in Chap. 2, we suspect that the plasma

density within the thruster exceeds the critical density for electromagnetic wave prop-

agation (ωpe). As such, the plasma generated by our experiment exists in a so-called

overdense state. The physics behind these overdense plasmas can be quite complex,

with several possible plasma waves being excited by the input electromagnetic wave

[40]. Thus understanding the underlying cause of the frequency and density response

of the thruster may require more in depth simulations.

The two frequency results suggest that it is beneficial, at least in the case of

low flow rates, to concentrate the input power within a single frequency. Thus it

is possible that performance is maximized by increasing the local resonant electric

field intensity at the resonance zone. These results are corroborated by recent ECR

thruster experiments using waveguide excitation to power the thruster [94]. In these

tests, it was shown that the waveguide thruster performed significantly worse than a

thruster with a central conductor. One possible explanation for this behavior is the
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weaker local electric field intensity produced within a waveguide when compared to

a coaxial design. Thus it is possible that local field strength can play a key role in

thruster performance.

Our pulsed modulation experiments demonstrated that, as predicted by our global

model simulations, continuous operation leads to higher performance. This effect is

likely caused by a higher proportion of input neutrals leaking out of the thruster

while it is in a low-power state between high power pulses. While it is theoretically

possible to utilize the input propellant more efficiently while pulsing, it is difficult to

maintain a stable plasma between pulses. If this technical challenge is overcome, it

may be possible to achieve higher efficiencies while pulsing at very low flow rates.

5.3 Summary

In this section we have presented the setup and results of a series of optimization

experiments testing whether the thruster’s efficiency can be increased using single

frequency tuning, two-frequency mixing, and pulsed modulation. We detailed the

test procedures, including the optimization algorithm used during testing. The re-

sults show that significant gains can be made using single frequency tuning with the

efficiencies at the optimal frequencies typically ∼ 3 times higher than those at the

least optimal frequencies. However, the optimal frequency was found to depend on

the input flow rate. The underlying cause of this efficiency gain remains a topic for

future research.

The results of the two-frequency experiment suggest that adding a second reso-

nance zone does not improve efficiency when compared to the single frequency op-

timum. While certain frequency combinations were not explored, such as two very

close frequencies (< 50 MHz separation), the initial data suggest that this approach

may not lead to efficiency gains. Finally, our test using pulsed modulation demon-

strated that, over the duty cycles and frequencies tested, the thruster performed best
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with continuously applied power, suggesting that input propellant was being wasted

between pulses.
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CHAPTER VI

Conclusions and Future Work

6.1 Summary

ECR magnetic nozzle technology shows great promise for small satellite missions.

The efficiencies measured as part of this dissertation and at other laboratories put

ECR thrusters well in line with competing low-power EP thruster technologies. Their

simple architecture and resilient operation, including the potential to use alterna-

tive propellants, may someday make them a ubiquitous on-orbit technology. In this

dissertation, we have covered three facets of ECR magnetic nozzle thruster develop-

ment: modelling thruster performance using relatively simple global plasma models,

practical testing procedures for accurate on-ground performance measurements, and

closed-loop efficiency optimization using custom microwave waveforms.

The global plasma models presented in Chapter 2 provide a framework for under-

standing the energy loss mechanisms and avenues for improvement in designing these

thrusters. These models assume a uniform plasma and neutral density and do not

consider the electron heating mechanism. Thus they cannot capture the subtleties in-

volved in thruster operation including wave-coupling, plasma confinement, magnetic

nozzle plasma expansion, and electron heat transfer. However, using free parameters,

we can utilize these models to predict the effects of better confining plasma and more

efficient nozzle expansion. Using time-dependent solvers, we can further predict the
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impact of pulsing the power absorbed by the thruster. Our findings suggest that a

large portion of the input power is lost to collisions with the radial and back walls

when increased plasma confinement from magnetic field effects is not included. These

simulations further showed that at low powers, there are substantial losses associated

with low mass utilization efficiency. Finally, these simulations suggested that pulsing

the power would likely decrease performance by further lowering the mass utilization

efficiency as neutrals escape the thruster during power-off times.

The ladder part of this dissertation concerned experimental techniques and cam-

paigns using ECR thrusters. To this end, we have provided an architecture for gen-

erating and measuring microwave power, measuring thrust forces, and finally, under-

standing facility effects inherent to ECR thruster operation. We described in Chapter

3 a methodology for generating broadband microwave power and accurately assessing

the power deposited to the thruster. This included an in-depth error analysis for

determining the range of delivered powers absorbed by a microwave thruster, with

the bulk of the uncertainty arising from directivity errors associated with microwave

directional couplers. In the second half of Chapter 3, we presented the design and

operation of a thrust stand for measuring these low thrust-to-power devices. This

included a novel wireless power coupler that eliminated the stiffness and thermal de-

formation typically caused by high-power coaxial cables while maintaining a large

operational bandwidth.

Chapter 4 provided an experimental and theoretical framework for understanding

the role of facility effects in testing ECR thrusters. Our work confirmed previous find-

ings that high background pressures can adversely affect ECR thruster performance.

By measuring ion velocities using laser induced fluorescence, we showed that the ion

VDFs were broadened to lower velocities, thus explaining the lower thrust. Using

global models, we showed that these effects were a consequence of electron-neutral

collisions within the plume of the thruster. This tool allowed for extrapolation of
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on-ground performance with finite background pressures to space-like environments.

In this chapter, we additionally provided a preliminary investigation of the effects of

conducting facility walls in the near vicinity of the thruster. Our experiments in the

Large Vacuum Test Facility showed that, while it was possible that nearby walls could

adversely affect thruster performance, it was likely that lower background pressures

accounted for much of the observed changes in thrust.

The final Chapter of this thesis explores the optimization of the ECR thruster

using changes in input microwave frequency and waveform. Using an automated op-

timization program, we tested single frequency, two-frequency, and pulsed waveforms.

The single frequency results showed that by shifting the frequency over a span of a

few tens of MHz, we could significantly improve performance of the thruster. In-

terestingly, this optimal frequency changed as flow rate increased. Adding a second

frequency was not found to improve performance versus the single frequency optimal.

Finally, we showed that pulsing the power to the thruster did not improve perfor-

mance. This was likely caused by increased neutral losses, as predicted in our global

models.

6.2 Major Contributions

The major contributions stemming from this dissertation can be summarized as

follows:

1. Zero-dimensional global models for investigating trends in magnetic nozzle thruster

performance.

2. Framework for testing ECR thrusters and characterizing uncertainty in perfor-

mance measurements.

3. Explanation for magnetic nozzle efficiency decreases when operating in high

background pressures.
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4. Experimental evidence demonstrating the utility of frequency tuning for ECR

thrusters.

6.3 Future Work

While ECR thrusters may have reached efficiency levels competitive with other

low-power EP thruster technologies, many avenues for future exploration and opti-

mization remain.

The experiments presented in this dissertation suggest that two frequency and

pulsed waveforms likely do not improve thruster efficiency beyond what is obtainable

through single frequency tuning. However, other waveforms may prove to be more

beneficial. These include chirped waveforms and frequency modulation, which would

move the resonance zone back and forth within the thruster. Additionally, the opti-

mization experiments could be expanded to include the input power and mass flow

rate as free parameters, thus allowing us to find a global optimally efficient operating

condition.

Beyond waveform optimization, there is still potential to improve thruster perfor-

mance by changing the thruster geometry and materials, magnetic field topology, and

gas injection mechanisms. Our research suggests that radial wall losses are largely

mitigated by the magnetic field, however moving to higher magnetic field strength,

and thus higher resonance frequencies, may prove to reduce wall losses to a greater

extent. The increase in frequency will inevitably lead to more skin-effect losses, and

thus there may exist an optimal field strength. Given the low mass utilization effi-

ciency predicted and measured at low powers, there are likely ways to combat these

losses. Alternative neutral injection schemes are already a topic of research [112].

Each of these optimization schemes will benefit from more advanced simulation

and modelling techniques that can capture wave coupling, magnetic nozzle effects, and

downstream boundary conditions. For instance, capturing the ECR power absorption
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will enable us to understand the effects of shifting the location of the resonance zone

within the discharge. Some of these models are under currently under development.

Given the decades long efforts to model Hall thrusters that have not yet yielded fully

predictive models, it will be beneficial to run these efforts in parallel.

From an engineering perspective, it will be critical to develop high efficiency mi-

crowave power processing units, both to ensure high system efficiency and prevent

excessive on-orbit thermal loads.

Finally, work should continue on developing these thrusters with alternative propellants—

especially given the recent price of xenon. This includes other rare gasses such as

krypton and argon, and, ideally, condensable propellants such as metals and water.

While iodine has been proven as a viable propellant for small satellite propulsion

[100; 14], future research could include other condensables such as water or bismuth

[104; 78].
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APPENDIX A

Thrust Stand Appendix

A.1 Thrust Stand Static Model

Using Fig. 3.15 as a reference, we derive a static sum of moments as follows:

0 = −FT lT −mCWg (lCW sin(θ) + dCW cos(θ))−mcalglcal cos(θ)

−marmglarm cos(θ) +mTg (lCOM sin(θ) + dCOM cos(θ)) + kθ, (A.1)

where FT is the thrust force, lT is the length from the pivot to the center of thrust,

mcal is the added calibration mass, and lcal is the length from the pivot to the location

where the calibration masses are applied. The lengths dCW , lCW , dCOM , and lCOM ,

are the horizontal and vertical coordinates of the center of masses of the counterweight

(CW ) and thruster (COM) with respect to the pivot point. The length larm is the

horizontal length of the center of mass of the calibration arm. These dimensions and

the masses, mCW , mT , and marm include support structure masses.
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Employing the small angle approximation simplifies Eq. A.1 to

0 = −FT lT −mCWg (lCW θ + dCW )−mcalglcal −marmglarm +mTg (lCOMθ + dCOM) + kθ.

(A.2)

Solving for θ gives:

θ =
−FT lT −mCWgdCW −mcalglcal −marmglarm +mTgdT

mCWglCW −mTglCOM − k
. (A.3)

We can now solve for the measurable quantity, δdisp, by making the substitution

δdisp = δ0 − lsens sin(θ), where δ0 is the distance to the sensor when θ = 0. Again

employing the small angle approximation, we find

θ =
δ0 − δdisp

lsens
. (A.4)

Substituting this expression into Eq. A.3 and solving for δdisp gives:

δdisp = −lsens

[
−FT lT −mCWgdCW −mcalglcal −marmglarm +mTgdT

mCWglCW −mTglCOM − k
+ δ0

]
. (A.5)

From Eq. A.5, we can derive the change in displacement, ∆δdisp, caused by changes

in thrust (FT ) and changes in calibration mass (mcal):

∆δdisp = lsens

[
(FT − FT,0)lT + (mcal −mcal,0)glcal

mCWglCW −mTglCOM − k

]
, (A.6)

where FT,0 and mcal,0 are initial thrust and calibration forces, typically 0 for our

purposes. We can thus relate the displacement to changes in thrust by setting mcal =

mcal,0 = 0. Simplifying the resulting expression yields

∆δdisp = ATFT + bT,0, (A.7)
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where the slope of the line, AT , is given by

AT = lsens
lT

mCWglCW −mCOMglCOM − k
. (A.8)

A.2 Relation Between Calibration and Thrust Forces

Using Eq. A.6 we solve for the displacement caused by changes in calibration

mass by setting FT = TT,0 = 0. Simplifying the resulting expression yields

∆δcal = AcalFcal + bcal,0, (A.9)

where the calibration force Fcal = gmcal. The slope of the calibration line, Acal, is

given by

Acal = lsens
lcal

mCWglCW −mCOMglCOM − k
. (A.10)

Using Eqs. A.10 and A.8 we can relate the displacement caused by thrust force to

that from calibration force as

AT

Acal

=
lT
lcal

. (A.11)

Thus applying a force F at the calibration arm is equivalent to applying a for F lcal
lT

at the thruster.
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APPENDIX B

Ion Energy Formulation

The total energy flux term is given by:

Qi = qi + piui +
3

2
piui +

1

2
miniu

2
iui, (B.1)

where qi is the heat conductivity,pi is ion pressure, ui is drift velocity and mi is ion

mass. For electrons, we have

Qe = qe + peue +
3

2
peue +

1

2
meneu

2
eue, (B.2)

where qe is the heat conductivity,pe is electron pressure, ue is drift velocity and me is

electron mass.

The ion and electron energy equations can be expressed as

∇ ·Qi − qniE · ui = Wi + ui · Fi, (B.3)

∇ ·Qe + qneE · ue = We + ue · Fe. (B.4)
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Adding these expressions together yields

∇ · (Qi +Qe) + qniE · (ue − ui) = Wi +We + ui · Fi + ue · Fe. (B.5)

Focusing on the second term of the LHS, we assume the fields are electrostatic such

that ∇ϕ = −E. This allows us to write

qniE · (ue − ui) = −qni∇ϕ · (ue − ui) (B.6)

= −q∇ · (ϕne (ue − ui)) + qϕ∇ · [ne (ue − ui)] (B.7)

From the ion and electron continuity equations we have

∇ · (neue) = neνion (B.8)

∇ · (nuui) = niνion, (B.9)

where νion denotes the ionization frequency. Subtracting the top from the bottom

and assuming quasi-neutrality yields

∇ · [ne (ue − ui)] = 0. (B.10)

Substituting this into Eq. B.7, we find

qniE · (ue − ui) = −q∇ · (ϕne (ue − ui)) . (B.11)

Finally, we substitute into Eq. B.5 to find

∇ · (Qi +Qe − qϕne (ue − ui)) = Wi +We + ui · Fi + ue · Fe. (B.12)

We can simplify further by recognizing that electron inertia is negligible, ions are
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cold, and the inelastic energy lost from ions from collisions is negligible

∇ ·
(
1

2
miniu

2
i + qe +

5

2
neTeue − qϕne (ue − ui)

)
= We + ui · Fi + ue · Fe. (B.13)

Performing a quasi-1D control volume analysis for the nozzle we find

1

2

[
ṁi(e)u

2
i(e) − ṁi(t)u

2
i(t)

]
=qϕe

(
Ie(e) − Ii(e)

)
− ϕt

(
Ie(t) − Ii(t)

)
+Qt(e) −Qe(e)

+
1

me

5

2

(
ṁe(t)Te(t) − ṁe(e)Te(e)

)
+

∫
V

[We + ui · Fi + ue · Fe] dV,

(B.14)

where Q denotes total heat flux out of each surface, I is the current from each species

flowing through each surface, ṁ denotes mass flux, V denotes the control volume,

and subscripts t ande refer to throat and exit respectively.

Now, let us assume ambipolarity at the exit and nozzle such that the currents

cancel. This allows us to write

1

2

[
ṁi(e)u

2
i(e) − ṁi(t)u

2
i(t)

]
=Qt(e) −Qe(e)

+
1

mi

5

2

(
ṁi(t)Te(t) − ṁi(e)Te(e)

)
+

∫
V

[We + ui · Fi + ue · Fe] dV.

(B.15)

Dividing through by ṁi(e) we find

1

2
u2
i(e) =

ṁi(t)

ṁi(e)

u2
i(t) +

1

ṁi(e)

[
Qt(e) −Qe(e)

]
+

1

mi

5

2

(
ṁi(t)

ṁi(e)

Te(t) − Te(e)

)
+

1

ṁi(e)

∫
V

[We + ui · Fi + ue · Fe] dV.
(B.16)

We next recognize that assuming Bohm speed for the ions at the throat we can write
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this as

1

2
u2
i(e) =

1

ṁi(e)

[
Qt(e) −Qe(e)

]
+

1

mi

(
ṁi(t)

ṁi(e)

7

2
Te(t) −

5

2
Te(e)

)
+

1

ṁi(e)

∫
V

[We + ui · Fi + ue · Fe] dV.
(B.17)

As an intermediate step, we can introduce the following relationships

∫
V

[We + ue · Fe] dV = −
∫
V

niνion
(
ϵion +meu

2
e

)
dV = −Pion (B.18)

∫
V

ui · FidV = −
∫
V

niνcexu
2
i dV = −Pcex (B.19)

For the first term though, we can make the approximation that meu
2
e ≈ Te. With

these definitions we can write the following expression for the ion energy

1

2
u2
i(e) =

1

ṁi(e)

[
Qt(e) −Qe(e)

]
+

1

mi

(
ṁi(t)

ṁi(e)

7

2
Te(t) −

5

2
Te(e)

)
− 1

ṁi(e)

[Pion + Pcex] .

(B.20)

With this result, we can write down the circumstances in which there are no neutrals

and the chamber dynamics remain unchanged.

1

2
u2
i(e)|ideal =

1

ṁi(t)

[
Qt(e) −Qe(e)|ideal

]
+

1

mi

(
7

2
Te(t) −

5

2
Te(e)|ideal

)
. (B.21)

=
1

ṁi(t)

[
Qt(e) +

ṁi(t)

mi

7

2
Te(t)

]
− 1

ṁi(t)

[
Qe(e)|ideal +

ṁi(t)

mi

5

2
Te(e)|ideal

]
(B.22)

We thus can write in Eq. B.20 that

1

2
u2
i(e) =

1

2

(
ṁi(t)

ṁi(e)

)
u2
i(e)|ideal +

1

ṁi(e)

(
Qe(e)|ideal −Qe(e)

)
+

1

mi

(
5

2

)(
Te(e)|ideal − Te(e)

)
− 1

ṁi(e)

[Pion + Pcex]

(B.23)
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Returning to Eq. B.20, we can also recognize that the power fluxing through the

throat can be written as

Pt = Qe(t) +
ṁi(t)

mi

7

2
Te(t) (B.24)

Thus, we can re-write the expression as

1

2
u2
i(e) = − 1

ṁi(e)

Qe(e) −
1

mi

5

2
Te(e) +

1

ṁi(e)

[Pt − Pion − Pcex] , (B.25)

which simplifies to

1

2
u2
i(e) =

Pt

ṁi

[
− ṁi

ṁi(e)

Qe(e)

Pt

− ṁi

mi

5

2

Te(e)

Pt

+
ṁi

ṁi(e)

[
1− Pion

Pt

− Pcex

Pt

]]
. (B.26)
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APPENDIX C

Optimization Experiment Data

C.1 One-Frequency Full Data Set
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(a)

(b)

Figure C.1: (a) Efficiency vs. frequency and (b) Isp vs. frequency for 20 W operating
condition.
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(a)

(b)

Figure C.2: (a) Efficiency vs. frequency and (b) Isp vs. frequency for 30 W operating
condition.
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(a)

(b)

Figure C.3: (a) Efficiency vs. frequency and (b) Isp vs. frequency for 40 W operating
condition.
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C.2 Two-Frequency Uncertainty

(a)

(b)

Figure C.4: (a) Minimum efficiency vs. f1 and f2 and (b) minimum efficiency vs. f1
and f2 based on the uncertainty analysis presented in Chap. 3. The total absorbed
power is 20 W and flow rate is 1 sccm xenon.
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