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Abstract
This thesis contains a series of numerical studies of strongly correlated electron systems. In
these systems, interesting emergent properties are brought about by strong electron correla-
tions, leading to unusual fluctuations and phase transitions.

We start with a review of basic concepts in many-body physics from a field theory point
of view, including second quantization and path integral formalisms. We then introduce
extensions of the single-particle and two-particle Green’s function formalisms in the singlet
superconducting state, which enable us to extract physical information of the systems in the
symmetry-broken phase.

Next, we proceed to the models and numerical methods we use to study the strongly
correlated systems. We introduce a low energy effective model – the Hubbard model, which
contains a subset of the electron degrees of freedom and can be solved numerically using
advanced many-body methods. With the dynamical cluster approximation and continuous-
time quantum Monte Carlo impurity solver, we are able to study the competing fluctuations
in the paramagnetic state and analyze the fluctuations behind superconductivity in the
singlet superconducting state.

We introduce self-consistent diagrammatic methods used in realistic material calculations
in the last part of this thesis, with an outline of group theory concepts that can be used
to optimize the simulations. Numerical representations and methods for effectively solving
equations in realistic material calculations are discussed afterwards. We briefly review some
of the developments in this field, and then introduce spectral methods that are based on
mathematical properties of Legendre polynomials for solving both the imaginary- and real-
time Dyson equations.

xviii



Chapter 1

Introduction

Strongly correlated systems, in which physical properties can not be described by one-particle
processes or weak-coupling perturbation theory, have attracted increasing attention in the
past few decades. Examples of such systems include high temperature superconductors [1],
heavy fermion materials [2], and transition metal oxides [3] in which a wide range of emer-
gent phenomena arise from strong electronic interactions. The development of advanced
quantum many-body methods for treating the strongly correlated systems is a vivid field
of research, and remarkable progress has been achieved on both the theoretical and exper-
imental sides. The core physical quantities in theoretical calculations of these systems are
the single- and two-particle Green’s functions [4–7]. The single-particle Green’s functions
describe the propagation of one-electron addition-removal excitations. They can be used to
explain experimental results such as electronic spectral functions obtained by angle-resolved
photoemission spectroscopy [8]. The theoretical analysis of results from a broader range of
experimental techniques such as nuclear magnetic resonance [9], optical spectroscopy [10],
and Raman spectroscopy [11] requires two-particle Green’s functions, which describe the
propagation of excitations associated with a pair of particles.

Despite the progress made in the studies of strongly correlated systems, a large gap still
lies between what is observed in experiment and what theories can predict. The theoretical
difficulties come from the fact that emergent properties of these systems are not just a simple
accumulation of individual quantities, but are brought about by the strong electron-electron
interaction. The analytical solution of the Schrödinger equation becomes unreachable for
systems with a large number of electrons since the wave function scales exponentially with
the number of electrons. A common approach of dealing with this difficulty is to extract
a few important degrees of freedom and construct a low-energy effective model. While the
effective models still cannot be solved analytically due to the non-perturbative parameter
regime relevant to the materials, the models can be solved perturbatively or numerically
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exactly with advanced many-body methods.
A minimal model that describes many of the salient features of strongly correlated systems

is the Hubbard model [12], which includes the motion of electrons in a kinetic energy term
and local interactions in the potential energy term. While unable to describe excitations
involving high-lying orbitals, this model reproduces much of the low-energy phenomenology
observed in experiments on high-temperature superconductors [13, 14]. To solve the Hubbard
model, commonly used numerical techniques include diagonalization, diagrammatics, tensor
networks, variational methods, series expansion, Monte Carlo, and embedding methods [14].
The dynamical mean-field theory (DMFT) [15], which maps the Hubbard model onto the
Anderson impurity model subject to a non-interacting self-consistent bath, provides a pow-
erful tool in the understanding of correlated physics in the Hubbard model. While DMFT is
only exact in the limit of infinite coordination number, where quantum fluctuations become
purely local, it can successfully capture phenomena such as the Mott metal-insulator tran-
sition. To improve on the critical flaw of neglecting the effects of non-local fluctuations in
DMFT, extensions such as quantum cluster theories [16], the dual fermion approach (DF)
[17], and the dynamical vertex approximation (DΓA) [18] have been proposed. Quantum
cluster theories such as dynamical cluster approximaiton (DCA) [19], cellular dynamical
mean-field theory (CDMFT) [20] reduce the complexity of the lattice problem by mapping
it to a finite-size cluster self-consistently embedded in a dynamical mean-field [16]. The
non-local short-range correlations are treated explicitly within the cluster and the long-
range correlations are treated on a dynamical mean-field level. The momentum dependent
Green’s functions provided by the quantum cluster theories give access to features such as
the pseudogap and d-wave superconductivity [16]. The main limitation of quantum cluster
theories come from neglecting long-range fluctuations, which for the two-dimensional Hub-
bard model yield transitions to ordered states that are forbidden by the Mermin-Wagner
theorem [21]. These ordered states, such as the anti-ferromagnetic symmetry breaking in
two-dimensional systems, are usually manually suppressed in actual simulations. The capa-
bilities and limitations of quantum cluster theories are explained in detail in Ref. [16]. To
solve the cluster impurity problems given by quantum cluster theories, numerical techniques
with approximations at different levels have been developed. Commonly used approaches
include exact diagonalization (ED) [22], which discretizes the continuous bath into a few
sites and performs diagonalization of the whole system; non-crossing approximation (NCA)
[23] and one-crossing approximation (OCA) [24, 25], which resum a particular subset of di-
agrams; as well as various Monte Carlo techniques such as continuous-time quantum Monte
Carlo (CT-QMC) [26]. For a review of the impurity solvers see Refs. [15, 16, 26].

While able to drastically reduce the problem size, the analysis of the strongly correlated
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systems with models will contain systematic uncertainties. Therefore, in addition to the
model Hamiltonian approach, ab-initio simulations of solids with “real”, rather than “model”,
parameters are also widely used for the study of strongly correlated systems. In ab-initio
simulations, a more generalized realistic Hamiltonian is usually solved by perturbation the-
ories and their extensions. The increasing problem size in the simulation of realistic systems
requires efficient representations of the Green’s functions and efficient numerical methods
for computing mathematical formulas such as derivatives, integrals, and convolutions. This
has been an active field of research in both applied mathematics and computational physics.

This thesis includes research topics related with both the simulations of model Hamilto-
nians, and the simulations of realistic systems.

Chapter 2 reviews basic concepts in non-relativistic quantum field theory that are used
in the derivations of this thesis. Chapter 3 provides a detailed analysis of the single- and
two-particle Green’s functions in the case of singlet superconducting symmetry breaking.
The generalized susceptibilities, vertex functions, and their relations to physical observables
are also explained in detail. Chapter 4 starts with introducing the two models: Hubbard
model and Anderson impurity model (AIM) that are commonly used in the simulation of
strongly correlated system. One of the numerical methods in quantum cluster theories, DCA,
is then derived in detail. The generalization of a CT-QMC impurity solver, continuous-time
auxiliary-field Monte Carlo (CT-AUX) [27], in the singlet superconducting state is then
presented.

The next three chapters summarize simulation results of the two-dimensional single-band
Hubbard model within eight-site DCA. Chapter 5 focuses on the analysis of competing
fluctuations in the paramagnetic state by comparing the intensity of magnetic, charge, and
superconducting fluctuations with different symmetries. Chapter 6 presents the quantified
strength of the electron-spin coupling in the singlet superconducting state, and tests the
applicability of the one-loop spin fluctuation theory. Chapter 7 analyze the mechanism
behind the superconducting order with a generalized fluctuation diagnostic method [28].

The last part of the thesis focuses on the simulation of realistic systems. Chapter 8 intro-
duces the electronic Hamiltonian with realistic basis sets, the self-consistent methods based
on low-order diagrams, and the optimizations given by point group symmetry. Chapter 9
provides a brief overview of the developments of compact representations of the Green’s
functions and algorithms for solving the Dyson equation. Detailed derivations of the spec-
tral methods for solving the Dyson equation in both imaginary- and real-time and their
applications are then presented.
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Chapter 2

Field Theory

This chapter summarizes many-body field theory concepts and equations that will be used
in the derivations of this thesis. The summary closely follows Ref. [5], and is constrained to
the non-symmetry-broken case.

2.1 Many-body Hamiltonian and second quantization
Within the Born-Oppenheimer approximation, without relativistic effects, the Hamiltonian
of a quantum many-body problem with Ne electrons in the potential field given by NI nuclei
can be written as

H =
Ne∑
i=1

[
−

∇2
ri

2me

−
Nn∑
I=1

ZI
|RI − ri|

]
+

Ne∑
i=1

Ne∑
j=i+1

1

|ri − rj|

=
Ne∑
i=1

h(ri) +
Ne∑
i=1

Ne∑
j=i+1

1

|ri − rj|
, (2.1)

where ri and RI are position coordinates of electrons and nuclei, me is the electronic mass,
and ZI is the atomic numbers of the nuclei. The wave function Ψ of the system is the solution
of the Schrödinger equation

i∂t|Ψ⟩ = H|Ψ⟩ . (2.2)

To avoid the complexity of having n! terms in the wave function of n indistinguishable
particles, we introduce the Fock state (occupation number basis) which only counts the
number of particles in a specific state, and the field operators that create (ψ†

σ(r)) or annihilate
(ψσ(r)) a particle with spin σ at position r. To ensure the anti-symmetric property of fermion
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wave functions, the fermionic field operators obey the anti-commutation relations

{ψσ(r), ψσ′(r′)} = 0 , {ψσ(r), ψ†
σ′(r′)} = δσσ′δ(r − r′) . (2.3)

With the field operators, the Hamiltonian in Eq. 2.1 can be expressed in a second-quantized
form as

H =
∑
σ

∫
drψ†

σ(r)

[
− ∇2

r

2me

−
Nn∑
I=1

ZI
|RI − r|

]
ψσ(r)

+
1

2

∑
σσ′

∫∫
dr1dr2ψ

†
σ(r1)ψ

†
σ′(r2)

1

|r1 − r2|
ψσ′(r2)ψσ(r1) . (2.4)

The field operator ψσ(r) can be expanded with a set of real space single-particle basis func-
tions ϕi(r)

ψσ(r) =
∑
i

ϕi(r)ciσ , (2.5)

where ciσ is the second-quantized fermionic annihilation operator which annihilate an electron
in basis function ϕi with spin σ. Inserting this expansion in Eq. 2.4, the Hamiltonian can be
written as

H =
∑
ij

∑
σ

hijc
†
iσcjσ +

1

2

∑
ijkl

∑
σσ′

Uijklc
†
iσc

†
kσ′clσ′cjσ , (2.6)

where hij is the kinetic and electron-nuclei integral

hij =

∫
drϕ∗

i (r)

[
− ∇2

r

2me

−
Nn∑
I=1

ZI
|RI − r|

]
ϕj(r) , (2.7)

and Uijkl is the Coulomb repulsion integral

Uijkl =

∫∫
dr1dr2ϕ

∗
i (r1)ϕ

∗
k(r2)

1

|r1 − r2|
ϕl(r2)ϕj(r1) . (2.8)

In general, the basis functions ϕi(r) are non-orthogonal, with the overlap integral

Sij =

∫
drϕ∗

i (r)ϕj(r) . (2.9)
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The anti-commutation relation of the operators ciσ can be obtained by inverting Eq. 2.5

ciσ =
∑
j

(S−1)ij

∫
drϕ∗

j(r)ψσ(r) , ⇒ {c†iσ, cjσ} = (S−1)ijδσσ′ . (2.10)

For simplicity, we will use orthonormal basis functions, where S = I, and omit S in the
derivations until chapter 8. Using S = I, the anti-commutation relation between operators
in orthonormal basis follows

{c†iσ, cjσ} = δijδσσ′ . (2.11)

2.2 Coherent state path integral
The coherent state path integral formalism provides a powerful tool in the derivation of
many-body theories. It is based on the Feynmann path integral [29], and represents the
partition function Z by an integral over field configurations. This section introduces basic
concepts of the coherent state path integral formalism that will be useful in later derivations.

2.2.1 Coherent states and Grassmann algebra

A fermionic coherent state |η⟩ is defined as an eigenstate of all annihilation operators cα

cα|η⟩ = ηα|η⟩ , (2.12)

where cα = ciσ, and α is a combined index for both spin σ and site (orbital) i that labels the
single particle state α ≡ (i, σ). The eigenvalues ηα are anti-commuting Grassmann numbers

cαcβ|η⟩ = −cβcα|η⟩ , ⇒ ηαηβ|η⟩ = −ηβηα|η⟩ , {ηα, ηβ} = 0 , ηαηα = 0 , (2.13)

and satisfy the relations

{ηα, c(†)β } = 0 , (ηαcβ)
† = c†βη̄α , (2.14)

where η̄α is the conjugate of ηα, η̄α = ηα. The derivative and integral algebras of Grassmann
numbers ηα follow

∂

∂ηα
1 = 0 ,

∂

∂ηα
ηβ = δαβ ,

∂

∂ηα
(ηβηα) = −ηβ , α ̸= β . (2.15)
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∫
dηα 1 = 0 ,

∫
dηα ηβ = δαβ . (2.16)

The coherent state |η⟩ can be written as

|η⟩ = e−
∑

α ηαc
†
α |0⟩ =

∏
α

(1− ηαc
†
α)|0⟩ , (2.17)

which can be proved to be an eigenstate of cα [Eq. 2.12]

cα|η⟩ = cα
∏
β

(1− ηβc
†
β)|0⟩ =

[∏
β ̸=α

(1− ηβc
†
β)

]
cα(1− ηαc

†
α)|0⟩

=

[∏
β ̸=α

(1− ηβc
†
β)

]
ηα|0⟩ =

[∏
β ̸=α

(1− ηβc
†
β)

]
ηα(1− ηαc

†
α)|0⟩

= ηα
∏
β

(1− ηβc
†
β)|0⟩ = ηα|η⟩ (2.18)

using the anti-commutation relations of cα, c†α, and ηα. The adjoint ⟨η| of a coherent state
|η⟩ can then be expressed as

⟨η| = ⟨0|e−
∑

α cαη̄α = ⟨0|e
∑

α η̄αcα , ⇒ ⟨η|c†α = ⟨η|η̄α . (2.19)

With the derivative algebra given in Eq. 2.15, the action of c†α and cα on a coherent state
can be written as

c†α|η⟩ = − ∂

∂ηα
|η⟩ , ⟨η|cα =

∂

∂η̄α
⟨η| . (2.20)

The coherent states form an overcomplete basis of an extended Fock space, with the overlap

⟨η|η′⟩ = e
∑

α η̄αη
′
α , (2.21)

and the closure relation ∫ (∏
α

dη̄αdηα

)
e−

∑
α η̄αηα |η⟩⟨η| = 1 . (2.22)
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Other useful identities associated with Grassmann algebras include the determinant of a
positive definite matrix M

∫ (∏
α

dη̄αdηα

)
exp

(
−
∑
βγ

η̄βMβγηγ

)
= detM , eTr lnM = detM , (2.23)

and the Gaussian integral

[detM ] exp
(∑

αβ

J̄α[M ]−1
αβJβ

)

=

∫ (∏
α

dη̄αdηα

)
exp

(
−
∑
βγ

η̄βMβγηγ +
∑
β

(η̄βJβ + J̄βηβ)

)
. (2.24)

2.2.2 Partition function and path integral

With the definitions of the coherent states and Grassmann numbers, the partition function
of the grand canonical ensemble at finite temperature can be expressed as

Z = Tr[e−β(H−µN)] =

∫ (∏
α

dη̄αdηα

)
e−

∑
α η̄αηα⟨−η|e−β(H−µN)|η⟩ , (2.25)

where β = (kBT )
−1 is the inverse temperature, µ the chemical potential, and N =

∑
α c

†
αcα

the density. The minus sign in ⟨−η| is given by the anticommutation relation between
Grassmann numbers.

In the path integral formalism, the exponential term e−β(H−µN) is treated as time evolution
with the imaginary time τ = it ∈ [0, β]. Discretize the imaginary time interval [0, β] into M
equal intervals of length ϵ = β/M , and insert the closure relation [Eq. 2.22] M − 1 times,
the partition function Z can be written as

Z =

∫ (∏
α

dη̄αdηα

)
e−

∑
α η̄αηα⟨−η|e−Mϵ(H−µN)|η⟩

=

∫
η(0)=−η(M)

(
M∏
l=1

∏
α

dη̄(l)α dη
(l)
α

)
e−

∑M
l=1

∑
α η̄

(l)
α η(l)α

M∏
l=1

〈
η(l)
∣∣e−ϵ(H−µN)

∣∣ η(l−1)
〉
, (2.26)

where we have used the boundary condition |η(0)⟩ = | − η(M)⟩. With the exponential term
written in a normal ordering form, where all the creation operators are to the left of all the
annihilation operators [5]

e−ϵ(H−µN) = : e−ϵ(H−µN) : +O(ϵ2) , (2.27)
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and in the limit of M → ∞, we have

lim
M→∞

〈
η(l)
∣∣e−ϵ(H−µN)

∣∣ η(l−1)
〉
= lim

M→∞

(
e
∑

α η̄
(l)
α η(l−1)

α

)
e−ϵ{H[η̄

(l)
α ,η(l−1)

α ]−µ
∑

α η̄
(l)
α η(l−1)

α } , (2.28)

where H [η̄(l)α , η
(l−1)
α ] = ⟨η(l)|H|η(l−1)⟩

⟨η(l)|η(l−1)⟩ . Insert this relation in Eq. 2.26, the partition function
takes the form

Z = lim
M→∞

∫ ( M∏
l=1

∏
α

dη̄(l)α dη
(l)
α

)

× exp
{

M∑
k=1

−ϵ
[∑

α

η̄(l)α

(
η(l)α − η(l−1)

α

ϵ
− µη(l−1)

α

)
+H[η̄(l)α , η

(l−1)
α ]

]}

=

∫
η(0)=−η(β)

D[η̄α(τ), ηα(τ)]

× exp
{
−
∫ β

0

dτ

[∑
α

η̄α(τ) (∂τ − µ) ηα(τ) +H[η̄α(τ), ηα(τ)]

]}
. (2.29)

Hereafter we will adopt the more compact notation and write the Grassmann numbers with
the same letter as the fermionic creation and annihilation operators, i.e. [c̄, c]. The partition
function will be written as a functional integral over Grassmann fields c̄ and c

Z =

∫
D[c̄, c]e−S[c̄,c] , (2.30)

with S[c̄, c] being the action

S[c̄, c] =

∫ β

0

dτ

[∑
α

c̄α(τ)(∂τ − µ)cα(τ) +H[c̄α(τ), cα(τ)]

]

=

∫
dx [c̄(x)(∂τ − µ)c(x) +H[c̄(x), c(x)]] , (2.31)

where we have introduced the combined labels

x = (α, τ) ,

∫
dx =

∫ β

0

dτ
∑
α

. (2.32)
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2.3 Generating functions of many-particle Green’s
functions

2.3.1 Many-particle Green’s functions

One of the central quantities in many-body theory is the many-particle Green’s function. In
systems without symmetry breaking, it is defined as the time ordered correlation function
with equal numbers of creation and annihilation operators

G(n)(x1, . . . , xn; x
′
1, . . . , x

′
n) = (−1)n⟨T c(x1)c

†(x′
1), . . . , c(xn)c

†(x′
n)⟩ , (2.33)

where T is the time ordering operator that orders the operators in a form that every operator
has only later operators to the left, earlier operators to the right, and

c(†)(x) = c(†)α (τ) = eτ(H−µN)c(†)α e
−τ(H−µN) . (2.34)

By defining the partition function with path integral formalism [Eq. 2.30], the expectation
value for an imaginary time dependent function can be written as

⟨f [c̄(τ ′), c(τ)]⟩ = 1

Z

∫
D[c̄, c]e−S[c̄,c]f [c̄(τ ′), c(τ)] ≡

〈
T f [c†(τ ′), c(τ)]

〉
, (2.35)

and normal order is taken when two operators are at equal time. The enforcement of time
and normal ordering come from the construction of the path integral formalism [Eq. 2.29],
where we have inserted a sequence of the closure relation (see Eq. 2.26) and used the normal
ordering of operators (see Eq. 2.28). As an example, the single particle Green’s function can
be written as

G(1)
αγ(τ, τ

′) = −⟨T cα(τ)c†γ(τ ′)⟩

= − 1

Z
Tr[e−β(H−µN)T cα(τ)c†γ(τ ′)]

= − 1

Z

∫
D[c̄, c]e−S[c̄,c]cα(τ)c̄γ(τ

′) = −⟨cα(τ)c̄γ(τ ′)⟩ . (2.36)

The many-particle Green’s function G(n) can also be written with Grassmann numbers c and
c̄ as

G(n)(x1, . . . , xn; x
′
1, . . . , x

′
n) = (−1)n⟨c(x1)c̄(x

′
1), . . . , c(xn)c̄(x

′
n)⟩ . (2.37)
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2.3.2 Generating functions

Adding a source term with the Grassmann fields coupled to an external field J to the system
gives an extra term in the action S [Eq. 2.31]. Taking the linear source J as an example, the
additional term S ′ can be written as

S ′[c̄, c] =

∫
dx[J̄(x)c(x) + c̄(x)J(x)] . (2.38)

The action with source field gives the generating function M[J̄ , J ] of the many-particle
Green’s function [Eq. 2.37]

M[J̄ , J ] ≡ 1

Z

∫
D[c̄, c]e−S[c̄,c]e−S

′[c̄,c]

=

〈
exp

(
−
∫
dx[J̄(x)c(x) + c̄(x)J(x)]

)〉
S

= ⟨exp (−S ′)⟩
S
. (2.39)

Differentiation with respect to the source fields J and J̄ yields

δM[J̄ , J ]

δJ̄(x1)
= −

〈
c(x1)e

−S′
〉
S
, (2.40a)

δM[J̄ , J ]

δJ(x1)
=
〈
c̄(x1)e

−S′
〉
S
, (2.40b)

which gives

δ2nM[J̄ , J ]

δJ̄ (x1) · · · δJ̄ (xn) δJ (x′
n) · · · δJ (x′

1)

∣∣∣∣
J̄,J=0

= ⟨c̄(x′
1) . . . c̄(x

′
n)c(xn) . . . c(x1)⟩

= (−1)n⟨c(x1)c̄(x
′
1) . . . c(xn)c̄(x

′
n)⟩

= G(n)(x1, . . . , xn; x
′
1, . . . , x

′
n) . (2.41)

A helpful tool in field theory and many-body physics is the Feynman diagrams, which
provides a way of graphically displaying physical processes. Detailed explanations of different
types of Feynman diagrams can be found in chapter 2 of Ref. [5]. From a diagrammatic
point of view, the diagrams for Green’s functions defined in Eqs. 2.33 and 2.37 have all
the interaction vertices linked to the external points (x1, . . . , xn) and (x′

1, . . . , x
′
n), which

are not necessarily all connected [5]. It is useful to define the connected many-particle
Green’s functions G(n)

conn(x1, . . . , xn; x
′
1, . . . , x

′
n), which contains all connected diagrams linked

to the external points (x1, . . . , xn) and (x′
1, . . . , x

′
n). The generating function of the connected
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Green’s functions is given by the logarithm of M[J̄ , J ]

W [J̄ , J ] ≡ lnM[J̄ , J ] = ln
〈

exp
(
−
∫
dx[J̄(x)c(x) + c̄(x)J(x)]

)〉
S

= ln ⟨exp (−S ′)⟩
S
,

(2.42)

which gives

δ2nW [J̄ , J ]

δJ̄(x1) · · · δJ̄(xn)δJ(x′
n) · · · δJ(x′

1)

∣∣∣∣
J̄,J=0

= G(n)
conn(x1, . . . , xn; x

′
1, . . . , x

′
n) . (2.43)

At first order, G(1)(x1; x
′
1) = G(1)

conn(x1; x
′
1). The first non-trivial relation is given by the

second-order Green’s functions

G(2)
conn(x1, x2; x

′
1x

′
2) =

δ4
[
ln
〈
e−S

′〉
S

]
δJ̄(x1)δJ̄(x2)δJ(x′

2)δJ(x
′
1)

∣∣∣∣∣
J̄,J=0

=
δ2
[〈
e−S

′〉−1

S

〈
c̄(x′

2)c̄(x
′
1)e

−S′〉
S
−
〈
e−S

′〉−2

S

〈
c̄(x′

2)e
−S′〉

S

〈
c̄(x′

1)e
−S′〉

S

]
δJ̄(x1)δJ̄(x2)

∣∣∣∣∣∣
J̄,J=0

= ⟨c(x1)c(x2)c̄(x
′
2)c̄(x

′
1)⟩S − ⟨c(x2)c̄(x

′
2)⟩S⟨c(x1)c̄(x

′
1)⟩S + ⟨c(x1)c̄(x

′
2)⟩S⟨c(x2)c̄(x

′
1)⟩S

= G(2)(x1, x2; x
′
1x

′
2)−G(1)(x1; x

′
1)G

(1)(x2; x
′
2) +G(1)(x1; x

′
2)G

(1)(x2; x
′
1) . (2.44)

2.4 Wick’s theorem
In general, computing the n particle Green’s function G(n) [Eqs. 2.33, 2.37] is a non-trivial
problem. While for non-interacting systems, G(n)

0 can be evaluated using the Wick’s theorem.
In this section we provide a derivation of the Wick’s theorem using the generating function
M introduced in section 2.3.2.

Consider a non-interacting Hamiltonian

H0 =
∑
αβ

hαβc
†
αcβ , (2.45)

the non-interacting action S0 can be written as

S0 =

∫∫ β

0

dτdτ ′
∑
αβ

[c̄α(τ)[(∂τ − µ) δαβ + hαβ]δ(τ − τ ′)cβ(τ
′)] . (2.46)
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The corresponding non-interacting partition function is in the form

Z0 =

∫
D[c̄, c]e−S0[c̄,c] = det[−g−1] , (2.47)

where the non-interacting Green’s function g is defined with the equation of motion

∑
β

[(∂τ − µ)δαβ + hαβ]gβγ(τ − τ ′) = −δαγδ(τ − τ ′) , (2.48)

and we have used the identity given in Eq. 2.23 to get the determinant term. Using Eq. 2.39,
the generating function M0 of the non-interacting n-particle Green’s function can be written
as

M0[J̄ , J ] =
1

Z0

∫
D[c̄, c] exp

(∫
dxdx′[c̄(x)g−1(x, x′)c(x′)]−

∫
dx[J̄(x)c(x) + c̄(x)J(x)]

)
=

1

Z0

det[−g−1] exp
(
−
∫
dxdx′[J̄(x)g(x, x′)J(x′)]

)
= exp

(
−
∫
dxdx′[J̄(x)g(x, x′)J(x′)]

)
, (2.49)

where the second equality comes from the Gaussian integral given in Eq. 2.24. The non-
interacting n-particle Green’s function G(n)

0 can then be evaluated using Eq. 2.41

G(n)
0 (x1, . . . , xn; x

′
1, . . . , x

′
n) =

δ2nM0[J̄ , J ]

δJ̄(x1) . . . δJ̄(xn)δJ(x′
n) . . . δJ(x

′
1)

∣∣∣∣
J̄,J=0

=
δ2n exp

(
−
∫
dydy′[J̄(y)g(y, y′)J(y′)]

)
δJ̄(x1) . . . δJ̄(xn)δJ(x′

n) . . . δJ(x
′
1)

∣∣∣∣∣
J̄,J=0

=
δn

δJ̄(x1) . . . δJ̄(xn)

∫
dynJ̄(yn)g(yn, x

′
n)· · ·

∫
dy1J̄(y1)g(y1, x

′
1)e

−
∫
dydy′[J̄(y)g(y,y′)J(y′)]

∣∣∣∣
J̄,J=0

=

∫
dyn . . . dy1

δn(J̄(yn) . . . J̄(y1))

δJ̄(x1) . . . δJ̄(xn)
g(yn, x

′
n) . . . g(y1, x

′
1)e

−
∫
dydy′[J̄(y)g(y,y′)J(y′)]

∣∣∣∣
J̄,J=0

=
∑
P

(−1)Pg(xP1
, x′

1) . . . g(xPn
, x′

n) = det G(x1, . . . , xn; x
′
1, . . . , x

′
n) , (2.50)

where P represents all permutations of the products of one-particle Green’s functions, and
the sign (−1)P comes from the Grassmann algebra, that when taking derivative of a Grass-
mann number, we need to move it to the leftmost of the expression. In the last row,
G(x1, . . . , xn; x

′
1, . . . , x

′
n) is a n×n matrix with the (i, j) element being g(xi; x′

j) = G(1)
0 (xi; x

′
j).
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2.5 Effective potential and vertex functions
In section 2.3, we introduced the full and connected Green’s functions and their generating
functions. In this section, we will introduce another type of function – vertex function and its
generating function. The relations between the Green’s functions and the vertex functions
will also be derived.

2.5.1 Effective potential

In the presence of finite source fields J, J̄ , the expectation values of c(†)(x) are non-zero as
described in section 2.3.2. We can define the average field

ϕ(x) = ⟨c(x)⟩S+S′ = − δ

δJ̄(x)
W [J̄ , J ] , ϕ̄(x) = ⟨c̄(x)⟩S+S′ =

δ

δJ(x)
W [J̄ , J ] , (2.51)

where the thermal averages are taken with respect to the action S[c̄, c] + S ′[c̄, c]. To obtain
a functional of fields ϕ̄, ϕ instead of c̄, c, we perform a Legendre transformation of W . The
effective potential is defined as

K[ϕ̄, ϕ] = −W [J̄ , J ]−
∫
dx[ϕ̄(x)J(x) + J̄(x)ϕ(x)] , (2.52)

which satisfies the reciprocity relation

∂

∂ϕ̄(x)
K[ϕ̄, ϕ] = −J(x) , ∂

∂ϕ(x)
K[ϕ̄, ϕ] = J̄(x) . (2.53)

Similar to M and W that generate full and connected Green’s functions, the effective po-
tential K is the generating function of another type of function – vertex function

Fmϕ̄,kϕ(x1, . . . , xm; x
′
1, . . . , x

′
k) =

δm+kK[ϕ̄, ϕ]

δϕ̄(x1) . . . δϕ̄(xm)δϕ(x′
k) . . . δϕ(x

′
1)

∣∣∣∣
J̄,J=0

. (2.54)

From a diagrammatic point of view, the vertex functions constructed in this way are one
particle irreducible, i.e can not be disconnected by removing one single-particle line [5].

2.5.2 Self-energy and Dyson equation

To describe the interacting behaviour of a system, we need to find the connections between
the interacting and non-interacting Green’s functions. The vertex functions introduced in the
previous subsection are what provide these connections. In this subsection we will introduce
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the self-energy and derive the Dyson equation for computing the interacting single-particle
Green’s function.

The functional derivative of a general function f [J̄ , J ] with respect to the average field
ϕ(x) can be computed via the chain rule

δf [J̄ , J ]

δϕ(x1)
=

∫
dx2

[
δf

δJ̄(x2)

δJ̄(x2)

δϕ(x1)
+

δf

δJ(x2)

δJ(x2)

δϕ(x1)

]
=

∫
dx2

[
δf

δJ̄(x2)

δ2K
δϕ(x1)δϕ(x2)

− δf

δJ(x2)

δ2K
δϕ(x1)δϕ̄(x2)

]
, (2.55a)

δf [J̄ , J ]

δϕ̄(x1)
=

∫
dx2

[
δf

δJ̄(x2)

δ2K
δϕ̄(x1)δϕ(x2)

− δf

δJ(x2)

δ2K
δϕ̄(x1)δϕ̄(x2)

]
. (2.55b)

The lowest order equations related with the vertex functions can be obtained by differenti-
ating the average field introduced in Eq. 2.51

δϕ(x3)

δϕ(x1)
= δ(x3 − x1)

=

∫
x2

[
− δ2W
δJ̄(x2)δJ̄(x3)

δ2K
δϕ(x1)δϕ(x2)

+
δ2W

δJ(x2)δJ̄(x3)

δK2

δϕ(x1)δϕ̄(x2)

]
, (2.56a)

δϕ̄(x3)

δϕ̄(x1)
= δ(x3 − x1)

=

∫
x2

[
δ2W

δJ̄(x2)δJ(x3)

δ2K
δϕ̄(x1)δϕ(x2)

− δ2W
δJ(x2)δJ(x3)

δK2

δϕ̄(x1)δϕ̄(x2)

]
, (2.56b)

δϕ(x3)

δϕ̄(x1)
= 0

=

∫
x2

[
− δ2W
δJ̄(x2)δJ̄(x3)

δ2K
δϕ̄(x1)δϕ(x2)

+
δ2W

δJ(x2)δJ̄(x3)

δK2

δϕ̄(x1)δϕ̄(x2)

]
, (2.56c)

δϕ̄(x3)

δϕ(x1)
= 0

=

∫
x2

[
δ2W

δJ̄(x2)δJ(x3)

δ2K
δϕ(x1)δϕ(x2)

− δ2W
δJ(x2)δJ(x3)

δK2

δϕ(x1)δϕ̄(x2)

]
. (2.56d)

The equations above may be expressed in a matrix form

∫
dx2


δ2W

δJ̄(x3)δJ(x2)
−

δ2W
δJ̄(x3)δJ̄(x2)

−
δ2W

δJ(x3)δJ(x2)

δ2W
δJ(x3)δJ̄(x2)




δ2K
δJ̄(x2)δJ(x1)

δ2K
δJ̄(x2)δJ̄(x1)

δ2K
δJ(x2)δJ(x1)

δ2K
δJ(x2)δJ̄(x1)

 = δ(x3 − x1)

(
1 0

0 1

)
.

(2.57)

Using the definitions given by Eq. 2.54 and Eq. 2.43, the matrix composed with Fϕ̄ϕ, Fϕ̄ϕ̄,
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Fϕϕ, Fϕϕ̄ is the inverse of the matrix of connected Green’s functions

(
Fϕ̄ϕ Fϕ̄ϕ̄

Fϕϕ Fϕϕ̄

)
= −

(
⟨cc̄⟩ ⟨cc⟩
⟨c̄c̄⟩ ⟨c̄c⟩

)−1

, (2.58)

where we have used that G(1)
conn(x1; x

′
1) = G(1)(x1; x

′
1). The self-energy Σ is defined as the

difference between vertex functions of the interacting and non-interacting systems(
Fϕ̄ϕ Fϕ̄ϕ̄

Fϕϕ Fϕϕ̄

)
≡
(
F (0)

ϕ̄ϕ
F (0)

ϕ̄ϕ̄

F (0)
ϕϕ F (0)

ϕϕ̄

)
−
(
Σϕ̄ϕ Σϕ̄ϕ̄

Σϕϕ Σϕϕ̄

)
. (2.59)

On Green’s function level, this gives the Dyson equation

G−1 = G−1
0 − Σ , (2.60)

where the underline labels the 2 × 2 matrix structure. For systems without symmetry
breaking, the off-diagonal terms in the matrices are zero, which gives decoupled equations
for the diagonal terms in G−1 = G−1

0 − Σ, and can be written in an integral form as

G(1)(x1; x
′
1) = G(1)

0 (x1; x
′
1) +

∫
dx′

2dx3G
(1)
0 (x1; x

′
2)Σ(x

′
2; x3)G

(1)(x3; x
′
1) . (2.61)

From a diagrammatic point of view, the self-energy Σ contains all one-particle irreducible
amputated diagrams connecting x1 and x′

1 with the bare propagator G0 [5].

2.5.3 Higher order vertex functions

To obtain higher order vertex functions from Eq. 2.54, we need to successively take derivatives
of the average field. A diagrammatic approach is demonstrated in Ref. [5]. At second order,
in the case without symmetry breaking, we get a equation that connects the Green’s functions
to the vertex functions

G(2)
conn(x1, x2; x

′
1, x

′
2) (2.62)

= −
∫
dx3dx4dx

′
3dx

′
4G

(1)(x1; x
′
3)G

(1)(x2; x
′
4)F2ϕ̄,2ϕ(x

′
3, x

′
4; x3, x4)G

(1)(x3; x
′
1)G

(1)(x4; x
′
2) .

The equation above shows that the two-particle vertex function F2ϕ̄,2ϕ is the sum of all
one-particle irreducible amputated connected diagrams with four external legs [5]. The
generalization of Eq. 2.62 to symmetry broken case will be discussed in later chapters.
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2.6 Luttinger-Ward functional
To analyze the structure of the self-energy, we introduce the Luttinger-Ward functional
Φ [30] in this section. The derivation here use the same non-perturbative approach as
Refs. [31–34]. For convenience we change the notation of the single particle Green’s function
G(x1; x

′
1) → G(x1; x2).

Consider adding a bilinear source term in the action

S ′[a, b] = −
∫
dx1dx2[a(x1)J(x1, x2)b(x2)] , (2.63)

where a and b can be either c̄ or c, and the sources J(x1, x2) are c-numbers. For non-
symmetry-broken systems, we can choose the source term to be

S ′[c̄, c] = −
∫
dx1dx2[c̄(x1)J(x1, x2)c(x2)] . (2.64)

The partition function with this source term is in the form

Z[J ] =

∫
D[c̄, c]e−S[c̄,c]e−S

′[c̄,c]

=

∫
D[c̄, c] exp

(
−S[c̄, c] +

∫
dx1dx2[c̄(x1)J(x1, x2)c(x2)]

)
. (2.65)

The generating function of Green’s functions corresponding to the bilinear source can be
defined similar to the generating function M[J, J̄ ] introduced in section 2.3.2 as Z[J ]/Z. To
follow the convention used in the derivation of Luttinger-Ward functional, we drop the 1/Z

pre-factor and define M[J ] = Z[J ], W [J ] = lnM[J ] = lnZ[J ]. The one-particle Green’s
function can then be computed with

G(x1; x2) =
δW [J ]

δJ(x2, x1)

∣∣∣∣
J=0

=
1

Z

δZ[J ]

δJ(x2, x1)

∣∣∣∣
J=0

=
1

Z

∫
D[c̄, c]c̄(x2)c(x1)e

−S[c̄,c] = −⟨c(x1)c̄(x2)⟩ . (2.66)

Performing a Legendre transformation of W [J ] as introduced in section 2.5.1, the effective
potential takes the form

K[G̃] = −W [J ] +

∫
dx1dx2G̃(x1; x2)J(x2, x1) , (2.67)

where G̃(x1; x2) =
δW[J]

δJ(x2,x1)
is an arbitrary variable introduced in the functional. The recip-
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rocal relation (see Eq. 2.53) can be proved by

δK[G̃]

δG̃(x1; x2)
= − δW [J ]

δG̃(x1; x2)
+ J(x2, x1) +

∫
dx′

1dx
′
2G̃(x

′
1; x

′
2)
δJ(x′

2, x
′
1)

δG̃(x1; x2)

= −
∫
dx′

1dx
′
2

δW [J ]

δJ(x′
2, x

′
1)

δJ(x′
2, x

′
1)

δG̃(x1; x2)
+

∫
dx′

1dx
′
2

δW [J ]

δJ(x′
2, x

′
1)

δJ(x′
2, x

′
1)

δG̃(x1; x2)
+ J(x2, x1)

= J(x2, x1) . (2.68)

In the zero source (J = 0) limit, G̃ = G, G is a stationary point of K(G̃)

δK[G̃]

δG̃

∣∣∣∣∣
G̃=G

= 0 . (2.69)

The Luttinger-Ward functional Φ is defined as the difference between the interacting and
non-interacting effective potential

Φ[G̃] = K[G̃]−K0[G̃] = K[G̃] +W0[J ]− Tr[(G̃J)0] . (2.70)

For a non-interacting system with Hamiltonian in Eq. 2.45, W0[J ] and Tr[(G̃J)0] can be
expressed in terms of the non-interacting Green’s function g defined in Eq. 2.48 and G̃.
With the partition function Z0[J ] written out explicitly using the identity given in Eq. 2.23

Z0[J ] =

∫
D[c̄, c] exp

(
−
∫
dx1dx2 [c̄(x1)(−g−1(x1; x2)− J(x1, x2))c(x2)]

)
= det(−g−1 − J) = eTr ln(−g−1−J) , (2.71)

the generating function W0[J ] takes the form

W0[J ] = lnZ0[J ] = Tr ln(−g−1 − J) . (2.72)

The relation between J and G̃ can be derived from the definition of G̃

G̃(x1; x2) =
δW0[J ]

δJ(x2, x1)
=

1

Z0[J ]

δZ0[J ]

δJ(x2, x1)

=

∫
dx′

1dx
′
2[(−g−1 − J)−1](x′

1, x
′
2)
δ[−g−1 − J ](x′

2, x
′
1)

δJ(x2, x1)

= [(g−1 + J)−1](x1, x2) , (2.73)

⇒ J = G̃−1 − g−1 . (2.74)
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The non-interacting effective potential can then be written as

K0[G̃] = −W0[J ] + Tr[G̃J ]0
= −Tr ln(−G̃−1)− Tr(G̃g−1 − I) = Tr ln(−G̃)− Tr(G̃g−1 − I) , (2.75)

where we dropped all the indices. With Eq. 2.75, the Luttinger-Ward functional in Eq. 2.70
can be written as

Φ[G̃] = K[G̃]−K0[G̃] = K[G̃]− Tr ln(−G̃) + Tr(G̃g−1 − I) . (2.76)

The Luttinger-Ward functional is directly related with physical quantities. For example,
the self-energy Σ can be defined as the derivative of the Luttinger-Ward functional Φ with
respect to G̃ [35, 36]

Σ[G̃] ≡ δΦ[G̃]

δG̃
. (2.77)

Using the expression of Φ[G̃] in Eq. 2.76, the derivative in Eq. 2.77 takes the form

Σ[G̃] ≡ δΦ[G̃]

δG̃
=
δK[G̃]

δG̃
− δ

δG̃
Tr ln(−G̃) + δ

δG̃
Tr(G̃g−1 − I)

=
δK[G̃]

δG̃
− G̃−1 + g−1 . (2.78)

Since G is a stationary point of K[G̃] [Eq. 2.69], stationarity implies that the self-energy
obeys the Dyson equation given by Eq. 2.60

Σ[G] = g−1 −G−1. (2.79)

The grand potential of the system can also be expressed with the Luttinger-Ward functional
at G̃ = G, which gives

βΩ = − lnZ = −W [J = 0] =
[
Φ[G̃] + Tr ln(−G̃)− Tr(G̃g−1 − I)

]
G̃=G

= Φ[G] + Tr ln(−G)− Tr(GΣ) . (2.80)

The Luttinger-Ward functional Φ is also useful in diagrammatic self-consistent approxima-
tions. Since Φ and Σ both depend on the interaction U , their asymptotic series expansions
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can be written as [37]

Φ[G; εU ] =
∞∑
l=1

Φ(l)[G;U ]εl , Σ[G; εU ] =
∞∑
l=1

Σ(l)[G;U ]εl , (2.81)

where Σ(l) contains all “skeleton” diagrams of order l. The “skeleton” diagrams are two-
particle irreducible amputated diagrams where the propagators connecting two points are
the bold propagator G. The coefficients Φ(l) satisfy

Φ(l)[G;U ] =
1

2l
Tr
[
GΣ(l)[G;U ]

]
. (2.82)

The applications of the diagrammatic series given by the Luttinger-Ward functional will be
introduced in section 8.2.

2.7 Linear response and the Bethe-Salpeter equation
The evaluation of thermal derivatives lead to useful relations connecting the Green’s functions
with physical observables. Consider adding a bilinear source to the system as in section 2.6

S ′[c̄, c] = −
∫
dx1dx2[a(x1)J(x1, x2)b(x2)] , a, b ∈ {c̄, c} , (2.83)

the action can be written as

Z[J ] =

∫
D[c̄, c]e−S[c̄,c]e−S

′[c̄,c]

=

∫
D[c̄, c] exp

(
−S[c̄, c] +

∫
dx1dx2[a(x1)J(x1, x2)b(x2)]

)
. (2.84)

The linear response of any correlator ⟨a′(x1)b
′(x2)⟩ (a′, b′ ∈ {c̄, c}) to the external field can

be computed by taking derivative of the partition function with respect to the source field

δ⟨a′(x1)b
′(x2)⟩S+S′

δJ(x3, x4)

∣∣∣∣
J=0

(2.85)

=
δ
[

1

Z[J]

∫
D[c̄, c]a′(x1)b

′(x2) exp (−S[c̄, c] +
∫
dx3dx4a(x3)J(x3, x4)b(x4))

]
δJ(x3, x4)

∣∣∣∣∣∣
J=0

= ⟨a′(x1)b
′(x2)a(x3)b(x4)⟩S − ⟨a′(x1)b

′(x2)⟩S⟨a(x3)b(x4)⟩S
≡ χ(x1, x2, x3, x4) ,
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where χ(x1, x2, x3, x4) is called the “generalized susceptibility”. For systems without symme-
try breaking, we can choose the convention a′(x1) → c̄(x1), b′(x2) → c(x2), a(x3) → c̄(x3),
b(x4) → c(x4), and define the two-particle Green’s function using the particle-hole conven-
tion G(2)(x2, x4; x1, x3) = ⟨c̄(x1)c(x2)c̄(x3)c(x4)⟩. The generalized susceptibility χ can be
computed as

δG(1)(x2; x1; J)

δJ(x3, x4)

∣∣∣∣
J=0

= G(2)(x2, x4; x1, x3)−G(1)(x2; x1)G
(1)(x4; x3)

≡ χ(x2, x4; x1, x3) . (2.86)

In section 2.5.2, we derived the Dyson equation that relates the interacting Green’s func-
tion G with the bare Green’s function G0. At two-particle level, there is a similar equation for
the generalized susceptibility χ which plays an important role in linear response calculations,
called the Bethe-Salpeter equation. Following Ref. [32], the Bethe-Salpeter equation can be
derived by carrying out derivative of the single-particle Green’s function G(1) directly (the
superscript in G(1) will be dropped in the following derivation). From the Dyson equation
Eq. 2.61

G(x1; x2) = G0(x1; x2) +

∫
dx3dx4G0(x1; x3)Σ(x3; x4)G(x4; x2) , (2.87)

the derivative of the Green’s function can be written as

δG(x2; x1; J)

δJ(x3, x4)

∣∣∣∣
J=0

=

[
δG0(x2; x1; J)

δJ(x3, x4)
(2.88)

+
δ

δJ(x3, x4)

∫
dx′

3dx
′
4G0(x2; x

′
4; J)Σ(x

′
4; x

′
3; J)G(x

′
3; x1; J)

]∣∣∣∣
J=0

.

The derivatives in Eq. 2.88 can be carried out explicitly, giving the equation [32]

δG(x2; x1; J)

δJ(x3, x4)

∣∣∣∣
J=0

= −G(x2; x3)G(x4; x1) (2.89)

+

∫
dx′

1dx
′
2dx

′
3dx

′
4G(x2; x

′
3)G(x

′
4; x1)

δΣ(x′
4; x

′
3)

δG(x′
2; x

′
1)

δG(x′
2; x

′
1; J)

δJ(x3, x4)

∣∣∣∣
J=0

.

Introducing the “irreducible” vertex function

Γ(x2, x4; x1, x3) =
δΣ(x2; x1)

δG(x4; x3)
, (2.90)
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and the “bare” susceptibilities

χ=
0 (x2, x4; x1, x3) = G(x2; x1)G(x4; x3) , (2.91)
χ×

0 (x2, x4; x1, x3) = −G(x2; x3)G(x4; x1) , (2.92)

Eq. 2.89 can be written as a Dyson equation like equation for the generalized susceptibility
χ

χ(x2, x4; x1, x3) = G(2)(x2, x4; x1, x3)− χ=
0 (x2, x4; x1, x3) (2.93)

= χ×
0 (x2, x4; x1, x3)

−
∫
dx′

1dx
′
2dx

′
3dx

′
4χ

×
0 (x2, x

′
4; x1, x

′
3)Γ(x

′
4, x

′
2; x

′
3, x

′
1)χ(x

′
2, x4; x

′
1, x3) .

Eq. 2.93 is called the Bethe-Salpeter equation. By construction, the “irreducible” vertex Γ

contains all two-particle particle-hole irreducible diagrams. The application of this equation
will be explained in detail in section 4.3 and chapter 5.

2.8 Schwinger-Dyson equation
Another useful field theoretical relation is the Schwinger-Dyson equation, which we will
derive in this section follow Ref. [38]. Consider a partition function with general Grassmann
fields φ(x) and external source J(x)

Z[J ] =

∫
D[ϕ]e−S+

∫
dyJ(y)φ(y) , (2.94)

the value of Z[J ] is unchanged if we make an infinitesimal shift of the Grassmann field
φ(x) → φ(x) + δφ(x),

0 = δZ[J ] =

∫
D[φ]e−S+

∫
dyJ(y)φ(y)

∫
dx

(
− δS

δφ(x)
+ J(x)

)
δφ(x) . (2.95)

The derivative of Z[J ] with respect to J in the zero field limit can be carried out as

δ

δJ(x1)
· · · δ

δJ(xn)
Z[J ]

∣∣∣∣
J=0

=

∫
D[φ]e−Sφ(x1) · · ·φ(xn) . (2.96)
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By taking a series of derivatives of δZ[J ] with respect to J then setting J = 0, we get

0 =

∫
D[φ]e−S

∫
dx

(
− δS

δφ(x)
ϕ(x1) · · ·φ(xn)

+
n∑
j=1

φ(x1) · · ·φ(xj−1)δ(xj − x)φ(xj+1) · · ·φ(xn)
)
δφ(x) . (2.97)

Dropping the arbitrary δφ(x) and the integral over dx, we obtain the Schwinger-Dyson
equation

〈
δS

δφ(x)
φ(x1) · · ·φ(xn)

〉
=

〈
n∑
j=1

φ(x1) · · ·φ(xj−1)δ(xj − x)φ(xj+1) · · ·φ(xn)
〉
. (2.98)

The application of this equation will be explained in section 3.6.
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Chapter 3

Green’s Functions and Symmetries

The many-particle Green’s functions G(n) introduced in section 2.3 contains important phys-
ical information of a system. For example, from the single-particle (or one-particle) Green’s
functions G(1), which describe the physical processes associated with addition and removal
of one electron, spectral functions and other one-particle observables such as density and
energy can be extracted. In the mean time, using the two-particle Green’s functions G(2),
we can analyze how a system responds to external fields (see section 2.7). From Eq. 2.33, we
can see that G(n) are explicit functions of the creation operator c†(x), annihilation operator
c(x), and the Hamiltonian H. In general cases that allow for symmetry breaking, it can be
written in the form

G(n)(c, c†, H) = G(n)(x1, . . . , xm; x
′
1, . . . , x

′
k)

= (−1)s⟨T c(x1), . . . , c(xm)c
†(x′

k) . . . c
†(x′

1)⟩ , (3.1)

where m+k = 2n. Depending on the convention, the order of the operators can be different,
and s can be either an even or odd number. Using the short-hand notation introduced in
chapter 2, x ≡ (i, σ, τ ) is a combined index for site (orbital) i, spin σ, and time τ , such that

c(†)(x) = c(†)iσ (τ) = eτHc(†)iσ e
−τH . (3.2)

For clarity, we will label all the indices with number 1, . . . 2n in the following derivations,
and will only consider single orbital case so that i only labels the site. All the definitions
and derivations can be generalized to multi-orbital case by adding an extra orbital index.

In this chapter, we will introduce general properties of the many-particle Green’s func-
tions, with a special focus on the single- and two-particle Green’s functions in the singlet
superconducting state, in which the condensation of Cooper pairs formed by two electrons
or holes of opposite spins is allowed. Two types of spinors: the Bogoliubov-de Gennes (BdG)
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spinors [39] and the Nambu [4] spinors will be introduced in order to define the Green’s
functions in a compact form. Other physical quantities such as the generalized susceptibility
and vertex function will also be derived and discussed in detail.

3.1 Symmetries
This section summarizes some of the useful symmetry relations of the single- and two-particle
Green’s functions without detailed derivations. The definitions and derivations closely follow
Ref. [40].

Consider a similarity transform U in the Fock space, the creation and annihilation opera-
tors transform as

c′(†)iσ = U−1c(†)iσ U , c′(†)iσ (τ) = eτHU−1c(†)iσ Ue−τH . (3.3)

The transformed Green’s function G(n)(c′, c′†, H) is a function of c′, c′†, and H, and the
operator chain in the correlator can then be written as

⟨. . . eτjHU−1c(†)
ij
σj
Ue−τjHeτlHU−1c(†)

il
σl
Ue−τlH . . . ⟩ . (3.4)

Combining the transformations between operators gives the transformation of the Hamilto-
nian H

Ue−τjHeτlHU−1 = Ue−τjHU−1UeτlHU−1 = e−τjH
′
eτlH

′
, H ′ = UHU−1 . (3.5)

The two transformations at the left and right boundaries can also be combined using the
cyclic property of the trace, which eventually gives the equality relation

G(n)(c′, c′†, H) = G(n)(c, c†, H ′) . (3.6)

The operator U can be called a symmetry of the system if it commutes with the Hamiltonian
H. The transformed Hamiltonian H ′ then equals to the original Hamiltonian H

[U , H] = 0 , ⇒ H ′ = H , (3.7)

which gives the equality between the Green’s functions before and after transformation
G(n)(c, c†, H ′) = G(n)(c′, c′†, H) = G(n)(c, c†, H). This property provides the basis of sym-
metry analysis of the Green’s functions.
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3.1.1 Translation symmetry in time and space

For a system in equilibrium with a time independent Hamiltonian H, consider the time
translation operator Tτ

Tτ := e−τH , ⇒ [Tτ , H] = 0 . (3.8)

We can transform the operators c and c† with U = Tτ . The transformed Green’s function
reads

G′(n)(c′, c′†, H) = (−1)s⟨e(τ1−τ)Hc(†)
i1
σ1
e−(τ1−τ)H . . . e(τ2n−τ)Hc(†)

i2n
σ2n
e−(τ2n−τ)H⟩ , (3.9)

where we ordered the operators such that τ1 > τ2 > . . . τ2n ≥ τ . Since the time translational
operator commutes with the time independent Hamiltonian, by choosing τ = τ2n, we have

G(n)(τ1, . . . , τ2n−1, τ2n) = G(n)(τ1 − τ2n, . . . , τ2n−1 − τ2n, 0) , (3.10)

where all the site and spin indices are omitted.
In simple models like the Hubbard model, we usually have an analogues symmetry for

the spatial degree of freedom, the space translation invariance, which means the system is
invariant under a shift by lattice vector r

c′(†)riσ
= T−1

r c(†)riσTr = c(†)ri+r,σ . (3.11)

This invariant gives

G(n)(r1, . . . , r2n−1, r2n) = G(n)(r1 − r2n, . . . , r2n−1 − r2n, r0) , (3.12)

where we dropped the unrelated time indices and r0 is the origin of the lattice.
The time and space translarional invariance correspond to the energy and momentum

conservations in Fourier space. The n-particle Green’s function in momentum and frequency
space can be written as

G(n)(k1ωn1
, . . . , kn2n

ω2n) = F [G(n)(r1τ1, . . . r2nτ2n)] , (3.13)

where ωn = (2n+1)π

β
is the fermionic Matsubara frequency, and k labels the momentum of

the operator. By defining (ωn)c(†)i
as the Matsubara frequency corresponds to the annihila-

tion (creation) operator c(†)i , kc(†)i
as the momentum index corresponds to the annihilation
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(creation) operator c(†)i , the conservation laws can be written as

∑
i

(ωn)ci =
∑
j

(ωn)c†j ,
∑
i

kci =
∑
j

kc†j , (3.14)

where i (j) runs through all the annihilation (creation) operators. A detailed proof of Eq. 3.14
is presented in Ref. [40].

3.1.2 SU(2) symmetry

For a system that is SU(2) symmetric, the Hamiltonian H commutes with all the spin
operators Ŝi

[H, Ŝi] = 0 , i = x, y, z . (3.15)

To define the spin operators Ŝi, it is convinient to introduce the Pauli spinors

ϕi =

(
ci↑

ci↓

)
, ϕ†

i =
(
c†i↑ c†i↓

)
, (3.16)

where i labels site, and the Pauli matrices

σ̂x =

(
0 1

1 0

)
, σ̂y =

(
0 −i
i 0

)
, σ̂z =

(
1 0

0 −1

)
. (3.17)

The Pauli matrices follow the commutation relation [σ̂i, σ̂j] = 2i
∑

k εijkσ̂k, and the anti-
commutation relation {σ̂i, σ̂j} = 2δijI2×2, where εijk is the Levi-Civita symbol. The spin
operators can then be defined as

Ŝx =
1

2

∑
j

ϕ†
jσ̂xϕj =

1

2

∑
j

(c†j↑cj↓ + c†j↓cj↑) , (3.18a)

Ŝy =
1

2

∑
j

ϕ†
jσ̂yϕj = − i

2

∑
j

(c†j↑cj↓ − c†j↓cj↑) , (3.18b)

Ŝz =
1

2

∑
j

ϕ†
jσ̂zϕj =

1

2

∑
j

(c†j↑cj↑ − c†j↓cj↓) , (3.18c)

where j is the site label. For completeness we also define

Ŝ0 =
1

2

∑
j

ϕ†
jσ̂0ϕj =

1

2

∑
j

(c†j↑cj↑ + c†j↓cj↓) , σ̂0 = I2×2 =

(
1 0

0 1

)
, (3.19)
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which is the density operator.
The first relation given by the SU(2) symmetry is the conservation of total spin in the

n-particle Green’s function G(n). While this relation holds for any arbitrary direction, we
will only discuss the conservation along the z direction. By defining σc(†)i

as the spin that
corresponds to the annihilation (creation) operator c(†)i , the conservation law can be written
as

∑
i

σci =
∑
j

σc†j , (3.20)

where i (j) runs through all the annihilation (creation) operators in G(n). A detailed proof
of this relation can be found in Ref. [40].

Next we consider the generic SU(2) rotation of the Pauli spinor with a rotation operator

D(n⃗, θ) = e−iθn⃗·S⃗ , n⃗ ∈ R2, ||n⃗|| = 1, θ ∈ [0, 2π) , S⃗ = (Ŝx, Ŝy, Ŝz). (3.21)

The transformation of Pauli spinors follow

ϕ′(†)(n⃗, θ) = eiθn⃗·S⃗ϕ(†)e−iθn⃗·S⃗ . (3.22)

The transformed spinor can be computed via the derivative with respect to the rotation
angle θ

d

dθ
ϕ′(†)(n⃗, θ) = ieiθn⃗·S⃗[(n⃗ · S⃗)ϕ(†) − ϕ(†)(n⃗ · S⃗)]e−iθn⃗·S⃗ =

(+)

− 1

2
i(n⃗ · σ⃗(T ))ϕ′(†) , (3.23)

where σ⃗(T ) = (σ̂(T )
x , σ̂(T )

y , σ̂(T )
z ), and the minus (plus) sign is associated with ϕ (ϕ†). This

differential equation has a solution of

ϕ′(†)(n⃗, θ) = e
(+)

− i θ2 n⃗·σ⃗
(T )

ϕ(†) =

[
cos
(
θ

2

)
I

(+)

− i sin
(
θ

2

)
n⃗ · σ⃗(T )

]
ϕ(†)(n⃗, 0) . (3.24)

We consider the rotation along y axis with n⃗ = (0, 1, 0)T , which yields

c′(†)↑

c′(†)↓

 =

cos
(
θ

2

)
− sin

(
θ

2

)
sin
(
θ

2

)
cos
(
θ

2

)

c(†)↑

c(†)↓

 . (3.25)

Relations between operators with different spins can be obtained with two special choices of
the rotation angle θ
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• θ = π, corresponding to spin flip, gives

c′(†)σ = −2σc(†)−σ , (2σ = ±1) . (3.26)

• θ = π

2
, corresponding to a spin in z direction is transformed to x direction, gives

c′(†)σ =
1√
2
(c(†)σ − 2σc(†)−σ) , (2σ = ±1) . (3.27)

We will explain how these two relations can be applied to the single- and two-particle Green’s
functions in section 3.2.

3.1.3 U(1) symmetry

The U(1) group corresponds to the unitary group of degree one, which can be represented
by one dimensional unitary matrices {eiθ} with θ ∈ [0, 2π) . The U(1) symmetry is al-
ways discussed with the gauge transformation. Under a gauge transformation, creation and
annihilation operators for electrons transform like wave functions [41]

cσ → eieαcσ = c′σ , c†σ → e−ieαc†σ = c′†σ , (3.28)

where e is the electron charge, α is an arbitrary angle.
For the n-particle Green’s functions G(n) defined in Eq. 3.1, if it contains equal num-

bers of creation and annihilation operators (m = k), it will be invariant after the gauge
transformation, so that the U(1) symmetry is preserved. For “anomalous” Green’s functions
with m ̸= k, the Green’s functions after transformation will pick up an extra phase factor
G(n)(c′, c′†) = ei(m−k)eαG(n)(c, c†), and the U(1) symmetry is broken.

3.2 Single- and two-particle Green’s functions
In this section, we will define and discuss the single- and two-particle Green’s functions in
the singlet superconducting state. The discussion of paramagnetic state Green’s functions
can be found in Ref. [40, 42].
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3.2.1 Spinors and single-particle Green’s functions

To define the single-particle Green’s functions in the singlet superconducting state, we define
the BdG spinors [39] in site space

Φi =


ci↑

ci↓

c†i↑

c†i↓

 =

 ϕi

(ϕ†
i)
T

 , Φ†
i =

(
c†i↑ c†i↓ ci↑ ci↓

)
=
(
ϕ†
i ϕTi

)
. (3.29)

where ϕ(†)
i are the Pauli spinors defined in Eq. 3.16. The Fourier transformations of the BdG

spinors give

Φk =
1√
N

∑
i

e−ik·riΦi =


ck↑

ck↓

c†−k↑

c†−k↓

 , Φ†
k =

1√
N

∑
i

eik·riΦ†
i =

(
c†k↑ c†k↓ c−k↑ c−k↓

)
,

(3.30)

where N is the number of lattice sites. With the BdG spinors, the single-particle Green’s
function matrix can be written as

Gij(τ, τ
′) = −⟨T Φi(τ)Φ

†
j(τ

′)⟩

= −
〈
T


ci↑(τ)c

†
j↑(τ

′) ci↑(τ)c
†
j↓(τ

′) ci↑(τ)cj↑(τ
′) ci↑(τ)cj↓(τ

′)

ci↓(τ)c
†
j↑(τ

′) ci↓(τ)c
†
j↓(τ

′) ci↓(τ)cj↑(τ
′) ci↓(τ)cj↓(τ

′)

c†i↑(τ)c
†
j↑(τ

′) c†i↑(τ)c
†
j↓(τ

′) c†i↑(τ)cj↑(τ
′) c†i↑(τ)cj↓(τ

′)

c†i↓(τ)c
†
j↑(τ

′) c†i↓(τ)c
†
j↓(τ

′) c†i↓(τ)cj↑(τ
′) c†i↓(τ)cj↓(τ

′)


〉
, (3.31)

which has 4×4 = 16 terms that include all the possible combinations of operators cσ and c†σ.
With the SU(2) symmetry preserved in the singlet superconducting state, we can simplify
the matrix above to a matrix with only four terms:

• According to the spin conservation given by Eq. 3.20, only the eight terms on the
diagonal and anti-diagonal will be non-zero.

• According to the spin flip relation given by Eq. 3.26, the remaining eight terms can be
grouped into four groups, each containing two terms equal to each other up to a minus
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sign

⟨T ci↑(τ)c†j↑(τ ′)⟩ = ⟨T ci↓(τ)c†j↓(τ ′)⟩ , (3.32a)
⟨T c†i↓(τ)cj↓(τ ′)⟩ = ⟨T c†i↑(τ)cj↑(τ ′)⟩ , (3.32b)
⟨T ci↑(τ)cj↓(τ ′)⟩ = −⟨T ci↓(τ)cj↑(τ ′)⟩ , (3.32c)
⟨T c†i↓(τ)c†j↑(τ ′)⟩ = −⟨T c†i↑(τ)c†j↓(τ ′)⟩ . (3.32d)

With these relations, the 4× 4 matrix in Eq. 3.31 can be block-diagonalized into two 2× 2

blocks [43, 44]. Taking one of the blocks, the single-particle Green’s functions can be defined
using the Nambu spinors [4]

ψi =

(
ci↑

c†i↓

)
, ψ†

i =
(
c†i↑ ci↓

)
, (3.33)

ψk =

(
ck↑

c†−k↓

)
, ψ†

k =
(
c†k↑ c−k↓

)
, (3.34)

which give a compact matrix

Gij(τ, τ
′) = −⟨T ψi(τ)ψ†

j(τ
′)⟩ = −⟨T

ci↑(τ)c†j↑(τ ′) ci↑(τ)cj↓(τ
′)

c†i↓(τ)c
†
j↑(τ

′) c†i↓(τ)cj↓(τ
′)

⟩ . (3.35)

The two diagonal terms in Eq. 3.35 are usually called the “normal” (N) components and
the two off-diagonal terms are usually called the “anomalous” (A) components. The relation
between the normal components in Gij(τ, τ

′) and the single-particle Green’s function defined
as Gij,σ(τ, τ

′) = −⟨T ci,σ(τ)c†j,σ(τ ′)⟩ can be written as

Gij,00(τ, τ
′) = Gij,↑(τ, τ

′) , (3.36a)
Gij,11(τ, τ

′) = −Gji,↓(τ
′, τ) . (3.36b)

The time and space translational invariance explained in Eqs. 3.11 and 3.12 show that the
single-particle Green’s functions can be simplified to a form with only one time and one
space index

Gij(τ, τ
′) → Gr(τ − τ ′) , r = ri − rj , (3.37)

which impose energy and momentum conservations in the frequency and the momentum
space, as given by Eq. 3.14. Therefor, the single-particle Green’s functions only depend on
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one momentum and one frequency index in the Fourier space

Gkk′(τ, τ
′) =

∑
rirj

e−i(k·ri−k
′·rj)Grirj

(τ, τ ′) =
∑
rirj

e−ik·(ri−rj)+i(k
′−k)·rjGri−rj(τ, τ

′)

=
(2π)d

V
δ(k − k′)

∑
r

e−ik·rGr(τ, τ
′) =

(2π)d

V
δ(k − k′)Gk(τ, τ

′) , (3.38a)

Gk(τ, τ
′) = −⟨T

 ck↑(τ)c
†
k↑(τ

′) ck↑(τ)c−k↓(τ
′)

c†−k↓(τ)c
†
k↑(τ

′) c†−k↓(τ)c−k↓(τ
′)

⟩ . (3.38b)

Gk(iωn, iω
′
n) =

∫∫ β

0

dτdτ ′ei(ωnτ−ω′
nτ

′)Gk(τ, τ
′)

=

∫∫ β

0

dτdτ ′eiωn(τ−τ ′)−i(ω′
n−ωn)τ

′
Gk(τ − τ ′)

= βδωn,ω′
n

∫ β

0

dτeiωnτGk(τ) = βδωn,ω′
n
Gk(iωn) , (3.39)

where V is the volume of the unit cell, and ωn = (2n+1)π

β
is the fermionic Matsubara frequency.

For simplicity, in SU(2) symmetric case, we will only work with the 2 × 2 Green’s function
matrix Gk(iωn) [Eq. 3.39] and the corresponding self-energy matrix Σk(iωn). The Dyson
equation for the matrix Green’s function [Eq. 2.60] is diagonal in momentum and frequency
space, and can be written as [4, 43]

G−1
k (iωn) = G−1

0,k(iωn)− Σk(iωn) , (3.40)

where G0,k(iωn) is the non-interacting Green’s function matrix.
For clarity, we will use sub-indices 00, 01, 10, 11 to label the four terms in the 2 × 2

matrices and move the momentum label into parenthesis in the derivations in this chapter.

3.2.2 Two-particle Green’s functions

The two-particle Green’s functions in the singlet superconducting state take the form

G(2)(x1, x2, x3, x4) = ⟨T c(†)(x1)c
(†)(x2)c

(†)(x3)c
(†)(x4)⟩ , (3.41)

where each operator c(†)(x) ∈ {ci↑(τ), c†i↑(τ), ci↓(τ), c†i↓(τ)} can be either a creation or an
annihilation operator with spin up or spin down. With fixed site indices, there are in total
44 = 256 different combinations.
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To generate the matrix that contains all possible two-particle Green’s functions, we define
the generalized Nambu spinors with an extra spin dependence

ψi,σ =

(
ci,σ

c†i,−σ

)
, ψ†

i,σ =
(
c†i,σ ci,−σ

)
, (3.42)

ψk,σ =

(
ck,σ

c†−k,−σ

)
, ψ†

k,σ =
(
c†k,σ c−k,−σ

)
, (3.43)

and the shuffled BdG spinors

Ψi =


ci↑

c†i↓

ci↓

c†i↑

 =

(
ψi↑

ψi↓

)
, Ψ†

i =
(
c†i↑ ci↓ c†i↓ ci↑

)
=
(
ψ†
i↑ ψ†

i↓

)
. (3.44)

Using these spinors, we are be able to define the two-particle Green’s functions using a matrix
with a two-level structure, and identify a subset of representative terms with the preserved
SU(2) symmetry. For simplicity we will use the combined index 1 ≡ (i1, τ1) in the following
derivation.

We generate all possible two-particle Green’s functions with the Tracy–Singh products ◦
[45] of the shuffled BdG spinors. The Tracy–Singh product operates on partitioned matrices
and can be considered as Kronecker product at block-level

G(2)(1234) = ⟨T Ψ†
1 ◦Ψ2 ◦Ψ†

3 ◦Ψ4⟩ (3.45)

=

〈
T



00︷ ︸︸ ︷
ψ†

1↑ ⊗ ψ2↑ ⊗ ψ†
3↑ ⊗ ψ4↑ ψ†

1↑ ⊗ ψ2↑ ⊗ ψ†
3↓ ⊗ ψ4↑ ψ†

1↓ ⊗ ψ2↑ ⊗ ψ†
3↑ ⊗ ψ4↑ ψ†

1↓ ⊗ ψ2↑ ⊗ ψ†
3↓ ⊗ ψ4↑

ψ†
1↑ ⊗ ψ2↑ ⊗ ψ†

3↑ ⊗ ψ4↓

11︷ ︸︸ ︷
ψ†

1↑ ⊗ ψ2↑ ⊗ ψ†
3↓ ⊗ ψ4↓

12︷ ︸︸ ︷
ψ†

1↓ ⊗ ψ2↑ ⊗ ψ†
3↑ ⊗ ψ4↓ ψ†

1↓ ⊗ ψ2↑ ⊗ ψ†
3↓ ⊗ ψ4↓

ψ†
1↑ ⊗ ψ2↓ ⊗ ψ†

3↑ ⊗ ψ4↑

21︷ ︸︸ ︷
ψ†

1↑ ⊗ ψ2↓ ⊗ ψ†
3↓ ⊗ ψ4↑

22︷ ︸︸ ︷
ψ†

1↓ ⊗ ψ2↓ ⊗ ψ†
3↑ ⊗ ψ4↑ ψ†

1↓ ⊗ ψ2↓ ⊗ ψ†
3↓ ⊗ ψ4↑

ψ†
1↑ ⊗ ψ2↓ ⊗ ψ†

3↑ ⊗ ψ4↓ ψ†
1↑ ⊗ ψ2↓ ⊗ ψ†

3↓ ⊗ ψ4↓ ψ†
1↓ ⊗ ψ2↓ ⊗ ψ†

3↑ ⊗ ψ4↓

33︷ ︸︸ ︷
ψ†

1↓ ⊗ ψ2↓ ⊗ ψ†
3↓ ⊗ ψ4↓


〉
,

where ⊗ is the Kronecker product, and G(2)(1234) includes sixteen 4× 4 matrices. With the
preserved SU(2) symmetry in the singlet superconducting state, we only need to consider a
subset of the sixteen matrices

• According to the spin conservation given by Eq. 3.20, only the six matrices that satisfy∑
i σψi

=
∑

j σψ†
j

will be non zero, which are the 00, 11, 22, 33, 12, 21 terms in the
matrix above.
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• According to the spin flip relation given by Eq. 3.26, correlators with even number of
spin up and spin down operators will be invariant under spin flip, while correlators
with odd number of spin up and spin down operators will pick up an extra minus
sign. For all terms that fulfill spin conservation, even (odd) number of spin up and
down operators also correspond to even (odd) number of creation and annihilation
operators. Therefore, we can choose three matrices from the six non-zero matrices as
representatives

G(2)
00 (1234) = G(2)

↑↑↑↑(1234) = ⟨T ψ†
1↑ ⊗ ψ2↑ ⊗ ψ†

3↑ ⊗ ψ4↑⟩ , (3.46a)
G(2)

11 (1234) = G(2)
↑↑↓↓(1234) = ⟨T ψ†

1↑ ⊗ ψ2↑ ⊗ ψ†
3↓ ⊗ ψ4↓⟩ , (3.46b)

G(2)
21 (1234) = G(2)

↑↓↓↑(1234) = ⟨T ψ†
1↑ ⊗ ψ2↓ ⊗ ψ†

3↓ ⊗ ψ4↑⟩ . (3.46c)

For convenience we define the spin labels as in Ref. [42]

G(2)
σσ′(1234) ≡ G(2)

σσσ′σ′(1234) , (3.47a)
G(2)

σσ′(1234) ≡ G(2)
σσ′σ′σ(1234) . (3.47b)

• According to the π

2
spin rotation relation given by Eq. 3.27, the rotation of the annihi-

lation (creation) operators provides the relations

c′(†)↑ =
1√
2
(c(†)↑ + c(†)↓ ) , c′(†)↓ =

1√
2
(c(†)↓ − c(†)↑ ) . (3.48)

Take the 00 term in each matrix as an example, which is in the form of ⟨c†σ1
cσ2
c†σ3
cσ4

⟩,
the spin conservation and the spin flip relations give

G(2)
↑↑,00(1234) = G(2)

↑↓,00(1234) +G(2)

↑↓,00(1234) ,

⇒ G(2)

↑↓,00(1234) = G(2)
↑↑,00(1234)−G(2)

↑↓,00(1234) . (3.49)

All the other terms in the G(2)

↑↓ (1234) matrix can be expressed as linear combinations
of terms in the G(2)

↑↑ (1234) and G(2)
↑↓ (1234) matrices in a similar way. In most cases, we

only need to consider the following two spin configurations

G(2)
↑↑ (1234) = ⟨T ψ†

1↑ ⊗ ψ2↑ ⊗ ψ†
3↑ ⊗ ψ4↑⟩ , (3.50a)

G(2)
↑↓ (1234) = ⟨T ψ†

1↑ ⊗ ψ2↑ ⊗ ψ†
3↓ ⊗ ψ4↓⟩ . (3.50b)

The Fourier transformation of the two-particle Green’s function matrix G(2)
σσ′ can be written
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out explicitly as

G(2)
σσ′(k1ω1, k2ω2,k3ω3, k4ω4)

=
∑

r1r2r3r4

∫∫∫∫ β

0

dτ1dτ2dτ3dτ4G
(2)
σσ′(r1τ1, r2τ2, r3τ3, r4τ4)

× e−i(ω1τ1−ω2τ2+ω3τ3−ω4τ4)ei(k1·r1−k2·r2+k3·r3−k4·r4) . (3.51)

The time and space translational invariance given in Eqs. 3.11 and 3.12 show that the two-
particle Green’s functions can be simplified to a form with only three independent time and
space indices. This impose momentum and energy conservation relations given by

∑
i

(ωn)ψi
=
∑
j

(ωn)ψ†
j
,
∑
i

kψi
=
∑
j

kψ†
j
, (3.52)

which can be proved in a similar way as in Eqs. 3.38 and 3.39, and give two-particle
Green’s functions that only depend on three independent momenta (k, k′, q) and frequencies
(ωn, ω′

n, νn) in the Fourier space. Following the particle-hole notation in Ref. [42], the four
momentum and frequency indices in Eq. 3.51 can be chosen as

k1 = k , k2 = k + q , k3 = k′ + q , k4 = k′ , (3.53a)
ω1 = ωn , ω2 = ωn + νn , ω3 = ω′

n + νn , ω4 = ω′
n , (3.53b)

where ωn = (2n+1)π

β
is the fermionic Matsubara frequency, and νn = 2nπ

β
is the bosonic

Matsubara frequency.
To further analyze the structure of the two-particle Green’s functions, we write out the 4×4

matrices explicitly. Introducing combined index 1 as short-hand notation of x1 to represent
either (i1, τ1, σ1) or (k1, τ1, σ1), and −1 to represent either (i1, τ1,−σ1) or (−k1, τ1,−σ1), any
two-particle Green’s function matrix given by the kronecker product of Nambu spinors is in
the form

G(2)(1234) = ⟨T ψ†
1 ⊗ ψ2 ⊗ ψ†

3 ⊗ ψ4⟩

=

〈
T


c†1c2c

†
3c4 c†1c2c-3c4 c-1c2c

†
3c4 c-1c2c-3c4

c†1c2c
†
3c

†
-4 c†1c2c-3c

†
-4 c-1c2c

†
3c

†
-4 c-1c2c-3c

†
-4

c†1c
†
-2c

†
3c4 c†1c

†
-2c-3c4 c-1c

†
-2c

†
3c4 c-1c

†
-2c-3c4

c†1c
†
-2c

†
3c

†
-4 c†1c

†
-2c-3c

†
-4 c-1c

†
-2c

†
3c

†
-4 c-1c

†
-2c-3c

†
-4


〉
. (3.54)

Each term in the G(2)(1234) matrix can be decomposed into a disconnected and a connected

36



part

G(2)(1234) = G(2)
0 (1234) +G(2)

conn(1234) , (3.55)

where the disconnected part is labeled by the subscript 0 since it can be evaluated using the
Wick’s theorem as the non-interacting two-particle Green’s function. The disconnected part
of the two-particle Green’s function ⟨T c(†)1 c(†)2 c(†)3 c(†)4 ⟩ contains three different terms

• The direct term χ=
0 : ⟨T c(†)1 c(†)2 c(†)3 c(†)4 ⟩ = ⟨T c(†)2 c(†)1 ⟩⟨T c(†)4 c(†)3 ⟩ .

• The first exchange term χ×
0 : ⟨T c(†)1 c(†)2 c(†)3 c(†)4 ⟩ = −⟨T c(†)4 c(†)1 ⟩⟨T c(†)2 c(†)3 ⟩ .

• The second exchange term χ×
0 : ⟨T c(†)1 c(†)2 c(†)3 c(†)4 ⟩ = ⟨T c(†)3 c(†)1 ⟩⟨T c(†)2 c(†)4 ⟩ .

Only one of the two exchange terms is non-zero for each two-particle Green’s function due to
spin conservation. Take the 00 term as an example and write out the spin indices explicitly,
we have

⟨T c†1↑c2↑c†3↑c4↑⟩0 = ⟨T c2↑c†1↑⟩⟨T c4↑c†3↑⟩ − ⟨T c4↑c†1↑⟩⟨T c2↑c†3↑⟩+ ⟨T c†3↑c†1↑⟩⟨T c2↑c4↑⟩

= G00(2, 1)G00(4, 3)−G00(4, 1)G00(2, 3) + 0 , (3.56a)

⟨T c†1↑c2↑c†3↓c4↓⟩0 = −⟨T c2↑c†1↑⟩⟨T c†3↓c4↓⟩ − ⟨T c4↓c†1↑⟩⟨T c2↑c†3↓⟩+ ⟨T c†3↓c†1↑⟩⟨T c2↑c4↓⟩

= −G00(2, 1)G11(−3,−4)− 0 +G10(−3, 1)G01(2,−4) , (3.56b)

where the spin indices are dropped from the combined indices 1 ≡ (k1, τ1), −1 ≡ (−k1, τ1).
With the momentum and frequency conventions introduced in Eq. 3.53, the two-particle

Green’s function matrices can be written out explicitly. For σ = σ′ =↑, the two-particle
Green’s function matrix G(2)

↑↑ reads

G(2)
↑↑ (k, k + q, k′ + q, k′) = ⟨T ψ†

k↑(τ1)⊗ ψk+q↑(τ2)⊗ ψ†
k′+q↑(τ3)⊗ ψk′↑(τ4)⟩ = (3.57)

〈
T


c†k↑ck+q↑c

†
k′+q↑ck′↑ c†k↑ck+q↑c-k′-q↓ck′↑ c-k↓ck+q↑c

†
k′+q↑ck′↑ c-k↓ck+q↑c-k′-q↓ck′↑

c†k↑ck+q↑c
†
k′+q↑c

†
-k′↓ c†k↑ck+q↑c-k′-q↓c

†
-k′↓ c-k↓ck+q↑c

†
k′+q↑c

†
-k′↓ c-k↓ck+q↑c-k′-q↓c

†
-k′↓

c†k↑c
†
-k-q↓c

†
k′+q↑ck′↑ c†k↑c

†
-k-q↓c-k′-q↓ck′↑ c-k↓c

†
-k-q↓c

†
k′+q↑ck′↑ c-k↓c

†
-k-q↓c-k′-q↓ck′↑

c†k↑c
†
-k-q↓c

†
k′+q↑c

†
-k′↓ c†k↑c

†
-k-q↓c-k′-q↓c

†
-k′↓ c-k↓c

†
-k-q↓c

†
k′+q↑c

†
-k′↓ c-k↓c

†
-k-q↓c-k′-q↓c

†
-k′↓

(τ1, τ2, τ3, τ4)

〉
.

The disconnected part of terms in G(2)
↑↑ can be split into two matrices with either direct and
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exchange terms

χ=

0,↑↑
(k, k + q, k′ + q, k′) = (3.58)

G00(k+q, k)G00(k′, k′+q) G00(k+q, k)G01(k′, k′+q) G01(k+q, k)G00(k′, k′+q) G01(k+q, k)G01(k′, k′+q)

G00(k+q, k)G10(k′, k′+q) G00(k+q, k)G11(k′, k′+q) G01(k+q, k)G10(k′, k′+q) G01(k+q, k)G11(k′, k′+q)

G10(k+q, k)G00(k′, k′+q) G10(k+q, k)G01(k′, k′+q) G11(k+q, k)G00(k′, k′+q) G11(k+q, k)G01(k′, k′+q)

G10(k+q, k)G10(k′, k′+q) G10(k+q, k)G11(k′, k′+q) G11(k+q, k)G10(k′, k′+q) G11(k+q, k)G11(k′, k′+q)

 ,

χ×
0,↑↑

(k, k + q, k′ + q, k′) = −1× (3.59)
G00(k′, k)G00(k+q, k′+q) G00(k′, k)G01(k+q, k′+q) G01(k′, k)G00(k+q, k′+q) G01(k′, k)G01(k+q, k′+q)

G10(k′, k)G00(k+q, k′+q) G10(k′, k)G01(k+q, k′+q) G11(k′, k)G00(k+q, k′+q) G11(k′, k)G01(k+q, k′+q)

G00(k′, k)G10(k+q, k′+q) G00(k′, k)G11(k+q, k′+q) G01(k′, k)G10(k+q, k′+q) G01(k′, k)G11(k+q, k′+q)

G10(k′, k)G10(k+q, k′+q) G10(k′, k)G11(k+q, k′+q) G11(k′, k)G10(k+q, k′+q) G11(k′, k)G11(k+q, k′+q)

 ,

where we have introduced the combined indices k ≡ (k, iωn) and q ≡ (q, iνn) in the χ
0

matrices. For σ =↑, σ′ =↓, the two-particle Green’s function matrix G(2)
↑↓ reads

G(2)
↑↓ (k, k + q, k′ + q, k′) = ⟨T ψ†

k↑(τ1)⊗ ψk+q↑(τ2)⊗ ψ†
k′+q↓(τ3)⊗ ψk′↓(τ4)⟩ = (3.60)

〈
T


c†k↑ck+q↑c

†
k′+q↓ck′↓ c†k↑ck+q↑c-k′-q↑ck′↓ c-k↓ck+q↑c

†
k′+q↓ck′↓ c-k↓ck+q↑c-k′-q↑ck′↓

c†k↑ck+q↑c
†
k′+q↓c

†
-k′↑ c†k↑ck+q↑c-k′-q↑c

†
-k′↑ c-k↓ck+q↑c

†
k′+q↓c

†
-k′↑ c-k↓ck+q↑c-k′-q↑c

†
-k′↑

c†k↑c
†
-k-q↓c

†
k′+q↓ck′↓ c†k↑c

†
-k-q↓c-k′-q↑ck′↓ c-k↓c

†
-k-q↓c

†
k′+q↓ck′↓ c-k↓c

†
-k-q↓c-k′-q↑ck′↓

c†k↑c
†
-k-q↓c

†
k′+q↓c

†
-k′↑ c†k↑c

†
-k-q↓c-k′-q↑c

†
-k′↑ c-k↓c

†
-k-q↓c

†
k′+q↓c

†
-k′↑ c-k↓c

†
-k-q↓c-k′-q↑c

†
-k′↑

(τ1, τ2, τ3, τ4)

〉
.

The two matrices for direct and exchange disconnected parts are

χ=

0,↑↓
(k, k+q, k′+q, k′) = −1× (3.61)

G00(k+q, k)G11(-k′-q, -k′) G00(k+q, k)G01(-k′-q, -k′) G01(k+q, k)G11(-k′-q, -k′) G01(k+q, k)G01(-k′-q, -k′)
G00(k+q, k)G10(-k′-q, -k′) G00(k+q, k)G00(-k′-q, -k′) G01(k+q, k)G10(-k′-q, -k′) G01(k+q, k)G00(-k′-q, -k′)
G10(k+q, k)G11(-k′-q, -k′) G10(k+q, k)G01(-k′-q, -k′) G11(k+q, k)G11(-k′-q, -k′) G11(k+q, k)G01(-k′-q, -k′)
G10(k+q, k)G10(-k′-q, -k′) G10(k+q, k)G00(-k′-q, -k′) G11(k+q, k)G10(-k′-q, -k′) G11(k+q, k)G00(-k′-q, -k′)

 ,

χ×
0,↑↓

(k, k+q, k′+q, k′) = (3.62)
G10(-k′-q, k)G01(k+q, -k′) G00(-k′-q, k)G01(k+q, -k′) G11(-k′-q, k)G01(k+q, -k′) G01(-k′-q, k)G01(k+q, -k′)
G10(-k′-q, k)G00(k+q, -k′) G00(-k′-q, k)G00(k+q, -k′) G11(-k′-q, k)G00(k+q, -k′) G01(-k′-q, k)G00(k+q, -k′)
G10(-k′-q, k)G11(k+q, -k′) G00(-k′-q, k)G11(k+q, -k′) G11(-k′-q, k)G11(k+q, -k′) G01(-k′-q, k)G11(k+q, -k′)
G10(-k′-q, k)G10(k+q, -k′) G00(-k′-q, k)G10(k+q, -k′) G11(-k′-q, k)G10(k+q, -k′) G01(-k′-q, k)G10(k+q, -k′)

 .

Momentum and energy conservations impose
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• χ=

0,↑↑
(k, k + q, k′ + q, k′) ̸= 0 only if q = 0.

• χ×
0,↑↑

(k, k + q, k′ + q, k′) ̸= 0 only if k = k′.

• χ=

0,↑↓
(k, k + q, k′ + q, k′) ̸= 0 only if q = 0.

• χ×
0,↑↓

(k, k + q, k′ + q, k′) ̸= 0 only if k + q = −k′.

The label of four momentum and frequency indices can be simplified as (k, k+q, k′+q, k′) →
(k, k′, q). We can define the χ

0
matrices with single k dependent single-particle Green’s

functions, but extra care needs to be taken to make the dimensions match. For example

χ×
0,↑↑,00(k, k

′, q) = − 1

βN
G00(k

′, k)G00(k + q, k′ + q) = −βNG00(k)G00(k + q)δk,k′ , (3.63)

where N is the total number of k points.

3.3 Linear response and generalized susceptibilities
One direct application of the two-particle Green’s functions is to compute physical suscep-
tibilities. To define the physical susceptibilities, consider adding a field f coupling to an
operator A to the original Hamiltonian of the system [7, 32]

H ′ = −fA . (3.64)

The partition function can be written as (see section 2.7)

Z =

∫
D[c̄, c]e−S[c̄,c]e−S

′[c̄,c] , (3.65)

where S[c̄, c] represents the action corresponding to the original Hamiltonian, and S ′[c̄, c] =

−
∫
dx′f(x′)A(x′) is the action corresponding to the added source field. The thermal average

of a physical quantity B(x) can then be written as

⟨B(x)⟩S+S′ =
1

Z

∫
D[c̄, c]B(x)e−S[c̄,c]e−S

′[c̄,c] . (3.66)
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The linear response of the physical quantity B(x) to the external field can be computed by
taking derivative with respect to the field f [32]

δ⟨B(x)⟩S+S′

δf(x′)

∣∣∣∣
f=0

=
1

Z2

[
Z
δ
∫
D[c̄, c]B(x)e−S[c̄,c]e−S

′[c̄,c]

δf(x′)
− δZ

δf(x′)

∫
D[c̄, c]B(x)e−S[c̄,c]e−S

′[c̄,c]

]∣∣∣∣
f=0

= ⟨B(x)A(x′)⟩S − ⟨B(x)⟩S⟨A(x′)⟩S ≡ χBA(x, x
′) , (3.67)

where time ordering in the thermal average is enforced by the Grassmann algebra, and
χBA(x, x

′) is called the physical susceptibility.
Taking the spin susceptibility as an example, with the magnetization in z direction defined

with the spin operator Ŝz,i = ni↑ − ni↓, niσ = c†iσciσ, the spin susceptibility in momentum
space is defined as

χspin(q, τ, τ
′) = ⟨T Ŝz(q, τ)Ŝz(−q, τ ′)⟩ − ⟨Ŝz(q, τ)⟩⟨Ŝz(−q, τ ′)⟩ , (3.68)

which can be computed using the two-particle Green’s functions

χspin(q, τ, τ
′) (3.69)

=
1

N 2

∑
kk′

[
⟨T c†k↑(τ)ck+q↑(τ)c†k′+q↑(τ ′)ck′↑(τ

′)⟩ − ⟨T c†k↑(τ)ck+q↑(τ)⟩⟨T c†k′+q↑(τ ′)ck′↑(τ
′)⟩

−⟨T c†k↑(τ)ck+q↑(τ)c†k′+q↓(τ ′)ck′↓(τ
′)⟩+ ⟨T c†k↑(τ)ck+q↑(τ)⟩⟨T c†k′+q↓(τ ′)ck′↓(τ

′)⟩

+⟨T c†k↓(τ)ck+q↓(τ)c†k′+q↓(τ ′)ck′↓(τ
′)⟩ − ⟨T c†k↓(τ)ck+q↓(τ)⟩⟨T c†k′+q↓(τ ′)ck′↓(τ

′)⟩

−⟨T c†k↓(τ)ck+q↓(τ)c†k′+q↑(τ ′)ck′↑(τ
′)⟩+ ⟨T c†k↓(τ)ck+q↓(τ)⟩⟨T c†k′+q↑(τ ′)ck′↑(τ

′)⟩
]
.

With the time translational invariance and the spin flip relation, the magnetic susceptibility
in momentum and frequency space can be written as

χspin(q) =

∫ β

0

dτeiνnτχspin(q, τ, 0) (3.70)

=
2

β2N 2

∑
kk′

[
G(2)

↑↑,00(k, k
′, q)− βNG00(k)G00(k

′)δq,0

−G(2)
↑↓,00(k, k

′, q)− βNG00(k)G11(−k′)δq,0
]
,
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where we have used the combined indices k ≡ (k, iωn) and q ≡ (q, iνn),
∑

kk′ ≡
∑

kk′

∑
ωnω′

n
.

By defining

χ
σσ′(k, k

′, q) = G(2)
σσ′(k, k′, q)− χ=

0,σσ′(k, k
′, q) , (3.71)

the spin susceptibility can be written as

χspin(q) =
2

β2N 2

∑
kk′

[χ↑↑,00(k, k
′, q)− χ↑↓,00(k, k

′, q)] =
2

β2N 2

∑
kk′

χm(k, k
′, q) , (3.72)

where χm(k, k′, q) is the generalized susceptibility in the magnetic channel [42]. The charge
susceptibility which is defined as the time ordered correlator of the density operator N̂i =

ni↑ + ni↓ can be written out similarly

χch(q) =
2

β2N 2

∑
kk′

[χ↑↑,00(k, k
′, q) + χ↑↓,00(k, k

′, q)] =
2

β2N 2

∑
kk′

χd(k, k
′, q) , (3.73)

with χd(k, k′, q) the generalized susceptibility in the density channel [42]. In general, all the
terms in the χ

σσ′(k, k
′, q) matrices can be treated as the linear response of some physical

quantities to external fields in different forms, and can be considered as the “generalized”
susceptibilities defined in section 2.7.

3.4 Physical Channels
The connections between the generalized susceptibilities χ

σσ′(k, k
′, q) and the physical sus-

ceptibilities χspin/ch(q) motivates the definition of physical channels. By defining a general
operator in any physical channel as Ô(a), which is a linear combination of quadratic terms of
c and c†, we define physical channels by requiring ⟨Ô(a)

1 Ô(b)
2 ⟩ ̸= 0 if a, b belongs to the same

channel, and ⟨Ô(a)
1 Ô(b)

2 ⟩ = 0, if a, b belongs to different channels.
In the paramagnetic state, four independent physical channels can be defined [42]: density

(d), magnetic (m), spin singlet (s), and spin triplet (t). In the singlet superconducting state,
the broken U(1) symmetry reduce the number of independent physical channels to two.

3.4.1 Definition via physical operators

The physical operators Ô can be defined using the BdG spinors introduced in Eq. 3.29 as
Ô = Φ† · Õ · Φ, with Õ a 4× 4 matrix in the form of τ̂a ⊗ σ̂b, τ̂a, σ̂b ∈ {σ̂0, σ̂x, σ̂y, σ̂z}, where
τ̂a ≡ σ̂a, a = 0, x, y, z is introduced to identify the matrices at different sides of ⊗. The
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definitions of the spin and density operators in Eq. 3.18 and Eq. 3.19 can then be extended
to a particle hole symmetric form

Ŝ0 = c†↑c↑ + c†↓c↓ =
1

2
(c†↑c↑ + c†↓c↓ − c↑c

†
↑ − c↓c

†
↓) , (3.74a)

Ŝx = c†↑c↓ + c†↓c↑ =
1

2
(c†↑c↓ + c†↓c↑ − c↓c

†
↑ − c↑c

†
↓) , (3.74b)

Ŝy = −i(c†↑c↓ − c†↓c↑) = − i

2
(c†↑c↓ − c†↓c↑ − c↓c

†
↑ + c↑c

†
↓) , (3.74c)

Ŝz = c†↑c↑ − c†↓c↓ =
1

2
(c†↑c↑ − c†↓c↓ − c↑c

†
↑ + c↓c

†
↓) . (3.74d)

Dropping the prefactors 1

2
in the final form, the corresponding matrices can be written as

S̃0 =

(
σ̂0 0

0 −σ̂0

)
= τ̂z ⊗ σ̂0 , (3.75a)

S̃x =

(
σ̂x 0

0 −σ̂x

)
= τ̂z ⊗ σ̂x , (3.75b)

S̃y =

(
σ̂y 0

0 σ̂y

)
= τ̂0 ⊗ σ̂y , (3.75c)

S̃z =

(
σ̂z 0

0 −σ̂z

)
= τ̂z ⊗ σ̂z . (3.75d)

In the SU(2) symmetric case, ⟨ŜaŜa⟩ ̸= 0, and ⟨ŜaŜb⟩ = 0, with a, b ∈ {0, x, y, z}, a ̸= b.
Therefore, the four spin and density operators belong to different physical channels. All the
16 matrices in the form of τ̂a⊗σ̂b can be grouped into four groups based on their commutation
relations:
1. S0 (density, d) spin singlet (s) channel (commute with all spin operators):

τ̂z ⊗ σ̂0 , τ̂0 ⊗ σ̂0 , τ̂x ⊗ σ̂y , τ̂y ⊗ σ̂y . (3.76)

2. Sx spin triplet channel (only commute with Ŝx):

τ̂z ⊗ σ̂x , τ̂0 ⊗ σ̂x , τ̂x ⊗ σ̂z , τ̂y ⊗ σ̂z . (3.77)

3. Sy spin triplet channel (only commute with Ŝy):

τ̂0 ⊗ σ̂y , τ̂x ⊗ σ̂0 , τ̂y ⊗ σ̂0 , τ̂z ⊗ σ̂y . (3.78)
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4. Sz (magnetic, m) spin triplet (t) channel (only commute with Ŝz):

τ̂z ⊗ σ̂z , τ̂0 ⊗ σ̂z , τ̂x ⊗ σ̂x , τ̂y ⊗ σ̂x . (3.79)

In each channel, the four matrices can be expressed as linear combinations of a set of basis
matrices, with separated 2× 2 blocks:
1. S0 (density, d) spin singlet (s) channel

S0 =

(
σ̂0 0

0 0

)
, T0 =

(
0 σ̂y

0 0

)
, (3.80a)

S0 =

(
0 0

0 σ̂0

)
, T 0 =

(
0 0

σ̂y 0

)
. (3.80b)

2. Sx spin triplet channel

Sx =

(
σ̂x 0

0 0

)
, Tx =

(
0 σ̂z

0 0

)
, (3.81a)

Sx =

(
0 0

0 σ̂x

)
, T x =

(
0 0

σ̂z 0

)
. (3.81b)

3. Sy spin triplet channel

Sy =

(
σ̂y 0

0 0

)
, Ty =

(
0 σ̂0

0 0

)
, (3.82a)

Sy =

(
0 0

0 σ̂y

)
, T y =

(
0 0

σ̂0 0

)
. (3.82b)

4. Sz (magnetic, m) spin triplet (t) channel

Sz =

(
σ̂z 0

0 0

)
, Tz =

(
0 σ̂x

0 0

)
, (3.83a)

Sz =

(
0 0

0 σ̂z

)
, T z =

(
0 0

σ̂x 0

)
. (3.83b)

The three spin triplet channels can be connected by the SU(2) symmetry. Considering the
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general rotation operation in spin space

Ui(θ) = exp(−iS̃i
θ

2
) , i = x, y, z, (3.84)

where θ is the rotation angle, and S̃i one of the matrices defined in Eq. 3.75. The rotation
of a matrix in Eqs. 3.81, 3.82, 3.83 is given by

M → U †
i (θ)MUi(θ) . (3.85)

The relation between the Sy and Sz channels can be shown by rotating the matrices in the
Sy channel [Eq. 3.82] by π/2 around the x-axis

Sy → −Sz, Sy → Sz, Ty → iTz, T y → −iT z . (3.86)

The relation between the Sx and Sz channels can be shown by rotating the matrices in the
Sx channel by π/2 around the y-axis

Sx → Sz, Sx → Sz, Tx → −Tz, T x → −T z . (3.87)

The relation between the Sx and Sy channels can be shown by rotating the matrices in the
Sx and Sy channels by π/2 around the z-axis

Sx → −Sy, Sx → Sy, Tx → iTy, T x → −iT y , (3.88)
Sy → Sx, Sy → −Sx, Ty → iTx, T y → −iT x . (3.89)

Applying the matrices in Eqs. 3.80, 3.81, 3.82, 3.83 to the BdG spinors Φ and Φ† [Eq. 3.29],
each of the four matrices in each channel would pick out one of the particle-hole (PH), hole-
particle (HP), particle-particle (PP), and hole-hole (HH) sectors. Changing all the σ̂y → iσ̂y

to drop the imaginary unit, these operators can be written out explicitly.
The PH sector:

Ŝ0,ij = ϕ†
i σ̂0ϕj = c†i↑cj↑ + c†i↓cj↓ , (3.90a)

Ŝx,ij = ϕ†
i σ̂xϕj = c†i↑cj↓ + c†i↓cj↑ , (3.90b)

Ŝy,ij = ϕ†
i(iσ̂y)ϕj = c†i↑cj↓ − c†i↓cj↑ , (3.90c)

Ŝz,ij = ϕ†
i σ̂zϕj = c†i↑cj↑ − c†i↓cj↓ . (3.90d)
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The HP sector:

Ŝ0,ij = ϕTi σ̂0ϕ
†T
j = ci↑c

†
j↑ + ci↓c

†
j↓ , (3.91a)

Ŝx,ij = ϕTi σ̂xϕ
†T
j = ci↑c

†
j↓ + ci↓c

†
j↑ , (3.91b)

Ŝy,ij = ϕTi (iσ̂y)ϕ
†T
j = ci↑c

†
j↓ − ci↓c

†
j↑ , (3.91c)

Ŝz,ij = ϕTi σ̂zϕ
†T
j = ci↑c

†
j↑ − ci↓c

†
j↓ . (3.91d)

The PP sector:

T̂0,ij = ϕ†
i(iσ̂y)ϕ

†T
j = c†i↑c

†
j↓ − c†i↓c

†
j↑ , (3.92a)

T̂x,ij = ϕ†
i σ̂zϕ

†T
j = c†i↑c

†
j↑ − c†i↓c

†
j↓ , (3.92b)

T̂y,ij = ϕ†
i σ̂0ϕ

†T
j = c†i↑c

†
j↑ + c†i↓c

†
j↓ , (3.92c)

T̂z,ij = ϕ†
i σ̂xϕ

†T
j = c†i↑c

†
j↓ + c†i↓c

†
j↑ . (3.92d)

The HH sector:

T̂ 0,ij = ϕTi (iσ̂y)ϕj = ci↑cj↓ − ci↓cj↑ , (3.93a)

T̂ x,ij = ϕTi σ̂zϕj = ci↑cj↑ − ci↓cj↓ , (3.93b)

T̂ y,ij = ϕTi σ̂0ϕj = ci↑cj↑ + ci↓cj↓ , (3.93c)

T̂ z,ij = ϕTi σ̂xϕj = ci↑cj↓ + ci↓cj↑ . (3.93d)

The rotational relations between the three spin triplet show that there are only two in-
dependent channels in the singlet superconducting state, which we will choose to be the S0

(density spin singlet) channel, and the Sz (magnetic spin triplet) channel.

3.4.2 Definition via group theory

The physical channels can also be defined from a group theory point of view by considering
the SO(4) group. The definitions and derivations in this section mainly follow Ref. [46].

The basis of 4× 4 matrices and rotations in 4D Euclidian space can be expressed in terms
of sixteen matrices [46]

• 1 Identity matrix: I4×4.

• 4 Γ matrices: Γ1, Γ2, Γ3, Γ4 .

• 6 Σ matrices: Σij =
i

2
[Γi,Γj] , with i, j ∈ {1, 2, 3, 4}, i < j .
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• 4 Γ̃ matrices: Γ̃i = iεijklΓjΓkΓl , with i, j, k, l ∈ {1, 2, 3, 4}, i ̸= j ̸= k ̸= l .

• 1 Γ5 matrix: Γ5 = Γ1Γ2Γ3Γ4 .

Einstein summation notation and the Levi-Civita symbol εijkl are used in the definitions
above. The Γ matrices and Γ̃ matrices are dual to each other, so we can exchange their
notations in the definitions above Γ ↔ Γ̃.

In the sixteen matrices above, the six Σ matrices form the generators of an SO(4) group
(4D rotation); the identity matrix I4×4 and Γ5 are two scalars of the 4D rotation; the four Γ
matrices form a 4D vector of the rotation, and the four Γ̃ matrices form another 4D vector.
We will consider the SO(3) subgroup of the SO(4) group, which corresponds to the SU(2)
spin rotations [47, 48].

3.4.2.1 Γ matrices in the chiral representation

Following the chiral representation [49] of the Gamma matrices, we can define a series of
reordered Gamma matrices

Γ1 = τ̂y ⊗ σ̂z , Γ2 = τ̂x ⊗ σ̂0 , Γ3 = τ̂y ⊗ σ̂x , Γ4 = τ̂y ⊗ σ̂y . (3.94)

These Γ matrices obey the anti-commutation relation {Γi,Γj} = 2δijI4×4. With the four Γ

matrices, we can generate all the sixteen matrices mentioned above.

3.4.2.2 Σ matrices in the chiral representation

With the Γ matrices defined in Eq. 3.94, the Σ matrices can be written as

Σ12 = −τ̂z ⊗ σ̂z , Σ13 = −τ̂0 ⊗ σ̂y , Σ14 = τ̂0 ⊗ σ̂x ,

Σ23 = τ̂z ⊗ σ̂x , Σ24 = τ̂z ⊗ σ̂y , Σ34 = −τ̂0 ⊗ σ̂z . (3.95)

3.4.2.3 Γ̃ matrices in the chiral representation

With the Γ matrices defined in Eq. 3.94, the Γ̃ matrices are defined as Γ̃i = iεijklΓjΓkΓl,
which are

Γ̃1 = −τ̂x ⊗ σ̂z , Γ̃2 = τ̂y ⊗ σ̂0 , Γ̃3 = −τ̂x ⊗ σ̂x , Γ̃4 = τ̂x ⊗ σ̂y . (3.96)

The four Γ̃ matrices obey the same type of anti-commutation relation, {Γ̃i, Γ̃j} = 2δijI4×4,
as the Γ matrices.
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3.4.2.4 Γ5 matrix in the chiral representation

The Γ5 matrix generated by the four Γ matrices defined in Eq. 3.94 can be written as

Γ5 = −τ̂z ⊗ σ̂0 . (3.97)

3.4.2.5 Relations between matrices generated from Γ and Γ̃ matrices

The Σ matrices generated by Γ̃ matrices are

Σ̃ij =
i

2
[Γ̃i, Γ̃j] = −Σ∗

ij . (3.98)

The relations between Γ and Γ̃ matrices can be written as

−Γi = iεijklΓ̃jΓ̃kΓ̃l , i, j, k, l ∈ {1, 2, 3, 4} , (3.99)

Γ̃5 = Γ̃1Γ̃2Γ̃3Γ̃4 = Γ5 . (3.100)

3.4.2.6 SU(2) symmetries

The generators S̃i of the spin SU(2) rotations can be expressed using the Σ matrices

S̃x =
1

2
Σ23 =

1

2
(τ̂z ⊗ σ̂x) , S̃y = −1

2
Σ13 =

1

2
(τ̂0 ⊗ σ̂y) , S̃z = −1

2
Σ12 =

1

2
(τ̂z ⊗ σ̂z) .

(3.101)

These three generators obey the SU(2) commutation relation [S̃i, S̃j] = iεijkS̃k .
The sixteen matrices in Eq. 3.94 - Eq. 3.97 form a 16 dimensional representation of the

SU(2) group. This group is reducible and can be decomposed into 8 irreducible representa-
tions [47, 48], which can be written as

0⊕ 0⊕ 0⊕ 0⊕ 1⊕ 1⊕ 1⊕ 1 , (3.102)

where we have used angular momentum to label each irreducible representation. The four
s-wave representations are scalars with angular momentum 0

I4×4 , Γ4 , Γ̃4 , Γ5 , (3.103)
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and the four p-wave representations are vectors (O⃗) with angular momentum 1
Γ1

Γ2

−Γ3

 ,


Γ̃1

−Γ̃2

−Γ̃3

 ,
1

2


Σ23

−Σ13

−Σ12

 ,
1

2


Σ14

−Σ24

−Σ34

 . (3.104)

It can be proved that [S̃i, Õscalar] = 0, ∀i ∈ x, y, z, so the four scalars do not change under
spin rotations. Any of the four vectors O⃗ in Eq. 3.104 must obey [S̃i, O⃗j] = iεijkO⃗k, with
i, j, k ∈ x, y, z, so the vectors rotate as 3D vectors.

3.4.2.7 Physical channels of correlators

Due to the SU(2) symmetry, the two-particle correlation functions have non-zero expectation
values only when transforming as scalar under SU(2) rotations [47, 48]. The product of the
two representations follow the relations

1⊗ 0 = 1 , 0⊗ 0 = 0 , 1⊗ 1 = 0⊕ 1⊕ 3 , (3.105)

so there are only 32 non-zero terms

• Product of two scalars: ⟨Õ1 · Õ2⟩ ̸= 0 if Õ1, Õ2 are both scalars defined in Eq. 3.103.
There are in total 24 = 16 combinations.

• Product of two vectors: ⟨O⃗1 · O⃗2⟩ ̸= 0 if O⃗1, O⃗2 are both vectors defined in Eq. 3.104.
There are in total 24 = 16 combinations. The product of these vectors can be written
out in three directions separately

⟨O⃗1 · O⃗2⟩ = ⟨O1xO2x +O1yO2y +O1zO2z⟩ , (3.106)

and the SU(2) symmetry gives ⟨O1xO2x⟩ = ⟨O1yO2y⟩ = ⟨O1zO2z⟩ = 1

3
⟨O⃗1 · O⃗2⟩.

The non-zero correlators found by the group theory derivation are equivalent with the cor-
relators defined with physical operators in section 3.4.1. The four scalars correspond to the
four matrices in the spin singlet channel [Eq. 3.76], the four 3D vectors correspond to the
3× 4 matrices in the three spin triplet channels [Eqs. 3.77, 3.78, 3.79].
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3.4.3 Two-particle Green’s functions in physical channels

To define the two-particle Green’s functions G(2) in different physical channels, we first
transform the operators in Eqs. 3.90 - 3.93 to momentum space using

Ôkk′ =
∑
rirj

ei(k·ri−k
′·rj)Ôij . (3.107)

The operators in momentum space are

Ŝ0,kq = c†k↑ck+q↑ + c†k↓ck+q↓ , (3.108a)
Ŝx,kq = c†k↑ck+q↓ + c†k↓ck+q↑ , (3.108b)
Ŝy,kq = c†k↑ck+q↓ − c†k↓ck+q↑ , (3.108c)
Ŝz,kq = c†k↑ck+q↑ − c†k↓ck+q↓ . (3.108d)

Ŝ0,kq = c-k↑c
†
-k-q,↑ + c-k↓c

†
-k-q↓ , (3.109a)

Ŝx,kq = c-k↑c
†
-k-q↓ + c-k↓c

†
-k-q↑ , (3.109b)

Ŝy,kq = c-k↑c
†
-k-q↓ − c-k↓c

†
-k-q↑ , (3.109c)

Ŝz,kq = c-k↑c
†
-k-q↑ − c-k↓c

†
-k-q↓ . (3.109d)

T̂0,kq = c†k↑c
†
-k-q↓ − c†k↓c

†
-k-q↑ , (3.110a)

T̂x,kq = c†k↑c
†
-k-q↑ − c†k↓c

†
-k-q↓ , (3.110b)

T̂y,kq = c†k↑c
†
-k-q↑ + c†k↓c

†
-k-q↓ , (3.110c)

T̂z,kq = c†k↑c
†
-k-q↓ + c†k↓c

†
-k-q↑ . (3.110d)

T̂ 0,kq = c-k↑ck+q↓ − c-k↓ck+q↑ , (3.111a)

T̂ x,kq = c-k↑ck+q↑ − c-k↓ck+q↓ , (3.111b)

T̂ y,kq = c-k↑ck+q↑ + c-k↓ck+q↓ , (3.111c)

T̂ z,kq = c-k↑ck+q↓ + c-k↓ck+q↑ . (3.111d)
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The Kronecker product of two Nambu spinors has the form

ψ†
k1,σ

⊗ ψk2,σ′ =

(
c†k1,σck2,σ′ c-k1,-σck2,σ′

c†k1,σc
†
-k2,-σ′ c†-k1,-σc-k2,-σ′

)
. (3.112)

Taking the momentum combinations k1 = k, k2 = k + q as an example, different spin
combinations give

ψ†
k↑ ⊗ ψk+q↑ =

1

2

(
Ŝ0,kq + Ŝz,kq T̂ z,kq − T̂ 0,kq

T̂z,kq + T̂0,kq Ŝ0,kq − Ŝz,kq

)
, (3.113a)

ψ†
k↓ ⊗ ψk+q↓ =

1

2

(
Ŝ0,kq − Ŝz,kq T̂ z,kq + T̂ 0,kq

T̂z,kq − T̂0,kq Ŝ0,kq + Ŝz,kq

)
, (3.113b)

ψ†
k↑ ⊗ ψk+q↓ =

1

2

(
Ŝx,kq + Ŝy,kq T̂ y,kq − T̂ x,kq

T̂y,kq + T̂x,kq Ŝx,kq − Ŝy,kq

)
, (3.113c)

ψ†
k↓ ⊗ ψk+q↑ =

1

2

(
Ŝx,kq − Ŝy,kq T̂ y,kq + T̂ x,kq

T̂y,kq − T̂x,kq Ŝx,kq + Ŝy,kq

)
. (3.113d)

Therefore, the two particle Green’s function matrices G(2)
σσ′ in Eq. 3.46 can be written with

operators in different physical channels as

4G(2)
↑↑ (k, k

′, q) = 4⟨T ψ†
k↑ ⊗ ψk+q↑ ⊗ ψ†

k′+q↑ ⊗ ψk′↑⟩ (3.114)

=


Ŝ0Ŝ0+Ŝ0Ŝz+ŜzŜ0+ŜzŜz Ŝ0T̂ z-Ŝ0T̂ 0+ŜzT̂ z-ŜzT̂ 0 T̂ zŜ0+T̂ zŜz-T̂ 0Ŝ0-T̂ 0Ŝz T̂ zT̂ z-T̂ zT̂ 0-T̂ 0T̂ z+T̂ 0T̂ 0

Ŝ0T̂z+Ŝ0T̂0+ŜzT̂z+ŜzT̂0 Ŝ0Ŝ0-Ŝ0Ŝz+ŜzŜ0-ŜzŜz T̂ zT̂z+T̂ zT̂0-T̂ 0T̂z-T̂ 0T̂0 T̂ zŜ0-T̂ zŜz-T̂ 0Ŝ0+T̂ 0Ŝz

T̂zŜ0+T̂zŜz+T̂0Ŝ0+T̂0Ŝz T̂zT̂ z-T̂zT̂ 0+T̂0T̂ z-T̂0T̂ 0 Ŝ0Ŝ0+Ŝ0Ŝz-ŜzŜ0-ŜzŜz Ŝ0T̂ z-Ŝ0T̂ 0-ŜzT̂ z+ŜzT̂ 0

T̂zT̂z+T̂zT̂0+T̂0T̂z+T̂0T̂0 T̂zŜ0-T̂zŜz+T̂0Ŝ0-T̂0Ŝz Ŝ0T̂z+Ŝ0T̂0-ŜzT̂z-ŜzT̂0 Ŝ0Ŝ0-Ŝ0Ŝz-ŜzŜ0+ŜzŜz


kk′q

,

4G(2)
↑↓ (k, k

′, q) = 4⟨T ψ†
k↑ ⊗ ψk+q↑ ⊗ ψ†

k′+q↓ ⊗ ψk′↓⟩ (3.115)

=


Ŝ0Ŝ0-Ŝ0Ŝz+ŜzŜ0-ŜzŜz Ŝ0T̂ z+Ŝ0T̂ 0+ŜzT̂ z+ŜzT̂ 0 T̂ zŜ0-T̂ zŜz-T̂ 0Ŝ0+T̂ 0Ŝz T̂ zT̂ z+T̂ zT̂ 0-T̂ 0T̂ z-T̂ 0T̂ 0

Ŝ0T̂z-Ŝ0T̂0+ŜzT̂z-ŜzT̂0 Ŝ0Ŝ0+Ŝ0Ŝz+ŜzŜ0+ŜzŜz T̂ zT̂z-T̂ zT̂0-T̂ 0T̂z+T̂ 0T̂0 T̂ zŜ0+T̂ zŜz-T̂ 0Ŝ0-T̂ 0Ŝz

T̂zŜ0-T̂zŜz+T̂0Ŝ0-T̂0Ŝz T̂zT̂ z+T̂zT̂ 0+T̂0T̂ z+T̂0T̂ 0 Ŝ0Ŝ0-Ŝ0Ŝz-ŜzŜ0-ŜzŜz Ŝ0T̂ z+Ŝ0T̂ 0-ŜzT̂ z-ŜzT̂ 0

T̂zT̂z-T̂zT̂0+T̂0T̂z-T̂0T̂0 T̂zŜ0+T̂zŜz+T̂0Ŝ0+T̂0Ŝz Ŝ0T̂z-Ŝ0T̂0-ŜzT̂z+ŜzT̂0 Ŝ0Ŝ0+Ŝ0Ŝz-ŜzŜ0-ŜzŜz


kk′q

,
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4G(2)

↑↓ (k, k
′, q) = 4⟨T ψ†

k↑ ⊗ ψk+q↓ ⊗ ψ†
k′+q↓ ⊗ ψk′↑⟩ (3.116)

=


ŜxŜx-ŜxŜy+ŜyŜx-ŜyŜy ŜxT̂ y+ŜxT̂x+ŜyT̂ y+ŜyT̂x T̂ yŜx-T̂ yŜy-T̂xŜx+T̂xŜy T̂ yT̂ y+T̂ yT̂x-T̂xT̂ y-T̂xT̂x

ŜxT̂y-ŜxT̂x+ŜyT̂y-ŜyT̂x ŜxŜx+ŜxŜy+ŜyŜx+ŜyŜy T̂ yT̂y-T̂ yT̂x-T̂xT̂y+T̂xT̂x T̂ yŜx+T̂ yŜy-T̂xŜx-T̂xŜy

T̂yŜx-T̂yŜy+T̂xŜx-T̂xŜy T̂yT̂ y+T̂yT̂x+T̂xT̂ y+T̂xT̂x ŜxŜx-ŜxŜy-ŜyŜx-ŜyŜy ŜxT̂ y+ŜxT̂x-ŜyT̂ y-ŜyT̂x

T̂yT̂y-T̂yT̂x+T̂xT̂y-T̂xT̂x T̂yŜx+T̂yŜy+T̂xŜx+T̂xŜy ŜxT̂y-ŜxT̂x-ŜyT̂y+ŜyT̂x ŜxŜx+ŜxŜy-ŜyŜx-ŜyŜy


kk′q

,

in which

[Ô(a)Ô(b)]kk′q = ⟨T Ô(a)(kτ1, (k + q)τ2)Ô
(b)((k′ + q)τ3, k

′τ4)⟩ . (3.117)

Since the correlators of operators from different physical channels are zero, each term in
the two-particle Green’s function matrices can be written as the sum of two terms in two
different channels

G(2)
↑↑ (k, k

′, q) =
1

4

[
G(2)

↑↑,S0
(k, k′, q) +G(2)

↑↑,Sz
(k, k′, q)

]
, (3.118a)

G(2)
↑↓ (k, k

′, q) =
1

4

[
G(2)

↑↓,S0
(k, k′, q) +G(2)

↑↓,Sz
(k, k′, q)

]
, (3.118b)

G(2)

↑↓ (k, k
′, q) =

1

4

[
G(2)

↑↓,Sx
(k, k′, q) +G(2)

↑↓,Sy
(k, k′, q)

]
, (3.118c)

with

G(2)
↑↑,S0

(k, k′, q) =


Ŝ0Ŝ0 −Ŝ0T̂ 0 −T̂ 0Ŝ0 T̂ 0T̂ 0

Ŝ0T̂0 Ŝ0Ŝ0 −T̂ 0T̂0 −T̂ 0Ŝ0

T̂0Ŝ0 −T̂0T̂ 0 Ŝ0Ŝ0 −Ŝ0T̂ 0

T̂0T̂0 T̂0Ŝ0 Ŝ0T̂0 Ŝ0Ŝ0


kk′q

, (3.119a)

G(2)
↑↑,Sz

(k, k′, q) =


ŜzŜz ŜzT̂ z T̂ zŜz T̂ zT̂ z

ŜzT̂z −ŜzŜz T̂ zT̂z −T̂ zŜz

T̂zŜz T̂zT̂ z −ŜzŜz −ŜzT̂ z

T̂zT̂z −T̂zŜz −ŜzT̂z ŜzŜz


kk′q

. (3.119b)
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G(2)
↑↓,S0

(k, k′, q) =


Ŝ0Ŝ0 Ŝ0T̂ 0 −T̂ 0Ŝ0 −T̂ 0T̂ 0

−Ŝ0T̂0 Ŝ0Ŝ0 T̂ 0T̂0 −T̂ 0Ŝ0

T̂0Ŝ0 T̂0T̂ 0 Ŝ0Ŝ0 Ŝ0T̂ 0

−T̂0T̂0 T̂0Ŝ0 −Ŝ0T̂0 Ŝ0Ŝ0


kk′q

, (3.120a)

G(2)
↑↓,Sz

(k, k′, q) =


−ŜzŜz ŜzT̂ z −T̂ zŜz T̂ zT̂ z

ŜzT̂z ŜzŜz T̂ zT̂z T̂ zŜz

−T̂zŜz T̂zT̂ z ŜzŜz −ŜzT̂ z

T̂zT̂z T̂zŜz −ŜzT̂z −ŜzŜz


kk′q

. (3.120b)

G(2)

↑↓,Sx
(k, k′, q) =


ŜxŜx ŜxT̂ x −T̂ xŜx −T̂ xT̂ x

−ŜxT̂x ŜxŜx T̂ xT̂x −T̂ xŜx

T̂xŜx T̂xT̂ x ŜxŜx ŜxT̂ x

−T̂xT̂x T̂xŜx −ŜxT̂x ŜxŜx


kk′q

, (3.121a)

G(2)

↑↓,Sy
(k, k′, q) =


−ŜyŜy ŜyT̂ y −T̂ yŜy T̂ yT̂ y

ŜyT̂y ŜyŜy T̂ yT̂y T̂ yŜy

−T̂yŜy T̂yT̂ y ŜyŜy −ŜyT̂ y

T̂yT̂y T̂yŜy −ŜyT̂y −ŜyŜy


kk′q

. (3.121b)

Reordering operators into different orders provides useful relations between the expressions
in two different channels. Take the G(2)

↑↓ (k, k + q, k′ + q, k′) matrix as an example, we can
exchange the second and the fourth Nambu spinor

G(2)
↑↓ (k, k

′, q) = ⟨T ψ†
k↑(τ1)⊗ ψk+q↑(τ2)⊗ ψ†

k′+q↓(τ3)⊗ ψk′↓(τ4)⟩

= −P · ⟨T ψ†
k↑(τ1)⊗ ψk′↓(τ4)⊗ ψ†

k′+q↓(τ3)⊗ ψk+q↑(τ2)⟩ · P ′

= −P ·G(2)

↑↓ (k, k + q, k′ − k) · P ′ , (3.122)
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where P and P ′ are 4×4 permutation matrices. Writing out the G(2)

↑↓ (k, k
′+q, k′−k) matrix

explicitly

G(2)

↑↓ (k, k + q, k′ − k) = ⟨T ψ†
k↑(τ1)⊗ ψk′↓(τ4)⊗ ψ†

k′+q↓(τ3)⊗ ψk+q↑(τ2)⟩ = (3.123)

〈
T


c†k↑ck′↓c

†
k′+q↓ck+q↑ c†k↑ck′↓c-k′-q↑ck+q↑ c-k↓ck′↓c

†
k′+q↓ck+q↑ c-k↓ck′↓c-k′-q↑ck+q↑

c†k↑ck′↓c
†
k′+q↓c

†
-k-q↓ c†k↑ck′↓c-k′-q↑c

†
-k-q↓ c-k↓ck′↓c

†
k′+q↓c

†
-k-q↓ c-k↓ck′↓c-k′-q↑c

†
-k-q↓

c†k↑c
†
-k′↑c

†
k′+q↓ck+q↑ c†k↑c

†
-k′↑c-k′-q↑ck+q↑ c-k↓c

†
-k′↑c

†
k′+q↓ck+q↑ c-k↓c

†
-k′↑c-k′-q↑ck+q↑

c†k↑c
†
-k′↑c

†
k′+q↓c

†
-k-q↓ c†k↑c

†
-k′↑c-k′-q↑c

†
-k-q↓ c-k↓c

†
-k′↑c

†
k′+q↓c

†
-k-q↓ c-k↓c

†
-k′↑c-k′-q↑c

†
-k-q↓

 (τ1, τ4, τ3, τ2)

〉
,

and comparing with Eq. 3.60, we see that the permutation matrices exchange the second
and third row of the matrix. With the physical channels defined in Eq. 3.121, the matrix
above can be written in Sx and Sy channels separately

G(2)

↑↓ (k, k + q, k′ − k) = G(2)

↑↓,Sx
(k, k + q, k′ − k) +G(2)

↑↓,Sy
(k, k + q, k′ − k) . (3.124)

With the SU(2) rotation relations introduced in Eq. 3.86 and Eq. 3.87, when rotating the
matrices in the Sy channel by π/2 around the x-axis, the operators transform as

Ŝy → −iŜz, Sy → iŜz, T̂y → iT̂z, T̂ y → −iT̂ z , (3.125)


−ŜyŜy ŜyT̂ y −T̂ yŜy T̂ yT̂ y

ŜyT̂y ŜyŜy T̂ yT̂y T̂ yŜy

−T̂yŜy T̂yT̂ y ŜyŜy −ŜyT̂ y

T̂yT̂y T̂yŜy −ŜyT̂y −ŜyŜy


k,k+q,k′−k

=⇒


ŜzŜz −ŜzT̂ z T̂ zŜz −T̂ zT̂ z

ŜzT̂z ŜzŜz T̂ zT̂z T̂ zŜz

−T̂zŜz T̂zT̂ z ŜzŜz −ŜzT̂ z

−T̂zT̂z −T̂zŜz ŜzT̂z ŜzŜz


k,k+q,k′−k

. (3.126)

Rotating the matrices in the Sx channel by π/2 around the y-axis causes the operators to
transform as

Ŝx → Ŝz, Ŝx → Ŝz, T̂x → −T̂z, T̂ x → −T̂ z , (3.127)
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
ŜxŜx ŜxT̂ x −T̂ xŜx −T̂ xT̂ x

−ŜxT̂x ŜxŜx T̂ xT̂x −T̂ xŜx

T̂xŜx T̂xT̂ x ŜxŜx ŜxT̂ x

−T̂xT̂x T̂xŜx −ŜxT̂x ŜxŜx


k,k′+q,k′−k

=⇒


ŜzŜz −ŜzT̂ z T̂ zŜz −T̂ zT̂ z

ŜzT̂z ŜzŜz T̂ zT̂z T̂ zŜz

−T̂zŜz T̂zT̂ z ŜzŜz −ŜzT̂ z

−T̂zT̂z −T̂zŜz ŜzT̂z ŜzŜz


k,k′+q,k′−k

. (3.128)

The G(2)
↑↓ (k, k

′, q) matrix can then be written with correlators in only Sz channel

G(2)
↑↓ (k, k

′, q) =
1

2


−ŜzŜz ŜzT̂ z −T̂ zŜz T̂ zT̂ z

T̂zŜz −T̂zT̂ z −ŜzŜz ŜzT̂ z

−ŜzT̂z −ŜzŜz −T̂ zT̂z −T̂ zŜz

T̂zT̂z T̂zŜz −ŜzT̂z −ŜzŜz


k,k′+q,k′−k

. (3.129)

The definition of physical channels provide a way of extracting physical information from
the two-particle Green’s functions. These definitions are very important in the fluctuation
diagonostic method [28] that we will generalize to the singlet superconducting state in section
3.6 and chapter 7.

3.5 Full vertex functions
As shown in Eq. 3.55, the two-particle Green’s function G(2) can be decomposed into a
disconnected and a connected term. In interacting systems, the connected part G(2) can be
expressed using the full vertex functions (see section 2.5.1), which include all possible two-
particle scattering processes. The full vertex functions play an important role in the analysis
of two-particle properties, and are the central quantities in the Schwinger-Dyson equation
which connects the single-particle self-energy with the two-particle scattering processes [42].
In this section we will provide the derivation for extracting full vertex functions from the
single- and two-particle Green’s functions.

The relation between G(2)
conn and the full vertex F in the paramagnetic state is written in

Eq. 2.62. By introducing notations 1 and 1̄ to represent the Grassmann numbers c1 and c̄1
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F00 F01 F02 F03

F10 F11 F12 F13

F20 F21 F22 F23

F30 F31 F32 F33

Figure 3.1: Vertex decomposition of the connected part of G
(2)
00 . Blue-black arrows represent

normal Green’s functions, red-black arrows represent anomalous Green’s functions.

in the Green’s functions, and using Einstein summation, the relation can be written as

G(2)
conn(1̄23̄4) = −G(51̄)G(26̄)F (56̄78̄)G(73̄)G(48̄) . (3.130)

Transforming this equation to momentum and frequency space, the Green’s functions and
full vertex functions should conserve momentum, frequency, and spin, i.e. G(12̄) implies
k1 = k2, ω1 = ω2, σ1 = σ2. With the momentum and frequency conventions introduced in
Eq. 3.53, the decomposition can be written as

χσσ′(k, k′, q) = G(2)
σσ′(k, k′, q)− χ=

0,σσ′(k, k′, q) (3.131)
= χ×

0,σσ′(k, k′, q) +G(2)
conn(k, k

′, q)

= χ×
0,σσ′(k, k′, q)− 1

β2N 2

∑
k1k2

χ×
0,σσ(k, k1, q)Fσσ′(k1, k2, q)χ

×
0,σ′σ′(k2, k

′, q) ,

where χ=
0,σσ′(k, k′, q) = βNGσ(k)Gσ′(k′)δq,0, χ×

0,σσ′(k, k′, q) = −βNGσ(k)Gσ(k + q)δk,k′δσ,σ′ ,
and χ×

0,↑↑ = χ×
0,↓↓. The quantity Aσσ′ is equivalent with Aσσ′,00 for A ∈ {G(2), χ, χ=

0 , χ
×
0 }.

In the superconducting state, the single-particle Green’s functions connected to F can be
either normal or anomalous line, and there is no constraint on the number of incoming and
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outgoing legs of the full vertex F . The generalized equation can then be written as

G(2)
conn(1234) = −G(51)G(26)F (5678)G(73)G(48) , (3.132)

where each number labels either c of c̄, and the labels on the full vertex F are decided by
the Green’s functions connected to it. Each leg of F can be either an incoming leg or an
outgoing leg, so there are in total 24 = 16 terms in each decomposition. To avoid double
counting, we count the number of different terms as follow

• There are C2
4 = 6 terms with 2 in-legs and 2 out-legs.

• There are C3
4 = 4 terms with 3 in-legs and 1 out-leg, and another C1

4 = 4 terms with 1
in-leg and 3 out-legs.

• There are 1 term with 4 in-legs, and another 1 term with 4 out-legs.

We will fix the combinations of incoming and outgoing legs of the full vertex functions,
and change the spin of each leg to satisfy spin conservation in our derivation. The 00 term
in the two-particle Green’s function matrix has the same form as in the paramagnetic state,
it can be decomposed as
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⟨c̄1σc2σc̄3σ′c4σ′⟩conn =− ⟨c5σc̄1σ⟩⟨c2σc̄6σ⟩F (56̄78̄)⟨c7σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

+ ⟨c5σc̄1σ⟩⟨c2σc̄6σ⟩F (56̄78̄)⟨c̄8-σ′ c̄3σ′⟩⟨c4σ′c7-σ′⟩

+ ⟨c̄8-σc̄1σ⟩⟨c2σc̄6σ⟩F (56̄78̄)⟨c7σ′ c̄3σ′⟩⟨c4σ′c5-σ′⟩

+ ⟨c̄6-σc̄1σ⟩⟨c2σc5-σ⟩F (56̄78̄)⟨c7σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

+ ⟨c5σc̄1σ⟩⟨c2σc7-σ⟩F (56̄78̄)⟨c̄6-σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

− ⟨c̄6-σc̄1σ⟩⟨c2σc5-σ⟩F (56̄78̄)⟨c̄8-σ′ c̄3σ′⟩⟨c4σ′c7-σ′⟩

− ⟨c5σc̄1σ⟩⟨c2σc6-σ⟩F (5678̄)⟨c7σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

+ ⟨c5σc̄1σ⟩⟨c2σc6-σ⟩F (5678̄)⟨c̄8-σ′ c̄3σ′⟩⟨c4σ′c7-σ′⟩

+ ⟨c5σc̄1σ⟩⟨c2σc̄8σ⟩F (5678̄)⟨c7σ′ c̄3σ′⟩⟨c4σ′c6-σ′⟩

+ ⟨c̄8-σc̄1σ⟩⟨c2σc6-σ⟩F (5678̄)⟨c7σ′ c̄3σ′⟩⟨c4σ′c5-σ′⟩

− ⟨c5σc̄1σ⟩⟨c2σc̄6σ⟩F (56̄7̄8̄)⟨c̄7-σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

+ ⟨c̄6-σc̄1σ⟩⟨c2σc5-σ⟩F (56̄7̄8̄)⟨c̄7-σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

+ ⟨c̄7-σc̄1σ⟩⟨c2σc̄6σ⟩F (56̄7̄8̄)⟨c5σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩

+ ⟨c̄8-σc̄1σ⟩⟨c2σc̄6σ⟩F (56̄7̄8̄)⟨c̄7-σ′ c̄3σ′⟩⟨c4σ′c5-σ′⟩

− ⟨c5σc̄1σ⟩⟨c2σc6-σ⟩F (5678)⟨c7σ′ c̄3σ′⟩⟨c4σ′c8-σ′⟩

− ⟨c̄5-σc̄1σ⟩⟨c2σc̄6σ⟩F (5̄6̄7̄8̄)⟨c̄7-σ′ c̄3σ′⟩⟨c4σ′ c̄8σ′⟩ , (3.133)

where we have used the Grassmann numbers instead of operators to omit the explicit time
ordering and introduced the combined index 1 ≡ (i1, τ1). Fig. 3.1 gives the diagrams corre-
sponding to the decomposition in Eq. 3.133.

When transforming Eq. 3.133 to momentum and frequency space, the single-particl Green’s
functions should conserve momentum, frequency, and spin. For example, for G(12), k1 = k2,
ω1 = ω2, σ1 = σ2 labels a normal Green’s function, and k1 = −k2, ω1 = −ω2, σ1 = −σ2 labels
an anomalous Green’s function. Using the momentum and frequency conventions introduced
in Eq. 3.53, and reorder the labels on F , the decomposition can be written out explicitly for
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the two spin combinations

G(2)
↑↑,00,conn(k, k

′, q) =−G00(k)G00(k + q)F↑↑,00(k, k
′, q)G00(k

′ + q)G00(k
′)

−G00(k)G00(k + q)F↑↑,11(k, k
′, q)G10(k

′ + q)G01(k
′)

−G10(k)G00(k + q)F↑↑,12(k, k
′, q)G00(k

′ + q)G01(k
′)

−G10(k)G01(k + q)F↑↑,22(k, k
′, q)G00(k

′ + q)G00(k
′)

−G00(k)G01(k + q)F↑↑,21(k, k
′, q)G10(k

′ + q)G00(k
′)

−G10(k)G01(k + q)F↑↑,33(k, k
′, q)G10(k

′ + q)G01(k
′)

−G00(k)G01(k + q)F↑↑,20(k, k
′, q)G00(k

′ + q)G00(k
′)

−G00(k)G01(k + q)F↑↑,31(k, k
′, q)G10(k

′ + q)G01(k
′)

−G00(k)G00(k + q)F↑↑,10(k, k
′, q)G00(k

′ + q)G01(k
′)

−G10(k)G01(k + q)F↑↑,32(k, k
′, q)G00(k

′ + q)G01(k
′)

−G00(k)G00(k + q)F↑↑,01(k, k
′, q)G10(k

′ + q)G00(k
′)

−G10(k)G01(k + q)F↑↑,23(k, k
′, q)G10(k

′ + q)G00(k
′)

−G10(k)G00(k + q)F↑↑,02(k, k
′, q)G00(k

′ + q)G00(k
′)

−G10(k)G00(k + q)F↑↑,13(k, k
′, q)G10(k

′ + q)G01(k
′)

−G00(k)G01(k + q)F↑↑,30(k, k
′, q)G00(k

′ + q)G01(k
′)

−G10(k)G00(k + q)F↑↑,03(k, k
′, q)G10(k

′ + q)G00(k
′) , (3.134)
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G(2)
↑↓,00,conn(k, k

′, q) =−G00(k)G00(k + q)F↑↓,00(k, k
′, q)G11(−k′ − q)G11(−k′)

−G00(k)G00(k + q)F↑↓,11(k, k
′, q)G10(−k′ − q)G01(−k′)

−G10(k)G00(k + q)F↑↓,12(k, k
′, q)G11(−k′ − q)G01(−k′)

−G10(k)G01(k + q)F↑↓,22(k, k
′, q)G11(−k′ − q)G11(−k′)

−G00(k)G01(k + q)F↑↓,21(k, k
′, q)G10(−k′ − q)G11(−k′)

−G10(k)G01(k + q)F↑↓,33(k, k
′, q)G10(−k′ − q)G01(−k′)

−G00(k)G01(k + q)F↑↓,20(k, k
′, q)G11(−k′ − q)G11(−k′)

−G00(k)G01(k + q)F↑↓,31(k, k
′, q)G10(−k′ − q)G01(−k′)

−G00(k)G00(k + q)F↑↓,10(k, k
′, q)G11(−k′ − q)G01(−k′)

−G10(k)G01(k + q)F↑↓,32(k, k
′, q)G11(−k′ − q)G01(−k′)

−G00(k)G00(k + q)F↑↓,01(k, k
′, q)G10(−k′ − q)G11(−k′)

−G10(k)G01(k + q)F↑↓,23(k, k
′, q)G10(−k′ − q)G11(−k′)

−G10(k)G00(k + q)F↑↓,02(k, k
′, q)G11(−k′ − q)G11(−k′)

−G10(k)G00(k + q)F↑↓,13(k, k
′, q)G10(−k′ − q)G01(−k′)

−G00(k)G01(k + q)F↑↓,30(k, k
′, q)G11(−k′ − q)G01(−k′)

−G10(k)G00(k + q)F↑↓,03(k, k
′, q)G10(−k′ − q)G11(−k′) , (3.135)

where we dropped the explicit summations and normalization factors. All terms in the two-
particle Green’s function matrices can be decomposed in a similar way. With the χ=

0
, χ×

0

and χ matrices defined in Eqs. 3.58, 3.59 and Eq. 3.71, the decompositions can be written
in a matrix form with proper permutation of matrix elements

PAP ′ = P


A00 A01 A02 A03

A10 A11 A12 A13

A20 A21 A22 A23

A30 A31 A32 A33

P ′ =


A00 A01 A10 A11

A20 A21 A30 A31

A02 A03 A12 A13

A22 A23 A32 A33

 = Ã , (3.136)
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χ̃
σσ′(k, k

′, q) = G̃
(2)

σσ′(k, k′, q)− χ̃=

0,σ′σ′(k, k
′, q) (3.137)

= χ̃×
0,σσ′(k, k

′, q)− 1

β2N 2

∑
k1k2

χ̃×
0,σσ

(k, k1, q) F̃ σσ′(k1, k2, q) χ̃
×
0,σ′σ′(k2, k

′, q) .

Note that with the SU(2) spin flip relations, the matrices χ̃×
0,↓↓

̸= χ̃×
0,↑↑

. The diagonal and
anti-diagonal terms in the χ̃×

0,↓↓
matrix equal to those in χ̃×

0,↑↑
, while the other terms pick up

an extra minus sign.
Eqs. 3.136 and 3.137 provide the equations needed for extracting the full vertex functions

F σσ′ from the single- and two-particle Green’s functions. The applications of the full vertex
functions will be discussed in detail in section 3.6 and chapter 7.

3.6 Schwinger-Dyson equation with full vertex
functions

3.6.1 Derivation of the Schwinger-Dyson equation

To find the relations between the self-energies and full vertex functions, we apply the
Schwinger-Dyson equation introduced in section 2.8 to the fermionic case φ(x) → {c(x), c̄(x)}.
To derive the Schwinger-Dyson equation in the singlet supreconducting state, we consider
the action

S =−
∫
dx1dx2 c̄(x1)G

−1
0,00(x1, x2)c(x2)

+
1

2

∫
dx1dx2dx3dx4U(x1, x2; x3, x4)c̄(x1)c̄(x3)c(x4)c(x2) , (3.138)

whereG0,00 represents the 00 term in the non-interacting Green’s function matrixG0,00(x1, x2)

= −⟨c(x1)c̄(x2)⟩S0
for both spin up and spin down. The derivative with respect to the

Grassmann number can be written as

δS

δc̄(x1)
=−

∫
dx2G

−1
0,00(x1, x2)c(x2)

+
1

2

∫
dx2dx3dx4[U(x1, x2, x3, x4)− U(x3, x2, x1, x4)]c̄(x3)c(x4)c(x2) . (3.139)
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Using the derivative given by Eq. 3.139, the Schwinger-Dyson equation [Eq. 2.98] gives the
relation 〈

δS

δc̄(x1)
c̄(x′

1)

〉
= δ(x′

1 − x1) . (3.140)

Multiplying Eq. 3.139 with c̄(x′
1), the Schwinger-Dyson equation can be written out explicitly

as

δ(x1 − x′
1) =−

∫
dx2G

−1
0,00(x1, x2)⟨c(x2)c̄(x

′
1)⟩ (3.141)

+
1

2

∫
dx2dx3dx4[U(x1, x2, x3, x4)− U(x3, x2, x1, x4)]⟨c̄(x3)c(x4)c(x2)c̄(x

′
1)⟩ .

In the matrix form Dyson equation [Eq. 2.60], which can be written as∫
dx2Σ(x1, x2)G(x2, x

′
1) = −δ(x1 − x′

1)I2×2 +

∫
dx2G

−1
0 (x1, x2)G(x2, x

′
1) , (3.142)

the matrix multiplications can be carried out explicitly

∫
dx2

(
Σ00G00 + Σ01G10 Σ00G01 + Σ01G11

Σ10G00 + Σ11G10 Σ10G01 + Σ11G11

)
(x1x2; x2x

′
1) (3.143)

=−
(
δ(x1 − x′

1) 0

0 δ(x1 − x′
1)

)

+

∫
dx2

(
G−1

0,00(x1, x2) 0

0 G−1
0,11(x1, x2)

)(
G00(x2, x

′
1) G01(x2, x

′
1)

G10(x2, x
′
1) G11(x2, x

′
1)

)
.

Identifying that −⟨c(x2)c̄(x
′
1)⟩ = G00(x2, x

′
1), Eq. 3.141 can be written as∫

dx2[Σ00(x1, x2)G00(x2, x
′
1) + Σ01(x1, x2)G10(x2, x

′
1)]

=
1

2

∫
dx2dx3dx4[U(x1, x2, x3, x4)− U(x3, x2, x1, x4)]⟨c̄(x3)c(x4)c(x2)c̄(x

′
1)⟩ . (3.144)

Defining the anti-symmetrized interaction V (x1, x2, x3, x4) = 1

2
[U(x1, x2, x3, x4)−U(x3, x2, x1, x4)],

and reordering the operators in the quadruple term, the equation above can be simplified to∫
dx2[Σ00(x1, x2)G00(x2, x

′
1) + Σ01(x1, x2)G10(x2, x

′
1)]

=

∫
dx2dx3dx4V (x1, x2, x3, x4)⟨c̄(x′

1)c(x2)c̄(x3)c(x4)⟩ . (3.145)
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Another equivalent equation for
∫
dx2[Σ10(x1, x2)G01(x2, x

′
1) + Σ11(x1, x2)G11(x2, x

′
1)] can be

derived by taking derivative of c(x2), and use G0,11 in the action formula. In the following
derivation we will only write out equations related with Eq. 3.145 explicitly.

From Eq. 3.145, the two self-energies Σ00(x1, x2) and Σ01(x1, x2) can be computed by
decomposing the two-particle Green’s function ⟨c̄(x′

1)c(x2)c̄(x3)c(x4)⟩ as in Eq. 3.133. In this
calculation, the indices x2, x3, x4 are inter-exchangeable dummy indices, while the index x′

1

is a special index. With the explicit decomposition in Eq. 3.133, there are eight terms with
G10(x2, x

′
1) and another eight terms with G00(x2, x

′
1).

We consider a system with SU(2) symmetry and local Hubbard interaction U(↑, ↑, ↓, ↓
) = U(↓, ↓, ↑, ↑) = U . Using the momentum and energy conventions introduced in Eq. 3.53,
and the single-particle Green’s function convention introduced in Eq. 3.35 (only spin up),
by decomposing ⟨c̄k↑ck+q↑c̄k′+q↓ck′↓⟩, which is the 00 term in the G(2)

↑↓ (k, k
′, q) matrix, the

Schwinger-Dyson gives explicit relations between the self-energies and the full vertex func-
tions

Σ00(k) =
Un

2
+

U

β2N 2

∑
k′q

[−G00(k + q)F↑↓,00(k, k
′, q)G11(−k′ − q)G11(−k′)

−G00(k + q)F↑↓,11(k, k
′, q)G10(−k′ − q)G01(−k′)

−G01(k + q)F↑↓,21(k, k
′, q)G10(−k′ − q)G11(−k′)

−G01(k + q)F↑↓,20(k, k
′, q)G11(−k′ − q)G11(−k′)

−G01(k + q)F↑↓,31(k, k
′, q)G10(−k′ − q)G01(−k′)

−G00(k + q)F↑↓,10(k, k
′, q)G11(−k′ − q)G01(−k′)

−G00(k + q)F↑↓,01(k, k
′, q)G10(−k′ − q)G11(−k′)

−G01(k + q)F↑↓,30(k, k
′, q)G11(−k′ − q)G01(−k′)] , (3.146a)

Σ01(k) = 0 +
U

β2N 2

∑
k′q

[−G00(k + q)F↑↓,12(k, k
′, q)G11(−k′ − q)G01(−k′)

−G01(k + q)F↑↓,22(k, k
′, q)G11(−k′ − q)G11(−k′)

−G01(k + q)F↑↓,33(k, k
′, q)G10(−k′ − q)G01(−k′)

−G01(k + q)F↑↓,32(k, k
′, q)G11(−k′ − q)G01(−k′)

−G01(k + q)F↑↓,23(k, k
′, q)G10(−k′ − q)G11(−k′)

−G00(k + q)F↑↓,02(k, k
′, q)G11(−k′ − q)G11(−k′)

−G00(k + q)F↑↓,13(k, k
′, q)G10(−k′ − q)G01(−k′)

−G00(k + q)F↑↓,03(k, k
′, q)G10(−k′ − q)G11(−k′)] . (3.146b)

The other option is to reorder the operators in the quadruple term into −⟨c̄↑(x′
1)c↑(x2)c↓(x4)c̄↓(x3)⟩,
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which corresponds to the 11 term ⟨c̄k↑ck+q↑c−k′−q↓c̄−k′↓⟩ in the G(2)
↑↑ (k, k

′, q) matrix, we get an-
other set of equations

Σ00(k) =
Un

2
− U

β2N 2

∑
k′q

[−G00(k + q)F↑↑,11(k, k
′, q)G11(k

′ + q)G11(k
′)

−G00(k + q)F↑↑,00(k, k
′, q)G01(k

′ + q)G10(k
′)

−G01(k + q)F↑↑,21(k, k
′, q)G11(k

′ + q)G10(k
′)

−G01(k + q)F↑↑,20(k, k
′, q)G01(k

′ + q)G10(k
′)

−G01(k + q)F↑↑,31(k, k
′, q)G11(k

′ + q)G11(k
′)

−G00(k + q)F↑↑,10(k, k
′, q)G01(k

′ + q)G11(k
′)

−G00(k + q)F↑↑,01(k, k
′, q)G11(k

′ + q)G10(k
′)

−G01(k + q)F↑↑,30(k, k
′, q)G01(k

′ + q)G11(k
′)] , (3.147a)

Σ01(k) = 0 − U

β2N 2

∑
k′q

[−G00(k + q)F↑↑,12(k, k
′, q)G01(k

′ + q)G11(k
′)

−G01(k + q)F↑↑,22(k, k
′, q)G01(k

′ + q)G10(k
′)

−G01(k + q)F↑↑,33(k, k
′, q)G11(k

′ + q)G11(k
′)

−G01(k + q)F↑↑,32(k, k
′, q)G01(k

′ + q)G11(k
′)

−G01(k + q)F↑↑,23(k, k
′, q)G11(k

′ + q)G10(k
′)

−G00(k + q)F↑↑,02(k, k
′, q)G01(k

′ + q)G10(k
′)

−G00(k + q)F↑↑,13(k, k
′, q)G11(k

′ + q)G11(k
′)

−G00(k + q)F↑↑,03(k, k
′, q)G11(k

′ + q)G10(k
′)] . (3.147b)

These two sets of equations are equivalent to each other, we will use Eq. 3.146 in the following
derivation to stay consistent with the paramagnetic state equation given in Ref. [28, 42]

Σσ(k) =
1

2
Un− U

β2N 2

∑
k′q

Gσ(k)F↑↓(k, k
′, q)G−σ(k + q)G−σ(k

′) , (3.148)

where F↑↓ is equivalent with F↑↓,00, and the relation between Gσ and terms in the G matrix
can be found in Eq. 3.36.

The diagrammatic representation of the Schwinger-Dyson equation for the anomalous
self-energy [Eq. 3.146b] is shown in the panel (a) of Fig. 3.2. Panel (b) shows two low-order
terms of the anomalous self-energy. F , in the case of superconducting order, can have eight
possible combinations of incoming or outgoing legs, as illustrated in panel (c). They contain
all allowed scattering processes, some of which are illustrated in panel (d).
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<latexit sha1_base64="4GyLLV/KGf/prlSbC96g/Fuecjk=">AAALz3icjVZbr9tEEPYpt+YEaA888rLlqGoCOSG2Uw6iilSBhHhsBaetlERH6/UmWcVru/bmZhPEKz+DX8MrPPJvmF1f4ltO4yd79puZb76ZTNbyHRaKweC/s3vvvf/Bhx/db523P/7k0wcPLz57FXqrgNAb4jle8MbCIXWYS28EEw594wcUc8uhr63lj/L89ZoGIfPcX8XOp1OO5y6bMYIFmG4vWt9PLDpnbizYMvIZEauA7s8RSq0zunM5dqUFbBBI0C3q4O6zkmFsUcfbjAZ9nXDkzRCeos62G086N5Pu/tn54zI4YPOFGBn9pwewVQ2YYPQMYwGGVDHY8ta0jLHfgSGAod0aI4fOBLC/PhBa682McpCMtDaO6ZCmW+uA4u8CGQBy66RSCQ6ceI1TWl0BUmOU0R4mIC6TcfOoBAUtreZ0qIy0peonIanUXq9nTooopd4eqXRQ7OO2VmtJDhXHvBOiogyPKV9itDsyD4Vku6PaF6Ta1RiV4ihIAyM1MigfwTxgZyd/ZT+pX1lTO41sNDpLCVyiycrHQQCx6i5Z9FycDldOV+Blexv3mF82zoM0Gdchm/9W5fv67V0Zk6pSqrm7Ae668n5yQuJclNzflP5p/ieSQCVG0/hlJMxc2OjITGfpzGyoO1HzFqiEtABY6325AjMXPiqMgM3wPMD8KxSrb3hgo6CrKzSe0YDDDp/KfdzLD93qISkcWuqwyWQXTCQx0YLJrpkeH+jo8nA8X3ihSPbGwQ9WjaKjDnvIoq6thEm2RgFnlHDeSoyuBz3E3JFuDpLF0ZBZcR+LBSPLHlL/haOA2o+uB1Ua9h3AEg96B7CZA67qzev1H2lV3dVoyrDVE/FhMRx8t2ZqNKu9hJ1Q7d7WSMFG0ThMjY1lRUlT5bUCbZgtFnIzDDjPVLGcFX30nZQlKgaNjJPditVEw5PdivVG5slueld5ZTvEDvBmPGOOAxhMlqoxiLCAOLQDC5snf9oTGNfDFUh9Fa9Jtw8vYe+oB9Vf9PTlUkufF7cXZ7/BNiIrTl1BHByGYxJ4fk/GnMahwK6NHc+F+9f5ZBVSH4jhOY3h5+/DQG73JSvHYiE8zwnLZhmrZBkTj/tY3qWA0FSdXx1KApy0OMwKcLCLfS9k8l7I3HlPrcywz6nAAJSo1A1cYpQO7Tf9UOwcikbJerIp8QJ1sxyl64rjYAnRwt7hc4QFyhKBXE+zdsKzYWKB4olKPd6GCwYrVOd8Gv8iKHbEYpx0WZcd6jnUncOH0TcAsU+uqGivEkF4gYnikVICUWW/9Gp36i+vjL7+bX/40rh8/kPaufvaF9qXWkfTtWvtufaz9kK70Ujrr9bfrX9a/7Zftjft39t/JNB7Z6nP51rpaf/5P4YpVLg=</latexit>

U

F

k � �k �
k + q �

k� � k� + q �

<latexit sha1_base64="sWbDdDKzQ3/mktsHkNjIVcXuCp0=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtlVKUmCRN2wWKVEBCLFgUQR9SElXj8Y0zyvih8eRhrEh8DVv4HT6EPTO2gx27adkxK8/xmTPnPnxteIz6ol7/tbJ6527p3lr5/vqDh48eP9nYfHruuyNO4Iy4zOWXBvaBUQfOBBUMLj0O2DYYXBjDd+r9xRi4T13niwg86NnYcmifEiwkdLVZet41wKJOKOjwq0eJGHGYrSOUoH0IHBs7CpGYFBIwRRVj//UC0OHUGoh2Qz8kNnL7yOihCslzsOGOYZFj3sIhkgOSs3fdbXX9OGWNC9cZwNyJJLVi0lixSCPPYtDPKClP40JweSXFMgpKOVOgpOD6+FIpxYJbTJlKaUmmUiXFMpeaOswkYdwcF1MaxYjm9KPm/OpKsB92P2JuQbfyvrs/Kxyc+8hUdVqwkSMpF9PmktpndA5upEQqreXdkXEULElM5rKg4CenoxIcFBwt6EQU5WhuyaTY4th+icJoL5f8dFCtpr6Oah4yMxCJIchAZhGS7aywTh+4LT/m3nWy85dVFM2KNgdz+7ged3BGvHEzOesNbqaC0t37y57GyiovqYSsbAwe5P3KfstHKTslJjezYCsB51HMksKYHE86fcpY22CYDLfrSccjQjlhUKnr9XrDtqM6dsEx0wkX7bJT8GpjV7HVQsWHRvKwqyXr9Gpz9U3XdMnIBkcQhn2/Q7jrVZVmL/QFdkzMXEeO1/XuyAdP2sMWhLJDvAEl09kCamMxEK7L/EVYaS0gHeLaHlazVxrqRe9raUiSpxBGDY55EHquT9XYp45VxZy7E1+3QWBJVKzkmDwSoqS6r3RfBAxQO+5gE4jLox9HO+loG/OhVPOr6baNBZpfJNN1OK+ZXBMqBijsRld3pv6Ayjkni9ELPwvATAw6E2qKgZr/tl1l4Fhy09SbkjGL/0BoFl0k5QUmkY/EkkzqNVH4/zeMNIgoon8KQjZdI99ixYfzpt440lufmrsnb5P2K2tb2o5W0RrasXaifdBOtTONlL6Vvpd+lH6u/S5vlXfKL2Lq6kpy5pm2sMq1Pxvhbio=</latexit>

F

<latexit sha1_base64="CtAjA+gYL17SLC1RHA565o1hYOY=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtlVKUGCdN2wWKVEBCLFgUQR9SHFXj8U0yyvih8eSFFYmvYQu/w4ewZ8Zx8Ktp2TErz/GZM+c+fG35jAbCMH6trN65W7q3Vr6//uDho8dPNjafngfekBM4Ix7z+KWFA2DUhTNBBYNLnwN2LAYX1uCden8xAh5Qz/0ipj50HNxzaZcSLCR0tVl6blrQo24o6OCrT4kYcpitIxSjXZi6DnYVIjEpJGCCKtb+6wzQ5rTXF626fkgc5HWR1UEVkudgyxtBlmPfwiGSA5Kzd91thn6csEaF6yxg3liSmnPSSLFIPc9i0E0pKU+jQnB5JcWyCko5U6Ck4Pr4EinFgltM2UppSaYSJcWyl5o6TCVh1BgVUxrFiBb0o8bi6sp0PzQ/Yt4Ds/Le3J8VDi58pKo6KdjIkZSLSWNJ7VM6BzdSIpXm8u5IOZouSUzqsmnBT05HJXhacJTRiSjK0cKSTXGPY+clCqO9XPLTQbWa+jqqechOQWQOQQqyi5BsZ4W1u8Ad+TF3crLZt1UUDYsWB3v72FAtXBBfSpWNlXDhZi4o7t5f9mTuQuUlkZCVnYMH+TTIfstHKTtlTm6kwWYMLpzN4sLYHI/bXcpYy2KYDLaNuOMRoZwwqBi6YdQdJ6qjCa6dTLhol56CVxu7iq0WKj7U44ddLV6nV5urb0zbI0MHXEEYDoI24Z5fVZqdMBDYtTHzXDle181hAL60h3sQyg7x+5RMZhnUwaIvPI8FWVhpZZA28Rwfq9krDXWi97UkJMlTCKMWx3wa+l5A1dinbq+KOffGge6AwJKoWPExeSREcXVf6YGYMkCteQfbQDwe/ThacUc7mA+kWlBNti0s0OIima7DRc3kGlPRR6EZXd2eBH0q55wsRif8LAAz0W+PqS36av47TpWB25Obht6QjNn8D4Rm0UVSXmAS+YgtyaReE0Xwf8NIgogi+qcgZNPV8y1WfDhv6PUjvfmpsXvyNm6/sral7WgVra4dayfaB+1UO9NI6Vvpe+lH6efa7/JWeaf8Yk5dXYnPPNMyq1z7Axvjbio=</latexit>

F

<latexit sha1_base64="Y6ZgJDMWhHU/ztVJTNxgrGnWy+w=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtlVKUGCdN2wWKVEBCLFgUQR9SHFXj8Y0zyvih8eSFFYmvYQu/w4ewZ8Z2iGM3LTtm5Tk+c+bch6+tgNFQGMavldU7d0v31sr31x88fPT4ycbm0/PQH3ACZ8RnPr+0cAiMenAmqGBwGXDArsXgwuq/U+8vhsBD6ntfxCSAjosdj3YpwUJCV5ul56YFDvUiQftfA0rEgMN0HaEU7cLEc7GnEIlJIQFjVLH2Xy8AbU6dnmjV9UPiIr+LrA6qkDwHW/4QFjn2LRwiOSA5e9fdZujHc9awcJ0FzB9JUjMhDRWL1PMsBt2MkvI0LASXV1Isq6CUMwVKCq6Pby6lWHCLKVspLcnUXEmx7KWmDjNJGDaGxZTGMaIZ/agxu7oy2Y/Mj5g7YFbem/vTwsGZj0xVxwUbOZJyMW4sqX1G5+BGSqzSXN4dGUeTJYnJXDYp+MnpqARPCo4WdGKKcjSzZFPscOy+RFG8l0t+OqhWU19HNQ/ZGYgkEGQguwjJdlZYuwvclR9z5zrZ2csqimdFi4O9fWwkHZwXX8q1s1y4mQuKu/eXPU48qrzMJWRlE/Ag71f2Wz5K2SkJuZEFmyk4czZNC2NzPGp3KWMti2HS3zbSjkeEcsKgYuiGUXfduI4mePZ8wsW77BS82thVbLVQ8aGePuxq6Tq92lx9Y9o+GbjgCcJwGLYJ94Oq0uxEocCejZnvyfG6bg5CCKQ97EAkOyToUTKeLqAuFj3h+yxchJXWAtImvhtgNXuloU78vjYPSfIUwqjFMZ9EgR9SNfap51Qx5/4o1F0QWBIVKz0mj0Qore4rPRQTBqiVdLANxOfxj6OVdrSLeV+qhdX5toUFml0k03U4q5lcIyp6KDLjq9vjsEflnJPF6ESfBWAmeu0RtUVPzX/XrTLwHLlp6A3JmCZ/IDSNL5LyApPYR2pJJvWaKML/G8Y8iDiifwpCNl0932LFh/OGXj/Sm58auydv0/Yra1vajlbR6tqxdqJ90E61M42UvpW+l36Ufq79Lm+Vd8ovEurqSnrmmbawyrU/H3RuKg==</latexit>

F

<latexit sha1_base64="1tUZNIUxbSDNh+g+XsMQPPOh9Hw=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtlVKUGDtN2wWKVEBCLFgUQR9SElXj8Y0zyvih8eSFFYmvYQu/w4ewZ8Z2iGM3LTtm5Tk+c+bch6+tgNFQGMavldU7d0v31sr31x88fPT4ycbm0/PQH3ACZ8RnPr+0cAiMenAmqGBwGXDArsXgwuq/U+8vhsBD6ntfxCSAjosdj3YpwUJCV5ul520LHOpFgva/BpSIAYfpOkIp2oWJ52JPIRKTQgLGqGLtv14AWpw6PdE09UPiIr+LrA6qkDwHW/4QFjn2LRwiOSA5e9fdZujHc9awcJ0FzB9JUiMhDRWLmHkWg25GSXkaFoLLKymWVVDKmQIlBdfHN5dSLLjFlK2UlmRqrqRY9lJTh5kkDOvDYkrjGNGMflSfXV2Z7Eftj5g70K68b+9PCwdnPjJVHRds5EjKxbi+pPYZnYMbKbFKY3l3ZBxNliQmc9mk4CenoxI8KTha0IkpytHMkk2xw7H7EkXxXi756aBaTX0d1TxkZyCSQJCB7CIk21lhrS5wV37MnetkZy+rKJ4VTQ729rGRdHBefCnXznLBvJmsHO79ZY8TtsrLXEJWNgEP8n5lv+WjlJ2SkOtZsJGCM2fTtDA2x6NWlzLWtBgm/W0j7XhEKCcMKoZuGKbrxnVsg2fPJ1y8y07Bq41dxVYLFR/M9GFXS9fp1ebqm7btk4ELniAMh2GLcD+oKs1OFArs2Zj5nhyv6+1BCIG0hx2IZIcEPUrG0wXUxaInfJ+Fi7DSWkBaxHcDrGavNNSJ39fmIUmeQhi1OOaTKPBDqsY+9Zwq5twfhboLAkuiYqXH5JEIpcV9pYdiwgA1kw62gfg8/nE00452Me9LtbA63zaxQLOLZLoOZzWTa0RFD0Xt+OrWOOxROedkMTrRZwGYiV5rRG3RU/PfdasMPEdu6npdMqbJHwhN44ukvMAk9pFakkm9Jorw/4YxDyKO6J+CkE1n5lus+HBe180jvfGpvnvyNm2/sral7WgVzdSOtRPtg3aqnWmk9K30vfSj9HPtd3mrvFN+kVBXV9Izz7SFVa79ARvgbio=</latexit>

F

<latexit sha1_base64="IZlDpJsiyGTk9q+CcODv35SNYCI=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtSClKjJ2m7QJFKiAhFiyKoA8pjqrx+MYZZfzQeJoHViS+hi38Dh/CnhnbURy7adkxK8/xmTPnPnxth4xGwjB+r6zeuVu5t1a9v/7g4aPHTzY2n55FwRUncEoCFvALG0fAqA+nggoGFyEH7NkMzu3Be/X+fAg8ooH/VUxC6HrY9WmPEiwkdLlZeW7Z4FI/FnTwLaREXHGYriOUoT2Y+B72FSIxKSRgjGr23psFoMOp2xdtUz8gHgp6yO6iGilysB0MYZHj3MIhkgOS8/K62wz9aM4alq6zgQUjSWqlpKFiEbPIYtDLKSlPw1JwRSXFsktKBVOgpOD6+OZSigW3mHKU0pJMzZUUy1lq6iCXhGFzWE5pEiOa0Q+bs6trk73Y+oS5C1btg7U3LR2c+chVdVyyUSApF+PmktrndPZvpCQqreXdkXM0WZKY3GWTkp+CjkrwpORoQSehKEczSw7FLsfeKxQne7nkp4MaDfV11IuQk4NICkEOcsqQbGeFdXrAPfkxdwuyi2/rKBkWbQ7O9pGhWjgvfgs37w1upsp2rmfxK/Y4VVZ5mUvIyqbgfjENst+KUcpOScnNPNjKQDMDp1lhHI5HnR5lrG0zTAbbRtbxiFBOGNQM3TBMz0vqaIHvzCdcsstPwcuNXcVWC5UfzOxhV8vWyeXm6lvLCciVB74gDEdRh/AgrCvNbhwJ7DuYBb4cr+vWVQShtIddiGWHhH1KxtMF1MOiL4KARYuw0lpAOiTwQqxmrzTUTd435iFJnkIYtTnmkzgMIqrGPvXdOuY8GEW6BwJLomJlx+SRGGXVfa1HYsIAtdMOdoAEPPlxtLOO9jAfSLWoPt+2sUCzi2S6DmY1k2tERR/FVnJ1Zxz1qZxzshjd+IsAzES/M6KO6Kv573l1Br4rN029KRnT9A+EpslFUl5gkvjILMmkXhNF9H/DmAeRRPRPQcimM4stVn44a+rmod763Nw9fpe1X1Xb0na0mmZqR9qx9lE70U41Uvle+VH5Wfm19qe6Vd2pvkipqyvZmWfawqo2/gIYUG4q</latexit>

F

<latexit sha1_base64="Cui70vW68ZUxm1pKToQvydztDaM=">AAAIc3icxVVNb9MwGM4GZWV8bXBCu3gbkzrUhrbrtgOqNEBCHDgMwTaktpoc521r1Ykjx2sbokr8Gq7wd/gh3LHTlHytjBs+xU8eP37ej7yxPEZ9Wa//XFm9dbt0Z618d/3e/QcPH21sPj73+ZUgcEY44+KzhX1g1IUzSSWDz54A7FgMLqzRG/3+YgzCp9z9JAMPeg4euLRPCZYKutwsPe1aMKBuKOnoi0eJvBIwW0coRvsQuA52NaIwJSRhiirW/ssM0BF0MJTthnlIHMT7yOqhCslzsMXHkOXYN3CI4oDi7F13W908TljjwnUWMD5RpNacNNYs0sizGPRTStrTuBBcXkmzrIJSzhRoKbg+vkRKs+AGU7ZWWpKpREmz7KWmDlNJGDfHxZRGMaIF/ai5uLoS7Ifd91gMoFt5292fFQ4ufKSqOi3YyJG0i2lzSe1TOgd/pUQqreXdkXIULElM6rKg4CenoxMcFBxldCKKdrSwZFM8ENh5jsJor5b6dFCtpr+Oah6yUxCZQ5CC7CKk2lljnT4IR33MvZxs9m0VRcOiLcDePq7rFi6IL6Wqxkq4cIOudrj3hz2ds3VeEglV2Tl4kE+D6rd8lKpT5uRmGmzF4MLZLC6MLfCk06eMtS2GyWi7Hnc8IlQQBpW6Wa83HCeqYxdcO5lw0S49BS83djVbL1R8aMQPu0a8Ti83V191bU6uHHAlYdj3O0Rwr6o1e6EvsWtjxl01Xte7Vz54yh4eQKg6xBtSMp1lUAfLoeSc+VlYa2WQDuGOh/XsVYZ60ftaEpLiaYRRS2ARhB73qR771B1UsRB84psOSKyImhUfU0dCFBf3henLgAFqzzvYBsJF9ONoxx3tYDFSan412baxRIuLVLoOFzVTa0LlEIXd6OrO1B9SNedUMXrhRwmYyWFnQm051PPfcaoM3IHaNM2mYszmfyA0iy5S8hKTyEdsSSX1mij8/xtGEkQU0T8FoZqukW+x4sN502wcma0Pzd2T13H7lY0tY8eoGA3j2Dgx3hmnxplBSl9L30rfSz/WfpW3yjvlZ3Pq6kp85omRWeXabxhPbio=</latexit>

F

<latexit sha1_base64="h4pp3IYmuQazkS0P+qGMXD5lyg8=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtlVKUBNtN2wWKVEBCLFgUQR9SElXj8U0yyvih8eSFFYmvYQu/w4ewZ8YP4thNy45ZeY7PnDn34WvLZzQQuv5rZfXO3dK9tfL99QcPHz1+srH59DzwhpzAGfGYxy8tHACjLpwJKhhc+hywYzG4sAbv1PuLEfCAeu4XMfWh4+CeS7uUYCGhq83S87YFPeqGgg6++pSIIYfZOkIJ2oWp62BXIRKTQgImqGLtv14AWpz2+qJp1A+Jg7wusjqoQvIcbHkjWOTYt3CI5IDk7F13m14/nrNGhessYN5YkhoxaaRYxMizGHQzSsrTqBBcXkmxrIJSzhQoKbg+vrmUYsEtpmyltCRTcyXFspeaOswkYWSOiimNYkQp/chMr65M98P2R8x70K68b+/PCgdTH5mqTgo2ciTlYmIuqX1G5+BGSqTSWN4dGUfTJYnJXDYt+MnpqARPC44WdCKKcpRasinucey8RGG0l0t+OqhWU19HNQ/ZGYjEEGQguwjJdlZYqwvckR9z5zrZ9GUVRbOiycHePtbjDs6IGzeTs97gFq5yuPeXPYnZKi9zCVnZGDzI+5X9lo9SdkpMNrNgIwHTKGZJYWyOx60uZaxpMUwG23rS8YhQThhU9LquG44T1bENrj2fcNEuOwWvNnYVWy1UfDCSh10tWadXm6tv2rZHhg64gjAcBC3CPb+qNDthILBrY+a5cryut4cB+NIe7kEoO8TvUzKZLaAOFn3heSxYhJXWAtIinuNjNXuloU70vjYPSfIUwqjFMZ+GvhdQNfap26tizr1xUHdAYElUrOSYPBKipLiv6oGYMkDNuINtIB6PfhzNpKMdzAdSLajOt00sUHqRTNdhWjO5xlT0UdiOrm5Ngj6Vc04WoxN+FoCZ6LfG1BZ9Nf8dp8rA7cmNWTclYxb/gdAsukjKC0wiH4klmdRrogj+bxjzIKKI/ikI2XRGvsWKD+dm3TiqNz6Zuydvk/Yra1vajlbRDO1YO9E+aKfamUZK30rfSz9KP9d+l7fKO+UXMXV1JTnzTFtY5dofGE1uKg==</latexit>

F

<latexit sha1_base64="krnjnizAyp3EhuECIZaiYJq6g6E=">AAAIc3icxVXLbtNAFHULoaG8WlihbqYtlVKUmDhN2wWKVEBCLFgUQVukJKrG4xtnlPFD48nDWJH4GrbwO3wIe2Ych/jREHbMynN85sy5D1+bPqOBqNd/rq3ful26s1G+u3nv/oOHj7a2H18G3pATuCAe8/hnEwfAqAsXggoGn30O2DEZXJmDN+r91Qh4QD33kwh96DrYdmmPEiwkdL1detoxwaZuJOjgi0+JGHKYbiKUoD0IXQe7CpGYFBIwQRXz8GUGaHNq90XL0I+Jg7weMruoQvIcbHojyHKsFRwiOSA5BzfdVtdPF6xR4ToTmDeWpOaMNFIsYuRZDHopJeVpVAgur6RYZkEpZwqUFNwc30JKsWCFKUspLcnUQkmxrKWmjlNJGDVGxZTGMaI5/aQxv7oSHkad95jb0Km87RxOCwfnPlJVnRRs5EjKxaSxpPYpnaO/UmKV5vLuSDkKlyQmdVlY8JPTUQkOC44yOjFFOZpbsii2OXaeoyjeyyU/HVSrqa+jmoesFERmEKQgqwjJdlZYuwfckR9zNyebfVtF8bBocbB2T+uqhdPiK7hpb7CCqxwe/GFPZmyVl4WErOwMPMqnQfZbPkrZKTNyIw02E9BIwGlSGIvjcbtHGWuZDJPBbj3peEQoJwwqdb1eNxwnrmMHXGsx4eJdegpeb+0rtlqo+GAkD/tass6vt9dfdSyPDB1wBWE4CNqEe35VaXajQGDXwsxz5Xjd7AwD8KU9bEMkO8TvUzKZZlAHi77wPBZkYaWVQdrEc3ysZq801I3f1xYhSZ5CGDU55mHkewFVY5+6dhVz7o0D3QGBJVGxkmPySISS4r7QAxEyQK1ZB1tAPB7/OFpJRzuYD6RaUF1sW1ig+UUyXcfzmsk1pqKPok58dXsS9Kmcc7IY3eijAMxEvz2mluir+e84VQauLTcNvSEZ09kfCE3ji6S8wCT2kViSSb0hiuD/hrEIIo7on4KQTWfkW6z4cNnQjRO9+aGxf/Y6ab+ytqPtaRXN0E61M+2ddq5daKT0tfSt9L30Y+NXeae8V342o66vJWeeaJlVrv0GFLxuKg==</latexit>

F

<latexit sha1_base64="oPxLejR5/nJkUc1YmkVOsOP19Po=">AAAJD3icxZTdbtMwFMezrUAZXxtccuMxTdqgC0m0sUmo0gQ3XA7BPqS2mhzHba06cWS760rUh4CXgSsE3CGegLfh5KNqvXYrQhPzVXzy8/H/73NsP+ZMacf5PTe/ULpx81b59uKdu/fuP1hafnioRFcSekAEF/LYx4pyFtEDzTSnx7GkOPQ5PfI7r9P/R6dUKiai97of00aIWxFrMoI1hE6WS8/qPm2xKNGs8yFmRHclHSwiVESbtB+FOEojEINEmp6h9a678dKI1CRrtXXVJSESTdR1G8B4wKyZFPbFKUWcNnXVsXfHYRefz+hTLnrTWX86m2tw7C0DJufhXMR0OJiheUh7mcHLNZvsDM27BjxDswlP0WxWI8VOmdRdzId5A4ZbEodPUZLNYWQlQJubqKaaVIbQGxWUdVdV0mBlx8mOZ6Myhs+kfQMnOU8L/qJ8ePx/AMDaCPEmEahB5XLAUOERU3Xep+NAMMuWZ2pyiwU+jYKs8pOqhtYzJCuNIWwwrInEvVqTcV71OSad/IAQYZJwuu7Y22G4cTHp/RW54oy1wmiB47jFkjpIHN35bDb+LpwsraZ0OtDkh1t8rFrF2D9ZXvhVDwTphjTShGOlakSKuJLmbCRK4yjAXETw4CzWu4rGIBG3aAKtGbcZORsY0RDrthaCKzOc5jIiNSLCGEP72yCokf3fHFkCLo1w5kss+0ksFEsfQha1KlhK0VN2SDUGMKWKZbAkQUVDPLeV7nOKqvnVCSgRMntKq8VVCrHsQDZVGU2rWKPhRnBc28PWgNFjuo2SerZ17Uy1GTwdUIxG8k5TzHW71mOBboMXKGqF06gFE8/2gBjkbzIaZBtBeo1JpqOQBIc6xYW6XhsjE5mjfzRBr86Ed20m8NWZ2P1PJuD6u+cv++THoWe7L+ytt97q3qviIShbj60n1rrlWjvWnvXG2rcOLFL6VPpS+l76Uf5Y/lz+Wv6Wo/NzxZpHljHKP/8A0GO/hg==</latexit>

<latexit sha1_base64="+eEFAsJrQhUO1Y9AGD0kB4MVYqg=">AAAFgnicxVRLb9NAEN60NRTzSkGckGBFeihgTBxoiwSRKrhwLIK0leIo2qwnzir7sHY3pMHyD+AncuQX8BdYO0GVW06oonOaxzePb0aaUcaZse32j8ba+oZ37frmDf/mrdt37ja37h0ZNdMUelRxpU9GxABnEnqWWQ4nmQYiRhyOR9MPZfz4K2jDlPxiFxkMBEklGzNKrHMNm9/jEaRM5pZNv2WM2pmGoi9VAjhxzYmk0I2oCMjMqoGf+3EVIhbvRGEnwO1w7ynOYyMI53j7+XbxtobYP4+IE2VNiSr8GGRS6zpsttphuxJ8UYlWSgut5HC4tf7T1aMzAdJSTozpU62yoKw5yMvZE8KVhML345mBjNApSSFPNckmjJ4WNa8gdmKV4qbuLmvVPYYSDmNpa94+VSIjthuFbsxBlfViDAspiFziSg9nI030Is+UYeXumUwDorWam1CAJQ5YolZpLiXHY9DCAV+Gxi444C7OfYxxAlTp6nrdysZYED111UxwZnbdAf40ckvcXUYqmTM7cRepWvdPzYSN3eBCDPLPFgi3k/6cJXbiuOwKEXCQqTM6YcchimJZpqgaufKW0GqO1Uhu1X9hYa6WxhmJitE/koDLI9G5MhLk8ki8+U8k3FOIzr+Ai8pRJ4z2wtefOq2D96v3sIkeoidoB0VoHx2gj+gQ9RBFvxoPGo8aj70N75kXea+W0LXGKuc+qon37je5KLys</latexit>

+ . . .

<latexit sha1_base64="+9aPAvt1qoDmMJw2i9LH2ZPLycc=">AAAJD3icxZTNbhMxEMe3bYBQvlo4cnGpKrWQLrurllZCkSq4cCyCfkhJVHm9TmLFu17ZTtOwykPAy8AJATfEE/A2zH5EiZvQAKqoT+vZ34z/4xmPH3OmtOP8nJtfKF27fqN8c/HW7Tt37y0t3z9UoisJPSCCC3nsY0U5i+iBZprT41hSHPqcHvmdl+n/o1MqFRPRW92PaSPErYg1GcEaTCfLpSd1n7ZYlGjWeRczoruSDhYRKqxN2o9CHKUWsEEgTc/QetfdeG5YapK12rrqkhCJJuq6DWA8YNZMCvvilCJOm7rq2LvjsIvPR/QpF73prD+dzTU49pYBk/NwLmI6HMzQPKS9LMGLNZvsDM27BjxDswlP0WxWI8VOmdRdzIdxA4ZbEoePUZLtYWUlQJubqKaaVIbQGxWUdVdV0mBlx8muZ6Myhvt/h+c0LuiiNDOAAIC1EeJNIlCDysWAbwDEFJ336TgQzMrKMzW5hYNPoyCr/KQql4whWWkMYYNhTSTu1ZqM86rPMenkN4gIk4TTdcfeDsON35PeH5ErzlgrjBwcxy1c6iBx9Oaz3fhcOFlaTel0ockPt/hYtYq1f7K88KMeCNINaaQJx0rViBRxJY3ZSJTGUYC5iGDgLNa7isYgEbdoAq0Ztxk5GxjWEOu2FoIr05zGMiw1IsIYQ/vbIKiR/d8cpQRcauHMl1j2k1golg5CFrUqWErRU3ZINQYwpQo3cElQ0RBPbaX7nKJq/nQCSoTMRmm1eEohlh2IpiqjbRVrNDwIrmt72Bqweky3UVLPjq6dqTaD0QHFaCRvNMVct2s9Fug25AJFrXAatWDj2R4Qg3wmo0F2EITXmGQ6CklwqVOyUFebxiiJLKN/TIJeXhLelSWBLy+J3f+UBDx/9/xjn/w49Gz3mb312lvde1EMgrL10HpkrVuutWPtWa+sfevAIqUPpU+lr6Vv5fflj+XP5S85Oj9X+DywjFX+/gu4R7+C</latexit>

<latexit sha1_base64="+eEFAsJrQhUO1Y9AGD0kB4MVYqg=">AAAFgnicxVRLb9NAEN60NRTzSkGckGBFeihgTBxoiwSRKrhwLIK0leIo2qwnzir7sHY3pMHyD+AncuQX8BdYO0GVW06oonOaxzePb0aaUcaZse32j8ba+oZ37frmDf/mrdt37ja37h0ZNdMUelRxpU9GxABnEnqWWQ4nmQYiRhyOR9MPZfz4K2jDlPxiFxkMBEklGzNKrHMNm9/jEaRM5pZNv2WM2pmGoi9VAjhxzYmk0I2oCMjMqoGf+3EVIhbvRGEnwO1w7ynOYyMI53j7+XbxtobYP4+IE2VNiSr8GGRS6zpsttphuxJ8UYlWSgut5HC4tf7T1aMzAdJSTozpU62yoKw5yMvZE8KVhML345mBjNApSSFPNckmjJ4WNa8gdmKV4qbuLmvVPYYSDmNpa94+VSIjthuFbsxBlfViDAspiFziSg9nI030Is+UYeXumUwDorWam1CAJQ5YolZpLiXHY9DCAV+Gxi444C7OfYxxAlTp6nrdysZYED111UxwZnbdAf40ckvcXUYqmTM7cRepWvdPzYSN3eBCDPLPFgi3k/6cJXbiuOwKEXCQqTM6YcchimJZpqgaufKW0GqO1Uhu1X9hYa6WxhmJitE/koDLI9G5MhLk8ki8+U8k3FOIzr+Ai8pRJ4z2wtefOq2D96v3sIkeoidoB0VoHx2gj+gQ9RBFvxoPGo8aj70N75kXea+W0LXGKuc+qon37je5KLys</latexit>

+ . . .
<latexit sha1_base64="Lg+rAUrfYOfhBemkeZ8TImlNUEc=">AAAJPXicxZRbb9MwFMezrUAZtw0eefGYJm2oC0nYTUKRJnjhcQh2kdpqchy3serEke2sK1E/274AX4APsDc0HnnFuVSp2wIDTcxP8cnP55y/z/HxYkqEtKyvc/MLtTt379XvLz54+Ojxk6Xlp0eCJRzhQ8Qo4yceFJiSCB9KIik+iTmGoUfxsdd7l/0/PsNcEBZ9koMYt0PYjUiHICiV6XS5dtLycJdEqSS9zzFBMuF4uAhAae3gQRTCKLMom3Ik8TlYT+yNN5qlyUk3kK6NQsA6ILHbinEUs6ZT0GNnGFDcka5lbo3DNpz06GHK+iN2T2O92WyRw6RjNAkXScyG/Wvm7OQCf5+zzv4h5z0NvmbOBTwjZ70aGXZGuEwgHfn1CexyGL4Eab5XK6sp2NxUoTqYh6o1yqo0xgCvIMQ4oQEzPCAN8AsCT3hYqxB1qRrSAHmPuxz7K7tW0VdjHh095Aza03A0LeEv/fl6vnbp0cORXxRoOupINkuku201AIncncpZhcEKs52Cs19bZasV4HBUQA77zQ6h1PUoRL3iIgEiHFG8bpnbYbjxa9K5FrlijfVNdcCy7PJIS0muBkS+Gx8ip0urGZ0tMP1hlx+rRrkOTpcXvrR8hpIQRxJRKEQTcRY3Mp/tVEgY+ZCySE2nxVYicKxShF2cqj6OA4LOh5o1hDKQjFGhmzNfmqWJWBhDdd+mSqid/9+sJCkus1DiccgHacwEyaYmiboNyDnrCzPEEiowo8pj6kgKyvZ5ZQo5oBi4xTvzMWI8n7tu+e5CyHvKm2hUWxdKMAqkrmt71B9q9YkMQNrKQzfPRUDUnFHFaKcfJYZUBs0+8WWgtKiiNiiOumrjmI4ihsUAB8M8kHIvIcrzKFNSlzpDhbhdGZWIXNE/isA3J8K5NRHw5kTs/q9SqPdvT7726Y8jx7R3zK0Pzur+23IS1I3nxgtj3bCNXWPfeG8cGIcGql3ULmtXte/1i/pl/Vv9qkDn58ozzwxt1X/8BPAryw4=</latexit>

<latexit sha1_base64="sx3SPY+lmsNy/AhrNV1qG/E8IbI=">AAAJOHicxZTNbtNAEMfdNkAoXy0cuWypKrUoNbZpaSVkqYILx6LSDymJqvV6k6yy9lq766bByov1GXgBbr2hcuQJGH9EiZMABVV0T97xb2fmvzM7XsSZ0pb1dW5+oXLn7r3q/cUHDx89frK0/PRIiVgSekgEF/LEw4pyFtJDzTSnJ5GkOPA4Pfa679P/x2dUKibCT7of0WaA2yFrMYI1mE6XKwcNj7ZZmGjW/RwxomNJB4sIFdYW7YcBDlML2MCRpudoPbY33pYsdcnaHe3aJECihWK7CYwDzFqZwp44o4jTlnYtc2sctvGkR49y0RuyuyXWm83mOUw6JpNwnsRs2L9mzk4m8Pc5l9k/5Lxbgq+Zcw7PyLlcjRQ7Y1LHmA/9+gy3JQ5eoiTbw0prijY3IVSLygBao6hKbQzwckKNEyVghgdSAvycoBMe1kYIXGoJqaGsx11J/ZUdK++rMY9OOeQM2ivhZFrCX/rzy/nahUePhn5eoOmoQ9kZk3ZH0T3jSCFbxFC311YNsdDdHgVMocGwdhL36i3GuetxTLr5HSLCJOF03TK3g2Dj16RzLXLFGmuZ0QHLsosjDVAymg3Zbnx+nC6tpnS60PSHXXysGsXaP11e+NLwBYkDGmrCsVJ1IkVUS302E6Vx6GMuQhhMi41Y0QhSxG2aQAtHHUbOByVrgHVHC8FV2Zz6KlnqRAQRhus2IaFm9n9zJAm41MKZJ7HsJ5FQLB2YLGzXsJSip8yAagxgShXH4EiCis55ZSrd5xS5+RPzKREyG7lu8eQCLLvgTdVGWxdrNAwE17U9bA9YPaY7KGlkoevnqsNgxEAxmsmBppjrTr3HfN0BLVDUGqdhGzaO6QAxyGc3GmSBwL3GJMujSAkudYYKdbsyRiIyRf8ogt6cCOfWROCbE7Hzv0oB79+efO3TH0eOab8xtz46q3vviklQNZ4bL4x1wzZ2jD3jg7FvHBqkclG5rFxVvlcvqpfVb9WrHJ2fK848M0qr+uMnQRfKUg==</latexit>

<latexit sha1_base64="+eEFAsJrQhUO1Y9AGD0kB4MVYqg=">AAAFgnicxVRLb9NAEN60NRTzSkGckGBFeihgTBxoiwSRKrhwLIK0leIo2qwnzir7sHY3pMHyD+AncuQX8BdYO0GVW06oonOaxzePb0aaUcaZse32j8ba+oZ37frmDf/mrdt37ja37h0ZNdMUelRxpU9GxABnEnqWWQ4nmQYiRhyOR9MPZfz4K2jDlPxiFxkMBEklGzNKrHMNm9/jEaRM5pZNv2WM2pmGoi9VAjhxzYmk0I2oCMjMqoGf+3EVIhbvRGEnwO1w7ynOYyMI53j7+XbxtobYP4+IE2VNiSr8GGRS6zpsttphuxJ8UYlWSgut5HC4tf7T1aMzAdJSTozpU62yoKw5yMvZE8KVhML345mBjNApSSFPNckmjJ4WNa8gdmKV4qbuLmvVPYYSDmNpa94+VSIjthuFbsxBlfViDAspiFziSg9nI030Is+UYeXumUwDorWam1CAJQ5YolZpLiXHY9DCAV+Gxi444C7OfYxxAlTp6nrdysZYED111UxwZnbdAf40ckvcXUYqmTM7cRepWvdPzYSN3eBCDPLPFgi3k/6cJXbiuOwKEXCQqTM6YcchimJZpqgaufKW0GqO1Uhu1X9hYa6WxhmJitE/koDLI9G5MhLk8ki8+U8k3FOIzr+Ai8pRJ4z2wtefOq2D96v3sIkeoidoB0VoHx2gj+gQ9RBFvxoPGo8aj70N75kXea+W0LXGKuc+qon37je5KLys</latexit>

+ . . .<latexit sha1_base64="G8HODLn9JWNY9EjHKsThqF5+Ftw=">AAAFXHicxVRNb9NAEN22CRSXQgoSFy4r0kMRwcQWLUgoUgUXjkWQtlIcVZv1xF5lP6zdDWmw/AP5CVyQ+AVc4cbaMapMOaGKzmnmzcybebPSTjLOjO33v6ytb7TaN25u3vK2bm/fudvZuXds1FxTGFLFlT6dEAOcSRhaZjmcZhqImHA4mczelPmTj6ANU/KDXWYwFiSRbMoosQ4669BoAgmTuWWzTxmjdq6hGEkVA47dcCIpDAIqemRu1djLvahKEYv3Aj/s4b5/8BjnkRGEc7z7ZLd45RVeBDJu8J11un2/Xxm+7AS100W1HZ3tbHyLYkXnAqSlnBgzolplvZJznJdbxYQrCYXnRXMDGaEzkkCeaJKljJ4XDVQQm1qluGnCJVcTMZRwmErbQEdUiYzYQeC7NcdV19MpLKUgclVXIpxNNNHLPFOGlVdlMukRrdXC+AIscYVlVd3mWnI8BS1c4TPf2CUHPMC5hzGOgSpdvcugijEWRM8cm+ldhAN3/N+D3BH3V5nKFsym7jWq0aNzk7KpW1yIcf7eAuE2HS1YbFOnZV+IHgeZuCD0Q1dRFCuaohrk6C2h1R71Su7Uf1FhrlfGhYhK0T+KgKsTEV6bCHJ1Il7+JxHuUwj+/AIuO8ehHxz4z9+F3cPX9fewiR6iR2gPBegFOkRv0REaIoo+o+/oB/rZ+tputbfa26vS9bW65z5qWPvBL3yys/4=</latexit>

+

<latexit sha1_base64="Cl/kPwPb447LrEjVAMMqX5ZAPVc=">AAAFWXicxVRNbxMxEHXaBsLyldIjF4v00ErLsokoIKFIFVw4FkHaSklUJt7Jxoo/VrZDGlb79/gPiBN3rnDGuwmqQjmhis5p5s3Mm3ljyaNMcOvi+EttY3OrfuNm41Zw+87de/eb2w+OrZ4Zhj2mhTanI7AouMKe407gaWYQ5EjgyWj6usyffERjuVbv3SLDoYRU8TFn4Dx01vwwGGHKVe749FPGmZsZLPpKJ0gTPxwUw26byRBmTg+DPBhUKXB0Lw5pvE/zgZUgBN2F/d3iZVAEA1TJGtlZsxVHcWX0stNeOS2ysqOz7c1vg0SzmUTlmABr+8zoLCw5h3m5UgJCKyyCYDCzmAGbQop5aiCbcHZerKES3MRpLew6XHKtI5aBwLFya2ifaZmB67Yjv+aw6no8xoWSoJZ1JSL4yIBZ5Jm2vDwpV2kIxui5jSQ68IVl1arNt+R0jEb6wieRdQuBtEvzgFKaINOmepRuFVMqwUw9mw0vwq6//O9B/ogHy0xlc+4m/jmq0f1zO+Fjv7iUw/ydQxBu0p/zxE28lgMpQ4Eq9UEn6viKoljSFNUgT++AVXusVvKn/osKe70yLkRUiv5RBF6diM61iYCrE/HiP4nwn0L7zy/gsnPcidrPoqdvO63DV6vvoUEekkdkj7TJc3JI3pAj0iOMfCbfyQ/yc+trvVZv1INl6UZt1bND1qy+8wveyrN6</latexit>

a)

<latexit sha1_base64="bWtUaPNAStxUyxV+Qmzgi54PN4M=">AAAFWXicxVRNb9NAEN20DQTzldIjlxXpoZWMcSIKSChSBReORZC2UhyV9XoSr7If1u6GNFj+e/wHxIk7VzizdowqU06oonOaeTPzZt6stHHGmbFh+KW1sbnVvnGzc8u7fefuvfvd7QfHRi00hRFVXOnTmBjgTMLIMsvhNNNARMzhJJ6/LvMnH0EbpuR7u8pgIshMsimjxDrorPshimHGZG7Z/FPGqF1oKMZSJYATN5xICsM+FT5ZWDXxci+qUsTivdDH4T7OIyMI53g33t8tXnqFF4FMGmRn3V4YhJXhy06/dnqotqOz7c1vUaLoQoC0lBNjxlSrzC85J3m5UkK4klB4XrQwkBE6JzPIZ5pkKaPnRQMVxKZWKW6acMnVRAwlHKbSNtAxVSIjdtgP3JqTquvxFFZSELmuKxHOYk30Ks+UYeVJmZz5RGu1NIEAS1xhWVW3uZYcT0ELV/gkMHbFAQ9x7mGME6BKV48yrGKMBdFzx2b8i3DoLv97kDviwTpT2ZLZ1D1HNXp8blI2dYsLMcnfWSDcpuMlS2zqtBwI4XOQMxcMgoGrKIo1TVENcvSW0GqPeiV36r+oMNcr40JEpegfRcDViRhcmwhydSJe/CcR7lPo//kFXHaOB0H/WfD07aB3+Kr+HjroIXqE9lAfPUeH6A06QiNE0Wf0Hf1AP7e+tlvtTttbl2606p4d1LD2zi/jdrN7</latexit>

b)

<latexit sha1_base64="YIKHrwfjtDRWSt/CSHW2idFPCMk=">AAAFWXicxVRNb9NAEN20DQTzldIjlxXpoZWMcSIKSChSBReORZC2UhKV9Xpir7If1u6GNFj+e/wHxIk7VzizdowqU06oonOaeTPzZt6stFHGmbFh+KW1sbnVvnGzc8u7fefuvfvd7QfHRi00hRFVXOnTiBjgTMLIMsvhNNNARMThJJq/LvMnH0EbpuR7u8pgKkgi2YxRYh101v0wiSBhMrds/ilj1C40FGOpYsCxG04khWGfCp8srJp6uTepUsTivdDH4T7OJ0YQzvEu3d8tXnqFNwEZN8jOur0wCCvDl51+7fRQbUdn25vfJrGiCwHSUk6MGVOtMr/knOblSjHhSkLheZOFgYzQOUkgTzTJUkbPiwYqiE2tUtw04ZKriRhKOMykbaBjqkRG7LAfuDWnVdfjGaykIHJdVyKcRZroVZ4pw8qTMpn4RGu1NIEAS1xhWVW3uZYcz0ALV/gkMHbFAQ9x7mGMY6BKV48yrGKMBdFzx2b8i3DoLv97kDviwTpT2ZLZ1D1HNXp8blI2c4sLMc3fWSDcpuMli23qtBwI4XOQiQsGwcBVFMWapqgGOXpLaLVHvZI79V9UmOuVcSGiUvSPIuDqRAyuTQS5OhEv/pMI9yn0//wCLjvHg6D/LHj6dtA7fFV/Dx30ED1Ce6iPnqND9AYdoRGi6DP6jn6gn1tf2612p+2tSzdadc8Oalh75xfoIrN8</latexit>

c)
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Figure 3.2: Anomalous self-energy diagrams. Panel a: Schwinger Dyson equation [Eq. 3.146b].
Shaded box denotes vertex F with one fixed outgoing leg. Dotted lines: normal or
anomalous Green’s functions. Panel b: Low-order anomalous self energy diagrams.
Panel c: Explicit representation of index combinations of F . Panel d: Some of the
low-order diagrams contributing to F . Figure from Ref. [50].

3.6.2 Schwinger-Dyson equations expressed in physical channels

A useful transformation of the Schwinger-Dyson equations [Eqs. 3.146a, 3.146b] is to express
the self-energies with vertices in different physical channels defined in section 3.4.3. With
the definitions given in Eq. 3.120, the normal and anomalous self-energies in Eqs. 3.146a,
3.146b can be expressed in two separated physical channels S0 and Sz

Σ00(k) =
1

2
[Σ00,S0

(k) + Σ00,Sz
(k)] , (3.149a)

Σ01(k) =
1

2
[Σ01,S0

(k) + Σ01,Sz
(k)] . (3.149b)

The two different components can be written out explicitly with full vertex functions in one
of the physical channels

Σ00,S0
(k) =

Un

2
+

U

β2N 2

∑
k′q

[−G00(k + q)FS0S0
(k, k′, q)G11(−k′ − q)G11(−k′)

−G00(k + q)FS0S0
(k, k′, q)G10(−k′ − q)G01(−k′)

−G01(k + q)FT0T 0
(k, k′, q)G10(−k′ − q)G11(−k′)

−G01(k + q)FT0S0
(k, k′, q)G11(−k′ − q)G11(−k′)

−G01(k + q)FT0S0
(k, k′, q)G10(−k′ − q)G01(−k′)

−G00(k + q)F-S0T0
(k, k′, q)G11(−k′ − q)G01(−k′)

−G00(k + q)FS0T 0
(k, k′, q)G10(−k′ − q)G11(−k′)

−G01(k + q)F-T0T0
(k, k′, q)G11(−k′ − q)G01(−k′)] , (3.150a)
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Σ00,Sz
(k) =

Un

2
+

U

β2N 2

∑
k′q

[−G00(k + q)F-SzSz
(k, k′, q)G11(−k′ − q)G11(−k′)

−G00(k + q)FSzSz
(k, k′, q)G10(−k′ − q)G01(−k′)

−G01(k + q)FTzT z
(k, k′, q)G10(−k′ − q)G11(−k′)

−G01(k + q)F-TzSz
(k, k′, q)G11(−k′ − q)G11(−k′)

−G01(k + q)FTzSz
(k, k′, q)G10(−k′ − q)G01(−k′)

−G00(k + q)FSzTz
(k, k′, q)G11(−k′ − q)G01(−k′)

−G00(k + q)FSzT z
(k, k′, q)G10(−k′ − q)G11(−k′)

−G01(k + q)FTzTz
(k, k′, q)G11(−k′ − q)G01(−k′)] , (3.150b)

Σ01,S0
(k) = 0 +

U

β2N 2

∑
k′q

[−G00(k + q)FT 0T0
(k, k′, q)G11(−k′ − q)G01(−k′)

−G01(k + q)FS0S0
(k, k′, q)G11(−k′ − q)G11(−k′)

−G01(k + q)FS0S0
(k, k′, q)G10(−k′ − q)G01(−k′)

−G01(k + q)F-S0T0
(k, k′, q)G11(−k′ − q)G01(−k′)

−G01(k + q)FS0T 0
(k, k′, q)G10(−k′ − q)G11(−k′)

−G00(k + q)F-T 0S0
(k, k′, q)G11(−k′ − q)G11(−k′)

−G00(k + q)F-T 0S0
(k, k′, q)G10(−k′ − q)G01(−k′)

−G00(k + q)F-T 0T 0
(k, k′, q)G10(−k′ − q)G11(−k′)] , (3.151a)

Σ01,Sz
(k) = 0 +

U

β2N 2

∑
k′q

[−G00(k + q)FT zTz
(k, k′, q)G11(−k′ − q)G01(−k′)

−G01(k + q)FSzSz
(k, k′, q)G11(−k′ − q)G11(−k′)

−G01(k + q)F-SzSz
(k, k′, q)G10(−k′ − q)G01(−k′)

−G01(k + q)F-SzTz
(k, k′, q)G11(−k′ − q)G01(−k′)

−G01(k + q)F-SzT z
(k, k′, q)G10(−k′ − q)G11(−k′)

−G00(k + q)F-T zSz
(k, k′, q)G11(−k′ − q)G11(−k′)

−G00(k + q)FT zSz
(k, k′, q)G10(−k′ − q)G01(−k′)

−G00(k + q)FT zT z
(k, k′, q)G10(−k′ − q)G11(−k′)] . (3.151b)
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With the definitions given in Eq. 3.129, the normal and anomalous self-energy can also be
written in a single channel

Σ00(k) =
Un

2
+

U

β2N 2

∑
k′q

[−G00(k + q)F-SzSz
(k, k + q, k′ − k)G11(−k′ − q)G11(−k′)

−G00(k + q)F-TzT z
(k, k + q, k′ − k)G10(−k′ − q)G01(−k′)

−G01(k + q)F-SzSz
(k, k + q, k′ − k)G10(−k′ − q)G11(−k′)

−G01(k + q)F-SzTz
(k, k + q, k′ − k)G11(−k′ − q)G11(−k′)

−G01(k + q)FTzSz
(k, k + q, k′ − k)G10(−k′ − q)G01(−k′)

−G00(k + q)FTzSz
(k, k + q, k′ − k)G11(−k′ − q)G01(−k′)

−G00(k + q)FSzT z
(k, k + q, k′ − k)G10(−k′ − q)G11(−k′)

−G01(k + q)FTzTz
(k, k + q, k′ − k)G11(−k′ − q)G01(−k′)] ,

(3.152a)

Σ01(k) = 0 +
U

β2N 2

∑
k′q

[−G00(k + q)F-SzSz
(k, k + q, k′ − k)G11(−k′ − q)G01(−k′)

−G01(k + q)F-T zTz
(k, k + q, k′ − k)G11(−k′ − q)G11(−k′)

−G01(k + q)F-SzSz
(k, k + q, k′ − k)G10(−k′ − q)G01(−k′)

−G01(k + q)F-SzTz
(k, k + q, k′ − k)G11(−k′ − q)G01(−k′)

−G01(k + q)F-T zSz
(k, k + q, k′ − k)G10(−k′ − q)G11(−k′)

−G00(k + q)F-T zSz
(k, k + q, k′ − k)G11(−k′ − q)G11(−k′)

−G00(k + q)FSzT z
(k, k + q, k′ − k)G10(−k′ − q)G01(−k′)

−G00(k + q)FT zT z
(k, k + q, k′ − k)G10(−k′ − q)G11(−k′)] .

(3.152b)

Changing the dummy indices in Eq. 3.152 as k + q → k′, k′ − k → q and using the relation
G00(k) = −G11(−k), we get the equivalence relations

Σ00,Sz
(k) = Σ00(k) = Σ00,S0

(k) , (3.153a)
Σ01,Sz

(k) = Σ01(k) = Σ01,S0
(k) , (3.153b)

by comparing each line of Eq. 3.152 and Eq. 3.150b, Eq. 3.151b.
The Schwinger-Dyson equations in different physical channels in the paramagnetic state

(see Ref. [28]) can be obtained by setting all the anomalous terms to zero. These equations
are the central equations for the fluctuation diagnostics method [28], which we will generalize
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to the singlet superconducting state in chapter 7.

3.7 Bethe-Salpeter equations in different physical
channels

In section 2.7 we introduced the two-particle irreducible vertex function and the Bethe-
Salpeter equation. In this section, we will summarize the Bethe-Salpeter equations written
in different physical channels in the paramagnetic state.

With the momentum and spin conventions defined in Eq. 3.53 and Eq. 3.47a (the particle-
hole convention [42]), the Bethe-Salpeter equation in the paramagnetic state can be written
as

χσσ′(k, k′, q) = χ×
0,σσ′(k, k′, q)− χ×

0,σσ1
(k, k1, q)Γσ1σ2

(k1, k2, q)χσ2σ′(k2, k
′, q) , (3.154)

where we have used the Einstein summation notation, and χσσ′ is equivalent with χσσ′,00.
The two spin configurations ↑↑ and ↑↓ are coupled in Eq. 3.154. The physical channels
defined in section 3.3 and section 3.4 provide a straight forward way of decoupling different
spin combinations. With the definitions

χd(k, k
′, q) = χ↑↑(k, k

′, q) + χ↑↓(k, k
′, q) , (3.155a)

χm(k, k
′, q) = χ↑↑(k, k

′, q)− χ↑↓(k, k
′, q) , (3.155b)

the Bethe-Salpeter equation can be decoupled in two different channels by “spin diagonal-
ization”

χd,m(k, k
′, q) = χ×

0 (k, k
′, q)− 1

β2N 2

∑
k1k2

χ×
0 (k, k1, q)Γd,m(k1, k2, q)χd,m(k2, k

′, q) , (3.156)

with the spin indices of χ×
0 (k, k

′, q) = χ×
0,↑↑(k, k

′, q) = χ×
0,↓↓(k, k

′, q) dropped since χ×
0,σσ′(k, k′, q) =

0, σ ̸= σ′.
A similar relation can be derived within the particle-particle convention [42], where the

momenta and frequencies are chosen to be

k1 = k , k2 = q − k′ , k3 = q − k , k4 = k′ , (3.157a)
ω1 = ωn , ω2 = νn − ω′

n , ω3 = νn − ωn , ω4 = ω′
n . (3.157b)
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The relation between the particle-hole and particle-particle convention is

χpp,σσ′(k, k′, q) = χσσ′(k, k′, q − k − k′) . (3.158)

By carrying out the spin diagonalization in the particle-particle convention [42]

χs(k, k
′, q) = χpp,↑↓(k, k

′, q)− χpp,↑↓(k, k
′, q) , (3.159a)

χt(k, k
′, q) = χpp,↑↓(k, k

′, q) + χpp,↑↓(k, k
′, q) , (3.159b)

the corresponding Bethe-Salpeter equation can be written as

χs(k, k
′, q) =− χ×

0,pp(k, k
′, q) (3.160a)

− 1

2

1

β2N 2

∑
k1k2

(χ0,pp(k, k1, q)− χs(k, k1, q)Γs(k1, k2, q)χ0,pp(k2, k
′, q)) ,

χt(k, k
′, q) =− χ×

0,pp(k, k
′, q) (3.160b)

− 1

2

1

β2N 2

∑
k1k2

(χ0,pp(k, k1, q) + χt(k, k1, q)Γt(k1, k2, q)χ0,pp(k2, k
′, q)) .

Another useful relation is given by the spin configuration χpp,↑↓, for which the Bethe-Salpeter
equation is in the same form as Eq. 3.156

χpp,↑↓(k, k
′, q) = χ×

0,pp(k, k
′, q)− 1

β2N 2

∑
k1k2

χ×
0,pp(k, k1, q)Γpp,↑↓(k1, k2, q)χpp,↑↓(k2, k

′, q) .

(3.161)

The Bethe-Salpeter equations [Eqs. 3.156, 3.161] provide the relations between the irre-
ducible vertex Γ and the susceptibility χ in different physical channels. See chapter 5 for
their applications.

The generalization of the Bethe-Salpeter equation Eq. 3.154 in the superconducting state
can be performed similarly as Eq. 3.137.
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Chapter 4

Models and Methods

For strongly correlated systems, solving the many-body Hamiltonian [Eq. 2.6] introduced
in section 2.1 exactly is not possible for large systems due to the exponential growth of
the Hilbert space with the number of particles. A common approach to get theoretical
understandings of strongly correlated systems is to extract a certain subset of the electronic
degrees of freedom and construct a low-energy effective model [51]. These models can then
be solved numerically with advanced many-body methods. This chapter provides detailed
derivations of the models and numerical methods used to obtain the simulation results shown
in chapters 5, 6 and 7.

4.1 Hubbard model
The model we address explicitly is the single-band Hubbard model [12], the simplest model of
interacting fermions on a discrete lattice. The Hamiltonian has a kinetic term that describes
the hopping of electrons, and an interaction term that accounts for the interaction when two
fermions occupy the same lattice site

H =
∑
ij,σ

tijciσc
†
jσ + U

∑
i

ni↑ni↓ − µ
∑
i

(ni↑ + ni↓) , (4.1)

where c(†)iσ is the annihilation (creation) operator of a fermion on site i with spin σ, tij is
the hopping amplitude between sites i and j, U is the on-site interaction, µ is the chemical
potential, and niσ = c†iσciσ is the density operator. On the lattice, the kinetic (hopping) term
is diagonal in momentum space due to translational invariance, so the Hamiltonian can be

69



written in a combined form

H =
∑
kσ

(ϵk − µ)ckσc
†
kσ + U

∑
i

ni↑ni↓ , (4.2)

where c(†)kσ is the annihilation (creation) operator of a fermion in momentum space, and ϵk is
the dispersion computed from Fourier transform of the hoppings

ϵk =
∑
i

ti0e
−ik·(ri−r0) , (4.3)

with r0 the lattice origin.
The typical ordered states (symmetry broken states) of the Hubbard model, which have

lower symmetry than the Hamiltonian, include [32]

• Ferromagnetic order, with order parameter ⟨m⟩ = 1

N

∑
l⟨nl↑ − nl↓⟩, breaking spin rota-

tional invariance.

• Antiferromagnetic order, with order parameter ⟨mΠ⟩ = 1

N

∑
l(−1)l⟨nl↑ − nl↓⟩, breaking

spin rotational and translational invariance.

• Charge density wave order, with order parameter ⟨nΠ⟩ = 1

N

∑
l(−1)l[⟨nl⟩−⟨n⟩] , break-

ing translational invariance.

• Singlet superconductivity order, with order parameter ⟨∆†⟩ = 1

N

∑
l⟨c

†
l↑c

†
l↓⟩, breaking

U(1) gauge symmetry.

4.1.1 Singlet superconducting state

The ordered state we consider in the following derivations is the singlet superconducting
state, where the U(1) symmetry is broken, but the SU(2) symmetry is preserved. To enter
the singlet superconducting state, one possible way is to add a superconducting source field
to the system, meaning an extra term H ′ is added to the original Hamiltonian

H ′ = −
∑
ij

(ηijci↓cj↑ + η∗jic
†
j↑c

†
i↓) , (4.4)

with ηij a translational invariant field. With the Nambu spinors introduced in Eq. 3.33 and
the Pauli matrices defined in Eq. 3.17, the Hamiltonian with source field [Eqs. 4.1, 4.4] can
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be written as

H =
∑
ij

tijψ
†
i σ̂3ψj − µ

∑
i

ψ†
i σ̂3ψi −

∑
ij

ψ†
i

[
η′ijσ̂1 − η′′ijσ̂2

]
ψj +

U

2

∑
i

[
ψ†
i σ̂3ψi

] [
ψ†
i σ̂3ψi

]
,

(4.5)

where η′ij = Re[ηij], η′′ij = Im[ηij] are the real and imaginary components of ηij, ηij = η′ij+iη
′′
ij,

and the chemical potential has been shifted µ→ µ− U

2
.

To identify the symmetry of a translational invariant superconducting field, it is more
convenient to partially transform the Hamiltonian to momentum space as in Eq. 4.2, where
the kinetic term and the external source field term are diagonal. The Hamiltonian can be
written as

H =
∑
kσ

(ϵk − µ)ckσc
†
kσ −

∑
k

(ηkc−k↓ck↑ + η†kc
†
k↑c

†
−k↓) + U

∑
i

ni↑ni↓ , (4.6)

or using the Nambu spinors in the momentum space defined in Eq. 3.34

H =
∑
k

ψ†
k [(ϵk − µ)σ̂3 − η′kσ̂1 + η′′k σ̂2]ψk +

U

2

∑
i

[
ψ†
i σ̂3ψi

] [
ψ†
i σ̂3ψi

]
. (4.7)

The spatial symmetry of the superconducting source field ηk can be identified with the
momentum dependence of ηk = g(k)η

g(k) =



1 s wave

sin(kx) px wave

sin(kx) sin(ky) dxy wave

cos(kx)− cos(ky) dx2−y2 wave

. (4.8)

The Hubbard model [Eqs. 4.2, 4.7] is able to reproduce a large amount of the low-energy
phenomenology observed in the high-temperature superconductors [13, 14]. See chapters 5,
6 and 7 for a discussion of the competing fluctuations in the paramagnetic state, and the
analysis of the mechanism driving the singlet superconducting state.

4.2 Anderson impurity model
Despite the radical simplification introduced in model Hamiltonians like the Hubbard model
[Eq. 4.1] as compared to the full ab-initio Hamiltonian [Eq. 2.6], even simple properties such
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as the phase diagram are difficult to calculate exactly [51]. In order to extract physics features
from the model Hamiltonian numerically, one well established approximation scheme is to
map the lattice problem to an auxiliary impurity problem, in which an impurity is embedded
in an electronic bath subject to a self-consistent condition. The single-site Anderson impurity
model (AIM) was first proposed by Anderson as an effective model for magnetic systems with
a magnetic impurity hybridized with metallic bath [52]. Since then, it has been generalized
as an effective model for many different systems [26]. This model plays an important role
in the dynamical mean-field theory (DMFT) approximation [15], which is a widely used
method for solving strongly correlated lattice systems. The effective action of the Anderson
impurity model will be derived in this section.

4.2.1 Anderson impurity model without external field

Consider a system without external field, the Hamiltonian of the AIM can be written as

H =
∑
ab

Eabc
†
acb +

1

2

∑
abcd

Uabcdc
†
ac

†
bcdcc +

∑
αb

(Vαbf
†
αcb + V ∗

bαc
†
bfα) +

∑
αβ

ϵαβf
†
αfβ , (4.9)

where the two types of operators, c(†)a annihilate or create an electron in the impurity, f (†)
α

annihilate or create an electron in the bath. a, b, c, d are quantum numbers of the impurity,
α, β are (continuous) quantum numbers of the bath. All indices include both spatial and
spin degrees of freedom, Eab includes all bare level structures of the impurity, Uabcd describes
the interaction between the impurity states, Vαb is the hybridization between the impurity
and bath, ϵαβ describes the energy levels of the non-interacting bath. The corresponding
action can be written as

S = Sloc + Shyb + Sbath , (4.10)

with

Sloc =

∫ β

0

dτ
∑
ab

c̄a(τ)[δab∂τ + Eab]cb(τ) +
1

2

∫ β

0

dτ
∑
abcd

Uabcdc̄a(τ)c̄b(τ)cd(τ)cc(τ) , (4.11a)

Shyb =

∫∫ β

0

dτdτ ′
∑
αb

[Vαbf̄α(τ)cb(τ
′) + V ∗

bαc̄b(τ
′)fα(τ)] , (4.11b)

Sbath =

∫ β

0

dτ
∑
αβ

f̄α(τ)[δαβ∂τ + ϵαβ]fβ(τ) . (4.11c)
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The partition function for the system within the action formalism depends on both the
impurity and the bath Grassmann fields

Z =

∫
D[c̄, c; f̄ , f ]e−S[c̄,c;f̄ ,f ] . (4.12)

Applying the Gaussian integral transformation Eq. 2.24 to the bath Grassmann fields f and
f̄ , the path integral can be transformed as∫

D[f̄ , f ]exp[−
∑
αβ

f̄αA
−1
αβfβ +

∑
α

(J̄αfα + f̄αJα)] = det(A−1)exp[
∑
αβ

J̄αAαβJβ] , (4.13)

where Sbath + Shyb has been transformed together by defining
∑

b Vαbcb = Jα, and A is the
bath propagator Gbath defined with [∂τ + ϵαγ]G

bath
γβ (τ − τ ′) = −δαβδ(τ − τ ′). Integrating

out the bath fermions explicitly, we arrive at an effective action formalism for the partition
function

Z =Zbath

∫
D[c̄, c]e−Seff , (4.14)

where the effective action is defined as

Seff =Slocal +

∫∫ β

0

dτdτ ′
∑
ab

c̄a(τ)∆ab(τ − τ ′)cb(τ
′) (4.15)

=

∫∫ β

0

dτdτ ′
∑
ab

c̄a(τ)[δ(τ − τ ′)(δab∂τ + Eab) + ∆ab(τ − τ ′)]cb(τ
′)

+
1

2

∫ β

0

dτ
∑
abcd

Uabcdc̄a(τ)c̄b(τ)cd(τ)cc(τ)

=−
∫∫ β

0

dτdτ ′
∑
ab

c̄a(τ)G−1
ab (τ − τ ′)cb(τ

′) +
1

2

∫ β

0

dτ
∑
abcd

Uabcdc̄a(τ)c̄b(τ)cd(τ)cc(τ) ,

with the hybridization function

∆ab(τ − τ ′) =
∑
αβ

V †
aαG

bath
αβ (τ − τ ′)Vβb , (4.16)

and the Weiss field G of the impurity problem

−G−1
ab = δ(τ − τ ′)(δab∂τ + Eab) + ∆ab(τ − τ ′) . (4.17)
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The corresponding definitions in the frequency space can be written as

G−1
ab (iωn) = (iωnδab − Eab)−∆ab(iωn) , (4.18)

∆ab(iωn) =
∑
αβ

V †
aα(iωn − ϵαβ)

−1Vβb . (4.19)

4.2.2 Anderson impurity model with singlet superconducting field

To study a system in the presence of a singlet superconducting source field, we need to add
the source field to both the impurity and the bath in the AIM. We will only consider the
Hubbard interaction (see section 4.1) and use the Nambu spinors in the following derivations
for compactness of the expressions. The Nambu spinors include the spin degree of freedom
(see Eq. 3.33), and all the operator indices only contain spatial degrees of freedom. For
clarity we change the indices a, b→ i, j, α, β → ι, κ. The actions of the AIM in Eq. 4.11 can
be written as

Sloc =

∫ β

0

dτ
∑
ij

ψ̄i(τ)[δij∂τ σ̂0 + Eijσ̂3 − η′ijσ̂1 + η′′ijσ̂2]ψj(τ)

+
U

2

∫ β

0

dτ
∑
i

[ψ̄i(τ)σ̂3ψi(τ)][ψ̄i(τ)σ̂3ψi(τ)] , (4.20a)

Shyb =

∫∫ β

0

dτdτ ′
∑
ιj

[ϕ̄ι(τ)(Vιjσ̂3 − η′ιjσ̂1 + η′′ιjσ̂2)ψj(τ
′)

+ ψ̄j(τ
′)(V ∗

jισ̂3 − η′jισ̂1 − η′′jισ̂2)ϕι(τ)] , (4.20b)

Sbath =

∫ β

0

dτ
∑
ικ

ϕ̄ι(τ)[δικ∂τ σ̂0 + ϵικσ̂3 − η′ικσ̂1 + η′′ικσ̂2]ϕκ(τ) , (4.20c)

where we have used ϕ and ϕ̄ as the Nambu spinors describing the bath to distinguish with the
impurity. With the single-particle Green’s function matrix in the singlet superconducting
state defined in Eq. 3.35 and Eq. 3.38, the equation of motion of the bath Green’s function
can be written as

[∂τ σ̂0 + ϵικσ̂3 − η′ικσ̂1 + η′′ικσ̂2]G
bath
ικ (τ − τ ′) = −δικδ(τ − τ ′) . (4.21)
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With the analogue transformation for the spinors ψ and ϕ as in Eq. 4.13, integrating out the
bath explicitly, the effective action is

Seff =−
∫∫ β

0

dτdτ ′
∑
ij

ψ̄i(τ)G−1

ij
(τ − τ ′)ψj(τ

′)

+
U

2

∫
dτ
∑
i

[ψ̄i(τ)σ̂3ψi(τ)][ψ̄i(τ)σ̂3ψi(τ)] , (4.22)

where the Weiss field G−1 can be written out explicitly in the frequency space as

G−1

ij
(iωn) = [iωnσ̂0δij − (Eij − µ)σ̂3 + η′ijσ̂1 − η′′ijσ̂2]−∆ij(iωn) , (4.23)

∆ij(iωn) =
∑
ικ

[V ∗
iι σ̂3 − η′iισ̂1 − η′′iισ̂2]G

bath
ικ (iωn)[Vκjσ̂3 − η′κjσ̂1 + η′′κjσ̂2] . (4.24)

The main difference between Eqs. 4.18, 4.19, and Eqs. 4.23, 4.24 is that all terms in the
Weiss field and the hybridization function are extended from a scalar to a 2 × 2 matrix.
Note that even though we specialized to the Hubbard interaction in the derivation above,
the interacting term does not enter the transformation used to derive the effective action,
and can in general be any type of interaction.

4.3 Dynamical cluster approximation
A common strategy used in theoretical physics to solve a complicated problem is to obtain
an approximation to the solution in terms of a more tractable auxiliary problem, specified
by a self-consistency condition [26]. DMFT [15], which obtains the approximated solution of
a lattice problem using an auxiliary quantum impurity model introduced in section 4.2, has
been a powerful tool for studying lattice models. In this section we provide the derivation of
DMFT with the single-band Hubbard model [section 4.1] using the cavity construction. We
then introduce cluster extensions of DMFT, and derive the dynamical cluster approximaiton
(DCA). The derivations in this section closely follow Refs. [15, 16, 53, 54].

4.3.1 Cavity construction

One of the possible ways for deriving the auxiliary problem of the lattice problem is through
the cavity construction [15]. The underlying idea is to focus on a cluster in the lattice
and explicitly integrate out all the other lattice sites to define an effective dynamics for
the selected cluster [15]. Consider the single band Hubbard model without external field
[Eq. 4.1], the action at site i can be decomposed into an atomic part and a hopping part [15]
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Sat
i =

∫ β

0

dτ
∑
σ

c̄iσ(τ)[∂τ − µ]c̄iσ(τ) + Uni↑(τ)ni↓(τ) , (4.25a)

Stij =

∫ β

0

dτ
∑
σ

[tij c̄iσ(τ)cjσ(τ) + tjic̄jσ(τ)ciσ(τ)] . (4.25b)

The lattice action can be decomposed into three parts S = SC+S
(0)+∆S, with cluster sites

i, j ∈ C, and sites x, y /∈ C

SC =
∑
i∈C

Sat
i +

∑
i,j∈C

Stij , S(0) =
∑
x/∈C

Sat
x +

∑
x,y/∈C

Stxy , ∆S =
∑
i∈C
x/∈C

Stix . (4.26)

The connection between the chosen cluster and other lattice sites is described by the hy-
bridization term ∆S. With the decomposition in Eq. 4.26, the partition function can be
written as

Z =

∫ ∏
i∈C

D[c̄i, ci]e
−SC

∫ ∏
x/∈C

D[c̄x, cx]e
−S(0)+∆S

=

∫ ∏
i∈C

D[c̄i, ci]e
−SCZ(0)⟨e−∆S⟩S(0)

= Z(0)

∫ ∏
i∈C

D[c̄i, ci]e
−Seff . (4.27)

where we have introduced the effective action

Seff = SC + ln⟨e−∆S⟩S(0) . (4.28)

For the exponential term ⟨e−∆S⟩S(0) in the partition function [Eq. 4.27] and the effective
action [Eq. 4.28], the thermal average ⟨· · · ⟩S(0) is taken over the cavity action S(0). To have
a systematic analysis of this exponential term, we use the generating functions of the full
Green’s function and the connected Green’s function introduced in section 2.3.2

M(0)[J̄ , J ] =

〈
exp

(
−
∫ β

0

dτ
∑
xσ

[J̄xσ(τ)cxσ(τ) + c̄xσ(τ)Jxσ(τ)]

)〉
S(0)

, (4.29)

W (0)[J̄ , J ] = ln
〈

exp
(
−
∫ β

0

dτ
∑
xσ

[J̄xσ(τ)cxσ(τ) + c̄xσ(τ)Jxσ(τ)]

)〉
S(0)

. (4.30)

By defining
∑

i tixc̄iσ = J̄xσ, the logarithm term in the effective action [Eq. 4.28] can be
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treated as a generating function

ln⟨e−∆S⟩S(0) = W (0)[J̄ , J ] , (4.31)

and the effective action can be written as

Seff = SC +W (0)[J̄ , J ] . (4.32)

With the combined index

x = (i, σ, τ ) ,

∫
dx =

∫ β

0

dτ
∑
i

∑
σ

, (4.33)

the connected Green’s function can be generated using the generating function W as

(G(n)
conn)

(0)(x1, . . . xm; x
′
1, . . . x

′
k) = (−1)k

δ(m+k)W (0)(J̄ , J)

δJ̄(x1) . . . δJ̄(xm)δJ(x′
k) . . . δJ(x

′
1)

∣∣∣∣
J̄,J=0

= ⟨c̄(x′
1) . . . c̄(x

′
k)c(xm) . . . c(x1)⟩S(0),conn , (4.34)

where m+ k = 2n. In the paramagnetic state, G(m+k)
conn is only nonzero when m = k, while in

the superconducting state, the constraint is loosen to m+ k = 2n is even. The perturbation
expansion of the generating function can then be written as

W (0)[J̄ , J ] =
∑
n

∑
m,k

m+k=2n

(−1)k

(2n)!

∫
dx1 . . . dxmdx

′
1 . . . dx

′
kJ̄(x1) . . . J̄(xm)J(x

′
k) . . . J(x

′
1)

× (G(n)
conn)

(0)(x1, . . . xm; x
′
1, . . . x

′
k) . (4.35)

If we only consider the first order terms in Eq. 4.35 (n = 1), using the fact that for the single
particle Green’s functions

G(1)
conn(x1, x2) = G(1)(x1, x2) ∈ {⟨c(x1)c̄(x2)⟩, ⟨c(x1)c(x2)⟩, ⟨c̄(x1)c̄(x2)⟩, ⟨c̄(x1)c(x2)⟩} , (4.36)

The lowest nontrivial order of W (0) in the spin singlet superconducting state can be written
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as

W (0)[J̄ , J ]
∣∣
n=1

=

∫∫ β

0

dτdτ ′
∑
i,j∈C
x,y/∈C

[− tixtyj c̄i↑(τ)⟨−cx↑(τ)c̄y↑(τ ′)⟩S(0)cj↑(τ
′)

− txitjyci↓(τ)⟨−c̄x↓(τ)cy↓(τ ′)⟩S(0) c̄j↓(τ
′)

− tixtjy c̄i↑(τ)⟨cx↑(τ)cy↓(τ ′)⟩S(0) c̄j↓(τ
′)

− txityjci↓(τ)⟨c̄x↓(τ)c̄y↑(τ ′)⟩S(0)cj↑(τ
′)] , (4.37)

where we have used the equivalence between spin up and spin down given by the SU(2)
symmetry. Using the Nambu spinors [Eq. 3.33], Eq. 4.37 can be written in matrix form

W (0)[J̄ , J ]
∣∣
n=1

= −
∫∫ β

0

dτdτ ′
∑
i,j∈C
x,y/∈C

ψ̄i(τ)tixG
(0)
xy (τ − τ ′)tyjψj(τ

′) , (4.38)

tix =

(
tix 0

0 −txi

)
= tixσ̂3 . (4.39)

The generalization to systems with superconducting bias field can be carried out straight
forwardly by substituting the hopping matrix

tix = tixσ̂3 → tix = tixσ̂3 − η′ixσ̂1 + η′′ixσ̂2 . (4.40)

4.3.2 Single site DMFT approximation

We first consider the single site case with i = j = 0. The effective action given by the cavity
construction [Eq. 4.28] is still not exact solvable due to the infinite order connected Green’s
function in Eq. 4.35. In the infinite connectivity limit (z → ∞), it can be shown that only
the first order term contribute to the effective potential W (0)[J̄ , J ] [15, 55]

lim
z→∞

W (0)(J̄ , J) = −
∫∫ β

0

dτdτ ′
∑
xy

ψ̄0(τ)t0xG
(0)
xy (τ − τ ′)ty0ψ0(τ

′) . (4.41)

The effective action can then be written as

Seff =−
∫∫ β

0

dτdτ ′ψ̄0(τ)G−1

00
(τ − τ ′)ψ0(τ

′) +
U

2

∫
dτ [ψ̄0(τ)σ̂3ψ0(τ)][ψ̄0(τ)σ̂3ψ0(τ)] , (4.42)

where

−G−1

00
(τ − τ ′) = [∂τ σ̂0 − µσ̂3]δ(τ − τ ′) +

∑
xy

t0xG
(0)
xy (τ − τ ′)ty0 . (4.43)
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The second term of the right hand side in Eq. 4.43 represents the process of hopping from
site 0 to site x, propagating on the lattice with cavity from x to y (described by G(0)

xy ), and
then hopping back from site y to site 0, which takes a much simpler form on a Bethe lattice.
When site 0 is removed from the lattice, the nearest neighbors of site 0 are disconnected, so
G(0)
xy = G(0)

xx δxy. In the limit of infinite connectivity, the Green’s function of the lattice with
cavity can be treated as the Green’s function of the full lattice, which gives the relations [15,
54]

−G−1

00
(τ − τ ′) = [∂τ σ̂0 − µσ̂3]δ(τ − τ ′) + t G(τ − τ ′) t , (4.44)
G−1

00
(iωn) = [iωnσ̂0 + µσ̂3]− t G(iωn) t . (4.45)

To connect the cavity Weiss field G to a given Green’s function G, we need the relation
between the lattice Green’s function G and the cavity Green’s function G(0), which for a
general lattice, reads [15]

G(0)
xy (iωn) = Gxy(iωn)−Gx0(iωn)G

−1
00 (iωn)G0y(iωn) . (4.46)

Insert this equation into the Eq. 4.43 gives

G−1

00
(iωn) = [iωnσ̂0 + µσ̂3]−

∑
xy

t0x[Gxy(iωn)−Gx0(iωn)G
−1
00 (iωn)G0y(iωn)]ty0 . (4.47)

Introduce the Fourier transformations of the lattice Green’s function and the hopping term

Gxy(iωn) =
1

N

∑
k

Gk(iωn)e
ik·(rx−ry) , ϵk =

∑
x

tx0e
−ik·rx , ϵk = ϵkσ̂3 , (4.48)

the summation in Eq. 4.47 can be expressed as

G−1

00
(iωn) = [iωnσ̂0 + µσ̂3]−

1

N

∑
k

ϵkGk(iωn)ϵk

+
1

N 2

∑
kk′

ϵkGk(iωn)G
−1
00 (iωn)Gk′(iωn)ϵk′ . (4.49)

The central approximation in DMFT is that the self energy Σ(iωn) is a local quantity. The
lattice Green’s function can then be expressed in terms of a local term and a hopping term

G−1
k (iωn) = Λ(iωn)− ϵk , (4.50)
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where the local quantity is defined as Λ(iωn) = [iωnσ̂0+µσ̂3]−Σ(iωn). Inserting the hopping
term ϵk = Λ(iωn)−G−1

k (iωn) into Eq. 4.49, and using 1

N

∑
kGk(iωn) = G00(iωn),

∑
k ϵk = 0,

we obtain the relation

G−1

00
(iωn) = [iωnσ̂0 + µσ̂3]− Λ(iωn) +G−1

00 (iωn) = Σ(iωn) +G−1
00 (iωn) . (4.51)

Comparing Eq. 4.51 with the Weiss field given by the AIM with single site impurity [Eq. 4.23],
we get an explicit relation between the lattice Green’s function G, the hybridization function
∆, and the self-energy Σ

G−1
00 (iωn) = [iωnσ̂0 + µσ̂3]−∆(iωn)− Σ(iωn) . (4.52)

This equation provides the self-consistent condition in DMFT. See section 4.3.4 for the self-
consistency loop.

4.3.3 Quantum cluster methods

In DMFT, the self-energy is considered as a pure local quantity and momentum conservation
is disregarded. To partially restore the momentum dependence, we refer to the cluster
extensions of DMFT, also called the quantum cluster theories [16]. One of the cluster
extensions, DCA [16, 19], will be derived and discussed in detail in this subsection. In the
following derivations, we will only consider systems in the paramagnetic state and omit the
spin index for simplicity. The generalization to the singlet superconducting state will be
explained at the end of this section.

The derivations in this subsection closely follow Refs. [16, 53]. To follow the notations
used in the references, we will use bold x and bold k as the symbols for sites and momenta,
and move the labels from subscript to parenthesis.

4.3.3.1 General Setup

The quantum cluster approaches reduce the lattice problem to a cluster problem with finite
number degrees of freedom. In the general set up of a cluster problem, a D-dimensional N-site
lattice is partitioned into clusters with linear size Lc containing Nc = LDc sites. Fig. 4.1 shows
this type of partitioning with D = 2, Nc = 4. Following the notation in Ref. [16], we use x̃
to mark the position of a cluster within the superlattice and X to label the Nc sites within
the cluster. The position of a site in the original lattice is then decomposed into two parts
x = x̃+X. Correspondingly, in the reciprocal space, the first Brillouin zone is divided into Nc

patches with size (2π/Lc)
D. The wave vector in the full Brillouin zone can be represented by
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x̃

X

Lc

k̃

K

2π/Lc

First Brillouin Zone

Figure 4.1: Coordinates in a two-dimensional lattice with Nc = 4. Left: real space coordinates.
x̃ is the position of a cluster within the superlattice, X labels the Nc sites within a
cluster. Right: momentum space coordinates. K is the cluster momentum, k̃ labels
the momentum within each patch. Dotted line shows the first Brillouin zone.

k = k̃+K, with K being the cluster momentum and k̃ the momentum within the patch. The
cluster momentum K becomes reciprocal lattice vector with Kα = nα(2π/Lc), nα integer.
The Fourier transform of a function within this type of partitioning can be written as [16]

f(K, k̃) =
∑
Xx̃

f(X, x̃)e−i[(K+k̃)·X+k̃·x̃] , f(X, x̃) = 1

N

∑
Kk̃

f(K, k̃)ei[(K+k̃)·X+k̃·x̃] . (4.53)

The hopping and the self-energy can also be split into intercluster and intracluster parts [16]

t(x̃i − x̃j) = tcδx̃i,x̃j
− δt(x̃i − x̃j) , (4.54)

Σ(x̃i − x̃j, z) = Σcδx̃i,x̃j
− δΣ(x̃i − x̃j, z) , (4.55)

where all quantities are matrices in cluster sites with dimension Nc × Nc, and tc = t(x̃ =

0), Σc(z) = Σ(x̃ = 0, z) are the intracluster terms, with z being an arbitrary frequency
parameter.

4.3.3.2 Locator expansion

The basic idea behind quantum cluster theories is to write down an expansion in space
around a finite size cluster, also called a locator expansion [16]. Using the locator expansion
around the cluster, with matrix notation of the Nc cluster sites, the Green’s function can be
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written in the form [16]

G(x̃i − x̃j, z) =gc(z)δx̃ix̃j
+ gc(z)

∑
l

[δt(x̃i − x̃l) + δΣ(x̃i − x̃l, z)]G(x̃l − x̃j, z) , (4.56)

where gc(z) is a Nc × Nc matrix representing the cluster Green’s function of an isolated
cluster

gc(z) = [(z + µ)− tc − Σc(z)]
−1 . (4.57)

With the preserved translational invariance of the superlattice, Eq. 4.56 can be simplified
by performing a Fourier transform of the intercluster coordinates [16]

G(k̃, z) = gc(z) + gc(z)[δt(k̃) + δΣ(k̃, z)]G(k̃, z) . (4.58)

The central approximation of all the cluster formalisms is to truncate the self-energy at
cluster level, i.e δΣ(k̃, z) = 0. The Green’s function then reads

G(k̃, z) = gc(z) + gc(z)δt(k̃)G(k̃, z) = [g−1
c (z)− δt(k̃)]−1 . (4.59)

The corresponding hopping integral in momentum space can be computed with the intra-
cluster Fourier transform of ϵK+k̃

[t(k̃)]XiXj
=

1

Nc

∑
K

ei(K+k̃)·(Xi−Xj)ϵK+k̃ , (4.60)

which violates translational symmetry with respect to the cluster sites X due to the phase
factors eik̃·(Xi−Xj).

4.3.3.3 Dynamical cluster approximation

In the Hubbard model [Eq. 4.1], the interaction U is purely local. The momentum depen-
dence of the interaction vertex in diagrammatic expansion is then completely characterized
[56] by the Laue function

∆(k1, k2, k3, k4) =
∑

x

ei(k1−k2+k3−k4)·x . (4.61)

In a conventional diagrammatic approach, ∆(k1, k2, k3, k4) = Nδ(k1 − k2 + k3 − k4), which
refers to momentum conservation at the vertex. In DMFT, ∆(k1, k2, k3, k4) is set to one and
momentum conservation is disregarded. The basic idea behind the DCA [16, 19, 53] is to
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partially restore the translational invariance and momentum conservation at cluster level.
With the definitions of cluster momentum K and momentum within each path k̃, the Laue

function can be written in terms of [19]

∆(k1, k2, k3, k4) =
∑

x

ei(k̃1−k̃2+k̃3−k̃4+K1−K2+K3−K4)·x

= Ncδ(K1 − K2 + K3 − K4)
∑
n

1

n!
[(k̃1 − k̃2 + k̃3 − k̃4) · ∇K1

]n . (4.62)

In DCA, the Laue function is taken up to the first term with n = 0 [19]

∆DCA(k1, k2, k3, k4) = Ncδ(M(k
1
)− M(k

2
) + M(k

3
)− M(k

4
)) , (4.63)

where M is a mapping function that maps the lattice momentum k onto cluster momentum
K. Therefore, the cluster momentum is conserved within DCA, and the approximation
Σ(k, z) ≈ Σ(M(k), z) follows as a natural consequence [19]. Correspondingly, the translation
invariance of the hopping integral can be restored by defining the intracluster hopping

[tDCA(k̃)]XiXj
= [t(k̃)]XiXj

e−ik̃·(Xi−Xj) =
1

Nc

∑
K

eiK·(Xi−Xj)ϵK+k̃ . (4.64)

The intra- and inter-cluster hopping integrals can then be written with the cluster Fourier
transform

[tc,DCA]XiXj
=

1

Nc

∑
K

eiK·(Xi−Xj)ϵ̄K , (4.65)

[δtDCA(k̃)]XiXj
=

1

Nc

∑
K

eiK·(Xi−Xj)δt(K + k̃) , (4.66)

where

ϵ̄K =
Nc

N

∑
k̃

ϵK+k̃ , δt(K + k̃) = ϵK+k̃ − ϵ̄K . (4.67)

The cluster translational invariant hopping integrals enable a diagonal Green’s function in
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the cluster momentum space

G(K + k̃, z) = gc(K, z) + gc(K, z)δt(K + k̃)G(K + k̃, z)

=
1

g−1
c (K, z)− δt(K + k̃)

, (4.68)

gc(K, z) = [(z + µ)− ϵ̄K − Σc(K, z)]−1 . (4.69)

The major approximation in DCA is that the self-energy is a piece-wise constant function of
the coarse grained Green’s function

Ḡ(K, z) = Nc

N

∑
k̃

G(K + k̃, z)

=
Nc

N

∑
k̃

[(z + µ)− ϵ̄K − Σc(K, z)− δt(K + k̃)]−1

=
Nc

N

∑
k̃

[(z + µ)− ϵK+k̃ − Σc(K, z)]−1 , (4.70)

in which we use the approximation Σ(K + k̃, z) = Σc(K, z). The only term containing k̃ in
Eq. 4.70 is ϵ̄K+k̃. By defining a hybridization function

Γ(K, z) =
Nc

N

∑
k̃ δt

2(K + k̃)G(K + k̃, z)
1 + Nc

N

∑
k̃ δt(K + k̃)G(K + k̃, z)

, (4.71)

the coarse grained Green’s function can be written as

Ḡ(K, z) = [(z + µ)− ϵ̄K − Σc(K, z)− Γ(K, z)]−1 . (4.72)

The decay of the hybridization function Eq. 4.71 follows Γ(K, z) ∼ O(1/N 2/D
c ) [53]. This can

be proved by noticing that the momentum k̃ ≤ ∆k = 2π/N 1/D
c . Since ϵ(K)− ϵ̄(K) ∼ O(∆k),

it can be seen from the Taylor expansion of δt(K+ k̃) around the cluster momentum K that
δt(K + k̃) is of the order O(∆k) and Γ(K, z) is of the order O((∆k)2).

4.3.3.4 Hybridization function from cavity construction

The exact form of the hybridization function Γ(K, iωn) can also be computed from an effective
cluster problem by focusing on one cluster in the superlattice (labeled by o in the derivations
below) [53]. We will summarize the central steps of the derivation provided by Ref. [53] in
this subsection, and will temporarily omit the time or frequency label since the analysis are
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done in site and momentum space.
With the DCA cluster set up, the hybridization term of cluster o can be written as

Γno =
∑
lm

δconTnlG
(0)
lmTmo , δcon =

Nc

N

∑
k̃

eik̃·(xo−xn) , Tnl =
1

N

∑
k

eik·(xn−xl)δt(k) , (4.73)

where δcon is a cluster delta function with value 1 for sites n on the impurity cluster and
decays fast for sites outside the impurity cluster. G(0)

lm is the lattice Green’s function with
the impurity cluster removed, and Tnl is the cluster hopping integral. The cluster Fourier
transform of the hybridization function is given by

Γ(K) =
∑
n

e−iK·(xn−xo)Γno . (4.74)

Similar to the full lattice Green’s function [Eq. 4.68], the Green’s function on the lattice with
cavity removed can be written as

G(0)
lm = glmδ

c
lm +

∑
l′m′

′gll′δ
c
ll′Tl′m′G(0)

m′m , glm =
1

Nc

∑
K

eiK·(xl−xn)gc(K) , (4.75)

where the summation (
∑ ′) is restricted to the sites outside the cluster. To compute the

hybridization term in Eq. 4.73, we define the quantity

Qlo =
∑
m

G(0)
lmTmo

=
∑
m

glmδ
c
lmTmo +

∑
l′m′

gll′δ
c
ll′Tl′m′Qm′o + flo , (4.76)

where the summation runs over all lattice sites, and the extra term flo is added to account
for site exclusion and meet the requirement

∑
l

δcolQloe
−iK·(xl−xo) = 0 , ∀K . (4.77)

In the momentum space, this constraint can be expressed as

Nc

N

∑
k̃

Q(K + k̃) = 0 , ∀K . (4.78)

The expression of Q in the momentum space can be computed from the Fourier transform
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of Eq. 4.76

Q(K + k̃) = gc(K)δt(K + k̃) + gc(K)δt(K + k̃)Q(K + k̃)

− gc(K)
Nc

N

∑
k̃1

δt(K + k̃1)Q(K + k̃1) . (4.79)

The hybridization function in momentum space can then be written as

Γ(K) =
∑
nl

e−iK·(xn−xo)δconTnlQlo =
Nc

N

∑
k̃1

δt(K + k̃1)Q(K + k̃1) . (4.80)

Eqs. 4.79, 4.80 and 4.68 give a set of closed form equations for Q(K+ k̃) and Γ(K), result in

Q(K + k̃) = δt(K + k̃)− Γ(K)

g−1
c (K)− δt(K + k̃)

= [δt(K + k̃)− Γ(K)]G(K + k̃) , (4.81)

Γ(K) =
Nc

N

∑
k̃

δt(K + k̃)Q(K + k̃)

=
Nc

N

∑
k̃

δt2(K + k̃)− Γ(K)
Nc

N

∑
k̃

δt(K + k̃)G(K + k̃) ,

⇒ Γ(K) =
Nc

N

∑
k̃ δt

2(K + k̃)G(K + k̃)
1 + Nc

N

∑
k̃ δt(K + k̃)G(K + k̃)

. (4.82)

Therefore, the hybridization function given by the cluster impurity method (Eq. 4.82) and
the lattice partitioning method (Eq. 4.71) is exactly the same.

4.3.3.5 Connection to impurity model

To connect DCA with DMFT and the AIM introduced in section 4.2, we rewrite the effective
action of the cavity construction [Eq. 4.32]

Seff =−
∫∫ β

0

dτdτ ′
∑
ij,σ

c̄iσ(τ)G−1
ij,σ(τ − τ ′)cjσ(τ

′)

+ U

∫
dτ
∑
i

[c̄i↑(τ)ci↑(τ)c̄i↓(τ)ci↓(τ)] , (4.83)
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with the Weiss field G in the form

G−1
ij (τ − τ ′) = [∂τ + tij − µ]δ(τ − τ ′)−

∑
xy

tixG
(0)
xy (τ − τ ′)tyj . (4.84)

Transforming the cavity Green’s function with the DCA Fourier transform, the Weiss field
can be written out similarly as in Eq. 4.49

G−1
c (K, iωn) = [iωn − ϵ̄K + µ]− Nc

N

∑
k̃

δt(K + k̃)G(K + k̃, iωn)δt(K + k̃) (4.85)

+
N 2
c

N 2

∑
k̃k̃′

δt(K + k̃)G(K + k̃, iωn)Ḡ−1(K, iωn)G(K + k̃′, iωn)δt(K + k̃′) .

Using the central approximation in DCA that the self-energy only depends on cluster mo-
mentum K, the corresponding local quantity can be defined as Λc(K, iωn) = g−1

c (K, iωn) =
[iωn − ϵ̄K + µ]− Σc(K, iωn), and Eq. 4.68 gives the relation

δt(K + k̃) = Λc(K, iωn)−G−1(K + k̃, iωn) . (4.86)

Inserting this equation into Eq. 4.85, and using Ḡ(K, iωn) = Nc

N

∑
k̃ G(K+ k̃, iωn),

∑
k̃ δt(K+

k̃) = 0, the Weiss field can be written as

G−1
c (K, iωn) = [iωn − ϵ̄K + µ]− Λc(K, iωn) + Ḡ−1(K, iωn)

= Σc(K, iωn) + Ḡ−1(K, iωn) . (4.87)

Comparing with Eq. 4.23 given by the AIM, the coarse grained Green’s function can be
written as

Ḡ−1(K, iωn) = [iωn − ϵ̄K + µ]− ∆̄(K, iωn)− Σc(K, iωn) , (4.88)

which is exactly the same as Eq. 4.72 with ∆̄(K, iωn) = Nc

N

∑
k̃ ∆(K + k̃, iωn) = Γ(K, iωn).

4.3.3.6 Φ functional

As shown by Baym and Kadanoff [35, 36], a thermodynamically consistent approximation
can be constructed by requiring the self-energy Σ to be Φ-derivable, where Φ is the Luttinger-
Ward functional (see section 2.6)

Σ =
δΦ[G]

δG
. (4.89)
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It has been proved that both DMFT and DCA fulfill this restriction [15, 19, 53]. With
Eq. 2.81 and Eq. 2.82, the Luttinger Ward functional can be written as

Φ[G] =
∞∑
l=1

1

2l
Tr
[
G(k)Σ(l)(k)

]
. (4.90)

Applying the Laue function defined in Eq. 4.63 to the vertices in all the diagrams defining
Φ, the DCA Φ functional reads [19, 53]

ΦDCA[Ḡ] =
N

Nc

∞∑
l=1

1

2l
Trc

[
Ḡ(K)Σ(l)(K)

]
, (4.91)

with Ḡ(K) defined in Eq. 4.70 and the trace is taken over all the cluster degrees of freedom
(including the cluster momentum K). The requirement of a Φ-derivable approximation gives

Σ(k) = δΦDCA

δG(k)
=
δΦDCA

δḠ(K)

δḠ(K)

δG(k)
=
N

Nc

Σ(K)× Nc

N
δK,M(k) = Σ(M(k)) . (4.92)

The grand potential [Eq. 2.80] can be written out explicitly as

Ω =
1

β
[Φ[G] + Tr ln[−G(k)]− Tr[G(k)Σ(k)]]

=
1

β
[Φ[G] + Tr ln[−G(k)]− Tr[G(k)G−1

0 (k)− I]] , (4.93)

which within the DCA approximation reads

ΩDCA =
1

β

[
ΦDCA[Ḡ(K)] + Tr ln[−G(k)]− Tr[G(k)G−1

0 (k)− I]
]
. (4.94)

The DCA grand potential is stationary when Σ fulfills the coarse grained Dyson equation

δΩDCA

δG(k)
=

1

β
[Σ(M(k)) +G−1

0 (k)−G−1(k)] = 0 . (4.95)

4.3.3.7 DCA approximation at two-particle level

To compute the susceptibilities within DCA, we use the Bethe-Salpeter equation given in
Eq. 2.93 and Eq. 3.154. The approximation in DCA at two-particle level is that the two-
particle irreducible vertex Γ = δΣ[G]/δG is piece-wise constant in the momentum space [16,
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19]

Γ(K + k̃,K′ + k̃′, q) ≈ Γc(K,K′, q) , (4.96)

where we omit the frequency labels. The cluster and lattice Bethe-Salpeter equations are in
the form

χc,σσ′(K,K′, q) =χ×
0c,σσ′(K,K′, q)

− χ×
0c,σσ1

(K,K1, q)Γc,σ1σ2
(K1,K2, q)χc,σ2σ′(K2,K′, q) , (4.97)

χl,σσ′(K,K′, q) =χ×
0l,σσ′(K,K′, q)

− χ×
0l,σσ1

(K,K1, q)Γc,σ1σ2
(K1,K2, q)χl,σ2σ′(K2,K′, q) , (4.98)

where the cluster and lattice bare susceptibility χ×
0 are defined as [16]

χ×
0c,σσ′(K,K′, q) = −βNcḠ(K)Ḡ(K + q)δK,K′δσ,σ′ , (4.99)

χ×
0l,σσ′(K,K′, q) = −βN

2
c

N

∑
k̃

G(K + k̃)G(K + k̃ + q)δK,K′δσ,σ′ . (4.100)

The lattice susceptibility χl can be computed by eliminating Γc in Eq. 4.99 and Eq. 4.100,
resulting in a matrix form equation

χ−1
l − χ×−1

0l = χ−1
c − χ×−1

0c , (4.101)

where the matrices are in the space of K, K′ and σ, σ′ with fixed q. The decoupling between
different spin configurations can be carried out as described in section 3.7.

4.3.3.8 Generalization to symmetry broken state

The momentum space approximation in DCA does not depend on the exact form of the
Green’s functions and self-energies. All the derivations in this subsection can be generalized
to the singlet superconducting state by substituting the scalars with matrix form quantities
G → G, Σ → Σ. See Ref. [16] for more discussions about the generalization to symmetry
broken state.

4.3.4 Self-consistency loop

The self-consistent procedure of DMFT and DCA using the self-energy Σ as the adjustable
quantity follow the same pattern [15, 16]. The DCA self-consistency loop is shown in Fig. 4.2.
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Cluster Impurity Solver

Σc(K, iωn) = G−1
c (K, iωn)− g−1

c (K, iωn)

Ḡ(K, iωn) =
Nc

N

∑
k̃

[(iωn + µ)− ϵK+k̃ − Σc(K, z)]−1

G−1
c (K, iωn) = Σc(K, iωn) + Ḡ−1(K, iωn)

gc(K, iωn)

Σc(K, iωn)Ḡ(K, iωn)

Gc(K, iωn)

Figure 4.2: DCA self-consistency loop using the self-energy Σ as the adjustable quantity.

This procedure can be written out explicitly using the two central equations Eq. 4.70 and
Eq. 4.87 in combine with a cluster impurity solver that can solve the impurity model intro-
duced in section 4.2

1. Start from an initial guess of the self-energy Σc(K, iωn), usually zero.

2. Compute the coarse-grained lattice Green’s function Ḡ(K, iωn) using Eq. 4.70.

3. Compute the Weiss field Gc(K, iωn) using Eq. 4.87, which is the input of the impurity
solver.

4. Compute the cluster Green’s function gc(K, iωn) from the impurity solver.

5. Compute the new self-energy Σc(K, iωn) with Σc(K, iωn) = G−1
c (K, iωn)− g−1

c (K, iωn).

6. Go back to step 2 until convergence.

In general the DCA self-consistency loop is well behaved and can converge within ∼ 10

iterations, while critical slowing down will occur around second-order phase transitions.
To enter a spontaneous symmetry broken state, a initial source field will be added during

the first iteration of the DCA loop, which will be removed in the subsequent iterations. With
an impurity solver that allows for ordering, we identify the ordered state by checking whether
the order parameter is finite after the calculation converge to a self-consistent solution.

4.4 Continuous-time auxiliary-field Monte Carlo
The central step in DMFT and DCA simulations is solving the quantum impurity problem,
i.e. computing the impurity Green’s function, which is a conceptually and algorithmically
challenging problem. A wide range of approximate techniques have been developed to solve
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this problem, including exact diagonalization (ED) with discretized bath [22], numerical
renormalization group [57, 58], resummation of particular subset of diagrams (such as the
non-crossing approximation (NCA) [23]), etc.

For finite temperature simulations, quantum Monte Carlo techniques provide a general
method for solving the quantum impurity problem [26]. The Hirsh-Fye quantum Monte Carlo
method [59] has been the principal impurity solver before the developments of continuous-
time quantum Monte Carlo (CT-QMC) methods. However, its power is limited by the finite
discretization of the imaginary time axis, and the difficulty for simulating systems with
general interaction. The CT-QMC methods avoid the time discretization by sampling the
partition function with a diagrammatic expansion [26]. The most widely used CT-QMC
methods include interaction-expansion continuous time quantum Monte Carlo (CT-INT),
continuous-time hybridization expansion Monte Carlo (CT-HYB) [60, 61], and continuous-
time auxiliary-field Monte Carlo (CT-AUX) [27]. For a review of the CT-QMC methods see
Ref. [26].

This section mainly focuses on the derivations of the CT-AUX method for the single-band
Hubbard model in the singlet superconducting state. The derivations closely follow Ref. [26,
27, 62, 63].

4.4.1 Partition function quantum Monte Carlo

The partition function Z of the AIM [Eq. 4.14] can be represented by a sum of the configu-
rations c of weight wc [63]

Z =

∫
D[c̄, c]e−Seff[c̄,c] =

∫
D[c̄, c]e−S0[c̄,c]−SI [c̄,c]

=
∞∑
k=0

(−1)k

k!

∫
D[c̄, c]e−S0SkI =

∑
c

wc , (4.102)

where the action is split into an exact solvable part S0 and a non exact solvable part SI .
In quantum Monte Carlo simulations, we sample the partition function configuration sum
using a Markov process. In each simulation, a Markov chain c0 → c1 → · · · is generated
in the configuration space in a way such that any possible configuration can be reached
from another configuration in a finite number of steps (ergodicity) [26], with transition
probabilities fulfilling the detailed balance condition [26]

|wi|p(ci → cj) = |wj|p(cj → ci) . (4.103)
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Here p(ci → cj) is the probability of moving from configuration ci to configuration cj, and
can be written as

p(ci → cj) = pprop(ci → cj)p
acc(ci → cj) , (4.104)

with pprop the probability a move is proposed, and pacc the probability a proposed move is
accepted. The detailed balance relation [Eq. 4.103] can then be written in the form of

pacc(ci → cj)

pacc(cj → ci)
=
pprop(cj → ci)

pprop(ci → cj)

|w(cj)|
|w(ci)|

. (4.105)

In quantum Monte Carlo simulations, the expectation value of an observable can be estimated
via the Monte Carlo average

⟨O⟩ ≈ ⟨O⟩MC =

∑N

i=1 |wci |signciOci∑N

i=1 |wci |signci
=

⟨sign ·O⟩
⟨sign⟩ , (4.106)

where Oci is the measured value at each configuration, and signci is the sign of the weight of
each configuration signci = wci/|wci |. According to the central limit theorem, if the number
of configurations is large enough (N → ∞), the expectation value ⟨O⟩MC will be normally
distributed around the true value with variance

Var[⟨O⟩MC] = ⟨(OMC −O)2⟩ = Var[O]
N

. (4.107)

The root-mean-square error σ =
√

Var[⟨O⟩MC] =
√

Var[⟨O⟩]/
√
N of this estimation then

has an asymptotic scaling of σ ∼ O(N−1/2).

4.4.2 Auxiliary-field expansion

The effective action of the cluster AIM associated with the single-band Hubbard model can
be written out explicitly as in Eq. 4.15

Seff =−
∫∫ β

0

dτdτ ′
∑
ij

ψ̄i(τ)G−1

ij
(τ − τ ′)ψj(τ

′)

+
U

2

∫
dτ
∑
i

[ψ̄i(τ)σ3ψi(τ)][ψ̄i(τ)σ3ψi(τ)] , (4.108)

with G
ij

the Weiss field defined in Eq. 4.23. Using the idea of interaction representation [4,
6], the effective action can be split into two parts Seff = S0 + SI , with S0 a quadratic term,
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and SI the interacting part

S0 = −
∫∫ β

0

dτidτj
∑
ij

ψ̄i(τi)G−1

ij
(τi, τj)ψj(τj) , (4.109)

SI =
U

2

∫
dτi
∑
i

[ψ̄i(τi)σ3ψi(τi)][ψ̄i(τi)σ3ψi(τi)] . (4.110)

The interacting part is the same in both the paramagnetic and the singlet superconducting
state, and can be expressed with the density operator niσ = c̄iσciσ

SI = U

∫ β

0

dτ
∑
i

[ni↑(τ)ni↓(τ)−
1

2
(ni↑(τ) + ni↓(τ))] . (4.111)

Within the weak-coupling interaction expansion, the quadratic part of the effective action
can be integrated out in the partition function

Z =

∫
D[c̄, c]e−Seff[c̄,c] =

∫
D[c̄, c]e−S0[c̄,c]e−SI [c̄,c]

=

∫
D[c̄, c]e−S0[c̄,c]

∑
k

1

k!
(−SI [c̄, c])k = Z0

∑
k

1

k!
⟨(−SI [c̄, c])k⟩0 , (4.112)

where we have used ⟨·⟩0 to represent the thermal average taken with respect to the quadratic
action S0. The main task in the weak-coupling partition function Monte Carlo simulations
is to represent this power series [26, 27, 59, 63–65] .

For the convenience of implementation, we switch to the Hamiltonian formalism and write
the partition function Z using operators

Z = Tr[e−βH ] = Tr[e−βH0Te−
∫ β
0
dτHI(τ)] , (4.113)

where H0 is a quadratic term, and HI is the interacting Hamiltonian

HI = U
∑
i

[ni↑ni↓ −
1

2
(ni↑ + ni↓)] , niσ = c†iσciσ . (4.114)

To decouple the quadruple term in HI , we define the shifted interacting Hamiltonian with
an arbitrary parameter K

−H̃I = −HI +
K

β
=
K

β
(1− βHI

K
) , (4.115)
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and perform the discrete Hubbard-Stratonovich transformation [59, 66, 67], which gives

1− βHI

K
=

1

2N

∑
i,si=±1

eγsi(c
†
i↑ci↑−c

†
i↓ci↓) , (4.116)

where N is the number of sites i summed over, and si = ±1 are auxiliary spins. The value
of γ can be computed by setting c†i↑ci↑ − c†i↓ci↓ = 1, which gives

cosh(γ) = 1 +
βUN

2K
. (4.117)

The configuration space of the Monte Carlo sampling is the collection of all auxiliary spin
configurations [26]

c = {{}, {(s1, τ1, r1)}, {(s1, τ1, r1), (s2, τ2, r2)}, . . . {(s1, τ1, r1), . . . (sk, τk, rk)}, . . . } , (4.118)

where si =↑, ↓, τi and ri are labels of the time and position of the ith auxiliary spin. The
time ordered exponent in the partition function can be expanded as

Z = e−K
∑
k

∑
si=±1
i=1···k

∫ β

0

dτ1· · ·
∫ β

τk−1

dτk

(
K

2βN

)k
Zk({si, τi, ri}) , (4.119)

with Zk({si, τi, xi}) the partition function associated with each configuration

Zk({si, τi, ri}) = Tr
[

k∏
i=1

e−∆τiH0eγsi(nri↑−nri↓)

]
, (4.120)

where ∆τi = τi+1 − τi for i < k and ∆τk = β − τk + τ1. Using the identity

eγsσnσ = eγsσnσ + (1− nσ) = eγsσc†σcσ + cσc
†
σ

= eγsσ − (eγsσ − 1)cσc
†
σ = 1 + (eγsσ − 1)c†σcσ , (4.121)

the trace factor can be expressed in terms of the bare impurity Green’s functions G. Take
the first order as an example, the partition function can be written as

Z1({s1, τ1, r1})

= Tr
[
e−(β−τ1)H0 [eγs1 − (eγs1 − 1)cr1↑c

†
r1↑][e

−γs1 − (e−γs1 − 1)cr1↓c
†
r1↓]e

−τ1H1
]
. (4.122)

In the paramagnetic state, only the normal components of the Green’s function Grirj ,σ =

⟨criσ(τi)c†rjσ(τj)⟩ are non-zero. The spin up and spin down contributions to the partition
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function can be decoupled

Z1({s1, τ1, r1}) = Z0[e
γs1 − (eγs1 − 1)Gr1r1,↑(0+)][e−γs1 − (e−γs1 − 1)Gr1r1,↓(0+)] . (4.123)

Using the Wick’s theorem (see section 2.4), the kth order partition function can be written
as

Zk({si, τi, ri}) = Z0

∏
σ

detN−1
σ ({si, τi, ri}) , (4.124)

where Nσ is a k × k matrix defined as

N−1
σ ({si, τi, ri}) = eV

si
σ −G{τi,ri}

0σ (eV
si
σ − I) , (4.125)

eV
si
σ = diag(eγ(−1)σs1 , . . . , eγ(−1)σsi) , (4.126)

(G{τi,ri}
0σ )ij = Grirj ,σ(τi − τj) , τi − τi = 0+ . (4.127)

In the singlet superconducting state, both normal and anomalous components of the Green’s
function are non-zero (see Eq. 3.35). The first order partition function is in the form

Z1({s1, τ1, r1}) (4.128)
= Tr

[
e−(β−τ1)H0 [eγs1 − (eγs1 − 1)cr1↑c

†
r1↑][e

−γs1 − (e−γs1 − 1)cr1↓c
†
r1↓]e

−τ1H1
]

= Tr
[
e−(β−τ1)H0 [eγs1 − (eγs1 − 1)cr1↑c

†
r1↑][1 + (e−γs1 − 1)c†r1↓cr1↓]e

−τ1H1
]

= Z0[e
γs1 + eγs1(e−γs1 − 1)⟨c†r1↓(τ1)cr1↓(τ1)⟩0 − (eγs1 − 1)⟨cr1↑(τ1)c

†
r1↑(τ1)⟩0

− (eγs1 − 1)(e−γs1 − 1)⟨cr1↑(τ1)c
†
r1↑(τ1)c

†
r1↓(τ1)cr1↓(τ1)⟩0] ,

where the quadruple term can be expanded using the Wick’s theorem (omitting time argu-
ment)

⟨cr1↑c
†
r1↑c

†
r1↓cr1↓⟩0 = ⟨cr1↑c

†
r1↑⟩0⟨c

†
r1↓cr1↓⟩0 − ⟨cr1↑cr1↓⟩0⟨c

†
r1↓c

†
r1↑⟩0

= det
(
⟨cr1↑c

†
r1↑⟩0 ⟨cr1↑cr1↓⟩0

⟨c†r1↓c
†
r1↑⟩0 ⟨c†r1↓cr1↓⟩0

)
= det[⟨ψr1ψ†

r1
⟩0] . (4.129)
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Eq. 4.128 can then be written in matrix form

Z1({s1, τ1, r1})
Z0

(4.130)

= e−γs1{e2γs1 − eγs1(eγs1 − 1)⟨cr1↑c
†
r1↑⟩0 − eγs1(eγs1 − 1)⟨c†r1↓cr1↓⟩0

+ (eγs1 − 1)(eγs1 − 1)[⟨cr1↑c
†
r1↑⟩0⟨c

†
r1↓cr1↓⟩0 − ⟨cr1↑cr1↓⟩0⟨c

†
r1↓c

†
r1↑⟩0]}

= e−γs1det
[(

eγs1 0

0 eγs1

)
−
(
⟨cr1↑c

†
r1↑⟩0 ⟨cr1↑cr1↓⟩0

⟨c†r1↓c
†
r1↑⟩0 ⟨c†r1↓cr1↓⟩0

)(
eγs1 − 1 0

0 eγs1 − 1

)]
.

For kth order, this expression generalizes to

Zk({si, τi, ri})
Z0

= [detN−1({si, τi, ri})]
k∏
i=1

e−γisi , (4.131)

where N is a 2k × 2k matrix defined by

N−1({si, τi, ri}) = eV
si −G{τi,ri}

0 (eV
si − I) , (4.132)

eV
si

= diag(eγs1 , eγs1 , . . . , eγsk , eγsk) , (4.133)

(G{τi,ri}
0 )ij = G

rirj
(τi, τj) =

(
Grirj ,00(τi, τj) Grirj ,01(τi, τj)
Grirj ,10(τi, τj) Grirj ,11(τi, τj)

)
. (4.134)

For convenience we will always use the symbol X ij to represent 2× 2 matrix in the following
derivations

X ij =

(
X2i,2j X2i,2j+1

X2i+1,2j X2i+1,2j+1

)
. (4.135)

4.4.3 Monte Carlo updates

In the random walk updates, the probability of inserting an auxiliary spin in [0, β) is
pprop(k → k + 1) = (1/2)(dτ/β); the probability of removing a random auxiliary spin is
pprop(k + 1 → k) = 1/(k + 1). The acceptance rate of moving from order k to k + 1 with an
extra auxiliary spin {s, τ, r} can be computed from the detailed balance relation Eq. 4.105

pacc(k → k + 1)

pacc(k + 1 → k)
=
Ke−γs

k + 1

det [N (k+1)]
−1

det [N (k)]
−1 . (4.136)
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The proposed move from order k to k ± 1 is accepted with the probability

min
[
1,
pacc(k → k ± 1)

pacc(k ± 1 → k)

]
. (4.137)

To compute the acceptance rate in Eq. 4.136, we need to compute the determinant ratio

R =
det [N (k+1)]

−1

det [N (k)]
−1 . (4.138)

In the Monte Carlo updates in the singlet superconducting state, the N−1 matrix will have
two new rows and two new columns when inserting a new auxiliary spin

(N (k+1))−1 =

(
(N (k))−1 Q

R S

)
, N (k+1) =

(
P̃ Q̃

R̃ S̃

)
, (4.139)

where Q, Q̃ are (2k× 2) matrices, R, R̃ are (2× 2k) matrices, and S, S̃ are (2× 2) matrices.
Using {s, τ, r} to mark the new auxiliary spin, Q, R, S can be written out explicitly

Q
l
= −

(
Grlr,00(τl, τ) Grlr,01(τl, τ)
Grlr,10(τl, τ) Grlr,11(τl, τ)

)(
eγs − 1 0

0 eγs − 1

)
, (4.140)

Rm = −
(
Grrm,00(τ, τm) Grrm,01(τ, τm)
Grrm,10(τ, τm) Grrm,11(τ, τm)

)(
eγsm − 1 0

0 eγsm − 1

)
, (4.141)

S =

(
eγs 0

0 eγs

)
−
(
Grr,00(0+) Grr,01(0+)

Grr,10(0+) Grr,11(0+)

)(
eγs − 1 0

0 eγs − 1

)
. (4.142)

The determinant of (N (k+1))−1 can be computed using the standard formula of a 2× 2 block
matrix [27, 59]

det[(N (k+1))−1] = det[(N (k))−1]det[S −R(N (k))Q] . (4.143)
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From the standard inversion equation of the 2× 2 block matrix, the four components in the
N (k+1) matrix are

S̃ = (S −R(N (k))Q)−1 , (4.144a)
Q̃ = −[N (k)Q]S̃ , (4.144b)
R̃ = −S̃[RN (k)] , (4.144c)
P̃ = N (k) + [N (k)Q]S̃[RN (k)] , (4.144d)

which give the explicit form of the ratio R

R =
det [N (k+1)]

−1

det [N (k)]
−1 = det[S −R(N (k))Q] =

1

detS̃
. (4.145)

4.4.4 Measurements of single- and two-particle Green’s functions

To compute the four components of the single-particle Green’s function at each configuration,
we insert the two creation or annihilation operators d(†)rσ , d(†)r′σ′ at time τ and τ ′ into the
partition function Zk [Eq. 4.120]

Grr′,σσ′(τ, τ ′)|
Zk

=
1

Zk
Tr[e−(β−τk)H0 (4.146)

× eγsk(nrk↑−nrk↓) . . . e−(τm+1−τ)H0d(†)rσ′e−(τ−τm)H0 . . . e−(τl−τ ′)H0d(†)r′σ′e−(τ ′−τl−1)H0 . . . e−τ1H0 ] .

Take the normal component Grr′,00(τ − τ ′) = ⟨T cr↑(τ)c†r′↑(τ ′)⟩ at first order as an example
(assume τ1 > τ > τ ′)

Grr′,00(τ, τ
′)|

Z1
=

1

Z1

Tr[e−(β−τ1)H0eγs1(nr1↑−nr1↓)e−(τ1−τ)H0dr↑e
−(τ−τ ′)H0d†r′↑e

−τ ′H0 ] (4.147)

=
Z0

Z1

[eγs1 − (eγs1 − 1)⟨c†r1↓(τ1)cr1↓(τ1)dr↑(τ)d
†
r′↑(τ

′)⟩0

− (eγs1 − 1)⟨cr1↑(τ1)c
†
r1↑(τ1)dr↑(τ)d

†
r′↑(τ

′)⟩0

− (eγs1 − 1)(e−γs1 − 1)⟨cr1↑(τ1)c
†
r1↑(τ1)c

†
r1↓(τ1)cr1↓(τ1)dr↑(τ)d

†
r′↑(τ

′)⟩0] .

Comparing with Eq. 4.128, the order of the correlators in the equation above are increased
by one. Using the Wick’s theorem, the Green’s functions at order k can be computed with
a matrix form equation [63] (all auxiliary spin indices are omitted except for time)

Grr′(τ, τ
′) =

1

det(N (k))−1
det

(
(N (k))−1 [G0,rir′

(τi, τ
′)]

−[G0,rrj
(τ, τj)(e

Vj − I)] G0,rr′(τ, τ
′)

)
. (4.148)
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Carrying out the determinant of the 2×2 block matrix explicitly as in Eq. 4.143, the Green’s
function matrix can be written as

Grr′(τ, τ
′) = G0,rr′(τ, τ

′) +
k∑

i,j=1

G0,rrj
(τ, τj)M jiG0,rir′

(τi, τ
′) , (4.149)

where the M matrix is the core object for measurements at each configuration, and is defined
as

M ji =

(
[(eV − I)N ]2j,2i [(eV − I)N ]2j,2i+1

[(eV − I)N ]2j+1,2i [(eV − I)N ]2j+1,2i+1

)
. (4.150)

We may perform a Fourier transform (see Eq. 3.38 and Eq. 3.39) of Eq. 4.149, and measure
the single-particle Green’s functions in momentum and frequency space directly

Gkk′(iωn, iω
′
n) = βNG0,k(iωn)δnn′δkk′

−
∑
lm

G0,k(iωn)e
ikxmeiωnτmMmle

−iω′
nτle−ik

′xlG0,k′(iω
′
n) . (4.151)

In practice, the Fourier transform of the M matrix is done component-by-component, i.e
different terms in the M matrix corresponding to the 00, 01, 10, 11 components of the Green’s
function matrix are separated, then the four matrices are transformed separately with same
set of coefficients.

Note that for measurements at each configuration, the single-particle Green’s functions
are not diagonal in momentum and frequency space. The diagonal structure is recovered
after the Monte Carlo sum. To compute the single-particle Green’s functions, we only
need to measure the diagonal terms with k = k′, iωn = iω′

n in each configuration, while
the measurements of the two-particle Green’s functions require two-momentum and two-
frequency single-particle Green’s functions. At each configuration, the two-particle Green’s
functions can be computed using the Wick’s theorem G(2)

σσ′(k, k+ q, k′ + q, k′) = χ=

0,σσ′(k, k+

q, k′+q, k′)+χ×
0,σσ′(k, k+q, k

′+q, k′), with the two χ
0,σσ′ matrices defined in Eqs. 3.58, 3.59,

3.61, 3.62.

4.4.5 Sub-matrix updates

From Eq. 4.120, we can see that inserting auxiliary spins with s = 0 does not change the
partition function Zk. Using this fact, we can precompute a N matrix with s = 0 auxiliary
spins, then the insertion and removal of spins are equivalent to spin-flip updates (s = 0 ↔
{−1, 1}). The sub-matrix update optimization derived in Ref. [68] can be generalized to the
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simulation in the singlet superconducting state. Central steps of the sub-matrix updates are
summarized here, with detailed derivations in Ref. [68].

Since inserting two “non-interacting” spins s, s′ = 0 at time τ , τ ′ does not change the value
of the partition function, and the Green’s function calculation can be treated as inserting the
creation or annihilation operators at the corresponding times τ , τ ′, there is a simple relation
between N and G (we denote with a tilde with the matrices of size 2k + 4) [27, 62, 68]

G̃{si,τi,xi} = Ñ({si, τi, xi})G̃{τi,xi}
0 . (4.152)

For configurations that have same locations for all vertices but different in value of one
auxiliary spin sp, the matrices G and N are related by [68]

N ′
ij = N ij + (Gip − δipI)λppN pj , (4.153)

G′
ij = Gij + (Gip − δipI)λppGpj , (4.154)

λ = eV
′
p−Vp − 1 = diag(0, 0, . . . eγs′p−γsp , eγs′p−γsp , . . . , 0, 0)− I . (4.155)

At step k of the algorithm, the auxiliary spin spk is changed to s′pk . Defining a new parameter

γk = e−γ(s
′
pk

−spk ) − 1 , (4.156)

λk can be expressed as

λkpp = (γkI)[I+ (I−Gk
pp)(γ

kI)]−1 . (4.157)

Defining the inverse of the Green’s function matrix Ak = (Gk)−1, with

Gk+1
ij = Gk

ij + (Gk
ipk

− δipkI)λ
k

pkpk
Gk
pkj
, λk = eV

′
pk

−Vpk − 1 , (4.158)

the change in A can be written as

Ak+1
ij = [Gk

ij + (Gk
ip − δipI)λkppG

k
pj]

−1

= [Gk
ij + (Gk

ip − δipI)(γkI)[I+ (I−Gk
pp)(γ

kI)]−1Gk
pj]

−1 . (4.159)

With the Woodbury formula [69]

(G+ UCV )−1 = G−1 −G−1U(C−1 + V G−1U)−1V G−1 , (4.160)
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Eq. 4.159 can be simplified using

C−1 + V G−1U−1 = [I+ (I−Gk
pp)(γ

kI)](γkI)−1 +
∑
xy

GpxG
−1
xy (Gyp − δypI) = (γkI)−1 ,

(4.161)

which gives Ak+1 in the form

Ak+1
ij = Ak

ij + γk(Ak
ip − δipI)δpj

= Ak
ij + γkAk

ipδpj − γkδipδpjI

= Ã
k

ij − γkδipδpjI , (4.162)

where we have defined Ãk to represent the matrix Ak with the (2p)th and (2p+1)th column
multiplied by (1 + γk). The determinant of this matrix is then det(Ãk) = (1 + γk)2det(Ak).
With the matrix determinant lemma [70]

det(A+ UV T ) = det(I+ V TA−1U)detA , (4.163)

the determinant of Ak+1 is

det(Ak+1) = det(I− γk[(Ãk)−1]pp)det(Ãk)

= (I− γk

1 + γk
Gk
pp)(1 + γk)2det(Ak)

= −det(Ak)(1 + γk)2
γk

1 + γk
(Gk

pp −
1 + γk

γk
I) . (4.164)

The determinant ratio needed for computing the acceptance rate of each update can then
be written as

Nk

Nk+1
= −γk(1 + γk)det(Gk

pp −
1 + γk

γk
I) . (4.165)

For multiple spin changes, we can recursively apply Eq. 4.162

Ak+1
ij = A0

ij +
k∑
l=0

γlA0
ipl
δplj −

k∑
l=0

γlδiplδpljI , (4.166)

which means the matrix Ak+1 is generated from A0 by successively multiplying columns 2pl
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and 2pl + 1 of matrix A0 with γl, and can be written in matrix form as

Ak+1 = Ãk −Xk(Y k)T , (4.167)

where the X and Y matrices are defined as

Xk
ij = γjδipjI , (4.168)

(Y k)Tij = δpijI . (4.169)

The measurements of the Green’s function Gk within spin flip update follow exactly
Ref. [68], with the size of each matrix extended from kmax × kmax to (2kmax) × (2kmax).
The acceptance rate of each update can be computed using intermediate matrices defined
in Ref. [68] without the necessity of knowing the value of Gk. The main difference in the
singlet superconducting state simulation is that each update changes two rows/columns in
the corresponding matrices instead of one.

The random walk procedure with the sub-matrix update method is described in detail in
Ref. [68]. In general, the random walk process is split into inner and outer loops. In each
outer loop, we preform measurements of the observables, then insert kmax random auxiliary
spins with s = 0 and pre-compute the corresponding N matrix. In each inner loop, we
perform kmax times of insertion, removal, or flip of auxiliary spins by changing the value of
s in the configuration.

4.4.6 Numerical details

4.4.6.1 Sign problem

A fundamental concern of all the CT-QMC methods is the sign problem (see Eq. 4.106).
The analysis of the sign problem is beyond the scope of this thesis. In practice, with the
same parameter set, the sign gets improved a bit (closer to 1) when there is a finite singlet
superconductivity order.

4.4.6.2 Expansion order

In the absence of a sign problem, the complexity of CT-AUX scales cubically with the
average expansion order ⟨k⟩ (O(⟨k⟩3)), in which ⟨k⟩2 comes from the matrix update, and
another ⟨k⟩ comes from the auto-correlation time. The average expansion order of the CT-
AUX algorithm can be computed from the thermal average of the shifted interacting action
S̃I = SI−K. Using the expansion of the partition function Z [Eq. 4.112], ⟨S̃I⟩ can be written
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as

−⟨S̃I⟩ = − 1

Z

∫
D[c̄, c]e−S0[c̄,c]e−S̃I [c̄,c]S̃I [c̄, c]

= − 1

Z

∫
D[c̄, c]e−S0[c̄,c]

∑
k

1

k!
(−S̃I [c̄, c])k · S̃I [c̄, c]

=
1

Z

∫
D[c̄, c]e−S0[c̄,c]

∑
k

k + 1

(k + 1)!
(−S̃I [c̄, c])k+1

= ⟨k⟩ . (4.170)

With the explicit expression of the interacting Hamiltonian H̃I , ⟨S̃I⟩ can also be written as

−⟨S̃I⟩ = −
∫ β

0

dτ⟨H̃I(τ)⟩ = −β⟨H̃I⟩ = β

[
−U⟨n↑n↓ −

1

2
(n↑ + n↓)⟩+

K

β

]
, (4.171)

in which nσ =
∑

i niσ. The average expansion order can then be expressed as

⟨k⟩ = K − βU⟨n↑n↓ −
1

2
(n↑ + n↓)⟩ . (4.172)

Therefore, increasing K leads to a higher perturbation order, but also a smaller value of γ
(see Eq. 4.117) and thus less polarization of the auxiliary spins [63].

The two thermal averages that determine the average expansion order in Eq. 4.172 cor-
responding to the kinetic and potential energies of the system. A detailed analysis of these
two terms in the singlet superconducting state can be found in Ref. [71].

4.5 Analytical continuation
The many-body correlation functions computed from numerical simulations introduced so
far are functions of imaginary time or frequency. When interpreted as response or spectral
functions that can be measured in experiments, we need to compute their real axis counter-
parts. This problem in general is an ill-posed problem, such that small fluctuations in the
input data cause drastic changes of the output data. Methods used for doing the analytical
continuation include the Maximum Entropy (MaxEnt) method [72, 73], stochastic analytic
continuation [74, 75], Pade continued fraction fit [76, 77], and the Nevanlinna continuation
method [78]. For noisy data from quantum Monte Carlo simulations, the most commonly
used method is the MaxEnt method. In this section, we will briefly introduce the MaxEnt
method, and then provide formulas used in the continuation of Green’s function, self-energy,
and susceptibility. All site and spin indices will be omitted since we’re doing analysis of time
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and frequency. This section closely follows Ref. [73].
Consider the normal component of the single-particle Green’s functionG(τ) = −⟨T c(τ)c†(0)⟩,

which can be expressed on the Matsubara frequency axis via Fourier transform (see Eq. 3.39)

G(iωn) =

∫ β

0

dτeiωnτG(τ) . (4.173)

The Matsubara frequency Green’s function is related to the real frequency Green’s function
via

G(iωn) = − 1

π

∫ ∞

−∞
dω

ImG(ω)
iωn − ω

=

∫ ∞

−∞
dωA(ω)Kn(ω) , (4.174)

in which we have defined the spectral function

A(ω) = − 1

π
ImG(ω) , (4.175)

and a integration “kernel”

Kn(ω) =
1

iωn − ω
. (4.176)

In the MaxEnt method, we assume that the Green’s function at each sampling points are
not known to arbitrary precision. Instead, the values of the Green’s function at sampling
points are computed by averaging a set of M estimates for each n

Gn = G(iωn) =
1

M

M∑
j=1

G(j)
n . (4.177)

The correlation between the Green’s function at different sampling points can be represented
by a covariance matrix

Cnm =
1

M(M − 1)

M∑
j=1

(Gn −G(j)
n )(Gm −G(j)

m ) . (4.178)

Given a candidate spectral function A(ω) on the real axis and the associated kernel, the
Matsubara frequency Green’s function can be evaluated using Eq. 4.174 to create an estimate
Ḡn (back-continuation). The “goodness of fit” is measured by the quantity

χ2 =
M∑
n,m

(Ḡn −Gn)
∗C−1

nm(Ḡm −Gm) . (4.179)
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Since the calculation of G(ω) from G(iωn) is ill conditioned, i.e. there are many solutions
of A that satisfy G = KA within the uncertainty given by Cnm, calculate A from the direct
inversion of K is not applicable. In the MaxEnt method, we minimize the functional

Q =
1

2
χ2 − αS[A] , (4.180)

where α is the Lagrange multiplier and S[A] is the “entropy” that describes likeness with
respect to a default model d(ω)

S[A] = −
∫
dωA(ω) ln

[
A(ω)

d(ω)

]
. (4.181)

Minimizing the functional Q requires a systematic calculation of α and A(ω). A summary
of the algorithms for this procedure can be found in Ref. [73].

Ref. [73] provides a summary of common kernels used in the analytical continuation of
physical quantities. Here we list the continuation equations and normalizations for the
normal Green’s function, self-energy and susceptibility that will be used in later chapters.
1. Fermionic kernels
The normal Green’s function and self-energy can be continued using the same kernel. For a
function F being either G or Σ, the relation between real and imaginary frequency results
can be written as

F (iωn) = − 1

π

∫ ∞

−∞
dω

ImF (ω)
iωn − ω

=

∫ ∞

−∞
dωA(ω)Kn(ω) . (4.182)

When F (iωn) is a purely imaginary function, the continuation can be computed with

ImF (iωn) =
1

π

∫ ∞

−∞
dωImF (ω) ωn

ω2
n + ω2

=

∫ ∞

−∞
dωA(ω)K ′

n(ω) . (4.183)

The normalization used in the analytical continuation ofG(iωn) equals to 1, since
∫∞
−∞ dωA(ω) =

1, G(iωn) decays with 1

iωn
at high frequency. The asymptotic behaviour of the self-energy

Σ(iωn) follows [79]

Σ(iωn) = Σ0 +
Σ1

iωn
+O

[
1

(iωn)2

]
, (4.184)

where in the Hubbard model without chemical potential shift, Σ0 = Un is the Hartree term,
and Σ1 = Un(n − 1), with n the density. In practice, the continuation of self-energy is
done using the same routine as the Green’s function after subtracting the Hartree term
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and providing a different normalization Σ1. The kernels K(′)
n in Eqs. 4.182, 4.183 are called

Fermionic kernels in Ref. [73].
2. Bosonic kernels
For the susceptibility χ(iνn), the relation between the real and imaginary frequency results
can be written as

χ(iνn) =

∫ ∞

−∞
dν

Imχ(ν)
iνn + ν

=

∫ ∞

−∞
dν

Imχ(ν)
ν

ν

iνn + ν
=

∫ ∞

−∞
dνB(ν)Kn(ν) , (4.185)

where we have defined the “spectral function” B(ν) = Imχ(ν)/ν to avoid having problem at
iνn = ν = 0. When χ(iνn) is a purely real function, the continuation can be computed with

Reχ(iνn) =
∫ ∞

−∞
dν

Imχ(ν)
ν

ν2

ν2
n + ν2

=

∫ ∞

−∞
dνB(ν)K ′

n(ν) . (4.186)

The normalization used in the analytical continuation of χ(iνn) is given by
∫∞
−∞ dνB(ν) =

χ(iνn = 0). The kernels K(′)
n in Eqs. 4.185, 4.186 are called Bosonic kernels in Ref. [73].
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Chapter 5

Short-Range Charge Fluctuations in
the Two-Dimensional Hubbard Model

This chapter is based on Xinyang Dong, Xi Chen, Emanuel Gull, “Dynamical
Charge Susceptibility in the Hubbard Model”, Phys. Rev. B 100, 235107 (2019)
[80], and Xinyang Dong, Emanuel Gull, “Short-Range Charge Fluctuations in the
Two-Dimensional Hubbard Model”, Phys. Rev. B 101, 195115 (2020) [81].

5.1 Introduction
The presence of large competing fluctuations of several kinds is one of the defining aspects of
correlated electron systems. These fluctuations may then condense into phases that exhibit
remarkable properties, including unusually high superconducting transition temperatures
and interesting magnetism.

The cuprate superconductors are a paradigmatic example for such a competition. Antifer-
romagnetic fluctuations are strongest in the ‘undoped’ parent compounds but present over
a large part of phase space. Superconducting fluctuations lead to a superconducting dome
for dopings smaller than ∼ 20%. Charge phenomena [82–92], such as the famous stripes
at 1/8th doping [82, 89] or the features observed in scanning-tunneling experiments [85],
are present in several parts of phase space. Charge order with d-wave symmetry has also
been found in RXS [93]. Charge fluctuations in the high-temperature superconductors have
generated renewed interest, as new experimental probes, such as Resonant inelastic X-ray
scattering RIXS [94–99] or Momentum-resolved electron energy-loss spectroscopy M-EELS
[100, 101] may be able to directly measure them as a function of momentum and energy.

A minimal model that describes many of the salient features of these materials is the single-
band Hubbard model [102, 103]. While unable to describe excitations involving high-lying
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orbitals, the model reproduces much of the observed low-energy phenomenology, including a
pseudogap [104–113], superconductivity [71, 114–121], and the response functions of Raman
spectroscopy [117, 122], optical conductivity [113, 123–128], nuclear magnetic resonance
[129, 130], and neutron spectroscopy [131]. It is therefore interesting to examine properties
of the model in the context of cuprate physics. Due to the non-perturbative parameter
regime relevant to the materials, reliable predictions have to resort to numerics, and a wide
range of efficient numerical methods are able to describe the relevant parameter regime with
consistent results [13].

Hubbard model calculations find spin, charge, and superconducting fluctuations. Spin
fluctuations are well understood and mainly dominant near half filling [131–134]. Calcula-
tions also find that strong short-wavelength spin fluctuations are primarily responsible for
the formation of the pseudogap [28, 135, 136], i.e., the suppression of the density of states
near the antinode but not near the node. Superconductivity is found unambiguously in the
weak coupling regime [137–139], and strong indications from DCA calculations show that
superconductivity does persist to larger couplings [140]. In contrast, results from some newer
methods find that in the absence of a next-nearest-neighbor hopping, it is charge (rather than
superconducting) order that dominates the ground state [141, 142]. However, all orders are
in very close competition. The precision to which the energetics of these phases is known
is much better than the uncertainty in the model parameters, indicating that phenomena
beyond simple Hubbard model physics may well force the system to choose one order over
the other.

At finite temperature, charge fluctuations, in contrast to antiferromagnetic and super-
conducting fluctuations, are less well investigated for the model without additional nearest-
neighbor interactions, whereas the “extended” model has been studied extensively in recent
years [143–155]. This is despite the fact that theoretical approaches have proposed unusual
charge phenomena, such as the d density wave (DDW) order [156], as candidates responsible
for pseudogap physics [157–160]. It is therefore interesting to investigate the extent to which
charge fluctuations are present in the model, and the extent to which they correspond to
the proposed DDW fluctuations, using numerical methods that generate these fluctuations
dynamically from an underlying Hamiltonian.

In this chapter, we will analyze the competing fluctuations in the two-dimensional single
band Hubbard model (see section 4.1) in the paramagnetic state using DCA (see section
4.3).
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5.2 Methods
This section summarizes the equations and definitions used in the paramagnetic state cal-
culations in this chapter. The definitions mostly follow Ref. [42].

We investigate the two-dimensional single-band Hubbard model on a square lattice with
on-site interaction U and chemical potential µ. The Hamiltonian is given by [Eq. 4.2]

H =
∑
kσ

(ϵk − µ)c†kσckσ + U
∑
i

ni↑ni↓. (5.1)

Here i labels the lattice site, k the momentum, c(†) annihilation (creation) operators, and n

the density. ϵk = −2t(cos kx + cos ky)− 4t′ cos kx cos ky is the dispersion with hopping t and
next-nearest-neighbor hopping t′.

In the paramagnetic state, the single- and two-particle Green’s functions are defined as

Gσ(k1τ1, k2τ2) = −⟨T ck1σ(τ1)c
†
k2σ

(τ2)⟩ , (5.2)
G(2)
σ1σ2σ3σ4

(k1τ1, k2τ2, k3τ3, k4τ4) = ⟨T c†k1σ1
(τ1)ck2σ2

(τ2)c
†
k3σ3

(τ3)ck4σ4
(τ4)⟩ , (5.3)

and the corresponding generalized susceptibility can be written as

χσσ′(k1τ1, k2τ2, k3τ3, k4τ4) = G2,σσσ′σ′(k1τ1, k2τ2, k3τ3, k4τ4)

−Gσ(k1τ1, k2τ2)Gσ′(k3τ3, k4τ4) , (5.4)

The Fourier transform of the generalized susceptibility can be written with particle-hole and
particle-particle notation

χωω
′Ω

ph,σσ′(k, k′, q) =

∫ β

0

dτ1dτ2dτ3χσσ′(kτ1, (k + q)τ2, (k
′ + q)τ3, k

′0)

× e−iωnτ1ei(ωn+Ωn)τ2e−i(ω
′
n+Ωn)τ3 , (5.5)

χωω
′Ω

pp,σσ′(k, k′, q) =

∫ β

0

dτ1dτ2dτ3χσσ′(kτ1, (q − k′)τ2, (q − k)τ3, k
′0)

× e−iωnτ1ei(Ωn−ω′
n)τ2e−i(Ωn−ωn)τ3 , (5.6)

where ω(′)
n is the ferminoic Matsubara frequency, Ωn is the bosonic Matsubara frequency

(equivalent with νn used in Chapter 3), and we have used the time and space translational
symmetry to get momentum and energy conservations in the Fourier space. The central
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quantities we use in this chapter are the generalized susceptibility in the density channel

χωω
′Ω

d (k, k′, q) = χωω
′Ω

ph,↑↑(k, k
′, q) + χωω

′Ω
ph,↑↓(k, k

′, q) , (5.7)

the generalized susceptibility in the pairing channel

χωω
′Ω

pp,↑↓(k, k
′, q) = χωω

′Ω
pp,↑↑(k, k

′, q)− χωω
′Ω

pp,↑↓(k, k
′, q) , (5.8)

and the bare susceptibilities

χωω
′Ω

0,ph (k, k′, q) = −βNGσ(k, iωn)Gσ(k + q, iωn + iΩn)δkk′δωnω′
n
, (5.9)

χωω
′Ω

0,pp (k, k′, q) = −βNGσ(k, iωn)Gσ(q − k, iΩn − iωn)δkk′δωnω′
n
, (5.10)

which correspond to χ×
0 defined in chapter 3.

The numerical results are obtained using DCA (see section 4.3) on an eight-site cluster
with the CT-AUX impurity solver (see section 4.4). Within DCA, the lattice susceptibility
can be computed from the cluster susceptibility through the Bethe-Salpeter equation for
both χd and χpp,↑↓ (see Eqs. 3.156, 3.161 and Eq. 4.101)

χ−1
l (k, k′, Q)− χ−1

0l (k, k
′, Q) = χ−1

c (K,K ′, Q)− χ−1
0c (K,K

′, Q) , (5.11)

where we have used k, k′ and K, K ′ to distinguish momenta in lattice and cluster susceptibil-
ities, and Q for the transferred momentum in the cluster. All labels contain both momentum
and frequency.

In our eight-site simulations, DCA generates strong antiferromagnetic (AFM) fluctuations
with a correlation length comparable to the cluster size. If the establishment of long-range
AFM order is allowed, the system chooses an ordered state at a temperature above the
onset of the pseudogap or superconductivity. This violation of the Mermin-Wagner theorem
[21] is a finite size effect. For this reason, we suppress magnetic long-range order and only
show results obtained in the paramagnetic state, which have the correlation length of AFM
fluctuations restricted to the cluster size [16]. The DCA simulations performed here are
insensitive to the stripe order that is widely found in experiment and in numerical ground-
state calculations. In order to find a transition to an ordered state in DCA, the ordering
vector typically needs to be commensurate with the cluster geometry. However, the stripe
orders, e.g., found in Ref. [141] are too large to fit into the DCA cluster studied here.
Thus, while the method is sensitive to charge fluctuations on a length scale smaller than
the cluster size, DCA is not expected to find the period 4 and period 5 stripes of Ref. [141].
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Appropriately chosen larger clusters may find these stripes, but finite size effects would likely
overestimate their contribution. The unbiased detection of such orders with DCA or lattice
methods is an important open problem.

5.3 Results

(0, 0)

(π, π)

(π/2, π/2)

(π, 0)

Figure 5.1: 8-site DCA phase diagram of the Hubbard model, with metal (M; blue), pseudogap
(PG; red), and superconducting (SC; yellow) regions. In the paper we use δ < 0 for
hole doping and δ > 0 for electron doping. Inset: Geometry of the 8-site DCA cluster.
Figure from Ref. [80].

Figure 5.1 shows the phase diagram of the model obtained within the eight-site DCA
with parameters U/t = 7 and t′ = −0.15t. These parameters are chosen to represent the
overall phase diagram common to several cuprates [118]. At these parameters, the model
is Mott insulating at half filling, and superconducting at low temperature (the maximum
Tc on the eight-site cluster is near T = 1/40 t [71, 118–120, 135]), and exhibits a pseudo-
gap region where the single-particle spectral function at the node stays metallic while the
antinode is insulating [135, 161]. The pseudogap regime is obtained by observing a sup-
pression in the single-particle spectral function. The superconducting phase is computed
in a Nambu formulation and defined as the area where the anomalous Green’s function
GA(k, τ) = −⟨T ck↑(τ)c−k↓(0)⟩ at k = (0, π), (π, 0) becomes nonzero.
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5.3.1 Charge susceptibility

To analyze the charge fluctuations, we study the dynamical charge susceptibility, which can
be obtained from the generalized susceptibility in the density channel [Eq. 5.7]

χch(Q, iΩn) =
2

β2N 2
c

∑
ωω′

∑
kk′

χωω
′Ω

l,d (k, k′, Q) , (5.12)

with Nc the number of cluster sites (in our specific case Nc = 8). In this subsection, we
will present a detailed simulation of the momentum, doping, and temperature dependence of
the dynamical charge susceptibility χch(Q, iΩn). These results are needed for the attribution
of experimental results to pseudogap physics, as experiments often measure a combination
of low-energy physics and higher energy contributions from three-dimensional and atomic
physics [97, 162].

Eight-site DCA yields results for eight Q; four of those are equivalent because of symmetry
(see inset of Fig. 5.1), such that we have four independent momenta: Q = (0, 0), Q =

(π/2, π/2), Q = (π, 0), and Q = (π, π). We have also performed simulations for 4-site and
16-site clusters at select points and high temperature; these results show qualitatively the
same results as 8-site clusters.

We present our simulation data with parameters U = 7t and t′/t = −0.15 as a function
of Matsubara frequency iΩn. In addition, we also show analytically continued result (see
section 4.5) of Imχch(Q,Ω) as a function of real frequency Ω. Analytical continuation [72,
73] is an uncontrolled procedure that may exponentially amplify statistical uncertainties,
especially in the case of bosonic functions such as the charge susceptibility considered here.
Values of Imχch(Q,Ω) at high frequencies are generally less reliable than at low frequency.
Our data mostly results in a single large peak at a characteristic frequency, and continuations
with different default models do not lead to appreciable differences in this feature. As we
will show below, a simple interpretation of this feature in terms of single-particle quantities
is not possible due to the importance of vertex functions. Where we present data in K or
eV, we use t ≈ 0.35 eV corresponding to high-Tc superconductors [163–166].

Fig. 5.2 shows χch(Q) as a function of frequency at T = 0.1t ∼ 400 K, at half filling (Fig. 5.2
a), and in the underdoped (Fig. 5.2 b), optimally doped (Fig. 5.2 c), and overdoped (Fig. 5.2
d) regime. Purple points denote values at Q = (0, 0); the value at iΩn = 0 corresponds to the
static (Ω = 0) uniform (Q = (0, 0)) charge susceptibility which is small in the insulator and
generally rises as doping is increased. The zero frequency dependence at higher frequencies
is enforced by the Ward identity [35, 167].

Data for susceptibilities at the three-momentum transfer (π, π) (blue), (π, 0) [red, degen-
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Figure 5.2: Charge susceptibility at βt = 10 with momentum transfers Q at [(a) and (e)] δ = 0,
[(b) and (f)] δ = −0.05, [(c) and (g)] δ = −0.11, and [(d) and (h)] δ = −0.21. [(a)-(d)]
are results in Matsubara frequencies, [(e)-(h)] are analytically continued results in real
frequency. Figure from Ref. [80].

erate with (0, π)], and (π/2, π/2) [orange, degenerate with (±π/2,±π/2)] exhibit a smooth
frequency dependence. Remarkably, data at Q = (π/2, π/2) and at Q = (π, 0) are almost
identical, both in the half-filled and in the doped case. The momentum dependence of
the charge susceptibility is therefore very different from that of the magnetic susceptibil-
ity. For magnetic susceptibility, as found in several approaches [131, 133, 134], the value at
Q = (π, π) is much larger than any other momentum transfer and rapidly grows as temper-
ature decreases. In contrast, within the momentum resolution achievable within DCA, no
dominant contribution to the charge susceptibility is found.

In order to make a connection to experiment, we show analytically continued data cor-
responding to the Matsubara curves in the lower panel [omitting Q = (0, 0)]. Within our
resolution, our data for Q = (π/2, π/2) and Q = (π, 0) are described well by a single peak
with a maximum near ω = 7t ∼ 2.45 eV (half filling) and 4t ∼ 1.40 eV (overdoped). Data at
Q = (π, π) exhibit a peak at a substantially higher frequency (8.5t ∼ 2.97 eV for half filling
and 5.5t ∼ 1.92 eV for overdoped).

Figure. 5.3 shows the doping dependence of our data at constant temperature T = 0.1t
∼ 400 K. The top panels show Q = (π, π), the middle panels Q = (0, π), and the bottom
panels Q = (π/2, π/2). Left panels show Matsubara data, right panels the corresponding
analytically continued real frequency data. Four doping points are shown: half filling (pur-
ple), underdoped (5% doping, orange), optimally doped (11% doping, red), and overdoped
(21% doping, blue).

In Matsubara space, a gradual doping evolution is visible at low frequencies. Zero-
frequency values are reduced in comparison to the overdoped values by a factor of about
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Figure 5.3: Charge susceptibility at βt = 10 and different dopings with momentum transfer [(a)
and (d)] Q = (π, π), [(b) and (e)] Q = (0, π), (π, 0), [(c) and (f)] Q = (±π/2,±π/2).
[(a)-(c)] Results in Matsubara space, [(d)-(f)] results in real space. Figure from
Ref. [80].

three, while the high-frequency limit remains unchanged. In the real frequency domain, this
corresponds to a lowering of the frequency of the charge susceptibility peak, and a general
sharpening. As seen previously, no significant momentum dependence is observed, apart
from the Γ point, which is zero due to charge conservation. This doping evolution is similar
to what is found at high temperature [134].

Figure. 5.4 shows the temperature dependence of χch(Q) at different doping levels with
momentum transfer Q = (±π/2,±π/2) at half filling (Figure. 5.4 a), and in the under-doped
(Figure. 5.4 b), optimally doped (Figure. 5.4 c), and over-doped (Figure. 5.4 d) regime.
Top panels are the result in Matsubara space, and the bottom panels are the corresponding
results in real frequency. Four temperatures are considered here: βt = 5 (T ∼ 800 K, blue),
βt = 7.5 (T ∼ 530 K, orange), βt = 10 (T ∼ 400 K, yellow), and βt = 15 (T ∼ 270 K,
purple).

As temperature at half filling is decreased, low frequency values are reduced, while the high
frequency values remain invariant. In real frequency, the peak of the analytically continued
data moves from Ω ∼ 6t to Ω ∼ 7.5t. The reduction in low frequency values decreases as we
increase doping. All other cases (underdoped, optimally doped, and overdoped) do not show
much temperature dependence in both Matsubara and real frequency. The inset of [Figure.
5.4 (b)] shows the temperature dependence of static, uniform [iΩn = 0, Q = (0, 0)] charge
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Figure 5.4: Charge susceptibility at different temperatures with momentum transfer Q =
(±π/2,±π/2) at doping level [(a) and (e)] δ = 0, [(b) and (f)] δ = −0.05, [(c) and (g)]
δ = −0.11, [(d) and (h)] δ = −0.21. [(a)-(d)] Results in Matsubara space, [(e)-(h)] re-
sults in real space. Inset of (b): Static uniform charge susceptibility (Q = (0, 0),Ω = 0)
at doping δ = −0.05. The unit of the temperatures shown in the legend is t−1. Figure
from Ref. [80].

susceptibility at doping level δ = −0.05. As shown in Fig. 5.1, at this doping level, we
gradually enter the pseudogap regime as temperature is decreased from βt = 5 to 15. While
Ref. [129] shows that χspin(Q = (0, 0), 0) is strongly suppressed at these parameters, χch
does not show any signature of the pseudogap. The absence of temperature dependence of
χch as we enter the pseudogap regime also means that its doping evolution shown in Fig. 5.3
is not caused by the existence of pseudogap.

It is interesting to compare the values from our calculations to those obtained without
vertex corrections, where data are obtained by convolving χ0 = G ∗G (see Eq. 5.9). Fig. 5.5
shows value for the zero-frequency part, as a function of both electron and hole doping.
Remarkably, the vertex corrections strongly suppress the overall charge susceptibility and
eliminate a large part of the momentum dependence. In particular, the dominant contribu-
tion at (π, π) is reduced to values similar to the other momenta.

An analysis of the frequency dependence (not shown here) shows the biggest discrepancies
at the Γ point, where the violation of the charge conservation in the absence of vertex
corrections leads to a large frequency-dependent contribution for nonzero momenta.

Our data also shows a pronounced dependence of the charge fluctuations on t′. Whereas the
hole-doped side just shows a slowly increasing momentum-independent charge susceptibility
and an overall suppression of the (π, π) susceptibility to the level of the other momenta, the
electron-doped side (positive δ, note that approximately δ → −δ for t′ → −t′) shows a large
enhancement of the (0, 0) susceptibility as compared to other momenta. This region is close
to the onset of a first-order coexistence regime [108, 129, 135] in this model. Notably this
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Figure 5.5: (a) Static charge susceptibility and (b) static charge susceptibility without vertex
correction. βt = 10, for different Q at different doping levels. Figure from Ref. [80].

is the same parameter region where strong short-range antiferromagnetic fluctuations are
present in the magnetic susceptibility.

5.3.2 Fluctuation diagnostics

Two-particle fluctuations such as the charge fluctuations analyzed in the previous subsec-
tion are often interpreted as the underlying cause of changes to single-particle observables.
From a computational standpoint, both single- and two-particle quantities are computa-
tional outcomes of a simulation of Eq. 5.1. Attributing certain two-particle fluctuations as
the “underlying cause” of a change of single-particle features is therefore difficult. However,
as defined in Ref. [28], it is possible to express the single-particle self-energy, and thereby
correlation contributions to the change of the spectral functions, in terms of two-particle
quantities, via the (exact) equation of motion. For magnetic and charge fluctuations, these
equations are

Σ̃Q(K) =
U

β2Nc

∑
K′

FKK′Q
c,m G(K ′)G(K ′ +Q)G(K +Q) (5.13a)

= − U

β2Nc

∑
K′

FKK′Q
c,d G(K ′)G(K ′ +Q)G(K +Q) (5.13b)

with Fd the corresponding full vertex of χd defined in Eq. 5.7, Fm the magnetic analog (for
detail mathematical form see Ref. [42]), and K, K ′, Q representing pairs of frequency and
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Figure 5.6: Fluctuation diagnostics [28] at βt = 10. (a) Charge channel, K = (0, π); (b) charge
channel, K = (π/2, π/2). (c) Spin channel, K = (0, π); (d) spin channel, K =
(π/2, π/2) as a function of doping. Pie chart: relative magnitude of |Σ̃Q(K,π/β)| for
the first 10 Matsubara frequencies |Ωn| in the charge (a) and spin (c) picture. Figure
from Ref. [80].

momentum.
If a single momentum comprises the majority of the self-energy, and contributions from

low energies are dominant, then a description in terms of bosonic modes of that type is
convenient. This procedure, called “fluctuation diagnostics”, has been successfully applied
to non-Fermi liquid [168, 169] and real-space correlation functions [170].

Fig. 5.6 shows the contributions of fluctuations to the single-particle self-energy at the
antinode (left panels) and at the node (right panels) expressed in terms of the charge contri-
butions discussed in this paper (top panels) and in terms of magnetic contributions [131]. As
is evident from the lower panels, the pseudogap is well described by short-ranged Q = (π, π)

magnetic fluctuations. A description in terms of charge modes requires similar contributions
from all momenta and a much broader frequency range, leading us to conclude that charge
fluctuations are not a good way to describe pseudogap physics in the entire parameter range
studied here.

For a more detailed description of the fluctuation diagnostics method, see Ref. [28] and
chapter 7.

5.3.3 Density wave with different symmetries

Despite the dynamical charge susceptibility, density wave with different symmetry factors are
also important for understanding the charge fluctuations in the two-dimensional Hubbard
model, especially the DDW fluctuations, which has been proposed as candidates responsible
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for pseudogap physics. In this subsection, we analyze the density waves and their competition
with the d−wave superconductivity (DSC) fluctuations.

The density waves can be computed from the linear response introduced in section 3.3 [35]

− 1

N0

∫ β

0

dτ ′
∑
kk′

δGσ(k + q, 0, k, 0; Λ)

δΛ(k′, τ ′)
g(k)g(k′)

∣∣∣∣
Λ=0

=
1

β2N0

∑
ωω′,kk′

χωω
′0

d (k, k′, q)g(k)g(k′) ,

(5.14)

with Λ(k) the source field, N0 =
∑

kk′ |g(k)g(k′)| a normalization and g(k) a symmetry
factor defined in Eq. 4.8. The related order parameter is D = i

∑
k,σ g(k)c

†
k+q,σck,σ [157, 171].

Two of the possible orders are g(k) = sin kx for px symmetry and g(k) = cos kx − cos ky for
dx2−y2 symmetry (see Eq. 4.8). The DDW, also called the “staggered flux state”, occurs at
Q = (π, π). The p density wave (PDW), also called the “bond order wave”, happens at
Q = (π, π) and (π, 0) (we will only consider Q = (π, π)). For a real space representation of
DDW, see Fig. 2 of Ref. [156] and Fig. 2 of Ref. [157].

Superconducting fluctuations are related to the susceptibility in the particle-particle chan-
nel which follows from an analogous derivation [121],

1

N0

∫ β

0

dτ ′
∑
kk′

δGA(k, 0; η)

δη(k′, τ ′)
g(k)g(k′)

∣∣∣∣
η=0

=
1

β2N0

∑
ωω′,kk′

χωω
′0

pp↑↓(k, k
′, q = 0)g(k)g(k′) , (5.15)

with GA(k, τ) = −⟨T ck↑(τ)c−k↓(0)⟩ the anomalous Green’s function, and η(k) the source
field. The related order parameter is P =

∑
k g(k)ck↑c−k↓ [171]. We define the right hand

side quantity in both Eq.5.14 and Eq. 5.15 as χg,

χg =
1

β2N0

∑
ωω′,kk′

χωω
′0(k, k′, q)g(k)g(k′) . (5.16)

This is the central quantity investigated in this subsection.
Phase transitions are indicated by a divergence of the susceptibility χωω′Ω. Since we expect

large values of χωω′Ω to be caused by vertex contributions, we define

Vg := (χ− χ0)g =
1

β2N0

∑
ωω′,kk′

g(k)g(k′)(χωω
′0(k, k′, q)− χωω

′0
0 (k, k′, q)) (5.17)

in analogy to Pg in the superconducting case [121]. This quantity highlights vertex contri-
butions by subtracting band-structure and single-particle effects contained within the bare
susceptibility.

In our calculations, only a finite number of frequencies are available, but the asymptotic
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behavior of χ0 is known analytically [54]. In the results presented here, we use 36 fermionic
frequencies for βt = 5, 10; 50 fermionic frequencies for βt = 15, 20; and 80 fermionic fre-
quencies for βt = 30 on both positive and negative sides to compute the vertices. The
relative change for omitting the last eight frequencies on each side is on the order of 10−3.
The asymptotic behavior of vertex Γ and F is also analyzed in Ref. [172] which provides
an alternative way of treating the high frequency behavior. χ is computed with the num-
ber of frequencies listed above for the vertex correction part, plus χ0 computed with 1024
fermionic frequencies (both positive and negative) and supplemented with an analytically
known asymptotic correction.

5.3.3.1 Charge and superconducting fluctuations
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Figure 5.7: Amplitude of the susceptibility χg [left panels, Eq. 5.16] and vertex corrections [right
panels; Eq. 5.17] for charge fluctuations with p-wave symmetry (top), d-wave symme-
try (middle), and d-wave superconductivity (bottom) as a function of doping δ and
interaction strength U at βt = 20, t′ = −0.15t. Color bars show the strength of the
susceptibility. Figure from Ref. [81].

Figure. 5.7 shows six panels for the leading fluctuations at βt = 20 and t′/t = −0.15.
The three rows represent px and dx2−y2 density fluctuations, and dx2−y2 superconducting
fluctuations. The left columns show |χg| (see Eq. 5.16), the right columns |(χ − χ0)g| (see
Eq. 5.17). Each panel displays data as a function of U and doping δ, with δ = 0 corresponding
to half filling. For superconductivity, only fluctuations with dx2−y2 symmetry (DSC) are
large [121]. Fig. 5.7 (b), (d) and (f) illustrate that χ itself is not a good measure for the
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correlation contribution that may eventually drive the system to an ordered state, as most
of χ stems from χ0 = GG. Fig. 5.7 (c)-(f) show that the amplitudes of DDW and DSC
fluctuations are comparable (at the same order), implying competing fluctuations. However,
we find numerically that DSC fluctuations are always larger than DDW for the parameters
examined. In a small regime of parameter space, where U ∼ 6.5t with slight electron doping,
PDW fluctuations are the dominant charge fluctuation (panel (a) and (b)).

The maximum of DSC is on the electron-doped side, while the maximum of DDW is
on the hole-doped side, both at intermediate interaction strength U . In addition, DSC
fluctuations are suppressed in the pseudogap regime starting from U ∼ 6t (see Refs. [121,
135]), while DDW fluctuation starts to show suppression around half filling for U ∼ 6.5t,
which corresponds to the onset of the Mott insulator [135] in this approximation. PDW does
not show any suppression by either the pseudogap or the Mott insulating state; its maximum
is near U ∼ 6.5t, which is the same interaction strength where DDW shows a suppression
near half filling.

5.3.3.2 Temperature evolution
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Figure 5.8: Amplitude of vertex correction for DDW and DSC at U = 7t, t′ = −0.15t for 4
temperatures. We use t = 1 here. (a): DDW. (b): DSC. Note that the y ranges of
panels (a) and (b) are different. Figure from Ref. [81].

In order to investigate the competition between DDW and DSC fluctuations in more
detail, we explore their temperature evolution with different dopings in Fig. 5.8. We show
the results at U = 7t and t′ = −0.15t. Panel (b) shows that away from half filling, the vertex
part of DSC increases as temperature decreases for all doping levels investigated (see also
Ref. [121]), whereas panel (a) shows that the vertex correction part of DDW increases as
temperature decreases in the underdoped regime away from half filling but rapidly decays
to zero for large doping. The maximum of the DSC fluctuations are near the maximum Tc

[121], while the corresponding maximum DDW fluctuations occur at slightly lower doping.
The transition to superconductivity on the hole-doped side will take place near βt = 35 at
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Figure 5.9: Temperature evolution of amplitude of vertex correction for DDW and DSC at U = 7t,
t′ = −0.15t, (a) µ/t = −1.4 corresponding to δ ∼ −0.09 and (b) µ/t = 1 corresponding
to δ ∼ 0.09. Figure from Ref. [81].

optimal doping in this model, i.e., at a temperature about twice below where these results
have been obtained.

The amplitude of the vertex correction part of DDW and DSC fluctuations as a function of
temperature at the doping level corresponding to largest DDW fluctuation and largest DSC
fluctuation is shown in Fig. 5.9. These results are obtained in the paramagnetic state but
reach temperatures just above the superconducting transition. At the doping level where
DDW fluctuations are strongest (corresponding to µ/t = −1.4, δ ∼ 0.09), DSC fluctuations
are substantially larger than DDW, and increase faster as temperature decreases. We have
been unable to find a region of parameter space where DDW order prevails over DSC around
optimal doping. At the doping level corresponding to the largest DSC fluctuation(µ/t =
1, δ ∼ 0.09) we could find, DDW fluctuations first increase as temperature decreases, then
start to decrease at βt ∼ 20. This result is consistent with the findings of Refs. [171, 173].

5.3.3.3 Particle-hole asymmetry

Figure. 5.10 shows the dependence of PDW and DDW on interaction and doping for three
values of t′. t′ is to shift the Van Hove singularity of the density of states toward hole
doping and destroys particle hole symmetry. We find that as t′/t is changed from 0 to
−0.2 and correspondingly the Van Hove singularity more toward the hole-doped side, PDW
fluctuations spread out over a larger area of the parameter space at the electron-doped side,
but their maximum does not change significantly. On the other hand, the maximum of
DDW fluctuations shifts toward hole doping and their intensity decreases substantially. The
particle-hole asymmetry of DSC shows a different trend from DDW [121]. As −t′/t increases,
the maximum of DSC fluctuations moves to the electron-doped side. This is consistent with
a scenario where the establishment of a pseudogap on the hole-doped side suppresses d-wave
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Figure 5.10: Amplitude of vertex correction for p density wave and d density wave at βt = 15
and different t′. (a): p density wave, t′/t = 0. (b): d density wave, t′/t = 0. (c):
p density wave, t′/t = −0.10. (d): d density wave, t′/t = −0.10. (e): p density
wave, t′/t = −0.20. (f): d density wave, t′/t = −0.20. The small lack of reflection
symmetry of the results at t′ = 0 is due to Monte Carlo errors. Figure from Ref. [81].

superconducting fluctuations [121].
Panel (a) of Fig. 5.11 shows the amplitude of the vertex corrections of DDW and DSC

with different t′ at U = 7t, βt = 15, and doping levels corresponding to the largest DDW
fluctuations. As −t′ increases, the maximum of DDW shifts toward the hole-doped side.
Since the overall intensity of the fluctuations decreases, the maximum value of DDW fluc-
tuations saturates and then drops. At the same time, for all the t′ values we explore, DDW
fluctuations are still weaker than DSC fluctuations around the optimal doping for DDW
fluctuations. Panel (b) shows the doping levels where the largest DDW fluctuations are
found.

Eight-site DCA shows a narrowing of the pseudogap on the electron-doped side, and
for t′ < −0.15t has a first-order transition between the Mott insulator and a momentum-
dependent Fermi liquid state [135]. This rapid change in the single-particle quantities does
not show an analog in the DDW or PDW fluctuations.
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Figure 5.11: (a) t′ evolution of vertex correction with dx2−y2 symmetry [Vdx2−y2
, Eq. 5.17] for

DDW and DSC at U = 7t, βt = 15 at doping levels corresponding to largest DDW
fluctuations. (b) Doping levels corresponding to largest DDW fluctuations.

5.4 Discussion and conclusion

5.4.1 Charge susceptibility

To study the charge fluctuations, we have analyzed the momentum-dependent charge sus-
ceptibility in the Hubbard model for a range of dopings and temperatures and for interaction
strengths that are thought to be relevant to superconducting cuprates [71, 118]. Experimen-
tal progress in M-EELS [100, 101] and RIXS promises to make this quantity accessible and
will provide data that is directly comparable to our results. Our analysis has shown that
the dynamical charge susceptibility can be represented by a single peak at a characteristic
frequency that exhibits remarkably little momentum dependence, almost no temperature de-
pendence, and a doping dependence that predominantly shifts the peak to lower frequencies
as doping is increased. Vertex contributions are essential, as they eliminate the momentum
dependence and lower the overall magnitude of the bare susceptibility at Q = (π, π).

5.4.2 d density wave and d-wave superconductivity

The causes and consequences of DDW have been much debated. Early studies [138, 157–160]
considered such fluctuations as a candidate for the mechanism of the pseudogap. Numerical
calculations of the Hubbard model [171, 173–176] argued that this type of fluctuation is
not strong enough to form an ordered state in the strongly correlated region, and is always
dominated by DSC fluctuations, while renormalization group studies find that for SU(N),
when N > 6, DDW becomes the leading instability [177]. Other works have studied the
coexistence of DDW and DSC orders [158, 178]. The d-wave fluctuations at Q = (0, 0) or
d-nematic fluctuations have been studied in Ref .[173], where it is shown that they grow
together with DDW, DSC, and AFM fluctuations.
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More recent variational Monte Carlo studies [179, 180] found staggered flux states (DDW
states) in the strongly correlated underdoped regime of the Hubbard model, for interactions
smaller than the Mott transition. They proposed this state as a candidate for an anomalous
“normal state” competing with DSC since its properties are similar to those of the pseudogap.
In these more recent works, the state does not coexist with DSC.

Our results clarify some of these arguments. In general, we have found that the dominant
charge fluctuations have d-wave symmetry, apart from a small regime near the Mott transi-
tion, where we find p-wave charge fluctuation. Our interaction, doping, and t′ evolution of
DDW correlations show that the evolution of the pseudogap and that of DDW correlations
do not track each other. This can be seen from the fact that in the area around half filling,
where there is a pseudogap, DDW correlations show a suppression. However, the interaction
strength where DDW starts to show a suppression is at U ∼ 6.5t, not at U ∼ 6t, where
the pseudogap opens. As −t′/t increases, the pseudogap regime moves to the hole-doped
side (shown in Fig. 3 and Fig. 4 of Ref. [135]), while the suppression of DDW moves to
the electron doped side. These trends show little overall correlation between areas with the
largest DDW fluctuations and the appearance of a pseudogap.

Without entering an ordered phase, it is difficult to make statements about a potential
coexistence of DDW and DSC. However, comparison between the temperature evolution of
DDW and DSC at U = 7t (Fig. 5.8 and Fig. 5.9) clearly shows that around the optimal
doping for DDW, DSC correlations are dominant over DDW and will order first. Thus, if
there is a coexistence regime, it is likely fully contained inside the DSC dome.

Previous works [171] investigated the competition between DSC and DDW in the Hubbard
model with DCA on 4-site clusters at the two doping levels δ = −0.05 and δ = −0.25.
The first doping level is in the pseudogap regime, the second far in the overdoped. The
main finding, namely that the susceptibility corresponding to the d density wave does not
diverge, indicating the absence of a possible transition to the DDW state, is reproduced by
our calculations. However, the claim that both DDW and DSC correlation functions are
enhanced in the pseudogap regime is inconsistent with our more detailed calculations. The
reason is that the intermediate maximum, which we find around δ = −0.09, is missed by the
coarse doping resolution employed in Ref. [171].

5.4.3 Fluctuations behind the pseudogap

To analyze the fluctuations behind the pseudogap, we refer to the fluctuation diagnostics
method [28], which attributes contributions to the self-energy to fluctuations of different
types. Our results show that in the parameter regime we explored, the dominant fluctuation
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in the paramagnetic state is always magnetic. It is shown in Ref. [28] that these magnetic
fluctuations are responsible for the major contribution to the single-particle self-energy, and
thereby for the suppression of the density of states. Charge fluctuations are not convenient to
understand changes in the single-particle self-energy and spectral function, as terms from all
momenta and many frequencies contribute to the self-energy with comparable strength. The
pseudogap in the Hubbard model can therefore clearly be attributed to magnetic fluctuations.
DDW and DSC fluctuations do not directly contribute to a single-particle self-energy, since
the summation of a fluctuation with a d-wave symmetry tends to cancel out in the calculation
of the self-energy [28].
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Chapter 6

Magnetic Fluctuations and
Superconductivity in the

Two-Dimensional Hubbard Model

This chapter is based on Xinyang Dong, Emanuel Gull, Andrew J. Millis “Quan-
tifying the Role of Antiferromagnetic Fluctuations in the Superconductivity of the
Doped Hubbard Model”, arXiv.2202.10577 (2022) [181].

6.1 Introduction
Superconductivity arises from the pairing of charge e electrons into charge 2e bosons (“Cooper
pairs”) and their condensation into a coherent quantum state. In conventional supercon-
ductors such as lead, a comparison of the frequency dependence of the superconducting gap
function to the frequency spectrum of the phonons (quantized lattice vibrations) [182, 183]
establishes that the electron-phonon interaction provides the “pairing glue” that binds elec-
trons into Cooper pairs. Many “unconventional” superconductors are now known [184–187]
in which the pairing glue is believed not to be provided by phonons. Substantial indirect
evidence indicates that in many cases the relevant interaction is the exchange of spin fluc-
tuations [188–192], but direct evidence has been lacking and many other mechanisms have
been proposed [193–198].

The theoretical study of the unconventional superconductivity that is believed to arise
from strong electron-electron interactions requires a model that captures the essentials of the
correlated electron physics, and can be studied non-perturbatively. The Hubbard model has
been proposed as the minimal theoretical model of quantum materials such as the copper-
oxide based high-Tc superconductors [102, 103]. This model describes electrons hopping
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among sites of a lattice (here we consider the two dimensional square lattice case with
nearest-neighbor hopping of amplitude t) and subject to a site-local repulsive interaction U .

In this chapter, we quantify the strength of the electron-spin fluctuation coupling in the
two-dimensional single band model (see section 4.1) within eight-site DCA (see section 4.3) by
analysing the frequency dependence of the computationally determined electron self-energy,
superconducting gap function and spin fluctuation spectrum.

6.2 Methods
This section summarizes the equations and definitions used in the calculations in this chapter.
A more detailed explanation of the single- and two-particle Green’s functions can be found
in chapter 3, and the model and numerical methods used are introduced in chapter 4.

6.2.1 Measured quantities and numerical methods

We study the two dimensional single band Hubbard model in both the paramagnetic (normal)
and the singlet superconducting state

H =
∑
kσ

(ϵk − µ)c†kσckσ + U
∑
i

ni↑ni↓ , (6.1)

with µ the chemical potential, ϵk = −2t(cos kx+ cos ky) the dispersion with nearest neighbor
hopping t. U is the strength of the interaction, i labels a lattice site, k labels the momentum,
and n is the density operator.

We use the DCA (see section 4.3) to compute the single particle Green’s function G and
the susceptibility χ. The impurity model is solved with the CT-AUX quantum Monte Carlo
impurity solver (see section 4.4).

With the Green’s function matrix G(k, iωn), the self-energy can be computed from the
Dyson equation (see section 3.2.1)

Σk(iωn) = G−1
0,k(iωn)−G−1

k (iωn) , (6.2)
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with

Gk(τ) = −⟨T

 ck↑(τ)c
†
k↑(0) ck↑(τ)c−k↓(0)

c†−k↓(τ)c
†
k↑(0) c†−k↓(τ)c−k↓(0)

⟩ , (6.3)

Gk(iωn) =

∫ β

0

dτeiωnτGk(τ) =

GN
k↑(iωn) GA

k↑(iωn)

GA∗
k↑ (iωn) −GN

−k↓(−iωn)

 , (6.4)

G−1
0,k(iωn) =

iωn − ϵk + µ 0

0 iωn + ϵk − µ

 , (6.5)

Σk(iωn) =

ΣN
k↑(iωn) ΣA

k↑(iωn)

ΣA∗
k↑ (iωn) −ΣN

−k↓(−iωn)

 . (6.6)

The SU(2) symmetry of the system gives GN
↑ = GN

↓ . For d-wave superconductivity on a
lattice with inversion symmetry, GN/A

k = GN/A
−k , the anomalous Green’s function and self-

energy can be chosen to be real [199]. In the derivations below we will omit the spin label
and use superscripts N and A to mark the normal and anomalous components of the Green’s
function and self-energy.

The spin susceptibility χspin is defined with the correlator of the magnetization in z direc-
tion Ŝz = n↑ − n↓ (see section 3.3)

χspin(q, τ) = ⟨T Ŝz(q, τ)Ŝz(−q, 0)⟩ − ⟨Ŝz(q)⟩2 , (6.7)

χspin(q, iνn) =

∫ β

0

dτeiνnτχspin(q, τ) , (6.8)

with νn the bosonic Matsubara frequency .
In the DCA simulations performed in this chapter, we have chosen a cluster size Nc = 8

which provides sufficient momentum resolution while allowing for calculation of the detailed
dynamical information needed here. As explained in chapter 5, small cluster DCA simula-
tions yields an AFM ordered state, causing the lattice susceptibility in the magnetic channel
to diverge at q = (π, π). This ordered state violates the Mermin-Wagner theorem [21] and
is caused by finite size effects. Therefore we only analyze the spin susceptibility on cluster
level. Note that the Ward identity [35] enforces the spin susceptibility to be zero at q = (0, 0)

and νn ̸= 0 [167]. However, in DCA simulations, at cluster level, finite size effects give finite
values of χspin(q = (0, 0), iνn) at νn ̸= 0. We will use K and Q to label cluster momenta in
the rest of this chapter.

In our simulations, the spin susceptibility χspin(Q, τ ) is measured on the Chebyshev-Gauss-
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Lobatto collocation points, and χspin(Q, iνn) are computed via spectral transform [200, 201].
For a detailed explanation of the sampling points and the transformation see chapter 9. We
will omit the subscript of χspin and use χQ(iνn) to represent the spin fluctuation in the rest
of this chapter.

6.2.2 Spin fluctuation theory
<latexit sha1_base64="ABT9+gwtlOCtsHgoz8eps5XXPLI=">AAAGknic7ZTfb9MwEMezrZQxfm3AGy8WE1JBWWgqbZNAlQZ74YGHIdgPKa0mx7kmVu04st11JfQf4BX+Of4YJC5pRtduY3vhjZMi2ZePvz7fnR1mghvbbP5cWFyq3arfXr6zcvfe/QcPV9ceHRg10Az2mRJKH4XUgOAp7FtuBRxlGqgMBRyG/d3i/+EJaMNV+tmOMuhKGqe8xxm16DpeW/rVCSHmaW55/0vGmR1oGK8QUnl7MEolTQvPc/zQj2IWTkmDvngz4wg0jxPb9r1NJonqEdoljfAaJkSGVcysfCCgZ9tNb3sqduJfrvYHYgXUulwuBKGGiFYbn/jIRvN681ALISihSi3iNNZUviR5OUfDNJCNDRLYhLO+S3qgJaa1PJZ7BRMqo1KXJFT0SHHKOTi6QpCeY9gVDFTMuIi5A2k0X78bVJVQSxpb3qZLmv8r/LcKhzcoSPgvuwCuab1LuqCcnb/px6vrTa9ZGrk48KvBulPZ3vHawtdOpNhAQmqZoMYETKvMLTS7ubE0jahQKT4hK52BgYyyPo0hx5xmGObpeMYrqU2sUsLMugutGU/AlMxo0VUYULf8vzE9EnKFR/BQUz3KM2V48bTxNHap1mpoPAmWIlhQ1TJckp9l7JVn7EgAaU9qHgFTunwc21UPSKr7qGbc6bSNl+RsI0zX5llN0IbcJiTvlFsHpybh2OW+lN38kwUqbBIMeWST4oZI6QpIY5y0vBYS4/FEZlxuhPKWsjKOKiRMalEvf746FwcHLc/f8vyPrfWdd1Xllp2nzjOn4fjOtrPjvHf2nH2H1aLat9r32o/6k/rr+tv67gRdXKjWPHZmrP7hNwVC4fU=</latexit>

Figure 6.1: Spin-fluctuation diagrams for normal and anomalous self-energy. Solid lines: Normal
or anomalous Green’s function; Wavy lines: Spin susceptibility.

Spin fluctuation theories yield the spin fluctuation (SF) contribution to the normal (N)
and anomalous (A) self-energies in terms of the spin susceptibility and normal and anomalous
components of the Green function GN/A

K as [182, 188, 189, 192] (see Fig. 6.1)

ΣSF ;N/A
K (iωn) =

g2

βNc

∑
Q,iνn

χQ(iνn)G
N/A
K+Q(iωn + iνn) . (6.9)

We assess the relevance of spin fluctuations by using our calculated G and χ, along with
an estimated coupling constant g to compare ΣSF [Eq. 6.9] to our numerically calculated
self-energies.

6.2.2.1 Coupling constant

To estimate the coupling constant g2, we partition the exact normal self-energy from DCA
into a low frequency part that is supposed to arise mainly from spin fluctuations, and a high
frequency part that represents contributions from all other processes

ImΣN
K(iωn) = ImΣSF ;N

K (iωn) + ImΣhigh;N
K (iωn) , (6.10)

where the high frequency process is fitted by a minimal two-parameter model

ImΣfit;N
K (iωn) = −A

π

ωn
ω2
n + x2

0

, (6.11)

with A and x0 being two fitting parameters. The other relation we impose in the fitting
procedure is that the quasi-particle weight

[
1− ∂[ReΣN

K(ω)]

∂ω

]−1

given by the exact self-energy
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and the approximated self-energy from the spin fluctuation plus the high frequency fitting
are approximately the same

ZN
K = Zfit;N

K + ZSF ;N
K , (6.12a)

ZN
K =

Im(ΣN
K(iω1)− ΣN

K(iω0))

ω1 − ω0

. (6.12b)

The fitting procedure is as follows:

• For a given g2, compute ΣSF ;N
K (iωn) as in Eq. 6.9.

• Compute ImΣhigh;N
K (iωn) as in Eq. 6.10.

• Fit ImΣfit;N
K (iωn) to ImΣhigh;N

K (iωn) by computing the two fitting parameters A and x0

from the maximum of ImΣhigh;N
K (iωn).

• Compute ḡ2 from the requirement of Eq. 6.12.

The value of g2 is decided by requiring g2 = ḡ2 in the above procedure, under the constraint
A > 0, −ImΣSF ;N

K (iωn) ≤ −ImΣN
K(iωn), ∀n, −ZSF ;N

K ≤ −ZN
K .

6.2.2.2 Matsubara sum

The real-frequency normal self-energy given by the spin fluctuation can be computed with
the real-frequency normal Green’s function and the real-frequency spin susceptibility using
Matsubara sum. We will omit all the momentum index in this section since we are doing
frequency analysis.

The real-frequency normal Green’s function and spin susceptibility can be obtained from
the Matsubara frequency results via analytical continuation (see section 4.5) using equations

G(iωn) =

∫
dx

1

iωn − x
A(x) , (6.13)

χ(iνn) =

∫
dy

1

iνn + y
B(y) , (6.14)

where we have used A(x) for the fermionic and B(y) the corresponding bosonic spectral
functions. The spin fluctuation self-energy can then be written as

ΣSF (iωn) =
g2

β

∑
iνn

∫∫
dxdyA(x)B(y)

1

(iωn + iνn − x)(iνn + y)
. (6.15)
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The frequency sum can be computed using the Cauchy’s residue theorem. Consider the Bose
distribution function

b(z) =
1

exp(βz)− 1
, (6.16)

the singular points are at exp(βz)− 1 = 0, z = i 2nπ
β

= iνn, which are the bosonic Matsubara
frequencies. Define g(z) = 1

(iωn+z−x)(z+y)
, it has singular points at z1 = x− iωn, z2 = −y. The

frequency sum can then be written as [7]

1

β

∑
iνn

1

(iωn + iνn − x)(iνn + y)
=

b(z1)

z1 − z2
+

b(z2)

z2 − z1

=
b(x− iωn)

x− iωn + y
+

b(−y)
−y − x+ iωn

. (6.17)

Consider the Fermi distribution function

f(z) =
1

exp(βz) + 1
, (6.18)

we have b(x− iωn) = −f(x). Eq. 6.15 can be written as

ΣSF (iωn) =

∫∫
dxdyA(x)B(y)

f(x) + b(−y)
iωn − y − x

. (6.19)

To evaluate the self-energy on real axis, we replace iωn with ω + iδ, δ an arbitrary small
value. The imaginary part of the spin fluctuation self-energy can be written as

ImΣSF (ω) =

∫∫
dxdyA(x)B(y)[f(x) + b(−y)][−πδ(ω − y − x)]

= −π
∫
dyA(ω − y)B(y)[f(ω − y) + b(−y)]

= π

∫
dyA(ω − y)B(y)[f(y − ω) + b(y)] , (6.20)

where we have integrated out x explicitly and used the relations b(−x) = −1 − b(x) and
f(−x) = 1− f(x).
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6.2.3 Linearized self-energy equation

From the matrix form of the Dyson equation [Eq. 6.2], the Green’s functions can be expressed
as

G−1
k (iωn) = G−1

0,k(iωn)− Σk(iωn) , (6.21)GN
k (iωn) GA

k (iωn)

GA
k (iωn) −GN

−k(−iωn)

−1

=

iωn − ΣN
k (iωn)− (ϵk − µ) −ΣA

k (iωn)

−ΣA
k (iωn) iωn + ΣN

−k(−iωn) + (ϵk − µ)

 .

The anomalous Green’s function GA is thus given by

GA
k (iωn) =

ΣA
k (iωn)

[iωn − ΣN
k (iωn)− (ϵk − µ)][iωn + ΣN

−k(−iωn) + (ϵk − µ)]− [ΣA
k (iωn)]

2
(6.22)

If we consider a linearized anomalous Green’s function equation, the [ΣA
k (iωn)]

2 term in the
equation above will be dropped, which gives

GA
k (iωn) =

ΣA
k (iωn)

2iωn − ΣN
k (iωn) + ΣN

−k(−iωn)

×
[

1

iωn − ΣN
k (iωn)− (ϵk − µ)

+
1

iωn + ΣN
−k(−iωn) + (ϵk − µ)

]
=

ΣA
k (iωn)

2iωn − 2iImΣN
k (iωn)

[GN
k (iωn)−GN

k (−iωn)]

=
ΣA
k (iωn)

2iωn − 2iImΣN
k (iωn)

2iImGN
k (iωn)

=ΣA
k (iωn)

ImGN
k (iωn)

ωn − ImΣN
k (iωn)

. (6.23)

In an eight-site DCA simulation with d-wave superconductivity, the anomalous Green’s
function and self-energy will only be non-zero at K = (0, π) and (π, 0) and GA

(0,π)(iωn) =

−GA
(π,0)(iωn), GN

(0,π)(iωn) = GN
(π,0)(iωn). The one-loop spin fluctuations [Eq. 6.9] can then be

rewritten as

ΣA
(0,π)(iωn) =

g2

βNc

∑
ω′

n

[χ(0,0)(iω
′
n − iωn)− χ(π,π)(iω

′
n − iωn)]

×
ImGN

(0,π)(iω
′
n)

ω′
n − ImΣN

(0,π)(iω
′
n)
ΣA

(0,π)(iω
′
n)

=
∑
ω′

n

F (iωn, iω
′
n)Σ

A
(0,π)(iω

′
n) , (6.24)
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where F (iωn, iω′
n) is a matrix in ωn and ω′

n. The leading eigenvalue λ of this matrix should
cross one at Tc, if spin fluctuations of this form cause superconductivity, and otherwise
denotes the fraction of superconductivity given by one-loop spin fluctuations.

6.2.4 Superconducting gap function

One of the central quantities in the superconductivity theory is the frequency dependent gap
function ∆(ω) [119, 182, 202]. To derive the superconducting gap function from the single-
particle Green’s function and self-energy, we start from dividing the normal component of
the self-energy into even and odd frequency part

ΣN,o,e
k (iωn) =

1

2

[
ΣN
k (iωn)∓ ΣN

k (−iωn)
]
. (6.25)

From Eq. 6.21, the determinant of the inverse Green’s function matrix can be written as

det(G−1) = [iωn − ΣN
k (iωn)− (ϵk − µ)][iωn + ΣN

−k(−iωn) + (ϵk − µ)]− [ΣA
k (iωn)]

2

=

[
1− ΣN,o

k (iωn)

iωn

]2

(iωn)2 − [(ϵk − µ) + ΣN,e
k (iωn)]

2 + [ΣA
k (iωn)]

2[
1− ΣN,o

k (iωn)

iωn

]2
 , (6.26)

where we have used the equivalence relation ΣN
k = ΣN

−k. The equation for excitations can be
extracted from the second term of Eq. 6.26

ω2 = Re

 [(ϵk − µ) + ΣN,e
k (ω)]2 + [ΣA

k (ω)]
2[

1− ΣN,o
k (ω)

ω

]2
 , (6.27)

where the first term shows the modification in propagation of normal particles, and the
pairing energetic is given by the gap function [119]

∆k(iωn) =
ΣA
k (iωn)

1− ΣN,o
k (iωn)

iωn

. (6.28)

The real-frequency gap function can be obtained from the Matsubara frequency result via
analytical continuation (see section 4.5). The spectral representation of the gap function can
be written as [119]

∆(z) = −
∫
dx

π

Im∆(x)

z − x
, (6.29)
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where x and z are both complex variables. On the Matsubara axis, ∆(iωn) is an even function
of frequency (see Eq. 6.28), implying that Im∆(ω) is an odd function of frequency on the
real axis. Eq. 6.29 can then be rearranged as

∆(iωn)−∆(iωn = 0) = − 1

π

∫
dω

Im∆(ω)

ω

(
ω

iωn − ω
+ 1

)
= − iωn

π

∫
dω

Im∆(ω)

ω

1

iωn − ω
, (6.30)

∆(iωn)−∆(iωn = 0)

iωn
= − 1

π

∫
dω

Im∆(ω)

ω

1

iωn − ω
, (6.31)

where

∆(iωn = 0) =
1

π

∫
dω

Im∆(ω)

ω
(6.32)

is the norm used in the continuation, and can be obtained by fitting ∆(iωn) at the lowest
three Matsubara frequencies to a parabola. The continuation can then be done in a similar
way as the normal Green’s function with a fermionic kernel (see Ref. [73] and section 4.5).

In our simulation, the anomalous self-energy is chosen to be real, which gives a real gap
function on the Matsubara axis. In practice, the continuation can be done using equation

Re∆(iωn)− Re∆(iωn = 0)

ωn
= − 1

π

∫
dω

ωn
ω2
n + ω2

Im∆(ω)

ω
, (6.33)

which is similar to the normal Green’s function continuation with particle-hole symmetry
[73].

In general, there’s no guarantee that Im∆(ω)/ω is of definite sign. For a detailed expla-
nation of the validity of the gap function continuation see Ref. [119].

6.3 Results
We investigated several different dopings and interaction strengths. We present here results
obtained for doping x ∼ 0.10 (carrier concentration n = 1 − x per site) and tempera-
tures as low as T = t/50. For this carrier concentration at U = 6t, the normal state is a
momentum-space differentiated Fermi liquid outside the pseudogap regime, corresponding
to the overdoped side of the cuprates. The superconducting state, which we explicitly con-
struct, appears below a transition temperature Tc ≈ t/40. See Fig. 1 in Ref. [118] for the
phase diagram at βt = 40. The choice of parameters is influenced by the following consid-
erations: for higher U , calculations become more difficult [27], while for lower U they are
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less relevant for strong correlation superconductivity. Higher dopings reduce Tc, whereas
lower dopings enhance the effects of the nearby pseudogap and the effects of the AFM state
around half filling, making one-loop spin fluctuation theory less likely to succeed. We will
comment briefly on the results for different dopings in the conclusions.

6.3.1 Spectral function
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Figure 6.2: Analytically continued spectral function for the antinode K = (0, π) at U = 6t,
µ = −1.0t and different temperatures. The unit of the temperatures shown in the
legend is t−1.

The first signal of the superconductivity can be obtained from the spectral function
AK(ω) = −ImGK(ω)/π at the antinode K = (0, π), which can be computed from the normal
Green’s function GN

K(iωn) via analytical continuation (see section 4.5). Fig. 6.2 shows the
frequency and temperature dependence of A(0,π)(ω). We can see from the temperature evo-
lution that at temperatures above the transition temperature Tc, the spectral function has
a peak around zero frequency arising from the van Hove singularity, while as we enter the
superconducting state at about βt = 40, a gap appears. This finding is consistent with the
standard theory [203], that the onset of superconductivity is associated with a suppression of
density of states at low frequency and with the formation of density of states (“coherence”)
peaks [118]. See Ref. [118] for results at other dopings.

6.3.2 Spin susceptibility

The real frequency spectral function of the spin susceptibility BQ(ν) = ImχQ(ν)/ν at
Q = (π, π), ν → 0 determines the density of states of low frequency spin excitations and the
relaxation rate [130]. In the paramagnetic state, this quantity has a homogeneous increase as
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Figure 6.3: Continued spin susceptibility with Q = (π, π) at U = 6t, µ = −1.0t and different
temperatures. The unit of the temperatures shown in the legend is t−1.

temperature decrease [130]. The temperature evolution of B(π,π)(ν) across the superconduct-
ing transition temperature is shown in Fig. 6.3. We can see from the temperature evolution
that as we enter the superconducting state, the spectral function gets suppressed around
zero frequency, and a gap gradually appears as we go deeper into the superconducting state.

6.3.3 Self-energy from spin fluctuation theory
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Figure 6.4: Left panel: Imaginary part of the normal component of the Matsubara self-energy
for the antinode K = (0, π) at U = 6t, βt = 35, and µ = −1.0t compared to spin
fluctuation self-energy computed with g2 = 3.8. Inset: ImΣN

K(iωn)/ωn. Right panel:
Negative of the analytically continued real-axis the antinode (0, π) self-energy and
spin-fluctuation contribution computed with g2 = 3.8. Inset: self-energy over a wide
frequency range. Figure from Ref. [181].
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Figure 6.5: Total measured anomalous self-energy ΣA
K and estimated spin-fluctuation contribution

ΣSF ;A
K of K = (0, π) at U = 6t, βt = 50 and µ = −1.0t (n = 0.90). Also shown are

the individual contributions to ΣSF ;A from transferred momenta Q = (π, π) and
Q = (0, 0). Inset: Leading eigenvalues computed from the linearized self-energy
equation Eq. 6.24. The value of g2 is chosen to be 3.8 for all temperatures. Dotted
line: Linear fit to βt = 30, 35, 40. Figure from Ref. [181].

To determine the extent to which superconductivity arises from one-loop spin fluctuations,
we compare the anomalous self-energy computed from Eq. 6.9 and directly measured from
DCA simulation which gives dx2−y2 symmetry superconductivity. The method to estimate g2

is explained in detail in the method section [section 6.2.2]. The upper panel of Fig. 6.4 shows
the Matsubara analysis of the normal component of the antinode self-energy, and the lower
panel shows the real axis fits. Both cases are consistent with a value of g2 = 3.8 implying
that about 2/3 of ZN comes from the electron-spin fluctuation interaction.

With the spin fluctuation spectrum and the electron-spin fluctuation coupling constant in
hand, we begin with the equation for the transition temperature Tc, obtained by linearizing
Eq. 6.9 in the anomalous component of the self-energy (see section 6.2.3). The resulting
equation is a linear eigenvalue equation for eigenvector ΣA(iωn); the largest eigenvalue λ
increases as temperature decreases, and Tc is the temperature at which the leading eigenvalue
equals unity (see Eq. 6.24). A dx2−y2 symmetry gap yields a non-negative eigenvalue. Using
our estimated g2 = 3.8, we find that at temperature T = t/40 the leading eigenvalue λ is
about 0.5 (see inset of Fig. 6.5), so that increasing the net pairing strength by a factor of
about two would be needed to bring the leading eigenvalue up to 1 (in fact a larger increase
would be required because the coupling constant of the normal state self-energy means the
transition temperature does not vary linearly with the coupling).

Figure. 6.5 compares the measured anomalous self-energy to the spin fluctuation self-
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energy ΣSF ;A
K at K = (0, π). We note that the spin fluctuation interaction has two compo-

nents, one from fluctuations near the antiferromagnetic wavevector Q = (π, π) and one from
fluctuations at small momenta near Q = (0, 0). The small momentum fluctuations make a
negative contribution to ΣA

K . At the lowest Matsubara frequency the ΣSF ;A
K produced by the

spin fluctuation theory is approximately half of the DCA self-energy, again indicating that
spin fluctuation theory [182] alone cannot account for the superconductivity.

6.3.4 Superconducting gap function
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Figure 6.6: Comparison of the true gap function, gap function from spin fluctuation, the AFM
susceptibility Imχω+∆0

spin,(π,π) and the FM susceptibility Imχω+∆0

spin,(0,0) shifted by the ∆0 =

Re∆(ω = 0) = 0.057 at U = 6t, βt = 50 and µ = −1.0t (n = 0.90). Left panel:
Imaginary part. Inset: Integral of Im∆(ω)/ω starting from ω = 0. Right panel: Real
part. Figure from Ref. [181].

We now examine in Fig. 6.6 the frequency dependence of the gap function ∆(ω), a complex
function of real frequency defined in terms of the normal and anomalous self-energies at
K = (0, π) (see section 6.2.4).

Following Ref. [182] we compare the frequency dependence of the spin fluctuation spec-
trum, the imaginary part of the DCA-computed gap function, and the estimated gap function
computed by solving Eq. 6.9 using the measured GA and χ. The real frequency quantities
are obtained from maximum entropy analytical continuation of imaginary frequency data
obtained at T = t/50, well below the superconducting transition temperature. As noted in
Ref. [182] the presence of a gap in the electron Green’s function means that a peak in χ at
a frequency ωpeak implies a peak in ∆ at ∆0 + ωpeak so we shift χ by the zero frequency gap
function in the comparison.

We emphasize that the uncertainties in the analytical continuation are not small; while

138



areas are reliably estimated, peak heights and widths are subject to some uncertainty. We
see from Fig. 6.6 that while the peaks in the gap function and shifted χ roughly coincide, the
spin fluctuation contribution to the imaginary part of the gap function is concentrated at
low frequencies, decaying much more rapidly than the DCA-computed gap function, further
demonstrating the importance of a high-frequency non-spin-fluctuation contribution to the
electron self-energy.

6.4 Discussion and conclusion
Spin fluctuation theories, in which the spin fluctuations (as parametrized by the susceptibil-
ity) are treated as a pairing boson within the one loop approximation, are widely considered
to be promising candidates for theories of superconductivity. Here we have performed a
quantitative study, in a well defined, numerically controlled theory, of the extent to which
this is actually the case. The theory produces a superconducting state and a spin fluctuation
spectrum, which (taking advantage of recent developments [121]) we can obtain numerically
exactly. Access to the spin fluctuation spectrum enables us to compare the spin fluctuation
theory calculation of the normal state self-energies to numerically exact results for the same
quantities, thereby allowing an estimate of the electron-spin fluctuation coupling constant.
Knowledge of the coupling constant then enables a quantitative analysis of the contribution
of spin fluctuations to the superconducting transition temperature and to the magnitude and
form of the superconducting gap function. In qualitative consistency with previous results
[192] we find that low-frequency spin fluctuations contribute to the superconductivity, but
we find that quantitatively only about half of the pairing can be attributed to these fluc-
tuations. The other half of the pairing therefore arises from higher frequency fluctuations,
whose nature and precise physical origin remains to be determined.

We have similarly examined other doping values and interaction strengths. For U =

6t, µ = −0.9t (x ∼ 0.088), U = 6t, µ = −1.1t (x ∼ 0.12), and U = 5.5t, µ = −0.6t (x ∼
0.066) our analysis is internally consistent and provides reasonable estimates of the spin fluc-
tuation contribution to the self-energy. We find that as doping is decreased below x ∼ 0.1

spin fluctuation theory rapidly becomes a much less satisfactory description of the normal
state, with the spin fluctuation contribution to ΣN apparently decreasing, whereas the tran-
sition temperature weakly increases. As the doping is increased above x ∼ 0.1, the spin
fluctuation contribution to the normal state self-energy and gap function becomes larger,
but the transition temperature rapidly decreases. These results are consistent with our find-
ing that spin fluctuations do not fully account for the superconductivity exhibited by the
model.
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The numerical method used in this work is the 8-site DCA. The cluster size is chosen
based on previous literature to capture the pairing and magnetic fluctuations at reasonable
computational expense. DCA does not adequately capture for example the stripe physics
[141, 142, 204–206] that may preempt superconductivity in some parameter ranges, and the
cluster sizes available, while large enough to provide results that compare well to experiment
and more exact calculations, cannot capture many of the interesting specifics of supercon-
ducting phenomenology. However, it is important to emphasize that the method provides a
single internally consistent computational scheme that produces a well defined locally stable
superconducting phase whose properties can be studied, and that provides, at the same level
of approximation, normal and anomalous self-energies and spin fluctuation spectra, enabling
a theoretically meaningful comparison.

Our finding that spin fluctuations, as parametrized by the spin-spin correlation function χ,
and coupled to electrons via the standard one-loop approximation, are not the dominant form
of superconductivity suggests more generally that spin fluctuation theories of this type may
miss important aspects of correlated electron superconductivity. Our finding also suggests
that if the nature of the higher frequency contributions to the pairing could be elucidated,
tuning these degrees of freedom might be an effective strategy for raising the transition
temperature.
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Chapter 7

Fluctuation Diagnostics in the Singlet
Superconducting State in the

Two-Dimensional Hubbard Model

This chapter is based on Xinyang Dong, Lorenzo Del Re, Alessandro Toschi,
Emanuel Gull “Mechanism of Superconductivity in the Hubbard Model at Inter-
mediate Interaction Strength”, arXiv:2205.06286 (2022) [50].

7.1 Introduction
The microscopic mechanism of unconventional high-temperature superconductivity has been
one of the most controversially debated topics in condensed matter physics since the discovery
of superconductivity in layered copper-oxides in 1986. While several aspects of the observed
physics, such as the d−wave symmetry of the order parameter and the proximity to an
antiferromagnetic Mott phase, clearly suggest that superconductivity must emerge from
strongly correlated electronic processes, the intrinsic quantum many-body nature of the
problem has hitherto prevented a rigorous identification of the pairing glue. To explicitly
address this point, we present a focused study of the origin of superconductivity in the
two-dimensional single band Hubbard model. The Hubbard Hamiltonian, which includes a
kinetic term describing the hopping between neighbouring sites on a lattice and a potential-
energy term encoding a local electrostatic repulsion, is a minimal theoretical model believed
to capture the salient aspects of cuprate superconductivity.

Among the theoretical explanations proposed for the origin of the high-temperature su-
perconductivity in this context, spin fluctuations have been a prominent scenario since the
beginning [189–191, 207]. In particular, within in the weak-coupling regime of the Hubbard
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model, renormalization group techniques [138, 208–210] find d-wave superconductivity in
qualitative agreement with spin fluctuation exchange studies [190, 210], consistent with di-
agrammatic Monte Carlo calculations [139]. At the same time, other, qualitatively different
microscopic pictures of superconductivity exist besides the spin fluctuations, including the
RVB theory [102], nematic fluctuations [211], loop current order [212], or the “intertwining”
of orders of different types [213]. In fact, to what extent the weak-coupling spin fluctu-
ation results apply to the much stronger interaction values, which are typical of cuprate
materials, and whether there are other competing or intertwining fluctuations driving the
superconductivity remains unresolved.

To provide a conclusive answer, we perform an analysis of the anomalous self-energy in the
d−wave superconducting state within the method of fluctuation diagnostics [28]. We note
that, unlike other diagrammatic approaches, which postulate a specific physical mechanism,
analyze its consequences, and then compare to experiments, the fluctuation diagnostics pro-
cedure treats fluctuations of all kinds, including those possibly driving superconductivity, on
equal footing, and is applicable in all parameter regimes, independent of the degree of corre-
lation. However, the fluctuation diagnostics procedure as derived in [28] was only applicable
to the highly symmetric normal state, and thus cannot be used to analyze superconductivity.

In this chapter, we will first generalize this approach to the case of phases with sponta-
neously broken symmetries and then apply it to identify the dominant fluctuations driving
the anomalous self-energy in the superconducting state.

7.2 Methods
This section summarizes the equations and definitions used in the calculations in this chapter.
Detail derivations are provided in chapter 3 and chapter 4.

The model we study is the two-dimensional single band Hubbard model (see section 4.1)
in the singlet superconducting state

H =
∑
kσ

(ϵk − µ)c†kσckσ + U
∑
i

ni↑ni↓ , (7.1)

with i a lattice site, k momentum, c(†) annihilation (creation) operators, and n the density.
ϵk = −2t(cos kx + cos ky) is the dispersion with hopping t, U the interaction strength, and µ
the chemical potential.

We use the DCA (see section 4.3) on a cluster with size Nc = 8 with a numerically
exact CT-AUX (see section 4.4) impurity solver to enter the superconducting state non-
perturbatively [118], and obtain Green’s functions, self-energies, and vertex functions. Within
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the 8-site DCA approximation, the model exhibits a large and stable d-wave superconducting
region [118, 121]. The model is known to also exhibit a stripe phase [141, 142, 204–206], to
which our calculation is not sensitive, since its periodicity is larger than the Nc = 8 cluster.
Recent accurate calculations on different system geometries [142] find that the ground state
of the model is charge ordered, rather than superconducting, indicating that the state found
by DCA may be competing with a stripe state nearby in energy. Based on the closeness of
the energetics, it is reasonable to assume that both states are important [214] and that one
or the other will be selected based on minor variations of system geometries, approximations,
and model parameters.

To identify the superconducting glue, we apply the fluctuation diagnostics scheme [28] to
the anomalous self-energy in the superconducting state. This approach, which so far has
been derived [28] and applied [28, 215] only in the paramagnetic normal state, allows for a
rigorous identification of the dominant scattering mechanisms responsible for the observed
self-energy. The central equation of the fluctuation diagnostics method is the Schwinger-
Dyson equation, which can be written in a general form as

Σ(18)− Σ∞ = −U(1234)G(25)F (5678)G(63)G(74) , (7.2)

where we have used the Einstein summation notation and introduced the short-hand notation
i = (ki, σi, τi) for momentum, spin and time indices. The two indices on the self-energy
Σ(12) and the Green’s functions G(12) represent their normal (1 = 2) and anomalous (1 =

−2) components, with −i = (−ki,−σi, τi) . Σ∞ is the static Hartree contribution for the
normal self-energy, and F is the full two-electron scattering amplitude. U(1234) denotes
the antisymmetrized interaction which, in the Hubbard model, is proportional to the local
interaction U . This expression is exact and relates two-particle fluctuations to single-particle
quantities.

The detailed derivation of the Schwinger-Dyson equation can be found in section 3.6,
and the corresponding explicit equations for the normal and anomalous self-energies with
Hubbard interaction are given in Eq. 3.146. A diagrammatic representation of the anomalous
self-energy can be found in Fig. 3.2. The definitions of the single-particle Green’s functions
and the full vertex functions can be found in section 3.2.1 and section 3.5. In the derivations
below we will use the labels combined indices k ≡ (k, iωn) to represent fermionic and q ≡
(q, iνn) to represent bosonic momentum and frequency indices, and will use superscripts N
and A to mark the normal and anomalous components of the Green’s function and self-
energy.

Fluctuation diagnostics exploits symmetries in the Hamiltonian that lead to different ex-
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pressions for the Schwinger-Dyson equation [Eq. 7.2] of the self-energy Σ. From section
3.4, we know that we can identify four physical channels in the singlet superconducting
state, in which two of them are independent, giving two equivalent ways of writing the
Schwinger-Dyson equation in the superconducting state (see section 3.6). As F contains all
fluctuations of the system, the different expressions of the Schwinger-Dyson equation are
equivalent when all internal summations are performed. Important additional information
about the role played by the different scattering channels can be gained by comparing the
expressions of the Schwinger-Dyson equation after partial summations over the internal vari-
ables k′, but not q, are performed. From a physical point of view, each expression can be
associated to one of the possible collective modes (e.g., density, magnetic, singlet/triplet
pairing) of the electronic system. A large contribution to the final sum over q at low transfer
frequency and at a definite momentum signifies a dominant collective mode, in contrast to
contributions more evenly distributed over a wide range of frequencies and momenta. We
will use K and Q to denote cluster momenta in the rest of this chapter.

7.3 Results
Fig. 7.1 gives the phase diagram of the 2D Hubbard model on the hole-doped side within the
DCA approximation at intermediate interaction strength [118] showing the pseudogap (PG),
superconducting (SC), and metallic (M) regime. The pseudogap regime is characterized
by a suppression of the single particle spectral function, and the superconducting phase
corresponds to the region where the anomalous Green’s function is non-zero. We present
the results for two representative parameter sets without next-nearest neighbor hopping on
an eight-site cluster with U = 6t, βt = 45, i.e. x = 0.031 (Tc ∈ (t/30, t/35], corresponding
to underdoped (UD) for this value of U) and x = 0.075 (Tc ∈ (t/30, t/35], corresponding to
overdoped (OD) for this value of U), see Ref. [118] for a phase diagram. In DCA, both cases
considered lie deep in the superconducting phase where the anomalous Green’s function GA

k

is non-zero for K = (0, π) and (π, 0), with relation GA
(0,π) = −GA

(π,0). Cluster momentum
points are shown in the inset of Fig. 7.1. The inset of Fig. 7.1 shows the momentum (Q)
and frequency (νn) distribution of |ReΣA

(π,0),Qν(iω0)|, which is computed by summing over
fermionic indices k′ but not over q in Eqs. 3.151a, 3.151b. The pie chart insets show that
for both the underdoped and overdoped cases there are a dominant contribution from Q =

(π, π) and νn = 0 in the magnetic/triplet channel Sz. In the density/singlet channel S0,
contributions from different momenta and frequencies are evidently distributed much more
evenly.
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Figure 7.1: Phase diagram sketch, with pseudo-gap (PG, orange), metal (M, red), and supercon-
ducting (SC, blue) regimes. Black diamonds denote UD and OD data points analyzed
in detail. Inset: Pie chart of |ReΣA

(π,0),Qν(iω0)| in the density (S0) and magnetic
(Sz) channels. Counter-clockwise from the top, pieces represent contributions for
momentum Q = (π, π), Q = (0, 0) and summation over the remaining momenta in
an eight-site cluster. In each slice, separation indicates bosonic frequency νn with
n = 0,±1, ...± 7. Figure from Ref. [50].

7.3.1 Momentum distribution

We first focus on the momentum distribution of ReΣA
(π,0),Q(iωn) within the two physical chan-

nels in Fig. 7.2, computed by summing over all indices in Eqs. 3.151a, 3.151b except for the
transferred momentum Q. The inset in the upper left panel shows the momentum points in
an eight-site cluster, and the Fermi surface in the non-interacting system for dopings of 0.2
(corresponding to hole doping), 0, -0.2, and -0.4 (corresponding to electron doping). The
left two panels show the contribution of different Q in the density channel. The weak Q

dependence indicates the absence of a dominant mode in this channel. Results for the mag-
netic/triplet channel are shown in the right two panels. The transfer momentum Q = (π, π)

associated with AFM fluctuations is clearly the dominant mode in both the underdoped and
the overdoped regime. We note that a sub-leading, though still sizable, negative contribution
to the anomalous self-energy is originated by a ferromagnetic mode with Q = (0, 0). The
black lines with crosses are computed by summing over all different momenta in the cluster,
resulting in ΣA

S0
and ΣA

Sz
of Eq. 3.153.
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(⇡,⇡)

(⇡/2,⇡/2)

(⇡, 0)

(0,⇡)

Figure 7.2: ReΣA
(π,0),Q(iωn) for several transfer momenta Q in the density (ρ) and magnetic (S)

channels. OD and UD correspond to the diamonds in Fig. 7.1. Black line with crosses:
total anomalous self-energy after summation over all Q. Inset: non-interacting Fermi
surface and location of momentum points corresponding to colors in main panels.
Figure from Ref. [50].

7.3.2 Frequency distribution

Important insight can be gained by a complementary analysis in frequency space: Fig. 7.3
shows the frequency dependence of ReΣA

(π,0),νn
(iω0), corresponding to the result at the lowest

fermionic Matsubara frequency iω0 = π/β after summation over all indices except for bosonic
frequency νn in Eqs. 3.151a, 3.151b. The low-frequency peak in the magnetic channel iden-
tifies the corresponding fluctuation as a well-defined and long lived “mode”. In the density
representation, the same fluctuations are short range and short lived. This indicates that
the density representation is not suitable for a simple interpretation of the superconducting
mechanism.

7.4 Discussion and conclusion
By extending the fluctuation diagnostics approach to the superconducting phase, we have
been able to unambiguously identify spin fluctuations [189–191, 207] as the dominant con-
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Figure 7.3: ReΣA
(π,0),ν(iω0) in density (ρ) and magnetic (S) channels. OD and UD correspond to

the two data points of Fig. 7.1. Inset: ReΣA,ν(iω0) in density channel with rescaled
y axis. Figure from Ref. [50].

tribution to the d−wave pairing in the Hubbard model at interaction strengths believed to
be relevant for the cuprates, i.e., beyond the weak-coupling regime [139, 190, 209, 210]. At
the same time, consistent with the existing work in the normal state [28, 80, 168], we do not
find any indication supporting the alternative scenarios mentioned in the introduction, such
as nematic fluctuations [211], loop current order [212], or “intertwining” of different orders
[213]. In order for these scenarios to become relevant on larger systems or in other areas
of parameter space, superconductivity from spin fluctuations would have to disappear while
new mechanisms would have to emerge simultaneously, which we believe to be exceedingly
unlikely. In the case of intertwined orders, multiple fluctuations such as density or magnetic
ones would contribute synergistically to the pairing, rather than compete, in contradiction
with our results. We emphasize that the fluctuation diagnostic is capable of detecting the
occurrence of this situation, when it is realized, e.g. in the attractive Hubbard model [28].

Our identification of the superconducting glue agrees with the findings of several experi-
ments. Ref. [216] finds good quantitative agreement between the spectral function computed
from conventional spin fluctuation theory with magnetic susceptibility measured by inelastic
neutron scattering, and the spectral function measured from angle-resolved photoemission
spectroscopy in the superconducting phase of YBCO. Inelastic photon scattering experiments
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[217] on Hg1201 and Hg1212 infer that the superconducting temperature Tc can be deter-
mined by the strength of the magnetic interactions (“paramagnon signals”), supporting the
theory of magnetically mediated high-temperature superconductivity. Other experiments
suggest a relation between superconductivity and charge density wave [218], or that the
pseudogap and superconductivity may have different origins [219]. Thus, the numerical find-
ings of our study suggest the possibility that the latter class of experiments may be probing
aspects of cuprates physics beyond those encoded in the single-orbital Hubbard model on an
eight-site DCA cluster.

Independently of the agreement with this multifaceted experimental evidence, our iden-
tification of the superconducting glue in terms of spin fluctuations touches a delicate and
important aspect of the theoretical description of high-T superconductivity. In particular,
conventional spin fluctuation theory [181, 192, 220–223] appears only able to capture a frac-
tion of the pairing contribution [181] (see also chapter 6) or overestimate the results [222],
depending on the analysis procedure used. The origin of this discrepancy can be ascribed to
the RPA-like one-loop spin fluctuations expressions used in conventional approaches which,
outside of the weak-coupling regime, do not capture all spin fluctuation mediated processes
[224].

The microscopic picture of superconductivity emerging from our analysis agrees well with
recent studies of the description of the non-superconducting pseudogap regime: While spin
fluctuations were identified as the predominant mechanism of the pseudogap [28, 80, 168],
differences with respect to the predictions of conventional spin fluctuation theory were found
and traced [225] to the imaginary part of the dynamical scattering amplitude between elec-
trons and spin fluctuations, which is absent in conventional approaches [225].

In conclusion, our fluctuation diagnostics of the superconducting order in the Hubbard
model precisely identifies antiferromagnetic spin fluctuations as the glue of the d−wave pair-
ing. This conclusion applies to the intermediate-to-large values of the electronic interaction
relevant to cuprate physics. For this reason, the spin-fluctuations-driven pairing found in
our calculations are expected to differ from conventional spin fluctuation theories.
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Chapter 8

Realistic Electron Systems

In chapter 4, we introduced the model Hamiltonians and the corresponding numerical meth-
ods for solving the quantum many-body problem described in section 2.1. While the sim-
plified models can be solved with numerical exact methods, they only include a subset of
electronic degrees of freedom, which introduce systematic uncertainties. Numerical exact
simulations of realistic systems are in general more expensive compared to the simulation of
model systems due to the larger size of the configuration space. An alternate approach to em-
bedding methods like DMFT and DCA is to use Green’s function perturbation theory based
on Feynman diagrams. Controlled approximations can be constructed based on finite-order
resummation approximations of the infinite-order diagrams. In this chapter, we will intro-
duce self-consistent methods based on low-order self-energy diagram approximations which
are able to partially capture electron correlation effects with relatively low computational
cost.

8.1 Molecules and basis sets
For the quantum many-body problem described in section 2.1, the basis functions ϕi(r)
introduced in Eq. 2.5 can in general be non-orthogonal. For realistic electron systems like
molecular systems, common choices of the basis functions include plane wave and atomic
orbitals (AOs) [226]. We will use AO basis sets in the following derivations.

Accounting for the overlap integral S [Eq. 2.9], the action S corresponding to the Hamil-
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tonian given by Eq. 2.6 takes the form

S =

∫ β

0

dτ
∑
ij

∑
σ

c†iσ(τ)[Sij(∂τ − µ) + hij]cjσ(τ)

+
1

2

∫ β

0

dτ
∑
ijkl

∑
σσ′

Uijklc
†
iσ(τ)c

†
kσ′(τ)clσ′(τ)cjσ(τ) , (8.1)

where i, j, k, l are orbital indices. The quadratic part of the action S corresponds to the
inverse free propagator, c.f., Eq. 2.48, with an extra factor S

−g−1
ij,σ(τ) = Sij(∂τ − µ) + hij . (8.2)

Equivalently, the Dyson equation [Eq. 2.60] in frequency space becomes

Gσ(iωn) = [S(iωn + µ)− h− Σσ(iωn)]
−1 . (8.3)

With real basis functions, the interaction tensor Uijkl has the following symmetries [227]

Uijkl = Ujikl = Uijlk = Ujilk . (8.4)

In numerical simulations of molecular systems, it is sometimes convenient to transform to
orthonormal basis. The matrix elements defined in Eqs. 2.7, 2.8, 2.9 can be transformed
with a transformation matrix X as

S ′ = X†SX = I , h′ = X†hX , U ′
ijkl =

∑
mnpq

X†
imXnjUmnpqX

†
kpXql . (8.5)

Since the elements in the overlap matrix S is defined as a direct inner product [Eq. 2.9], it is
a positive definite Hermitian matrix. In quantum chemistry, there are two common choices
of orthogonalization using the eigenvalue decomposition of the overlap matrix S = UEU †

[227]

• Canonical orthogonalization: X = UE−1/2.

• Symmetric orthogonalization: X = UE−1/2U †.

Similar basis transform will be used in section 8.3 for symmetry transformations.
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8.2 Diagrammatic self-consistent approximations
Baym and Kadanoff [35, 36] showed that any approximation to the Luttinger-Ward func-
tional Φ (see section 2.6) by taking a subset of diagrams included in Φ together with the
conservation of energy and momentum at each vertex assures the approximation preserves
the Ward identity (satisfies conservation laws). The self-consistent methods based on Φ-
derivable self-energy approximations usually follow a similar procedure

• Choose an approximation to the Luttinger-Ward functional Φapprox[G], and the corre-
sponding approximation to the self-energy Φapprox[G]

δG
= Σapprox[G].

• Perform the self-consistent procedure starting with an initial guess of the Green’s func-
tion G

1. Compute the self-energy Σapprox[G].

2. Compute the Green’s function G[Σ] from the Dyson equation [Eq. 8.3].

3. Go back to step 1 until convergence.

In this section, we will introduce two of these self-consistent methods: the Hartree-Fock
(HF) approximation [227–229] and the self-consistent second-order Green’s function pertur-
bation theory (GF2) [230–234].

8.2.1 Hartree-Fock approximation

(a) (b)

Figure 8.1: Hartree-Fock self-energy diagrams. (a) Hartree diagram. (b) Fock diagram.

The HF approximation corresponds to a truncation of the Φ expansion at first order [227–
229]. The corresponding self-energy diagrams are shown in Fig. 8.1, and can be written out
explicitly as

Σ(HF)
ij,σ =

∑
kl

∑
σ′

(Uijkl − Uilkjδσσ′)Pkl,σ′ , Pkl,σ′ = Glk,σ′(0−) . (8.6)
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The HF self-energy given in Eq. 8.6 is static (frequency independent) and only depends
on the density matrix P . In quantum chemistry, it is typically combined with the kinetic
integral hij [Eq. 2.7] into the so called Fock matrix

Fij,σ = hij + Σ(HF)
ij,σ . (8.7)

The corresponding Green’s function at HF level can be written out explicitly as

G(HF)
σ (iωn) = [S(iωn + µ)− Fσ]

−1 . (8.8)

The Dyson equation [Eq. 8.3] can also be written using the Fock matrix by changing h→ F .
This change corresponds to having a different quadratic part of the Hamiltonian. The
self-energy will then only contains higher order contributions with asymptotic behaviour
ReΣ(iωn) ∼ O( 1

(iωn)2
) and will decays to zero as iωn → ∞.

8.2.2 GF2

(a) (b)

Figure 8.2: Second-order self-energy diagrams. (a) Direct diagram. (b) Exchange diagram.

GF2 adds two additional second-order bold diagrams to the self-energy on top of the HF
approximation [230–233] (see Fig. 8.2). The corresponding second order self-energy is given
by

Σ(GF2)
ij,σ (τ) = −

∑
klmnpq

UilnpGlk,σ(τ)
∑
σ′

Gpq,σ′(τ)Gmn,σ′(−τ)(Ukjqm − Uqjkmδσσ′) . (8.9)

For closed-shell systems, Eq. 8.9 can be simplified to

Σ(GF2)
ij (τ) = −

∑
klmnpq

Uilnp(2Ukjqm − Uqjkm)Glk(τ)Gpq(τ)Gmn(−τ) , (8.10)

using G = G↑ = G↓, Σ = Σ↑ = Σ↓.
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For a molecule with Nao orbitals, the naive computational scaling O(N 6
ao) of Eq. 8.9 and

Eq. 8.10 can be decreased to O(N 5
ao) with proper tensor contractions. Taking Eq. 8.10 as

an example, define U exch
qjkm = 2Ukjqm−Uqjkm, the tensor contractions can be performed as follow

Algorithm 8.1: GF2 self-energy contraction
Input: Green’s function Gij(τ), interaction tensor Uilnp, U exch

qjkm.
Output: Self-energy Σij(τ).
for 0 ≤ i < Nao do

Ui = U [i, :, :, :] ;
Xln,q(τ) =

∑
p

(Ui)ln,pGp,q(τ) ;

Ynq,k(τ) =
∑
l

Xnq,lGl,k(τ) ;

(Zi)m,qk(τ) =
∑
n

Gm,n(−τ)Yn,qk ;

Σij(τ) =
∑
(qkm)

Zi,qkm(τ)U
exch
qkm,j ;

In algorithm 1 we need to pre-allocate two rank-three temporary objects X,Y and one
rank-four temporary object Z, and use the symmetries of the interaction tensor [Eq. 8.4]. For
applications that are limited by memory, we can instead introduce two rank-three temporary
objects and move the last contraction for Σij into the loop of i. One of the temporary object
can be reused in this procedure, but the tensor contraction in this step would be a matrix
vector multiplication instead of matrix matrix multiplication, which is less efficient.

In the following derivations we will omit the spin indices and only consider the closed-shell
case.

8.3 Point group symmetry
The system size diagrammatic self-consistent approximations can compute are limited by
both the computational cost (GF2 scales as O(N 5

ao)) and total memory (Uijkl is a rank
4 tensor). In this section we will describe how to use point group symmetries to block
diagonalize the tensors in orbital space. This will reduce both the computational and total
memory cost. We will not go deep into the group theory derivations but just state the
theorems that are used. Detailed explanations can be found in Refs. [47, 235–238].
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8.3.1 Finite groups

The point groups we work with are finite groups G with group elements g, which are closed
under multiplications

g1 · g2 = g3 ∈ G , ∀g1, g2 ∈ G . (8.11)

A matrix representation of a group G is a set of matrices R(g) that obey the multiplication
table of the group [236]. Two representations R(g) and R′(g) are called equivalent if they
are related by a similarity transform

R′(g) = U−1R(g)U , ∀g ∈ G . (8.12)

The representation of a finite group can be chosen to be unitary. For two similar unitary
representations R(g) and R′(g), the similarity transform U is also unitary U−1 = U †. We
will only consider unitary representations in the derivations below.

By suitable choice of U , the transformation in Eq. 8.12 can be used to simplify the rep-
resentation. A representation is said to be reducible if all matrices in the representation
can be block diagonalized using one unitary transformation, otherwise it is irreducible. The
corresponding block diagonalized reducible representation R′(g) can be written as direct sum
of irreducible representations R(i)(g)

R′(g) = U †R(g)U =
N⊕
i=1

R(i)(g) , (8.13)

where N is the number of blocks.
Schur’s lemma states that a matrix that commutes with all matrices of an irreducible

representation must be a multiple of the identity matrix. Consider a reducible representation
that can be written as the direct sum of n irreducible representations R(i) repeated ai times.
A general matrix B that commutes with all group elements [B,R(g)] = 0, ∀g ∈ G can be
written in the form [236]

B′ = U †BU =
n⊕
i=1

(b(i) ⊗ Idi) , (8.14)

where b(i) is ai × ai matrix, di is the dimension of R(i). The number of non-zero coefficients
in the matrix after the decomposition is NB′ =

∑n

i=1(aidi)
2, lower than the coefficients in the

original matrix NB = (
∑n

i=1 aidi)
2. Therefore, imposing the symmetries reduces the number

of coefficients needed to represent B.
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8.3.2 Unitary transformation

To find the transformation matrix U that block diagonalize the matrices (tensors) in orbital
space using point group symmetries of a molecule, there are in general two steps: 1) Build the
matrix representation of the group, then 2) find the unitary transformation U that does the
block diagonalization. In this subsection we will describe how these two steps are preformed
in practice.

8.3.2.1 Building the matrix representation

To build the representation matrices of a given molecule and basis functions with its sym-
metry group, we first generate the permutation table for symmetry related atoms. The
permutation table determines which atom gets mapped into which atom under each symme-
try operation of the group. With the atom positions ri and the real space rotation matrices
Q(g) corresponding to the group elements g, the algorithm for generating the full permuta-
tion table P (g) is as the follows:

Algorithm 8.2: Permutation table for atoms in molecule
Input: Molecule (Natom atoms with positions ri), ng group operations Q(g).
Output: ng permutation table P (g) with size Natom ×Natom.
for ∀g ∈ G do

Create a zero matrix P (g) with size Natom ×Natom ;
for 0 ≤ i < Natom do

rtrans = Q(g) ∗ ri ;
Find j ∈ [0, Natom) such that rj = rtrans ;
[P (g)]ij = 1 ;

Next, we need to find out how the basis functions of the molecule transform under sym-
metry operations. With AOs, the angular momentum part of the basis functions are real
spherical Harmonics Ylm, which are linear combinations of complex spherical Harmonics Y m

l

Ylm = TY m
l . (8.15)

The rotation of the orbitals can be computed from the Wigner D-matrix that characterize
the rotation of complex spherical Harmonics [236, 239]. For a given total angular momentum
l (azimuthal quantum number), the D matrices determine how different magnetic quantum
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number ms are mixed after symmetry operation g

(Y m
l )′ = D(g, l)Y m

l . (8.16)

The rotation of real spherical Harmonics can then be written as

Y ′
lm = D̃(g, l)Ylm = TD(g, l)T−1Ylm . (8.17)

With the permutation table and the D-matrix, the full representation matrix for each group
element R(g) can be built in the following way:

1. Block diagonalize the permutation matrix P (g) to get a new permutation matrix P ′(g),
with each block in P ′(g) containing atoms that are symmetry related with each other
under operation g

P ′(g) = X†P (g)X =
n⊕
i=1

p(i)(g) , (8.18)

where n is the number of “independent” groups of atoms that are not symmetry related
under g, and P ′(g) can be considered as the permutation matrix for reordered atoms.
The matrix X is also a permutation matrix with only one non-zero unit entry of in
each row and column.

2. Build the representation matrix R′(g) for the reordered atoms with basis functions. For
each block p(i)(g) in P ′(g), the corresponding block in R′(g) can be computed with

R′(g) =
n⊕
i=1

r(i)(g) , (8.19)

r(i)(g) = p(i)(g)⊗

 L(i)⊕
k=1

D̃(g, lk)

 , (8.20)

where k runs through all l of the atomic orbitals of atom i,
∑L(i)

k=1(2lk + 1) = n(i)
ao .

3. Compute R(g) from R′(g)

R(g) = Z†R′(g)Z , (8.21)

where the matrix Z† can be constructed from the matrix X by extending each Xij = 1

in the X matrix to an identity matrix In(j)
ao

and fill other places with suitably sized zero
matrices. The Z† matrix constructed in this way has dimension

∑Natom

j=1 n(j)
ao = Nao.
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8.3.2.2 Find unitary transform for block diagonalization

There are several different ways to find the unitary transforms that block diagonalize the
representation matrices R(g) into a direct sum of irreducible representations. This includes
building a projection matrix with the projection operators associated with irreducible repre-
sentations, or by simultaneous diagonalization of the Dirac characters. Detailed explanations
these two methods can be found in Refs. [236, 238], and we will briefly summarize the second
way which do not require the information of irreducible representations as a priori.

To find the unitary transformation that decomposes the representation into block diago-
nalized form (irreducible representations), we first introduce the concept of conjugacy classes.
The conjugacy classes C of a group G are defined as subsets of elements g ∈ G that satisfy
the conjugate relation

g1, g2 ∈ C ⇐⇒ ∃g ∈ G, s.t. g1 = g−1g2g . (8.22)

The relation between classes and irreducible representations can be characterized by the
character χ(g) , which is defined as the trace of the representation matrix R(g)

χ(g) = Tr[R(g)] = χ(C) , ∀g ∈ C , (8.23)

where the second equity is due to the cyclicity of the trace. Hence, the character χ(g) for
each element in a class is the same. It can be proved that the characters of two irreducible
representations χ(i) obey the orthogonality relation (the “wonderful orthogonality” theorem
[236, 238])

1

ng

∑
g∈G

χ(i)(g)χ(i′)(g)∗ = δi,i′ , (8.24)

which can be used to prove that the number of irreducible representations is equal to the
number of classes (see Ref. [238]).

The quantity associated with classes that facilitates the construction of irreducible rep-
resentations is the Dirac character ΩC, which is defined as the sum of all elements in a
class

ΩC =
1

ncg

∑
g∈C

R(g) =
1

ng

∑
g∈G

R†(g)R(g′)R(g) , ∀g′ ∈ C , (8.25)

where ncg is the number of elements in class C. Due to the class rearrangement theorem [236],
the Dirac characters commute with all group elements and with each other [ΩC, R(g)] = 0,
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[ΩC,ΩC′ ] = 0 [236]. Therefore, simultaneous diagonalization of all the Dirac characters ΩC

gives a unitary transform U that diagonalizes R(g) into blocks corresponding to different
irreducible representations R(i)(g) [236].

In practice, to use the block diagonalized tensors in orbital space, we need to know the
size of each block, which is associated with the repetition and dimension of each irreducible
representation. The size of each block can be extracted from the nc diagonalized Dirac char-
acters. The eigenvalues of ΩC are related to the characters of the irreducible representations.
With the diagonal terms

ωC = diag(U †ΩC U) , (8.26)

different irreducible representations correspond to different constants in each ωC. The sizes
of the blocks can be computed by finding the shortest common constant piceses in all ωC.

However, the unitary transform U given by simultaneous diagonalization can not separate
repeated irreducible representations, since the eigenvalues of ΩC are the same for equiva-
lent irreducible representations. The separation of repeated irreducible representation is not
required for obtaining a block diagonalized form of the matrix in Eq. 8.14, but might be nec-
essary for other applications. The method for separating repeated irreducible representations
can be found in Ref. [240].

8.3.3 Transformation in orbital space

With the unitary matrix U , tensors with two orbital indices (overlap matrix S, Fock matrix
F , Green’s function G, and self-energy Σ) transform as

M ′ = U †MU . (8.27)

In the orbital space, M ′ has n = nC blocks, with the size of block i being aidi × aidi. The
rank four interaction tensor transform as

U ′
ijkl =

∑
mnpq

U †
imUnjUmnpqU

†
kpUql . (8.28)

The U ′
ijkl tensor after transformation can be considered as tensor blocks labeled with four

irreducible representation indices. In practice, one can loop over all the combinations of
irreducible representations to find and store the non-zero blocks.

In numerical simulations, besides being able to reduce both the computational cost and
total memory, the block structure of the tensors also provides a natural way of performing
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parallelization, since different symmetry blocks do not mix with each other.
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Chapter 9

Dyson Equation Solvers with Spectral
Methods

This chapter is based on Xinyang Dong, Emanuel Gull, Dominika Zgid, Hugo
U.R. Strand “Legendre-spectral Dyson equation solver with super-exponential con-
vergence”, J. Chem. Phys. 152, 134107 (2020) [241], and Xinyang Dong,
Emanuel Gull, Hugo U.R. Strand “Excitations and spectra from equilibrium real-
time Green’s functions”, in preparation [242].

9.1 Introduction
While the finite temperature Green’s function formalism is very successful in applications
to model Hamiltonians, its applicability to quantum chemistry and materials science re-
mains limited to simple molecular and periodic problems. This is due to the necessity of
simultaneously describing both the core and valence orbitals, with vastly different energy
scales spanning several orders of magnitude. To describe these realistic systems, a compact
representation of the Green’s function is required.

In all diagrammatic self-consistent methods introduced in section 8.2, a central step is
to solve the Dyson equation [Eq. 8.3] for the single-particle Green’s function. In equilib-
rium simulations, the Dyson equation is diagonal in frequency space and can be readily
solved. However, the self-energy contractions in diagrammatic methods are usually direct
products of the Green’s functions in time space. If one chooses to solve the Dyson equation
in frequency space, an efficient transform between time and frequency space is necessary for
self-consistent methods. Within the imaginary time and Matsubara frequency formalisms,
with the standard approach using equidistant Matsubara frequency grids [243] and a finite
frequency cut-off, the imaginary time Green’s function only converges to the analytical result
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linearly with the number of Matsubara frequencies. Amending the representation with a low
order high frequency expansion results in polynomial convergence [244–246]. In practice,
this is problematic, since for systems with a wide range of energy scales, the number of
coefficients is controlled by the largest energy scale [247]. An alternate approach is to solve
the Dyson equation in imaginary time, which is a non-trivial integro-differential equation.

In the mean time, using the full real-time contour Green’s function formalism [248] to
handle general time dependent and non-equilibrium situations remains challenging due to
the requirement of both high time resolution and long simulation times. Current methods are
built on an equidistant discretization in real-time which evolved from second order explicit
methods [249] to the current state-of-the-art sixth order multistep method [250]. Even
though significant progress has been made for non-equilibrium Green’s functions with two
time arguments using matrix compression techniques [251] as well as adaptive time-stepping
methods [252], compact discretizations and high order methods in real-time have not been
explored.

The developments of compact representations of the Green’s functions and algorithms for
solving the Dyson equation is an active field of research. In this chapter, we briefly review
some of the developments and introduce spectral methods for solving both the imaginary-
and real-time Dyson equations.

9.2 Real-time contour Green’s functions

z = 0 z = tmax

z = −iβ

z1

z2

z3

C+

C−CM

Figure 9.1: Real-time contour for systems in initial thermal equilibrium at inverse temperature
β. Figure from Ref. [242].

For finite temperature calculations, imaginary-time and Matsubara frequency formalisms
are sufficient to describe thermal equilibrium properties. To describe both thermal and
temporal quantum correlations, we introduce the contour Green’s function on the L-shaped
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time contour C [248]

Gij(z, z
′) = −i⟨TCci(z)c

†
j(z

′)⟩ = −i
Z

Tr[TCe
−Sci(z)c

†
j(z

′)] , z, z′ ∈ C , (9.1)

where TC is the contour time ordering operator (z1 < z2 < z3 in Fig. 9.1), the operator
c†i(z

′) (cj(z)) creates (annihilates) a particle in the orbital i (j) at the contour time z′ (z),
S = i

∫
C dzH(z) is the action for the (time dependent) Hamiltonain H. In the following

derivations we will omit the orbital indices for readability.
The contour C consists of three branches C = C+ ∪ C− ∪ CM , where the branch C+ is

the forward propagation in real-time from z = 0 to some maximal time z = tmax, C− the
backward propagation in real-time, and CM is the propagation in imaginary-time to the final
time z = −iβ given by the inverse teperature β of the initial state. The time arguments z
and z′ of the Green’s function can be constrained to one of the three branches of the contour.
All the Keldysh components can be defined as [250]

GM(τ − τ ′) = −iG(z, z′) , z, z′ ∈ CM , (9.2a)
G>(t, t′) = G(z, z′) , z ∈ C− , z

′ ∈ C+ , (9.2b)
G<(t, t′) = G(z, z′) , z ∈ C+ , z

′ ∈ C− , (9.2c)
G⌝(t, τ ′) = G(z, z′) , z ∈ C± , z

′ ∈ CM , (9.2d)
G⌜(τ, t′) = G(z, z′) , z ∈ CM , z′ ∈ C± , (9.2e)
GT(t, t′) = G(z, z′) , z, z′ ∈ C+ , (9.2f)
GT̄(t, t′) = G(z, z′) , z, z′ ∈ C− , (9.2g)

where GM(τ) is the imaginary-time, G≷(t, t′) the greater/lesser, G⌝(t, τ ′) the right mixing,
G⌜(τ, t′) the left mixing, and GT(t, t′) the causal, GT̄(t, t′) the anti-causal Green’s function.
The retarded and advanced Green’s function can also be defined in addition

GR(t, t′) = θ(t− t′)[G>(t, t′)−G<(t, t′)] , (9.3)
GA(t, t′) = θ(t′ − t)[G<(t, t′)−G>(t, t′)] , (9.4)

with θ(t) the Heaviside step function. The symmetry relations of different real-time compo-
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nents can be written as [253]

G<,>(t, t′)† = −G<,>(t′, t) , (9.5a)
G⌝(t, τ ′)† = −ξG⌜(β − τ ′, t) , (9.5b)
G⌜(τ, t′)† = −ξG⌝(t′, β − τ) , (9.5c)
GR(t, t′)† = GA(t′, t) , (9.5d)

where we introduced the parameter ξ = −1 for fermions and ξ = 1 for bosons.
The Dyson equation of the contour Green’s function can be written in an integro-differential

form [250, 253]

(iS∂z − F (z))G(z, z′)−
∫
C
dz̄Σ(z, z̄)G(z̄, z′) = δC(z, z

′) , (9.6)

in combination with the Kubo-Martin-Schwinger (KMS) boundary conditions G(0−, z′) =

ξG(−iβ, z′) and G(z, 0−) = ξG(z,−iβ). The overlap integral S is defined in Eq. 2.9, F (z)
is the time dependent Fock matrix. δC is the contour Dirac delta function defined through∫
C dz̄f(z̄)δC(z, z̄) = f(z), which requires

δC (z, z
′) =



δ(z − z′) , z, z′ ∈ C1

−δ(z − z′) , z, z′ ∈ C2

iδ(z − z′) , z, z′ ∈ C3

0 , otherwise

. (9.7)

In non-equilibrium simulations, it is possible to work with only a reduced set of components
of the Green’s function using the symmetry properties of G [Eq. 9.5], one possible choice is
the set {G<, GR, G⌝, GM} [250, 253].

In the following derivations, we will only consider the case of equilibrium real-time evolu-
tion [254, 255], i.e. the time evolution of system is governed by the same time-independent
Hamiltonian as the initial thermal equilibrium state. In this case the Fock matrix is time
independnet F (z) = F , the greater and lesser Green’s functions G≷ are time translation
invariant, G≷(t, t′) = G≷(t− t′) and can be inferred from the mixing Green’s function G⌝ as

G<(t) = G⌝(t, 0) , G>(t) = −G>(−t)† = −[G⌜(0, t)]† = ξG⌝(t, β) . (9.8)
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The retarded Green’s function can then be written as

GR(t, t′) = θ(t− t′)[G>(t, t′)−G<(t, t′)] = θ(t)[ξG⌝(t, β)−G⌝(t, 0)] . (9.9)

With the initial state determined by GM(τ), all real-time behaviour of the system can be
described by G⌝(t, τ ′), and it’s sufficient to solve the Dyson equations for GM(τ) and G⌝(t, τ ′)

to get all the Green’s function components. The Dyson equation for these two components
can be written out explicitly using the Langreth rules [256] (see Appendix A)

(−S∂τ − F )GM(τ)−
∫ β

0

dτ̄ ΣM(τ − τ̄)GM(τ̄) = 0 , b.c. [G(0)− ξG(β)]S = −I , (9.10)

(iS∂t − F )G⌝(t, τ )−
∫ t

0

dt̄ΣR(t− t̄)G⌝(t̄, τ ) = Q⌝(t, τ ) , b.c. G⌝(0, τ) = iGM(−τ) ,

=

∫ β

0

dτ̄ Σ⌝(t, τ̄)GM(τ̄ − τ) , (9.11)

where the boundary condition in Eq. 9.10 comes from the anticommutation relation of the
operators [Eq. 2.10], and the boundary condition in Eq. 9.11 comes from the continuity
at τ = 0. Combining the Dyson equations [Eqs. 9.10, 9.11] with the expressions for the
self-energies

ΣM = ΣM [GM ] , Σ⌝ = Σ⌝[G⌝] (9.12)

gives the closed set of equations that can be solved first in the imaginary-time for GM(τ)

and then in real-time for G⌝(t, τ ).
In practice, many physical properties only depend on the retarded component of Green’s

function and self-energy. The Dyson equation for the retarded component can be written as

(iS∂t − F )GR(t)−
∫ t

0

dt̄ΣR(t− t̄)GR(t̄) = 0 , b.c. [GR(0)]S = −iI . (9.13)

Solving the Dyson equations [Eqs. 9.10, 9.11, 9.13] for the Green’s functions in time is a
non-trivial problem. In the following sections, we will introduce efficient representations of
the Green’s functions using polynomial expansions [200], and efficient methods for solving
the Dyson equations in these representations.
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9.3 Polynomial expansion and quadratures
This section introduces the basic ideas of spectral methods. The derivations closely follow
Ref. [200].

The starting point of spectral methods is to approximate a continuous function by a finite
sum [200]

f(x) ≈ fN(x) =
N∑
n=0

fnun(x) , (9.14)

where {un}Nn=0 are the basis functions, and {fn}Nn=0 are the coefficients need to be determined.
The basis functions employed are smooth functions, with common choices of trigonometric
functions or orthogonal polynomials [200]. For our specific applications to represent the
Green’s functions, we choose to expand in orthogonal polynomials. Two functions f and g

are said to be orthogonal with respect to a generic weight function w on (a, b) if

(f, g)w =

∫ b

a

dxf(x)g(x)w(x) = 0 , (9.15)

and the continuous function norm is defined as ||f ||w =
√
(f, f)w.

Two widely used orthogonal polynomials are the Legendre polynomials (Pn(x)) and Cheby-
shev polynomials of the first kind (Tn(x)) [200]. The Legendre polynomials Pn(x) obey the
three-term recurrence relation

P0(x) = 1, P1(x) = x , (9.16)
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) , n ≥ 1 . (9.17)

They are mutually orthogonal with respect to the uniform weight function w(x) = 1 on
[−1, 1] ∫ 1

−1

dxPm(x)Pn(x) = δm,n
2

2n+ 1
. (9.18)

The three-term recurrence relation for the Chebyshev polynomials is

T0(x) = 1, T1(x) = x , (9.19)
Tn+1(x) = 2xTn(x)− Tn−1(x) , n ≥ 1 . (9.20)
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They are mutually orthogonal with respect to the weight function w(x) = 1√
1−x2∫ 1

−1

dxTm(x)Tn(x)
1√

1− x2
= δm,n

cnπ

2
, with c0 = 2 , and cn = 1 , for n ≥ 1 . (9.21)

In the derivations below, we denote an orthogonal polynomial of degree n by

ln(x) = knx
n + . . . k1x+ k0 , kn ̸= 0 , {ki} ∈ R , (9.22)

and the set of all polynomials of degree ≤ n is denoted by

Ln = span{1, x, . . . xn} = span{l0, l1, . . . ln} . (9.23)

One important topic related with orthogonal polynomials is their relation with Gauss-type
integration formulas. The basic idea of Gauss-type quadrature is to seek the best numerical
approximation of an integral by selecting optimal nodes at which the integrand is evaluated
[200]. For numerical quadratures

∫ b

a

dxf(x)w(x) =
N∑
i=0

f(xi)wi + EN [f ] , (9.24)

where {xi}Ni=0 are the quadrature nodes (collocation points), {wi}Ni=0 the quadrature weights,
and EN [f ] is the quadrature error, the quadrature formula is exact if EN [f ] = 0.

For a given weight function w(x), there are in general three types of Gauss quadrature
nodes, with a unique set of quadrature weights {wi}Ni=0 such that

∫ b

a

dxf(x)w(x) =
N∑
i=0

f(xi)wi , ∀ f ∈ L2N+δ . (9.25)

The three types are [200]:

1. Gauss quadrature: δ = 1, with xi ∈ {lN+1(x) = 0}.

2. Gauss-Radau quadrature: δ = 0, with x0 = a the left end point, {xi}Ni=1 the set of zeros
of

qN(x) =
lN+1(x) + αN lN(x)

x− a
, αN = − lN+1(a)

lN(a)
. (9.26)

3. Gauss-Lobatto quadrature: δ = −1, with x0 = a, xN = b the left and right end point,
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{xi}N−1
i=1 the set of zeros of

zN−1(x) =
lN+1(x) + αN lN(x) + βN lN−1(x)

(x− a)(b− x)
, (9.27)

where αN and βN are chosen such that

lN+1(x) + αN lN(x) + βN lN−1(x) = 0 , x ∈ {a, b} . (9.28)

In general, including each boundary of the integration interval decreases the exact polynomial
order by one. The general definition of the weights {wi} and the proof of the quadrature
rules can be found in Ref. [200]. Explicit forms of Legendre and Chebyshev quadrature nodes
and weights are summarized in Appendix B.

The discrete inner product and norm corresponding to the quadrature nodes xi and weights
wi are defined as

⟨f, g⟩N,w =
N∑
i=0

f(xi)g(xi)wi , ||f ||N,w =
√
⟨f, f⟩N,w , (9.29)

which can be connected to the continuous integral using the exactness of Gauss type quadra-
tures

⟨f, g⟩N,w = (f, g)w , ∀ f · g ∈ L2N+δ . (9.30)

With the exact discrete inner product, the backward and forward discrete polynomial
transforms can be written as matrix-vector multiplications

f(xi) =
N∑
n=0

ln(xi)fn = Linfn , 0 ≤ i ≤ N , (9.31a)

fn =
⟨ln, f⟩N,w
⟨ln, ln⟩N,w

=
1

Wn

N∑
i=0

f(xi)ln(xi)wi = Snif(xi), 0 ≤ n ≤ N , (9.31b)

where Wn = ||ln||2w for 0 ≤ n ≤ N − 1 and

WN =

{
||lN ||2w , for Gauss and Gauss-Radau,
⟨lN , lN⟩N,w , for Gauss-Lobatto.

(9.32)

The normalization is different for different quadratures because Eq. 9.30 is only exact up to
2N−1 for the Gauss-Lobatto quadrature, but the integrand in the normalization is an order
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2N polynomial. The two transformation matrices Lin and Sni are well-conditioned matrices.
To transform between the sampling points and the expansion coefficients, Eq. 9.31 provides
stable transformations with computational complexity O(N 2). For Chebyshev polynomials,
the scaling of the transformation can be improved to O(N log(N)) using the fast cosine
transformation [257] since the quadrature nodes are known analytically as cosines. The
scaling of transformations with Legendre polynomials can be improved by changing the
problem to transformations with Chebyshev polynomials using the fast transform between
Legendre and Chebyshev coefficients that scales as O(N(logN)2/ log logN) [258].

9.4 Representation of Green’s functions
Solving the Dyson equations [Eqs. 9.10, 9.11, 9.13] numerically requires a finite discretiza-
tion of both the imaginary- and real-time axis. For continuous functions, finite orthogonal
polynomial expansions converge super-geometrically [259], and stable high-order integro-
differential solvers can be readily formulated for this class of expansions [200, 260]. This
section summarizes the representations of Green’s functions based on polynomial expan-
sions.

9.4.1 Imaginary-time polynomial expansion

Using orthogonal polynomials, a function with one imaginary-time argument f(τ) (such as
GM(τ) and ΣM(τ)) can be represented by a finite order expansion

f(τ) ≈
Nτ−1∑
m=0

fmlm[ψM(τ)] , (9.33)

where fm are the expansion coefficients of f(τ), lm(x) is the mth orthogonal polynomial
supported on x ∈ [−1, 1], and the linear function

ψM(τ) =
2τ

β
− 1 (9.34)

maps imaginary-time τ ∈ [0, β] to ψM(τ) ∈ [−1, 1].
Detailed descriptions of representing imaginary-time functions with Legendre and Cheby-

shev polynomials can be found in Refs. [201, 261]. The sampling points needed for represent-
ing GM(τ) with orthogonal polynomials scales as

√
β [262]. The discussion of other more

efficient representations optimized specifically to capture the exponential decay around 0

and β for GM(τ), which give a log(β) scaling, such as the intermediate representation (IR)
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[262, 263] and the discrete Lehmann representation (DLR) [264] is beyond the scope of this
thesis and can be found in the references.

9.4.2 Real-time panel expansion

tt0 = 0 t1 t2
. . .

tp
. . .

tNp

Figure 9.2: Real-time panel representation. Figure from Ref. [242].

To represent a function f(t) with one real-time argument, we construct equidistant points
on the real-time axis tp = ∆t · p with p = 0, 1, . . . , Np. The real-time panels are defined as
the sub-intervals

Tp ≡ [tp, tp+1] = [p∆t, (p+ 1)∆t] , p ∈ 0, 1, ..., Np − 1 . (9.35)

For a time point t ∈ Tp, the real-time dependent function f(t) can be represented by a
discretized function using finite order orthogonal polynomials on panel p

t ∈ Tp , f(t) ≈ fp(t) =
Nt−1∑
n

fp,nln[ψp(t)] , (9.36)

where the linear function

ψp(t) = 2

(
t

∆t
− p

)
− 1 (9.37)

maps times t ∈ Tp back to the interval ψp(t) ∈ [−1, 1]. The function f(t) for all t can be
expressed as the direct sum of the panel expansions fp(t)

f(t) ≈
Np−1∑
p=0

fp(t) =

Np−1∑
p=0

[
Nt−1∑
n=0

fp,nln[ψp(t)]

]
, (9.38)

by defining ln(x) = 0 for x /∈ [−1, 1].

9.4.3 Imaginary- and real-time product basis

For a function f(t, τ ) with both imaginary- and real-time arguments (such as the mixed
Green’s function G⌝(t, τ )), we combine the Legendre expansion in imaginary-time τ and the
Legendre panel based expansion in real-time t by forming a direct product basis of Eqs. 9.33
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and 9.38. The resulting discretization of f(t, τ ) takes the form

f(t, τ ) ≈
Np−1∑
p=0

fp(t, τ ) =

Np−1∑
p=0

[
Nt−1∑
n=0

Nτ−1∑
m=0

fp,nmPn[ψp(t)]Pm[ψM(τ)]

]
, (9.39)

where fp,nm is a rank-3 tensor of Legendre polynomial coefficients, Nτ and Nt are the poly-
nomial expansion order on the imaginary- and real-time axis.

9.4.4 Transformation with quadratures

t

0 2 4 6
8 0

2

Im
[G

(t,
)]

0
5

0 2

0

10

0 2 4 6 8
t

Im[G (0, )]
Im[G (t, 0)]

Im[G (t, )]

Figure 9.3: Real- and imaginary-time panel representation of the mixed Green’s function G⌝(t, τ)
for a H2 dimer at β = 2Ha−1 and hydrogen distance r = 0.5 Å. Upper panel: Product
representation using four panels (blue, yellow, green, and red surfaces). Each panel
has a product basis with eight order polynomials both in time t and imaginary-time
τ , Nt = 8, Nτ = 8. The corresponding collocation nodes are also shown (dark
circle markers). Lower left panel: Initial imaginary-time solution at t = 0, where
Im[G⌝(0, τ)] = −GM (β−τ) in terms of its polynomial expansion (red) and collocation
nodes (dark blue). Lower right panel: Time evolution of G⌝(t, τ) at τ = 0 and β (cyan
and magenta lines respectively) related to the lesser and greater Green’s functions,
see Eq. 9.8. Figure from Ref. [242].

The stable transformations between the real- and imaginary-time space and the expansion
coefficients can be obtained by sampling the functions on collocation points (quadrature
nodes) and using the transformations in Eq. 9.31. The real- and imaginary-time collocation
points tp,i and τj, are given by the inverse of the linear maps in Eqs. 9.34 and 9.37

tp,i = ψ−1
p (xi) , τj = ψ−1

M (xj) . (9.40)
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The explicit transformations take the form

f(tp,i) =
Nt−1∑
n=0

fp,nln[ψp(ti)] =
Nt−1∑
n=0

Linfp,n , (9.41a)

fp,n =
1

Wn

Nt−1∑
i=0

f(tp,i)ln[ψp(ti)]wi =
Nt−1∑
i=0

Snif(tp,i) , (9.41b)

f(τj) =
Nτ−1∑
m=0

fmlm[ψM(τj)] =
Nτ−1∑
m=0

Limfm , (9.42a)

fm =
1

Wm

Nτ−1∑
i=0

f(τj)lm[ψM(τj)]wi =
Nτ−1∑
i=0

Smjf(τj) . (9.42b)

The transformation of the product basis is the direct product of the two transformations,
which can be written as

f(tp,i, τj) =
Nt−1∑
n=0

Nτ−1∑
m=0

LinLjmfp,nm , (9.43a)

fp,nm =
Nt−1∑
i=0

Nτ−1∑
j=0

SniSmjf(tp,i, τj) . (9.43b)

Fig. 9.3 gives an example of using collocation points as sampling points in imaginary- and
real-time product basis.

For an entire function f(t, τ ) on real- and imaginary-time axis, the polynomial coefficients
decay supergeometrically with n and m, i.e. the polynomial coefficients decay faster than
exponentially [259] with respect to Nt and Nτ .

9.4.5 Matsubara frequency representation

With the polynomial expansion of the an imaginary-time function [Eq. 9.33], the expansion of
the corresponding Matsubara function can be computed from the Fourier transform directly
[265]

f(iωn) =

∫ β

0

dτf(τ)eiωnτ ≈
N−1∑
m=0

fml̂m[iωn] , (9.44)

l̂m[iωn] =

∫ β

0

dτlm[ψM(τ)]eiωnτ , (9.45)

171



0 10 20 30 40 50
n

0.1

0.0

0.1

Im
[X

nN
], 

N
=

16

0 10000 20000
n

24

26

28

N

101 103

n

24

26

28

N
Figure 9.4: Sparse-sampling Matsubara frequency grids based on Legendre polynomials of order

N . Upper panel: Matsubara frequency transform of the Legendre polynomial PN (x)
for N = 16 (blue dots) and the sparse-sampling frequencies (orange squares). The
selected Matsubara frequency indices n are shown for different orders N on a linear
(middle panel) and logarithmic grid (lower panel). Figure from Ref. [242].

where ωn = (2n+ζ)π

β
, ζ = 1 for fermions and ζ = 0 for bosons.

The choice of Matsubara sampling points follow the same idea of Gauss quadrature,
by finding the approximated zeros of the next basis function of the Matsubara expansion
l̂N(iωn). The derivations for the Fourier transform of Chebyshev polynomials can be found
in Ref. [201], and the Fourier transform of the Legendre polynomials can be expressed in
terms of Bessel functions of the first kind [266]

F{Pm} =

∫ 1

−1

dxe−iωxPm(x) = 2(−i)mjm(ω) , (9.46)

F−1{Pm} =

∫ 1

−1

dxeiωxPm(x) = 2imjm(ω) , (9.47)

where jm(z) is the mth spherical Bessel function.
The transformation between the expansion coefficients and the Matsubara frequency for

Chebyshev polynomials can be found in Ref. [265]. The transformation matrix for Legendre
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polynomials can be derived directly from the Fourier transform [Eqs. 9.46, 9.47]

f(iωn) =

∫ β

0

dτeiωnτf(τ) =

∫ β

0

dτeiωnτ

N−1∑
m=0

fmPm[ψM(τi)]

=
N−1∑
m=0

fm

∫ β

0

dτeiωnτPm[ψM(τi)] =
N−1∑
m=0

Xnmfm , (9.48)

Xnm =

∫ β

0

dτeiωnτPm[ψM(τ)] =
β

2

∫ 1

−1

dxeiωn
β
2 (x+1)Pm[ψM(τ)]

=
β

2
ei

β
2 ωn

∫ 1

−1

dxeiωn
β
2 xPm[ψM(τ)] =

β

2
ei

β
2 ωn2imjm

(
β

2
ωn

)
. (9.49)

With ωn = (2n+ζ)π

β
, the exponential term ei

β
2 ωn = einπ × eiζ

π
2 = iζ(−1)n. The transformation

matrix can be written as

Xnm = β(−1)n(i)m+ζjm

(
β

2
ωn

)
= β(−1)n(i)m+ζjm

(
(2n+ ζ)π

2

)
, (9.50)

and the inverse transform can be carried out using the inverse transformation matrix

fm =
N−1∑
n=0

Ymnf(iωn) , XnmYmn = I . (9.51)

In practice, fermionic systems and bosonic systems lead to different choices of the expan-
sion order N . For fermions, N is chosen to be even, l̂N [iωn] has N roots on the imaginary
frequency axis (−i∞, i∞). For bosons, N is chosen to be odd, l̂N [iωn] has N−1 roots on the
imaginary frequency axis (−i∞, i∞). The sampling points can be chosen as the Matsubara
frequency points closest to the roots of l̂N [iωn] (or sign change points), and an extra sam-
pling point iωn = 0 is taken in the bosonic case [265]. The resulting Matsubara frequency
grids select a number of equidistant Matsubara frequencies at low frequencies and only a few
(non-linearly spaced) points at high-frequency, see Fig. 9.4.

9.4.6 Imaginary-time Dyson solver with sparse sampling method

With the imaginary-time and Matsubara frequency representations introduced in sections
9.4.1, 9.4.4 and 9.4.5, the transformation between GM(τ) and GM(iωn) can be done via the
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coefficients GM
m

GM(τj)
Ljm−−⇀↽−−
Smj

GM
m

Ymn−−⇀↽−−
Xnm

GM(iωn) . (9.52)

To compute GM(τ) from the Dyson equation, we can solve the frequency space Dyson equa-
tion [Eq. 8.3] to get GM(iωn), then transform the results to the imaginary-time space via the
transformation in Eq. 9.52. For a detailed description of solving the Dyson equation with
sparse sampling method see Ref. [265].

9.5 Dyson solvers with Legendre spectral method
In this section, we employ the Legendre polynomial basis to solve the integro-differential
form Dyson equations [Eqs. 9.10, 9.11, 9.13], since it is possible to express the Fredholm and
Volterra integrals directly in Legendre coefficient space, using a recursive algorithm [266].
The derivations in this section are published in Refs. [241, 242].

9.5.1 Imaginary-time Dyson solver

With the imaginary-time expansion introduced in section 9.4.1, the imaginary-time integro-
differential Dyson equation [Eq. 9.10] can be reformulated completely in the space of Legendre
coefficients.

9.5.1.1 Derivative operator

The derivative operator ∂τ acting on Legendre polynomials takes the form

∂τPm[ψM(τ)] =
2

β
∂xPm(x) =

2

β

m−1∑
k=0,

k+m odd

(2k + 1)Pk(x)

=
2

β

∑
k

D̃mkPk(x) =
∑
k

DmkPk(x) , (9.53)

where D̃mk is the upper triangular matrix

D̃mk ≡
{

2k + 1, 0 ≤ k ≤ m, k +m odd
0, elsewhere

. (9.54)
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9.5.1.2 Imaginary-time integral

The imaginary-time convolution [ΣM ∗GM ] can be separated into two terms of Volterra type

[ΣM ∗GM ](τ) =

∫ β

0

dτ̄ΣM(τ − τ̄)GM(τ̄) (9.55)

=

∫ τ

0

dτ̄ΣM(τ − τ̄)GM(τ̄) +

∫ β

τ

dτ̄ξΣM(β + τ − τ̄)GM(τ̄) ,

using the periodicity property ΣM(−τ) = ξΣM(β − τ), such that Σ(τ) is only evaluated in
[0, β], avoiding the discontinuity at τ = 0.

With Legendre-Gauss type collocation points, the convolution integrals in Eq. 9.55 can
be computed using reinterpolated quadrature, which scales cubically with the number of
sampling points (∼ O(N 3

τ )) [200]. In Legendre coefficient space, the convolution operator
[ΣM∗] can be written as a sum of two matrices B≶

mk representing the two Volterra terms in
Eq. 9.55

[ΣM∗]mk ≡
β

2
[B<

mk + ξB>
mk] , (9.56)

where the B≶
mk matrices are the convolution matrices for a function f(x) defined on [−1, 1].

Stable recursion relations for B≶
mk have been derived by Hale and Townsend [266] using the

Fourier connection between Legendre polynomials and spherical Bessel functions [Eqs. 9.46,
9.47]. This algorithm scales quadratically with the number of coefficients (∼ O(N 2

τ )). We
will only state the result here, and provide a detailed derivation in Appendix C.

The coefficients in the B≶
mk matrices are related by the recursion relation

B≶
m,k+1 = − 2k + 1

2m+ 3
B≶
m+1,k +

2k + 1

2m− 1
B≶
m−1,k +B≶

m,k−1 , (9.57)

in which computing each column requires two previous columns to be known. The recursion
relation is only stable for the lower triangular coefficients in B≶

mk. The upper triangular
coefficients are computed using the transpose relation

B≶
m,k = (−1)k+m

2m+ 1

2k + 1
B≶
k,m . (9.58)
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The two first columns are given by the starting relations

B≶
m,0 =

 f0 ± f1
3
, m = 0

±( fm−1

2m−1
− fm+1

2m+3
) , m ≥ 1

, (9.59a)

B≶
m,1 =

 ∓B≶
1,0/3 , m = 0

∓B≶
m,0 +

B
≶
m−1,0

2m−1
− B

≶
m+1,0

2m+3
, m ≥ 1

. (9.59b)

For the convolution operator [ΣM∗]mk, fm = ΣM
m , with ΣM

m the Legendre coefficients of the
self-energy ΣM(τ) (see section 9.4.1).

9.5.1.3 Boundary condition

The boundary condition of the imaginary-time Green’s function in Eq. 9.10 can be reformu-
lated in Legendre coefficient space using Pk(±1) = (±1)k as

−I = S[GM(0)− ξGM(β)] =
∑
k

S[(−1)k − ξ]GM
k . (9.60)

9.5.1.4 Linear system

With the derivative opeartor [Eq. 9.53] and the convolution operator [Eq. 9.56], the imaginary-
time Dyson equation [Eq. 9.10] can be written entirely in the Legendre coefficient space as

Nτ−1∑
k=0

(−SDmk − Fδm,k − [ΣM∗]mk)GM
k = 0m . (9.61)

The boundary condition [Eq. 9.60] is enforced by setting the last row of the matrices on the
left hand side and the right hand side of Eq. 9.61 to satisfy the relation given by Eq. 9.60.

9.5.2 Real-time Dyson solver

With the real-time panel expansion and imaginary- and real-time product basis introduced in
sections 9.4.2 and 9.4.3, the integro-differential equation for the mixed and retarded Green’s
functions [Eqs. 9.11, 9.13] can be reformulated completely in the space of Legendre coeffi-
cients. We will provide derivation for the Dyson equation that gives G⌝(t, τ ) [Eq. 9.11] in
detail. The equations used to solve for GR(t) [Eq. 9.13] can be derived in a similar way.
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9.5.2.1 Derivative operator

The action of the partial derivative ∂t on the real-time Legendre polynomial basis functions
Pn(ψp(t)) of panel p is given by

∂tPn[ψp(t)] =
2

∆t
∂xPn(x) =

2

∆t

∑
n′

D̃nn′Pn′(x) =
∑
n′

Dnn′Pn′(x) , (9.62)

where D̃nn′ is the upper triangular matrix defined in Eq. 9.54.

9.5.2.2 Real-time history integral

Using the real-time panel notations in section 9.4.2, the history integral I(t, τ ) in the Dyson
equation for G⌝(t, τ ) [Eq. 9.11] can be written as a sum of functions Ip(t, τ ) supported on
panel p

I(t, τ ) =

∫ t

0

dt̄ΣR(t− t̄)G⌝(t̄, τ ) =

Np−1∑
p=0

Ip(t, τ ) , Ip(t, τ ) ≡ 0 , ∀ t /∈ Tp . (9.63)

Each function Ip(t, τ ) can be written as a sum of integrals over the panel components of the
mixed Green’s function G⌝

p(t, τ ) defined in Eq. 9.39

Ip(t, τ ) =
p∑
k=0

∫ t

0

dt̄ΣR(t− t̄)G⌝
k(t̄, τ ) , G⌝

k(t̄, τ ) ≡ 0 , ∀ t̄ /∈ Tk . (9.64)

The finite support in t and t̄ also restricts the integration argument of ΣR(t− t̄) in each term
of Eq. 9.64. With t ∈ Tn and t̄ ∈ Tk, the argument t− t̄ lies on the interval

t− t̄ ∈ [min Tp − max Tk,max Tp − min Tk] = [tp − tk+1, tp+1 − tk]

= [tp−k−1, tp−k+1]

= Tp−k−1

⋃
Tp−k . (9.65)

The constraints of time arguments leaves only two panels of ΣR(t−t̄) contributing in Eq. 9.64.
For t ∈ Tp∫ t

0

dt̄ΣR(t− t̄)G⌝
k(t̄, τ ) =

∫ t

0

dt̄ΣR
p−k−1(t− t̄)G⌝

k(t̄, τ ) +

∫ t

0

dt̄ΣR
p−k(t− t̄)G⌝

k(t̄, τ )

= ΣR
p−k−1

>∗ G⌝
k + ΣR

p−k
<∗ G⌝

k . (9.66)
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Using the short-hand notation introduced in the last step of Eq. 9.66, the history integral
Ip(t, τ ) [Eq. 9.64] can be written as

Ip(t, τ ) = Ip(t, τ ) + ΣR
p

<∗ G⌝
0 + ΣR

0

<∗ G⌝
p , (9.67)

where the integrals depend on ΣR
p and G⌝

p have been separated from the integrals over earlier
panels

Ip(t, τ ) ≡
p−1∑
k=0

(
ΣR
p−1−k

>∗ G⌝
k

)
+

p−1∑
k=1

(
ΣR
p−k

<∗ G⌝
k

)
. (9.68)

The two panel integrals in Eq. 9.66 can be computed in Legendre coefficient space directly.
In both cases, the integral bounds are determined by the support of the ΣR and G⌝ panel
components

ΣR
p−k−1

>∗ G⌝
k ≡

∫ t

0

dt̄ΣR
p−k−1(t− t̄)G⌝

k(t̄, τ )

=

∫ min(tk+1,t−tp−k−1)

max(tk,t−tp−k)

dt̄ΣR
p−k−1(t− t̄)G⌝

k(t̄, τ )

=

∫ tk+1

t−tp−k

dt̄ΣR
p−k−1(t− t̄)G⌝

k(t̄, τ ) , (9.69)

and analogously

ΣR
p−k

<∗ G⌝
k ≡

∫ t

0

dt̄ΣR
p−k(t− t̄)G⌝

k(t̄, τ )

=

∫ t−tp−k

tk

dt̄ΣR
p−k(t− t̄)G⌝

k(t̄, τ ) . (9.70)

The convolution operators corresponding to the two integrals are given by

[ΣR
q

≶
∗] = ∆t

2
B≶[ΣR

q ] , (9.71)

where the B≶ matrices are given by exactly the same recursion relation as in Eqs. 9.57, 9.58,
9.59, with fn in the initial conditions being the real-time panel Legendre coefficients of the
retarded self-energy on panel q, fn = ΣR

q,n.
The product basis Legendre coefficients Ip,nm [Eq. 9.39] of the history integral Ip(t, τ ) can

be calculated using matrix products in Legendre coefficient space according to

Ip,nm = Ip,nm +
Nt−1∑
n′=0

[ΣR
p

<∗]nn′G⌝
0,n′m +

Nt−1∑
n′=0

[ΣR
0

<∗]nn′G⌝
p,n′m , (9.72)
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where G⌝
p,nm are the real-time panel Legendre coefficients of G⌝ on panel p, and Ip,nm are the

product basis Legendre coefficients of Ip(t, τ ) given by

Ip,nm =
p−1∑
k=0

Nt−1∑
n′=0

[ΣR
p−1−k

>∗]nn′G⌝
k,n′m +

p−1∑
k=1

Nt−1∑
n′=0

[ΣR
p−k

<∗]nn′G⌝
k,n′m . (9.73)

9.5.2.3 Real-time panel right hand side

The right hand side Q⌝(t, τ ) in Eq. (9.11) can also be expressed as a sum of panel restricted
functions

Q⌝(t, τ ) =

Np−1∑
p=0

Q⌝
p(t, τ ) , Q⌝

p(t, τ ) ≡ 0 , ∀t /∈ Tp , (9.74)

where Q⌝
p(t, τ ) is given by

Q⌝
p(t, τ ) =

∫ β

0

dτ̄ Σ⌝
p(t, τ̄)G

M(τ̄ − τ) . (9.75)

This class of integrals can be computed in Legendre coefficient space using similar algorithm
as in Eq. 9.55, which pertains to the imaginary-time convolution integral

[A∗]B ≡
∫ β

0

dτ̄A(τ − τ̄)B(τ̄) . (9.76)

Comparing with the imaginary-time integral for the right-hand side term Q⌝
p(t, τ ) in Eq. 9.75

we have

A(τ) ≡ GM(−τ) , B(τ) ≡ Σ⌝
p(t, τ ) . (9.77)

The fermionic antiperiodicity GM(−τ) = −GM(β − τ) in combination with the Legendre
expansion of GM(τ) in Eq. 9.33 gives

A(τ) = −
∑
m

GM
mPm[ψM(β − τ)]

=
∑
m

(−1)m+1GM
mPm[ψM(τ)]

=
∑
m

AmPm[ψM(τ)] , (9.78)
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where we have used ψM(β − τ) = −ψM(τ) (see Eq. 9.34), and Pm(−x) = (−1)mPm(x). The
panel Legendre expansion of Q⌝

p(t, τ ) can be expressed as

Q⌝
p,nm =

∑
m′

[G̃M∗]mm′Σ⌝
p,nm′ , (9.79)

where the operator [G̃M∗] is given by

[G̃M∗] = β

2

(
B<[G̃M ]− B>[G̃M ]

)
. (9.80)

The B≶ matrices are given by Eqs. 9.57, 9.58 and 9.59 with the modified Legendre coefficients
fm = G̃M

m = (−1)m+1GM
m .

9.5.2.4 Boundary condition

The boundary condition of the integro-differential equation [Eq. 9.11] at each panel p is given
by the initial boundary condition and the continuity of G⌝(t, τ ) between panels

G⌝(0, τ) = iξGM(β − τ) , for p = 0 , (9.81a)
G⌝
p(tp, τ) = G⌝

p−1(tp, τ) , for p > 0 . (9.81b)

which can be reformulated in Legendre coefficient space using Pn(±1) = (±1)n

∑
n

(−1)nG⌝
p,nm = iξ(−1)mGM

m , for p = 0 , (9.82a)∑
n

(−1)nG⌝
p,nm =

∑
n

G⌝
p−1,nm , for p > 0 . (9.82b)

9.5.2.5 Linear system

Using the panel expression for both the history integral I(t, τ ) in Eq. 9.63 and Eq. 9.67,
and the right-hand side Q⌝(t, τ ) in Eq. 9.74, the real-time panel Dyson equation for G⌝

p(t, τ )

becomes

(iS∂t − F − ΣR
0

<∗)G⌝
p(t, τ ) = Q⌝

p(t, τ ) + Ip(t, τ ) + [ΣR
p

<∗ G⌝
0](t, τ ) . (9.83)

With the derivative operator [Eq. 9.62], the history integral [Eq. 9.72], and right-hand side
[Eq. 9.79], the Dyson equation for the mixed Green’s function at each panel p [Eq. 9.83] can
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for each
panel p
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Σp−1 → Σp
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⌝
p], [Σ

R
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G⌝
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Σ⌝
p[G

⌝
p] Σp conv panel p

done

Yes

Ip

No
Σp

next panel p = p+ 1

Figure 9.5: Schematic real-time panel propagation of G⌝
p with self-energy self consistency imposed

per panel. The history integral and extrapolation (orange boxes) is performed once
per panel, while the Dyson equation and self-energy (green boxes) are iterated to self
consistency in Σp.

be written entirely in the Legendre coefficient space

∑
n′

(
iSDnn′ − Fδn,n′ − [ΣR

0

<∗]nn′

)
G⌝
p,n′m = Q⌝

p,nm + Ip,nm + [ΣR
p

<∗ G⌝
0]p,nm . (9.84)

The boundary condition [Eq. 9.82] is enforced by setting the last row of the matrices on
the left hand side and the right hand side of Eq. 9.84 to satisfy the relations in Eq. 9.82
depending on the panels.

9.5.2.6 Time propagation

In this section we summarize the algorithm for time propagation of the equilibrium real-
time problem formulated in section 9.2. The goal is to determine the mixed Green’s function
G⌝(t, τ ) by self-consistently solving the real-time Dyson equation Eq. 9.11 in combination
with the self-energy relation Σ⌝ = Σ⌝[G⌝] of Eq. 9.12.

The real-time panel subdivision of section 9.4.2 gives a real-time Dyson equation [Eq. 9.83]
that can be solved successively for each panel p, and its reformulation in Legendre coefficient
space [Eq. 9.84] produces a linear system equation for G⌝. The required calculation steps for
the time propagation on panel p are shown in Fig. 9.5.

For each panel p, the history integral Ip given by Eq. 9.73 is only computed once, since it
depends on the Green’s function G⌝

q and self-energy Σ⌝
q on earlier panels q < p. For p > 0,

an initial guess for the panel self-energy Σp is obtained by extrapolation of Σp−1 using linear
prediction [267], inorder to reduce the number of the self-energy self-consistent steps. To
emphasize that these two steps are only performed once per panel they are shown as orange
boxes in Fig. 9.5.

The Dyson equation and self-energy self-consistency is performed by the steps represented
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as green boxes in Fig. 9.5. First, given the self-energy Σp on the current panel p, the right-
hand side terms in the Dyson eqation [Eq. 9.84], Qp[Σ

⌝] and [ΣR
p

<∗G⌝
0] are constructed. Then

the panel Dyson equation [Eq. 9.84] is solved for the panel Green’s function G⌝
p, which in

turn is used to compute the self-energy Σp using Eq. 9.12. If the induced change in the self-
energy Σp is above a given threshold another self-energy self-consistent iteration is performed.
For the systems considered here, the relative change in the self-energy per iteration reaches
machine precision in less than ten self-consistent iterations. Once the self-energy is converged,
the calculation for panel p is complete and the time propagation proceeds to the next panel
p+ 1.

For long time simulations we observe spectral aliasing in the Legendre coefficients in
imaginary time of G⌝(t, τ ) (not shown). This phenomenon is well understood [259, 268] and
is resolved by using spectral-blocking in terms of Orzag’s two-thirds rule [259]. In other
words, the self-energy Σ⌝(t, τ ) is evaluated on a denser collocation grid in imaginary time
and only 2/3 of the resulting Legendre coefficients are used in the solution of the Dyson
equation. This prevents the spectral aliasing and gives stable time-panel stepping.

9.5.3 Convergence and scaling

9.5.3.1 Imaginary-time Dyson solver

The overview of different imaginary-time Dyson solvers can be found in Table I in Ref. [241].
For simulations of realistic systems with large energy scales at low temperature, sparse
sampling method [265] with IR [262, 263] or DLR [264] basis is the most efficient method.
The imaginary-time Legendre spectral Dyson solver introduced in this chapter, in which the
linear system [Eq. 9.61] can be solved using GMRES [269] with a Matsubara frequency sparse
sampling preconditioner, gives a slightly better accuracy but is less efficient in practice.

9.5.3.2 Real-time Dyson solver

To benchmark the convergence properties of the Legendre-panel based Dyson solver, we use
an analytically solvable two level system with energies ϵ1 and ϵ2 and hybridization V , giving
the matrix valued quadratic Hamiltonian

h =

[
ϵ1 V

V ϵ2

]
. (9.85)
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Figure 9.6: Error convergence of the equilibrium real-time Green’s function G⌝
11(t, τ) for a two-

level system at final time T , as a function of time discretization points NT . The
real-time panel Dyson solver result for the panel expansion orders Nt = 4, 8, 16 and
32 (diamonds), and the results of the equidistant multistep method of Ref. [250] up
to maximal order Nm = 6 (circles) are shown together with asymptotic convergence
rates (dotted lines). Figure from Ref. [242].

The matrix-valued contour Green’s function Gij for this non-interacing system is given by

(i1∂z − h)G = δC , (9.86)

and is analytically solvable by diagonalization. The G11 component of the Green’s function
also obeys the scalar Dyson equation of motion

(i∂z − ϵ1)G11 −
∫
C
dz̄Σ(z, z̄)G11(z̄, z) = δC , (9.87)

with the self-energy Σ given by Σ = V g2V with g2 the solution of (i∂z − ϵ2)g2 = δC. To
derive Eq. 9.87 from Eq. 9.86, the inversion formulas for two-by-two block matrices can be
used. Another way of thinking this problem is treating site 2 as the bath site of site 1, the
self-energy of site 1 is then given by the hybridization function introduced in section 4.2.

To benchmark our real-time panel Dyson equation solver we solve Eq. 9.87 for G⌝(t, τ ) in
the equilibrium case ϵ1 = −1, ϵ2 = 5, V = 6 at inverse temperature β = 3 and compare to
the analytical solution obtained from Eq. 9.86 at the final time T = 48, see Fig. 9.6. We
use Legendre-Gauss-Lobatto quadrature in our implementation. To be able to compare the
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results for the real-time panel expansion orders Nt = 4, 8, 16, and 32 we study the error as a
function of total number NT of time discretization points used, given by NT = Np ·Nt where
Np is the number of real-time panels. For all Nt we observe the asymptotic convergence rate

max
τ

|G⌝(T, τ )−G⌝
exact(T, τ )| ∼ O(N−2(Nt−1)

T ) . (9.88)

We note that there is no inherent limitation of the expansion order Nt, and a high order
expansions like Nt = 32 gives an even higher order convergence rate ∼ O(N−62

T ).
We attribute the unexpected factor of two in the exponent of Eq. 9.88 to the super-

convergence phenomenon [270] present in the family of Galerkin methods of our Dyson
solver [Eq. 9.84]. Numerical tests show that the convergence properties remain the same
for Σ = 0 where Eq. 9.84 simplifies to a series of coupled first order initial value problems.
As shown in the literature [271–274], and confirmed by our numerical tests, the high order
superconvergence of Eq. 9.88 is only attained at the panel boundaries, while the remaining
Legendre-Gauss-Lobatto collocation points (used for the self-energy evaluation) converge as
O(N−(Nt+2)

T ). The observed superconvergence on the panel boundaries is beneficial since the
initial value for each real-time panel [Eq. 9.81] is known to high accuracy.

To put the convergence properties of our real-time panel Dyson solver in perspective,
we also solve Eq. 9.87 using the state-of-the-art multistep method for the real-time Dyson
equation of Ref. [250]. The multistep method uses an equidistant real-time discretization, the
Gregory quadrature, and backward differentiation. At order Nm the asymptotic convergence
of the multistep method is given by ∼ O(N−Nm

T ). However, due to the inherent high-order
instability of backward differentiation the order Nm of the multistep method is limited to
Nm ≤ 6 [250]. The convergence of the muiltistep method at all possible orders Nm applied
to the two level benchmark system is also shown in Fig. 9.6.

Comparing the performance of the two methods in Fig. 9.6 explicitly shows the efficiency
of high order polynomial panel expansions in real-time. At equal orders Nt and Nm the
asymptotic scaling of the multistep solver N−Nm

T is much slower than the N−2(Nt−1)
T rate of

the real-time panel solver. Hence, already at expansion order Nt = 4 the real-time panel
solver (blue diamonds) has the same asymptotic error scaling O(N−6

T ) as the maximum order
Nm = 6 multistep method (cyan circles), see Fig. 9.6. In contrast to the multistep algorithm,
the order Nt of the Legendre-panel solver is not limited. Going to high polynomial order gives
a dramatic reduction in the total number of time discretization points NT required to reach
high accuracy. For example, reaching an accuracy of 10−11 using expansion order Nt = 4

requires NT ∼ 104 points, while using expansion order Nt = 32 reduces the required number
of required real-time points to NT ∼ 102, i.e. by almost two orders of magnitude. Thus, for
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a fixed time T and accuracy the number of real-time discretization points NT required to
store the equilibrium real-time Green’s function can be drastically reduced when using the
high order real-time panel Dyson solver. This is an important advance since calculations
in general are memory limited, in particular when using the multistep method. Using the
high-order real-time panel expansion will therefore enable the study of both larger systems
and longer simulation times.

Multistep Legendre-Panel Eq.
Linear system NT NT ·N 2

t
1 9.84

History integral N 2
T N 2

T 9.73

Table 9.1: Asymptotic computational complexity as a function of time discretization points NT for
the multistep method of Ref. [250] and the real-time panel method at panel expansion
order Nt.
1NT ·Nt with iterative linear solver.

The enhanced performance of the real-time panel expansion comes at the price of a mod-
erate increase of computational complexity (see Tab. 9.1). The main difference between the
multistep solver and the real-time panel solver is that the panel based approach requires
solving Eq. (9.84) for all time points within a panel at once. This amounts to solving a
per-panel linear system with a naive cubic scaling O(N 3

t ), producing the extra prefactor N 2
t

in the computational complexity of the linear system in Tab. 9.1. Using a preconditioned
iterative linear solver may reduce this by one factor of Nt and is an interesting venue for
further research. Even though this step of the Dyson equation has a higher computational
complexity in terms of NT , this is not an issue when taking into account the orders of mag-
nitude reduction of NT enabled by the high order expansion. Furthermore, the solution of
the linear system is in fact not the computational complexity bottleneck of the Dyson solver.

The main computational bottleneck of the Dyson equation is the calculation of the history
integral [Eq. 9.73]. In the direct multistep method the history integral evaluation scales
quadratically as O(N 2

T ), and the real-time panel history integral in Eq. 9.73 retains the same
scaling O(N 2

T ) = O(N 2
p · N 2

t ) by using the recursive Legendre convolution algorithm [266].
However, in the special case of equilibrium real-time it was recently shown that the scaling
of the history integral can be reduced to quasi-linear scaling [255]. The generalization of
this approach to the real-time panel expansion is another promising direction for further
research.

Potential computational complexity gains from the linear system and the history integral
aside, the real-time panel Dyson solver algorithm presented here is already competitive for
memory-limited problems. By extending the range of applicability of real-time propagation
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via the drastically lower number of discretization points NT needed for a given accuracy. The
same compactness property also makes the generalization of the real-time panel discretization
from equilibrium real-time to non-equilibrium real-time propagation an interesting direction
of further research.

9.6 Applications
As a proof of concept application of the Legendre spectral Dyson solver, we employ the
solver in a quantum chemistry setting with the GF2 [230–234] method introduced in section
8.2. The calculations are using standard AO basis sets and and matrix elements from the
quantum chemistry code pySCF [275, 276], which allow us to use the point group symmetry
introduced in section 8.3 for optimization.

9.6.1 Dissociation energies

The highly accurate Legendre spectral Dyson solver is particularly well suited for high preci-
sion calculations. A prime example is the computation of the binding energy De in noble-gas
dimers, where the weak bonding requires high precision calculations of total energies. The
results in this subsection are published in Ref. [241].

The binding energy De is obtained from the minimum of the interaction energy Eint(r) as
a function of atomic separation r

De ≡ −Eint(re) ≡ −min
r
Eint(r) , (9.89)

where re is the equilibrium atomic distance. The interaction energy Eint is in turn given by

Eint(r) ≡ EA2
(r)− 2EA(r) , (9.90)

where EA2
is the total energy of the dimer and EA is the total energy of the single atom (the

monomer) evaluated using the standard counterpoise correction [277]. The total energy E

of the system is given by

E =
1

2
Tr[(h+ F )P ] + Tr[Σ ∗G] + Enn , (9.91)

where E(nn) is the nuclei-nuclei Coulomb energy, h is the single-particle energy, F is the Fock
matrix, and P is the density matrix (see chapter 8). In the noble gases the total energies
EA and EA2

are of the order of Hartrees (∼ Eh ≡ 1Ha) while the binding energy De is of
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the order of tens of micro Hartrees (∼ 10µEh), hence requiring high precision calculation of
the total energies.
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Figure 9.7: Interaction energy Eint as a function of atomic distance r of He2 with basis aug-cc-
pVQZ using HF, MP2 and GF2. The HF and MP2 results are computed with pySCF
[275, 276], the GF2 results are computed using β = 50E−1

h , Nτ = 192. The CCSD
and CCSD(T) results are from Ref. [278]. Figure from Ref. [241].

We use He2 as a prototype system since there exist published reference results for the bind-
ing energy De and equilibrium distance re calculated with HF, second-order Møller–Plesset
perturbation theory (MP2), coupled cluster singles doubles (CCSD) theory and coupled clus-
ter singles doubles and non-iterative perturbative triples (CCSD(T)) theory [278]. The MP2
method is closely related to GF2 and uses the second order self-energy [Eq. 8.10] evaluated
at the HF Green’s function G(HF), Σ(MP2) ≡ Σ(GF2)[G(HF)]. Note however that the prefactors
in the total energy differ [231, 279].

Fig. 9.7 shows Eint(r) (and −De) of He2 computed with HF, MP2, and GF2 in the aug-
cc-pVQZ basis together with CCSD and CCSD(T) reference results on De [278]. The GF2
results are obtained by fitting a 4th order polynomial to 21 r-points of Eint(r) computed in
a 0.1 Bohr range centered around the minimum at re. The GF2 results are obtained using
the Legendre spectral Dyson solver while HF and MP2 are computed using pySCF [275,
276]. As seen in Fig. 9.7, He2 does not bind within the HF approximation which gives a
strictly positive interaction energy. Comparing to MP2, our GF2 results are a considerable
improvement, using the coupled cluster CCSD and CCSD(T) as reference.

187



2 5n
-30

-25

-20

-15
-D

e [
E h

]

0 3n 2
100

101

D
e(

)-D
e [

E h
]

5.8

6.0

6.2

r e
 [B

oh
r]

data
extrapolation
CBS

10 1

100

r e
-r e

(
) [

Bo
hr

]

Figure 9.8: Basis extrapolation of equilibrium distance (re) and dissociation energy (De) He2
with basis aug-cc-pVnZ with n = 2, 3, 4, 5. Left panels: raw data and fitting. Right
panels: check of fitting results. Figure from Ref. [241].

9.6.1.1 Complete basis set limit

In order to extrapolate the results to the continuous basis set (CBS) limit [280, 281] we
repeat the calculations using the augmented correlation consistent (aug-cc-pVnZ) basis set
series with n = D, T, Q, 5 (i.e. n = 2, 3, 4, 5) [282–284]. This series has been shown to
enable accurate extrapolation of a number of properties due to its systematic convergence
in n [285–296].

De [µEh] MP2 CCSD CCSD(T) GF2
aug-cc-pVDZ 12.69 16.78 18.57 18.17
aug-cc-pVTZ 17.97 23.77 27.10 24.63
aug-cc-pVQZ 19.66 25.79 29.64 26.59
aug-cc-pV5Z 20.71 27.09 31.25 27.79
CBS 22.98 30.06 34.70 29.67

re [Bohr] MP2 CCSD CCSD(T) GF2
aug-cc-pVDZ 6.1680 6.0580 6.0086 6.0547
aug-cc-pVTZ 5.9175 5.8060 5.7452 5.8244
aug-cc-pVQZ 5.8606 5.7546 5.6891 5.7722
aug-cc-pV5Z 5.8244 5.7210 5.6537 5.7388
CBS 5.769 5.672 5.607 5.680

Table 9.2: Dissociation energies De (top) and Equilibrium distances re computed by MP2, CCSD,
CCSD(T), and GF2 with the basis sets aug-cc-pvnz, with n =D, T, Q, 5. The MP2,
CCSD and CCSD(T) results are from Ref. [278].

In Tab. 9.2, we summarize the binding energy De and equilibrium distance re of He2
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computed by MP2, CCSD, CCSD(T) and GF2 using the aug-cc-pV{D,T,Q,5}Z basis sets.
The aug-cc-pV{D,T,Q,5}Z GF2 energies are computed at β = 50E−1

h using Nτ = 128, 160,
192, and 250 τ -points, respectively. The convergence in Nτ is imposed so that the absolute
values of the elements in highest Legendre coefficient matrix are smaller than 10−10. The zero
temperature convergence (at β = 50E−1

h ) is ensured by requiring that the finite temperature
MP2 total energy differ with less than 0.1 nano Hartree compared to the zero temperature
MP2 total energy from pySCF.

We note that the number of τ -points Nτ used for the aug-cc-pV{D,T,Q,5}Z basis sets
are of the same order as the number of atomic orbitals Nao. Hence, the scaling of GF2,
∼ O(Nτ · N 5

ao), is comparable to the scaling of CCSD, ∼ O(N 6
ao). As seen in Tab. 9.2, the

accuracy of the GF2 result for De is comparable to CCSD when compared to CCSD(T),
while the CCSD result for re is closer to CCSD(T) result than GF2. This makes GF2 a
considerable improvement over MP2.

With the systematic convergence of De and re as a function of basis set size n it is possible
to extrapolate to the complete basis limit n → ∞ [278]. We extrapolate De and re using
our GF2 aug-cc-pV{T,Q,5}Z results by fitting the exponential model: A · e−B(n−2) + C,
proposed in Ref. [278], where A, B, and C are parameters. The applicability of the model is
checked by a logarithmic plot, see Fig. 9.8. The resulting CBS limit of our GF2 results are
De ≈ 29.67µEh and re ≈ 5.680 a0, see also Tab. 9.2.

9.6.2 Spectral functions

As a proof-of-concept application of the equilibrium real-time Dyson equation solver, we
preform real-time propagation of the mixed Green’s function G⌝ for several molecules to
compute their spectral functions, using GF2. The results in this subsection are published in
Ref. [242].

The GF2 self-energy on the Keldysh contour is given by

Σ(GF2)
ij (z, z′) =

∑
klmnpq

Uilnp(2Ukjqm − Uqjkm)Glk(z, z
′)Gpq(z, z

′)Gmn(z
′, z) . (9.92)

The expressions for different components are given by the Langreth rules [256] (see Appendix
A). In equilibrium real-time evolution, the mixed self-energy Σ⌝ is given by the direct product
of three Green’s functions

Σ⌝
ij(t, τ ) =

∑
klmnpq

Uilnp(2Ukjqm − Uqjkm)G
⌝
lk(t, τ )G

⌝
pq(t, τ )G

⌝∗
nm(t, β − τ) . (9.93)
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9.6.2.1 H2 and LiH
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Figure 9.9: Total energy E of H2 in the cc-pVDZ basis as a function of interatomic distance r
using GF2, CCSD, MP2, and HF. Note that for H2 with two electrons CCSD is exact.
Figure from Ref. [242].

We first compute two small molecules: H2 and LiH. Their total energies as a function of
interatomic distance r in the cc-pVDZ basis and compare GF2 with HF, MP2, and CCSD are
shown in Figs. 9.9 and 9.10. The total energy E is given in Eq. 9.91. Our results reproduce
the well-known observation [232, 297] that the divergence of the total energy of MP2 at large
r is not present in GF2, where the total energy instead levels out for large r, see Figs. 9.9
and 9.10. In the intermediate range of interatomic separation r GF2 gives two self-consistent
solutions, which are adiabatically connected to the low and high r regimes. The total energy
of the two solutions cross at intermediate values of r [232] and the curves in Figs. 9.9 and 9.10
show the lower energy. At the equilibrium distance r0 the total energy E(r) is minimized,
and for H2 and LiH we observe that the GF2 total energy does not improve on the MP2
result relative to the CCSD result, which is exact for H2 with only two electrons. This is not
generic, since GF2 performs significantly better than MP2 for E(r0) (relative to CCSD) in
other systems like He2 [241].

Equilibrium spectral functions
The equilibrium spectral function A(ω) are computed via equilibrium time-propagation of G⌝

using the real-time panel algorithm (see Fig. 9.5 and section 9.5.2) using the GF2 self-energy
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Figure 9.10: Total energy E of LiH in the cc-pVDZ basis as a function of interatomic distance r
using GF2, CCSD, MP2, and HF. Figure from Ref. [242].

in Eq. 9.93, which gives the retarded Green’s function GR (see Eq. 9.9)

A(ω) = − 1

π
Im(Tr[SGR(ω)]) , (9.94)

with S the overlap matrix [Eq. 2.9]. For a more detailed explanation of the relation between
spectral function and Green’s function see Appendix D.

For H2 and LiH the time propagation is performed using real-time panels with 16th order
Legendre expansions (Nt = 16) yielding floating point accuracy for the panel time step sizes
∆t ≈ 19 as (0.8Ha−1) and 15 as (0.6Ha−1), respectively. The propagation times are tmax ≈
19 fs (800Ha−1) and 29 fs (1200Ha−1), giving the frequency resolutions ∆ω = π/tmax ≈
0.004Ha and 0.003Ha. The resulting spectral functions for H2 and LiH at the equilibrium
atomic distance are shown in the upper panels of Fig. 9.11 and Fig. 9.12, together with
the HF(using Koopman’s theorem (KT) [298]), coupled cluster singles-doubles equation of
motion (CCSD-EOM), and exact full configuration interaction (FCI) spectra at the same
energy resolution. To better reveal many-body effects, the spectral function A(ω) is scaled
with

√
2π/(∆ω), which causes a single-particle-state peak with a Gaussian broadening of

σ = ∆ω to have unit height. With this scaling the individual peaks in the HF spectra all
have integer height, while many-body correlations drive peak height renormalization (away
from integer values) for the methods GF2, CCSD-EOM and FCI.

Comparing the GF2 spectral function for H2 in Fig. 9.11 with the HF, CCSD-EOM, and
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Figure 9.11: Upper panel: Spectral function of H2 at equilibrium H-H distance r0 = 0.76Å using
the cc-pVDZ basis computed with GF2, HF and the Coupled Cluster Singles-Doubles
Equation of motion (CCSD-EOM). Lower left panel: Electron affinity (EA) as a
function of r. Lower right panel: Ionization potential (IP) as a function of r. Figure
from Ref. [242].

exact FCI results, we see that GF2 is an overall improvement comparing to HF. The position
of the occupied state at ω ≈ −0.58Ha is roughly the same for all methods, though GF2 is
actually slightly worse than HF when compared to the exact FCI result. For all other spectral
features, GF2 is an improvement compared to HF. In GF2 the two first peaks at positive
frequencies are shifted down relative to HF, in agreement with FCI. For the higher spectral
features the frequency moments of GF2 are improved over HF, while the peak structure
differs from FCI. We also note that CCSD-EOM agrees remarkably well with the exact FCI
spectra. Thus, for LiH where FCI is out of reach we will use CCSD-EOM as the base line
comparison for GF2.

For LiH, in the GF2 spectra the first peak at negative frequencies is shifted up in frequency,
while the peaks at positive frequencies are shifted down relative to the HF spectra, all
in agreements with CCSD-EOM. While the low frequency peak heights are only weakly
renormalized, GF2 also correctly captures the strong renormalization of the spectral feature
at ω ≈ 0.275Ha.
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Figure 9.12: Upper panel: Spectral function of LiH at equilibrium Li-H distance r0 = 1.62Å,
β = 200 using the cc-pVDZ basis computed with GF2, HF and the Coupled Clus-
ter Singles-Doubles Equation of motion (CCSD-EOM). Lower left panel: Electron
affinity (EA) as a function of r. Lower right panel: Ionization potential (IP) as a
function of r. Figure from Ref. [242].

The relatively good agreement in equilibrium spectra between GF2 and CCSD-EOM (and
FCI) is promising, in particular for the application of GF2 to investigate non-linear processes
in molecular systems out of equilibrium [299–302].

Comparison with analytical continuation
Within the GF2 self-energy approximation the spectral function A(ω) is obtained from real-
time propagation up to the energy resolution ∆ω = π/tmax. Having the spectral function
enables us to benchmark the Nevanlinna analytical continuation method [78]. Analytical
continuation solves the ill posed inverse problem of determining an approximate spectral
function using only the imaginary time Green’s function GM(τ) [72].

In Fig. 9.13 the GF2 spectral function for LiH (at energy resolution ≈ 0.003Ha) is com-
pared with the Nevanlinna spectral function. The Nevanlinna calculation was performed for
each diagonal component of the SGM(τ) product, c.f. Eq. 9.94, using 225 positive Legendre
sparse-sampling Matsubara frequencies (see section 9.4.5) and optimized with 25 Hardy basis
functions (see Ref. [78]) evaluated 0.002Ha above the real-frequency axis.
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Figure 9.13: Comparison of spectral functions of LiH at equilibrium Li-H distance r0 = 1.62Å,
β = 200 using the cc-pVDZ basis. The GF2 real-time result is compared with the
Nevanlinna continuation result. Black arrow in the lower panel shows the first feature
Nevanlinna continuation method is not able to capture. The spectral functions are
scaled so that a non-degenerate single-particle state has a peak height of unity.
Figure from Ref. [242].

As seen in in Fig. 9.13, peaks up to ≈ 0.20Ha are well captured by the Nevanlinna method.
However, some of the higher energy correlated resonances are missed or smeared out, such
as the one at ≈ 0.275Ha (black arrow). We stress that for diagrammatic calculations like
GF2 the equilibrium real-time propagation method proposed in this chapter eliminates the
need for analytical continuation.

Ionization potential and electron affinity
At positive frequencies ω > 0 the spectral function A(ω) describes electron addition exci-
tations, while negative frequencies ω < 0 corresponds to electron removal excitations. The
first peaks in A(ω) below and above ω = 0 give the minimal energy for electron removal, the
ionization potential (IP), and the minimal energy for electron addition, the electron affin-
ity (EA), respectively. To investigate how GF2 performs in both the weakly and strongly
correlated regimes, we study the IP and EA as a function of interatomic distance r for H2

and LiH. The GF2 result is compared to the HF-KT and the CCSD-EOM results, as well
as the exact FCI result in the case of H2. With large interatomic separations r ≫ r0 the
kinetic overlaps become exponentially small, while the long range Coulomb interaction varies
weakly.

For H2 the IP and EA are shown in Fig. 9.11 as a function of r. The overall performance
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of GF2 relative to the exact FCI result is better in the weakly correlated regime r ≲ r0,
compared to the strongly correlated regime r ≫ r0. The GF2 behaviour relative to HF,
however, is different for the IP and EA even in the weakly correlated regime. For the EA,
GF2 constitutes a drastic improvement over HF, while for the IP, GF2 mainly follows the
HF result. We note that the exact FCI result is closely followed by CCSD-EOM, which is
used as baseline in comparison for LiH. The IP and EA for LiH are shown in Fig. 9.12. For
both the IP and EA we find that GF2 preforms significantly better than HF relative to the
CCSD-EOM result. However, the GF2 behaviour as a function of r differs between IP and
EA when entering the strongly correlated regime. The EA deviates from CCSD-EOM while
the IP follows the r dependence of CCSD-EOM with small offset.

In the light of the perturbation expansion order, the observed progression from HF to GF2
shows that, going from the first order dressed perturbation expansion of HF to the second
order dressed perturbation expansion GF2, improves the excitation spectra in the weakly
correlated regime. However, in the strongly correlated regime, with larger interaction to
kinetic overlap ratios, also the second order perturbation expansion in GF2 does not suffice.
Hence, GF2 is probably not well suited for studying phenomena in the r ≫ r0 regime like
dynamical atomic dissociation. However, it is a promising level of approximation to study
phenomena at r ∼ r0, like non-linear optical-vibronic dynamics, terahertz response, and high
harmonic generation [303].

Finally we connect to previous diagrammatic perturbation theory works which compute
IP and EA from the imaginary time Green’s function GM(τ) using the extended Koop-
man’s theorem (EKT) [304–309]. Within EKT, electron addition and removal energies are
computed from a generalized eigenvalue problem constructed from GM(τ) and ∂τG

M(τ) at
τ = 0±. It has been used to compute IP and EA from both the GW [310] and GF2 [231,
311, 312] imaginary time calculations. However, how accurate the EKT approach is relative
to the actual IP and EA has not been investigated. The real-time propagation approach
presented here directly gives the spectral function A(ω) and alleviates the need for using
EKT to compute the IP and EA. It makes it possible to investigate the accuracy of EKT by
direct comparison to the exact spectral-function derived IP and EA. The real-time GF2-RT
and the GF2-EKT results for the IP and EA are shown for H2 and LiH in Fig. 9.11 and
Fig. 9.12. In both cases the EA from GF2-EKT fails to reproduce the GF2-RT result, instead
the EKT calculations give EAs that matches the HF results for r ≲ r0. These results raise
concerns regarding the use of EKT for computing EAs.
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Figure 9.14: Spectral function of Benzoquinone (C6H4O2) in the STO-3g basis from HF (up-
per panel), AGF2(1, 0)@HF (middle panel), and GF2 (lower panel). Figure from
Ref. [242].

9.6.2.2 Benzoquinone C6H4O2

To explore the solver in a regime that is not otherwise accessible, we compute the spectral
function of the Benzoquinone molecule (C6H4O2) in a minimal STO-3g basis (44 basis func-
tions), with optimized MP2 geometry [313]. A previous density functional study has shown
that the HOMO-LUMO gap of Benzoquinone can not be described by ab-initio density func-
tionals like PBE [314], while HF overestimates the gap. However, a recent study [315] have
shown that a self-consistent approximate formulation of GF2, called the auxiliary second-
order Green’s function perturbation theory (AGF2), is able to describe the experimental
gap.

For the real-time propagation a 16th order real-time panel expansion was used with panel
time step size ∆t ≈ 7.3 as (0.3Ha−1) and a total propagation time of tmax ≈ 18 fs (750Ha−1).
The minimal STO-3g basis prevents direct comparison with experiments and we compare
with HF and AGF2 in this basis. The total memory foot-print of the calculation is of the
order on 500 GB. The molecular point group symmetry was also used to speed up the GF2
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self-energy evaluation (see section 8.3).
Figure 9.14 shows the GF2 spectral function of Benzoquinone together with the corre-

sponding results from HF and AGF2(1,0)@HF 1.

Theory
Basis STO-3g aug-cc-pVDZ

HF 0.420 Ha 0.410 Ha
AGF2(1,0)@HF 0.338 Ha 0.372 Ha

GF2 0.189 Ha -

Exp.[316, 317] 0.299 Ha

Table 9.3: HOMO-LUMO gap of Benzoquinone (C6H4O2) at different levels of theory in the STO-
3g basis (this work) and the and the aug-cc-pVDZ basis from Ref. [315].

The corresponding HOMO-LUMO gaps listed in Tab. 9.3 shows that going from first order
HF, through the approximate second order AGF2(1,0)@HF result, to the full second order
self-consistent GF2 result, yields a decreasing HOMO-LUMO gap.

Accounting for the aug-cc-pVDZ results for HF and AGF2(1,0)@HF from Ref. [315], see
Tab. 9.3, the experimental HOMO-LUMO gap of 0.299Ha [316, 317] is likely to be underes-
timated by GF2 also in the larger aug-cc-pVDZ basis.

Another distinct feature of the full GF2 spectral function is the large degree of quasi-
particle renormalization, as measured in terms of deviation from unit height in the spectral
function, see Fig. 9.14. This is to be compared with HF where all individual excitations come
with unit height and the partial self-consistent AGF2 that only yields a small frequency-
independent renormalization. The GF2 spectral function, on the other hand, displays peak-
height renormalizations of the order 10-20% for the HOMO and LUMO peaks and even a
loss of coherence for the spectra at frequencies. A systematic investigation of the different
partial-self-consistency schemes within GF2 is an interesting venue for further research, but
out of scope for the present proof of concept application of real-time propagation.

9.7 Discussion and conclusion
In this chapter, we introduced the compact representations of Green’s functions based on
polynomial expansions. With (piece-wise) high order expansion on the (real-) imaginary-
time axis using Legendre polynomials, we reformulated the equilibrium contour Dyson equa-
tions in Legendre coefficient space. The algorithms for solving the Dyson equations use the

1See Refs. [297, 315] for details on the partial self-consistency notation: AGF2(X,Y).
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Legendre spectral method [200] in combination with the recursive algorithm for Legendre
convolution [266].

The equilibrium Legendre spectral Dyson solver allows us to access high-accurate energies
and high-resolution spectral functions of molecules. To further improve the efficiency of
the real-time Dyson solvers, generalizing the quasi-linear scaling multistep history integral
method [255] to the real-time panel expansion is a promising direction. The high-order dis-
cretization of the mixed Green’s also serves as an important step towards the development
of compact representations of the full two-time Green’s functions in non-equilibrium sim-
ulations. The combinations of the panel-based representation and the tensor compression
scheme is an interesting direction of future research.
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Chapter 10

Conclusion and Outlook

In the study of strongly correlated systems, numerical methods form the bridge between
experimental observations and theoretical understandings. Single- and two-particle Green’s
functions, which describe the propagation of excitations related with one and a pair of
electrons, are able to explain results measured from experiments such as angle-resolved pho-
toemission spectroscopy and Raman scattering. Two-particle Green’s functions also allow
for calculating the linear response of a system to a small external perturbation, like electric
fields, magnetic fields etc., and provide tools for analyzing the competing fluctuations in
strongly correlated systems.

The utilization of model Hamiltonians such as the Hubbard model drastically reduces
the complexity of solving many-body systems. DMFT, which maps the Hubbard model to
the AIM, provides valuable insights into correlation physics such as the Mott transition.
Cluster extensions of DMFT, which account for the short-range physics in the system and
can be systematically improved by increasing the cluster size, provide access to momentum
dependent Green’s functions. With the CT-QMC impurity solvers, single- and two-particle
quantities can be reliably computed within DMFT and its extensions in both the paramag-
netic and superconducting state, allowing for a rigorous analysis of competing fluctuations
in the model.

Ab-inito simulation with realistic Hamiltonians is another widely used approach in the
study of strongly correlated systems apart from the model Hamiltonian approach. Advanced
numerical methods and the simplification given by symmetry properties of the systems enable
the efficient simulations of realistic systems using diagrammatic methods, which are based
on perturbative expansions in the electron-electron interaction.

This thesis presents our progress in the development of numerical methods for both models
and realistic systems.

The first part of the thesis provided derivations of the formalisms and methods used in the
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later chapters. In chapter 2, the many-body Hamiltonian, as well as the basic concepts in
many-body physics were defined and reviewed. In chapter 3, we provided the generalization
of the Green’s function formalism in the singlet superconducting state, with a focus on
the single- and two-particle Green’s functions and vertex functions. In chapter 4, we first
introduced the Hubbard model and the AIM, and then provided derivations for DCA and
CT-AUX that are used for solving the Hubbard model. Both the models and the methods
were generalized to the singlet superconducting state in this chapter.

The second part of the thesis focused on the numerical analysis of competing fluctuations
and ordered states in the two-dimensional Hubbard model. Chapters 5, 6 and 7 summa-
rized the simulation results of the two-dimensional single-band Hubbard model given by
eight-site DCA. In chapter 5, we presented the simulation results of the two-dimensional
single band Hubbard model in the paramagnetic state. By analyzing the intensity of mag-
netic, charge, and superconducting fluctuations with different symmetries, we found that the
spin fluctuations are dominant around half filling, leading to an anti-ferromagnetic state as
temperature decreases. By comparing the intensity of d-wave charge and superconducting
fluctuations, we saw that although the fluctuations are comparable in magnitude, no area in
parameter space has dominant d-wave charge fluctuations. At the parameter regime corre-
sponding to realistic strongly correlated materials, d-wave superconducting order will emerge
as temperature decreases. In chapters 6 and 7 we presented the simulations results of the
two-dimensional single band Hubbard model in the d-wave singlet superconducting state. In
chapter 6, we performed a quantitative study to analyze to which extent the spin fluctua-
tions can be treated as a pairing boson within the one loop approximation. By analysing
the intensity of the anomalous self-energies given by DCA and the one-loop spin fluctuation
theory, we found that only a fraction of the pairing can be attributed to these fluctuations,
while the other part might arise from higher order diagrams. The frequency dependence of
the superconducting gap function computed from the two anomalous self-energies and the
spin fluctuation spectrum further demonstrated the importance of a high-frequency non-spin-
fluctuation contribution to the electron self-energy. To have a more detailed and unbiased
analyze of all the fluctuations in the singlet superconducting state, we presented results from
the fluctuation diagnostics method in chapter 7. From the momentum and frequency de-
pendence of the anomalous self-energy decomposed in different physical channels, we were
able to unambiguously identify spin fluctuations as the dominant contribution to the d-wave
pairing. The discrepancy between the conclusion given by the fluctuation diagnostics and
the conclusion given in chapter 6 can be attributed to the possibility that one-loop spin
fluctuation expressions do not capture all spin fluctuation mediated processes outside the
weak-coupling regime, and there are other higher order diagrams contributing to the pairing
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of the Cooper pairs. Identifying and analyzing these missing diagrams would give us better
insights into the role of the spin fluctuations in superconductivity. We note that the cluster
size in the DCA simulation performed here was chosen based on previous literature to cap-
ture the pairing and magnetic fluctuations at reasonable computational expense, but did not
adequately capture phenomena such as the stripe physics. The limitation of the cluster size
mainly come from the impurity solver. The CT-QMC impurity solvers suffer from increas-
ing computational costs for simulations of large impurities and at low temperatures. The
memory required for storing the two-particle Green’s functions is another obstacle in the
simulations. The size of the two-particle Green’s functions scales as O(N 2

ωn
NνnN

3
k ), which

limits the number of frequencies to the order of 100. With the CT-AUX impurity solver and
equidistant frequency grid, currently the largest cluster we were able to perform two-particle
measurements in the singlet superconducting state (with Tc ∼ t/40) was the eight-site clus-
ter. Better impurity solvers and better frequency grids would allow for simulations of larger
clusters and therefore reduce the finite size effects.

The third part of the thesis focused on the numerical methods used in the simulation of
realistic systems. In chapter 8, we introduced the realistic Hamiltonian and basis sets for
molecules, and provided two examples used in the diagrammatic self-consistent methods.
We then described how point group symmetries can be used to optimize the simulation
of molecules. While we only introduced simulation of molecules in this chapter, similar
diagrammatic methods have been applied to the simulation of solids, in which the compu-
tational costs increase extraordinarily. Therefore, generalizing the optimizations given by
group theory to the case of solids will provide great advantages.

In chapter 9, we reviewed some of the developments for efficiently representing correlation
functions at finite temperature. We then derived a Legendre spectral method for solving the
Dyson equations of the contour Green’s functions, and presented simulation results for several
molecules using the GF2 method. With the piece-wise high-order Legendre orthogonal-
polynomial expansion on the real-time axis, we were able to drastically reduce the number
of discretization points required to reach a fixed accuracy, and to obtain high-resolution
spectral functions of molecules. While the real-time panel-based high-order Dyson solver
introduced in chapter 9 was only formulated for Green’s functions with time translational
invariance, it serves as the first step towards high-order methods for non-equilibrium real-
time evolution. Generalizing this approach to the full two-time dependent formalism is a
promising direction for future research, which would reduce the memory and computational
resources needed for long-time non-equilibrium simulations.

In conclusion, numerical methods plays an important role in the study of strongly cor-
related systems. The methods and results presented in this thesis illustrate the power of
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numerical simulations. Further developments will enable the simulation of larger and more
complicated systems, providing access to more interesting physics phenomena.
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Appendix A

Langreth Rule for Keldysh
Components

In this appendix we provide the explicit forms of Langreth rules for computing convolution
and product of Keldysh components used in sections 9.2 and 9.6.2. The definitions are taken
from Ref. [250].

A.1 Convolution
The contour integral in Eq. 9.6 can be carried out with the Langreth rules of the convolution
C = A ∗B [250, 256]

C> = A> ◦BA + AR ◦B> − iA⌝ •B⌜ , (A.1a)
C< = A< ◦BA + AR ◦B< − iA⌝ •B⌜ , (A.1b)
CR = AR ◦BR , (A.1c)
CA = AA ◦BA , (A.1d)
C⌝ = AR ◦B⌝ + A⌝ •BM , (A.1e)
C⌜ = A⌜ ◦BA + AM •B⌜ , (A.1f)
CM = AM •BM , (A.1g)

where the two integral operators are defined as

CM(τ, τ ′) = AM •BM =

∫ β

0

dτ̄AM(τ, τ̄)BM(τ̄ , τ ′) , (A.2a)

CR(t, t′) = AR ◦BR =

∫ tmax

0

dt̄A(t, t̄)B(t̄, t′) . (A.2b)
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The Dyson equation [Eq. 9.6] related with G⌝(t, τ ) is then in the form

(iS∂t − F )G⌝(t, τ )− ΣR ◦G⌝ + Σ⌝ •GM = 0 , (A.3)

which gives Eq. 9.11 in equilibrium.

A.2 Product
The direct products in the self-energy contraction [Eq. 9.92] can be carried out with the
Langreth rules of the product C(z, z′) = A(z, z′)B(z, z′) [250, 256]

C≷(t, t′) = A≷(t, t′)B≷(t, t′) , (A.4a)
CR(t, t′) = AR(t, t′)BR(t, t′) + A<(t, t′)BR(t, t′) + AR(t, t′)B<(t, t′) , (A.4b)
C⌝(t, τ ) = A⌝(t, τ )B⌝(t, τ ) , (A.4c)
CM(τ, τ ′) = −iAM(τ, τ ′)BM(τ, τ ′) , (A.4d)

and C(z, z′) = A(z, z′)B(z′z) [250, 256]

C≷(t, t′) = A≷(t, t′)B≶(t′, t) , (A.5a)
CR(t, t′) = AR(t, t′)B<(t′, t) + A<(t′, t)BA(t′, t) , (A.5b)
C⌝(t, τ ) = A⌝(t, τ )B⌜(τ, t) , (A.5c)
CM(τ, τ ′) = −iAM(τ, τ ′)BM(τ ′, τ) . (A.5d)

The mixed self-energy can then be written as

Σ⌝
ij(t, τ ) =

∑
klmnpq

Uilnp(2Ukjqm − Uqjkm)G
⌝
lk(t, τ )G

⌝
pq(t, τ )G

⌜
mn(τ, t)

=
∑
klmnpq

Uilnp(2Ukjqm − Uqjkm)G
⌝
lk(t, τ )G

⌝
pq(t, τ )G

⌝∗
nm(t, β − τ) , (A.6)

where we used the relation between G⌜(τ, t) and G⌝(t, β − τ) given by Eq. 9.5.
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Appendix B

Legendre and Chebyshev Quadratures

In this appendix we summarize the Gauss-type quadrature nodes and weights of Legendre
and Chebysheve polynomials used in section 9.3 for representing continuous functions. The
equations are taken from Ref.[200].

• Legendre-Gauss type quadratures

∫ 1

−1

dxl(x) =
N∑
i

l(xi)wi , ∀ l ∈ L2N+δ . (B.1)

– Legendre-Gauss quadrature (δ = 1)

{xi}Ni=0 are zeros of PN+1(x) ,

wi =
2

(1− x2
i )[L

′
N+1(xi)]2

, 0 ≤ i ≤ N . (B.2)

– Legendre-Gauss-Radau quadrature (δ = 0)

{xi}Ni=0 are zeros of PN+1(x) + PN(x) ,

wi =
1

(N + 1)2
1− xi

[LN(xi)]2
, 0 ≤ i ≤ N . (B.3)

– Legendre-Gauss-Lobatto quadrature (δ = −1)

{xi}Ni=0 are zeros of (1− x2)P ′
N+1(x) ,

wi =
2

N(N + 1)

1

[LN(xi)]2
, 0 ≤ i ≤ N . (B.4)
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• Chebyshev-Gauss type quadratures

∫ 1

−1

dxl(x)
1√

1− x2
=

N∑
i

l(xi)wi , ∀ l ∈ L2N+δ . (B.5)

– Chebyshev-Gauss quadrature (δ = 1)

xi = − cos
(2i+ 1)π

2N + 2
, wi =

π

N + 1
, 0 ≤ i ≤ N . (B.6)

– Chebyshev-Gauss-Radau quadrature (δ = 0)

xi = − cos
2πi

2N + 1
, 0 ≤ i ≤ N ,

w0 =
π

2N + 1
, wi =

2π

2N + 1
, 1 ≤ i ≤ N . (B.7)

– Chebyshev-Gauss-Lobatto quadrature (δ = −1)

xi = − cos
πi

N
, wi =

π

c̃iN
, 0 ≤ i ≤ N ,

c̃0 = c̃N = 2 , ci = 1 , i = 1, . . . N − 1 . (B.8)
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Appendix C

Fast Convolution of Legendre
Polynomials

In this appendix we provide detailed derivations for Eqs. 9.57, 9.58, 9.59 in section 9.5.
The derivation follows Ref. [266] but with more details and explanations. The same con-
tents are published in the appendix of Xinyang Dong, Emanuel Gull, Dominika Zgid, Hugo
U.R. Strand “Legendre-spectral Dyson equation solver with super-exponential convergence”,
J. Chem. Phys. 152, 134107 (2020) [241].

C.1 Convolution and Fourier transform
The convolution of two continuous integrable functions is defined by the integral [266]

h(x) = (f ∗ g)(x) =
∫ ∞

−∞
dtf(t)g(x− t) . (C.1)

For the specific applications we’re interested in, we consider f and g that are polynomials
of finite degree and are supported on [a, b] and [c, d], which gives equivalent definition

h(x) = (f ∗ g)(x) =
∫ min(b,x−c)

max(a,x−d)
dtf(t)g(x− t) , x ∈ [a+ c, b+ d] , (C.2)

and h(x) = 0 for x ̸∈ [a+ c, b+ d]. Their Fourier transform can be written as

F{f}(ω) =
∫ ∞

−∞
dxe−iωxf(x) , (C.3)
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F−1{f}(x) = 1

2π

∫ ∞

−∞
dxeiωxf(x) , (C.4)

which satisfy the Fourier inversion theorem F−1{F{f}} = f and the convolution theorem
[318]

F{f ∗ g} = F{f} · F{g} . (C.5)

C.2 Convolution theorem for Legendre polynomials
For the two functions f and g defined on intervals [a, b] and [c, d], the linear function

ψ[a,b](x) =
2(x− a)

b− a
− 1 (C.6)

maps x ∈ [a, b] back to the fundamental interval of the Legendre polynomials ψ[a,b](x) ∈
[−1, 1]. With the finite-order expansion defined in Eq. 9.14, the two functions in the convo-
lution [Eq. (C.2] can be approximated by

fM(x) =
M∑
m=0

αmPm(ψ[a,b](x)) , gN(x) =
N∑
n=0

βnPn(ψ[c,d](x)) . (C.7a)

For our specific applications, we consider two intervals of the same length d− c = b− a, the
convolution can be computed as [266]

h(x) =

∫ min(b,x−c)

max(a,x−d)
dtf(t)g(x− t) =

b− a

2
(fM ∗ gN)(2ψ[a+c,b+d](x)) , 2ψ[a+c,b+d](x) ∈ [−2, 2] ,

(C.8)

which is the same as computing the convolution of fM and gN supported on [−1, 1] with an
extra pre-factor. For fM and gN supported on [−1, 1], the convolution can be computed as

h(x) = (fM ∗ gN)(x) =
∫ min(1,x+1)

max(−1,x−1)

dtfM(t)gN(x− t) , x ∈ [−2, 2] , (C.9)
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which can be separated into two parts

h<(x) = (f
<∗ g)(x) =

∫ x+1

−1

dtfM(t)gN(x− t) =
M+N+1∑
k=0

γ<k Pk(x+ 1) x ∈ [−2, 0] , (C.10a)

h>(x) = (f
>∗ g)(x) =

∫ 1

x−1

dtfM(t)gN(x− t) =
M+N+1∑
k=0

γ>k Pk(x− 1) x ∈ [0, 2] . (C.10b)

The convolution can be computed by computing the coefficients γ<k and γ>k . With the
orthogonality of Legendre polynomials [Eq. 9.18], the two coefficients in Eq. C.10 can be
computed as

γ<k =
2k + 1

2

∫ 0

−2

dxPk(x+ 1)

∫ x+1

−1

dtfM(t)gN(x− t)

=
N∑
n=0

βn
2k + 1

2

M∑
m=0

αm

∫ 0

−2

dxPk(x+ 1)

∫ x+1

−1

dtPm(t)Pn(x− t)

=
N∑
n=0

βnB
<
k,n , (C.11a)

γ>k =
2k + 1

2

∫ 2

0

dxPk(x− 1)

∫ 1

x−1

dtfM(t)gN(x− t)

=
N∑
n=0

βn
2k + 1

2

M∑
m=0

αm

∫ 2

0

dxPk(x− 1)

∫ 1

x−1

dtPm(t)Pn(x− t)

=
N∑
n=0

βnB
>
k,n , (C.11b)

where we collected terms into two convolution matrices B≶
k,n, which can be further simplified

as

B<
k,n =

2k + 1

2

M∑
m=0

αm

∫ 0

−2

dxPk(x+ 1)(Pm ∗ Pn)(x) (C.12a)

=
2k + 1

2

M∑
m=0

αm

∫ 1

−1

dsPk(s)(Pm ∗ Pn)(s− 1) ,

B>
k,n =

2k + 1

2

M∑
m=0

αm

∫ 2

0

dxPk(x− 1)(Pm ∗ Pn)(x)

=
2k + 1

2

M∑
m=0

αm

∫ 1

−1

dsPk(s)(Pm ∗ Pn)(s+ 1) . (C.12b)

The fast convolution algorithm of the Legendre polynomials make use of the property that
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the Fourier transform and inverse Fourier transform of the Legendre polynomials. With the
convolution theorem [Eq. C.5] and the Fourier transformation [Eq. 9.46], the convolution of
Legendre polynomials can be expressed in terms of Bessel functions

(Pm ∗ Pn)(x) =
2(−i)m+n

π

∫ ∞

−∞
dω eiωxjm(ω)jn(ω) , x ∈ [−2, 2] , (C.13)

the convolution matrices [Eq. C.12] can be written as

B<
k,n =

2k + 1

π

M∑
m=0

(−i)m+nαm

∫ 1

−1

dsPk(s)

∫ ∞

−∞
dωeiω(s−1)jm(ω)jn(ω)

=
2(2k + 1)

π

M∑
m=0

(−i)m+nikαm

∫ ∞

−∞
dωjk(ω)jm(ω)jn(ω)e

−iω , (C.14a)

B>
k,n =

2k + 1

π

M∑
m=0

(−i)m+nαm

∫ 1

−1

dsPk(s)

∫ ∞

−∞
dωeiω(s+1)jm(ω)jn(ω)

=
2(2k + 1)

π

M∑
m=0

(−i)m+nikαm

∫ ∞

−∞
dωjk(ω)jm(ω)jn(ω)e

iω , (C.14b)

with the only difference being the sign in the exponent of e∓iw.
The main property of Spherical Bessel functions used in the fast convolution algorithm is

the three term recurrence relation

j−1(z) =
cos z
z

, j0(z) =
sin z
z

,

jn+1(z) =
2n+ 1

z
jn(z)− jn−1(z) , n ≥ 0 . (C.15)

Consider the B≶
k,n+1 term, applying the recursion relation of the spherical Bessel functions

on n and k gives

(−i)m+n+1ikjk(ω)jm(ω)jn+1(ω) = (−i)m+n+1ikjk(ω)jm(ω)

(
2n+ 1

ω
jn(ω)− jn−1(ω)

)
=

2n+ 1

2k + 1
(−i)m+n+1ik (jk+1(ω) + jk−1(ω)) jm(ω)jn(ω)

+ (−i)m+n−1ikjk(ω)jm(ω)jn−1(ω) . (C.16)

Since the exponent of e∓ω is unchanged when applying recursion relation, the recursion
relation of the two convolution matrices can be written with one equation as

B≶
k,n+1 = −2n+ 1

2k + 3
B≶
k+1,n +

2n+ 1

2k − 1
B≶
k−1,n +B≶

k,n−1 , k, n ≥ 1 . (C.17)
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In practice this recursion relation is only stable when computing the entries of B≶
k,n below

the diagonal (k > n). The entries of k < n can be computed from the transpose relation,
which can be derived from the integral expression Eq. C.14

B≶
k,n = (−1)n+k

2k + 1

2n+ 1
B≶
n,k . (C.18)

The initial value to start the recursion can be computed from the Volterra integral formula
for Legendre polynomials [ref]

Sa,n(x) =

∫ x

a

dtPn(t) , (C.19)

Sa,0(x) = x− a , (C.20)

Sa,n(x) =
1

2n+ 1
[Pn+1(t)− Pn−1(t)]

x

a
, (C.21)

which gives the relation at a = ±1

S±1,0(x) = x∓ 1 = P1(x)∓ P0(x) , (C.22)

S±1,n(x) =
1

2n+ 1
[Pn+1(x)− Pn−1(x)]− [Pn+1(±1)− Pn−1(±1)]

=
1

2n+ 1
[Pn+1(x)− Pn−1(x)] . (C.23)

Using P0 = 1, the first column (n = 0) in the convolution matrix can be written as

B≶
k,0 = ±2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ x

∓1

dt Pm(t) (C.24)

= ±2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)S∓1,m(x)

= ±2k + 1

2

[
M∑
m=1

αm
2m+ 1

∫ 1

−1

dxPk(x) [Pm+1(x)− Pm−1(x)]

+ α0

∫ 1

−1

dxPk(x)[P1(x)± P0(x)]

]
,

where the integral can be computed with the orthogonality relation of Legendre polynomials
[Eq. 9.18] and gives

B≶
k,0 =

 α0∓α1

3
, k = 0

±(αk−1

2k−1
− αk+1

2k+3
) , k ≥ 1

. (C.25)

211



Using P1(x) = x, the second column (n = 1) of the two convolution matrices can be written
as

B<
k,1 =

2k + 1

2

M∑
m=0

αm

∫ 0

−2

dxPk(x+ 1)

∫ x+1

−1

dtPm(t)P1(x− t)

=
2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ x

−1

dtPm(t)(x− t− 1)

= −B<
k,0 +

2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ x

−1

dtPm(t)

∫ x

t

ds

= −B<
k,0 +

2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ x

−1

ds

∫ s

−1

dtPm(t)

= −B<
k,0 +

2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ x

−1

dsS−1,m(s) , (C.26a)

B>
k,1 =

2k + 1

2

M∑
m=0

αm

∫ 2

0

dxPk(x− 1)

∫ 1

x−1

dtPm(t)P1(x− t)

=
2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ 1

x

dtPm(t)(x− t+ 1)

= B>
k,0 +

2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ 1

x

dtPm(t)

∫ x

t

ds

= B>
k,0 +

2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ 1

x

ds

∫ s

1

dtPm(t)

= B>
k,0 +

2k + 1

2

M∑
m=0

αm

∫ 1

−1

dxPk(x)

∫ 1

x

dsS1,m(s) , (C.26b)

To get recursion relation of B≶
k,1, we use the derivative relation of the Legendre polynomials

(2k + 1)Pk(x) =
d

dx
[Pk+1(x)− Pk−1(x)] , k ≥ 1 . (C.27)
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The two integrals in Eq. C.26 can be computed with integrate by part∫ 1

−1

dxPk(x)

∫ x

−1

dsS−1,m(s) =
1

2k + 1

∫ 1

−1

d[Pk+1(x)− Pk−1(x)]

∫ x

−1

dsS−1,m(s)

=
1

2k + 1

{
[Pk+1(x)− Pk−1(x)]

∫ x

−1

dsS−1,m(s)

}∣∣∣∣1
−1

− 1

2k + 1

∫ 1

−1

dx[Pk+1(x)− Pk−1(x)]d

[∫ x

−1

dsS−1,m(s)

]
=

1

2k + 1

∫ 1

−1

dx[Pk−1(x)− Pk+1(x)]S−1,m(x) , (C.28a)∫ 1

−1

dxPk(x)

∫ 1

x

dsS1,m(s) =
1

2k + 1

∫ 1

−1

d[Pk+1(x)− Pk−1(x)]

∫ 1

x

dsS1,m(s)

=
1

2k + 1

{
[Pk+1(x)− Pk−1(x)]

∫ 1

x

dsS1,m(s)

}∣∣∣∣1
−1

− 1

2k + 1

∫ 1

−1

dx[Pk+1(x)− Pk−1(x)]d

[∫ 1

x

dsS1,m(s)

]
=

1

2k + 1

∫ 1

−1

dx[Pk+1(x)− Pk−1(x)]S1,m(x) . (C.28b)

Eq. C.26 can be simplified to

B<
k,1 = −B<

k,0 +
1

2

M∑
m=0

αm

∫ 1

−1

dx[Pk−1(x)− Pk+1(x)]S−1,m(x) , (C.29a)

B>
k,1 = B>

k,0 +
1

2

M∑
m=0

αm

∫ 1

−1

dx[Pk+1(x)− Pk−1(x)]S1,m(x) . (C.29b)

Comparing with Eq. C.24, and address the special case k = 0 explicitly using Eq. C.26, we
get the recursion relation for the second row of the two convolution matrices

B≶
k,1 =

 ∓B≶
1,0/3 , k = 0

∓B≶
k,0 +

B
≶
k−1,0

2k−1
− B

≶
k+1,0

2k+3
, k ≥ 1

. (C.30)
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Appendix D

Spectral Function

In this appendix we introduce the relations between the spectral function and the Keldysh
Green’s functions, and explain the Fourier transform routine used for computing the spectral
function from the retarded Green’s function GR used in section 9.6.2. All orbital related
indices and the overlap matrix are omitted in this appendix.

D.1 Definition
Single-particle spectral function is given by the imaginary part of real frequency retarded or
advanced Green’s function

A(ω) = − 1

π
ImGR(ω) =

1

π
ImGA(ω) , (D.1)

which represents the density of single-particle excitations at energy ω of the many-body
state.

In equilibrium, all Green’s function components are related to the spectral function [253]

G(t, t′) = −i
∫
dωe−iω(t−t

′)A(ω)[θC(t, t
′)± f(ω)] , (D.2)

where f(ω) = 1/(eβω∓1) is the Bose (Fermi) occupation function, θC(t, t′) is a step function.
The imaginary part of the lesser (greater) Green’s function yields the density of occupied
(unoccupied) states

∓ImG<(ω) = 2πA(ω)f(ω) = 2πN(ω) , (D.3)

−ImG>(ω) = 2πA(ω)[1± f(ω)] . (D.4)
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D.2 Folded Fourier transform
To get the imaginary part of the real frequency retarded Green’s function, we define G̃(t)
which is the upfolded Green’s function

G̃(t) = GR(t)− [GR(−t)]†

= GR(t)−GA(t) = G>(t)−G<(t) . (D.5)

From the symmetry relation, Re[G̃(t)] is odd, and Im[G̃(t)] is even, which gives a pure
imaginary G̃(ω) after the Fourier transform. Defining G̃(ω) = ig̃(ω), the Fourier transfrom
relations can be written as

F{f(t)g(t)} = f(ω) ∗ g(ω) , (D.6)

F{θ(t)} =
1

iω
+ πδ(ω) . (D.7)

The spectral function A(ω) obeys

A(ω) = − 1

π
ImGR(ω) = − 1

π
Im[F{GR(t)}] . (D.8)

Using GR(t) = iθ(t)g̃(t), the spectral function can be written as

A(ω) = − 1

π
Im[F{iθ(t)g̃(t)}]

= − 1

π
Im[(

1

iω
+ πδ(ω)) ∗ (ig(ω))]

= − 1

π
Im[

1

ω
∗ g̃(ω) + iπδ(ω) ∗ g̃(ω)]

= −g̃(ω) . (D.9)
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