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ABSTRACT

The trend of continually increasing demand for high-performance computation

in artificial intelligence, cloud computing, and virtual/augmented reality requires in-

creasing chip-to-chip communication throughput. On the other hand, high-throughput

chip-to-chip links usually entail incorporating very high speed Serializers/De-Serializers

(SerDes) to mux/de-mux the data onto a relatively few electrical I/O lines due to the

limited number of chip package pins, and off-chip routing challenges. This not only

incurs latency overhead but also a significant energy and silicon consumption over-

head. It is therefore highly desirable to develop energy efficient and compact parallel

interconnects for chip-to-chip communication. An optical interface has great poten-

tial to ameliorate the interchip communication bottleneck while enhancing energy

efficiency and compactness. To this end, a major part of this thesis aims analysis

and development of high performance energy efficient integrated circuits and systems

for ultra dense optical parallel chip-to-chip communication. The experimental results

of several multi Gbps optical transceiver prototypes fabricated in nanometer CMOS

technologies prove the proposed optical links a promising technology for interchip

communication. In addition, we theoretically compare the energy efficiency of a par-

allel optical link with a serial optical link. For the same data throughput, a parallel

link demonstrates a significantly superior energy efficiency. Moreover, a CMOS sensor

is proposed that can measure the small capacitance of on-chip photodetectors. This

allows bandwidth and noise optimization for the front-end of optical receivers.

In the remaining parts of the dissertation, the development of several energy ef-

xviii



ficient high performance integrated circuits for pulsed light detection and ranging

(Lidar), pulsed radio frequency detection and ranging (Radar), and wireless high fre-

quency communication systems are presented. More specifically, the design and test

of an optimized analog front-end for pulsed Lidar receivers fabricated in a CMOS

technology is presented that remarkably reduces energy consumption. Also, a new

transimpedance amplifier topology is introduced that enhances the energy efficiency of

the conventional structures, not only for optical communication but also for sensing.

In addition, a novel energy efficient pulse generator is introduced that systematically

can produce a pulse with high amplitude and short width in any CMOS technology

and deliver it to low impedance loads. Moreover, a wireless transmitter for short

range communication in the mmWave frequency band fabricated in a SiGe BiCMOS

technology is demonstrated that enables energy efficient high data rate communica-

tion.

xix



CHAPTER I

Introduction

1.1 Background

Information computation was estimated to consume about 9% of the world’s elec-

tricity production in 2012 [6]. Recently, it is projected more than 20% of the world’s

electricity energy production may be soon consumed by information and communi-

cation technology (ICT) as shown in Fig. 1.1. If the massive processing required by

cryptocurrency keeps growing, a surge in the electricity energy demand may occur [1],

and available resources growth may not suffice the energy demand growth [7].

A major portion of the energy is consumed over wired networks and this is mainly

due to unwanted capacitors of the wires. To elaborate this, let us take an expample.

A recent approach which has been employed to enhance the computing performance is

to exploit 3D-stacked synchronous dynamic random-access memory (SDRAM) along

with high-performance graphic processing unit (GPU) by which a large amount of

data can be quickly stored and read. However, a large amount of energy needs to be

dissipated over the electrical interconnect between the SDRAM and the GPU. The

reason for the dissipation of the energy for transferring data over the electrical wire

is capacitance. When the transmitter (TX) needs to send ‘1’ bit after ‘0’ bit, it needs

to consume energy to charge the capacitance associated with the electrical wire. This

energy dissipation is proportional to the capacitance of the wire and the data-rate.
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Figure 1.1: Information and Communication Technology (ICT) may take more than
20% of global energy production by 2030 [1].

Therefore, the longer the wire is, the more the energy is dissipated. Fig. 1.2 depicts

a simplified model of an electrical wire used for wired electrical communication. The

powers supply consumes CICV
2
DD joules to charge the line to the logic level of ‘1’. This

stored energy dissipates when the line discharges to the logic level of ‘0’, resulting in

an average power consumption of fCICV
2
DD on the line where the f is the frequency

of logic operation.

While more advanced solid state technologies improve the energy efficiency of

the logic cells, the energy per bit dissipated by electrical interconnects inside and

between chips is not noticeably changed. In advanced complementary metal-oxide-

semiconductor technologies (CMOS), the transistors parasitic capacitors including

oxide and overlap capacitors shrink, reducing the energy dissipated per bit for the

logic operation. On the contrary, the electrical interconnects do not scale down in

more advanced technologies, predominating the energy consumption.

The energy consumption becomes a serious issue where quite a few electrical chan-

nels are required. For instance, the GPU that plays a critical role in the performance
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CIC

Figure 1.2: The wire capacitance prevails the energy consumption in chip-to-chip
communication.

of a computer for image/video processing and any other complex computation such

as weather forecasting requires a memory with a fast data read/store capability. The

HBM* interface that was invented in 2013, employs SDRAM and achieves a higher

bandwidth while consuming less energy in a significantly smaller form factor than

DDR4� or GDDR5�. Nevertheless, a remarkable amount of energy is dissipated over

the electrical interposer between the GPU and SDRAM. The reason that makes the

energy dissipation significant on the HBM interface is due to the demand for the high

speed computation and the great number of the channels imposed by the SDRAM

in the electrical interposer. Fig. 1.3 shows the cross section of an electrical link used

between a GPU and HBM. The available HBM interface energy consumption is in

order of a few pJ/bit (pico-joules per bit). On the other hand, the data-rate on a

typical GPU is beyond 1 Tbps (tera-bit per second). This implies that normally tens

of watts is dissipated and converted to heat just for transferring the high speed data

across the electrical wires. The produced heat also requires incorporation of cooling

technologies to reduce the temperature which again increase the energy dissipation.

When the overall energy dissipation across a GPU and SDRAM is multiplied by the

number of units in a data center, it imposes a huge amount of energy dissipation in

a data center.

Fig. 1.4 shows energy efficiency between chips at different communication dis-

tances where for just a few mm between a GPU and HBM, more than 0.5 pJ is

*High Bandwidth Memory
�Double Data Rate 4 Synchronous Dynamic Random-Access Memory
�Graphics Double Data Rate 5 Synchronous Dynamic Random-Access Memory

3



Figure 1.3: Cross section of a GPU that communicates with HBM [2].

Intra-package: 

> 0.5pJ/bit
Intra-machine: 

> 2pJ/bit

Intra-rack: 

> 5pJ/bit
Best-in-class 
interconnects 

Figure 1.4: The energy efficiency gets worse when the communication distance in-
creases.

dissipated [5]. Therefore, any alternative technology that can remove the electrical

capacitor will be able to potentially improve the energy efficiency. In addition, the

internal chips such as CPU, GPU, and HBM are slow with a wide bus. In these ap-

plications, Seriliazers/Deserializers (SerDes) are used to multiplex and de-multiplex

the data into a few pins due to package limitation. These units inevitably imposes

an additional power consumption.

An optical interface has a great potential to overcome energy efficiency issues at

short and moderate distances. In fact, over the past decades, electrical wires have
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Figure 1.5: A figure of merit that accounts for energy efficiency and bandwidth density
as a function of communication distance [3].

been replaced with optical fibers at any possible length. Long haul communication

was the pioneer of transitioning from electrical wires to the optical fibers, four decades

ago. Nowadays, the distance has shrunk to a few meters across data centers. However,

still between chips on the same package, circuit boards, and within racks the data

communicate over electrical wires. Fig. 1.5 represents a figure of merit (FOM) that

accounts for energy efficiency and bandwidth density. The higher the FOM the better.

As it can be seen, for a communication range shorter than 1 cm, high FOM numbers

are achieved. However, the FOM drops with increasing the communication distance

and for the sub 10m distance, there is no available solution yet that can yield a high

FOM.

Fig. 1.6 illustrates an optical interconnect architecture solution that can poten-

tially present very low joule per bit with high number of channels per unit length.

What distinguishes this optical interface from other optical technologies is the parallel

communication ability. This is an important aspect as many electrical interfaces are

naturally parallel. Therefore, a parallel optical interconnect can efficiently couple to

the parallel electrical interface, obviating the need for power hungry SERDES elec-
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High Speed 
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 CPU, GPU, Mem 
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Figure 1.6: Parallel optical interface to improve energy efficiency and density using
microTXs and microRXs.

tronics. As a result, further energy efficiency may be achieved. To this end, micro

optical transmitters and receivers have to be developed that can maintain a high den-

sity with low power consumption. Visible light communication at blue wavelength

has two special features that can enable such a technology. First, microLEDs made of

GaN semiconductor that emit blue light can operate at several Gbps [4, 8, 9]. These

microLEDs can be completely turned off, despite laser sources, paving the way to en-

ergy efficient modulation. Second, the light absorption in semiconductor is so shallow

at blue wavelength, enabling CMOS compatible photodetector structures that can

have very low capacitance per unit area. This subsequently provides high gain at the

first amplifier stage of the optical receiver, resulting in a low power consumption for

the receiver. Majority of this dissertation will study different aspects of microLED-

based parallel optical communication and discuss the details of several fabricated

integrated circuit and system prototypes.

In addition, Lidar which stands for light detection and ranging has attracted a
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lot of attentions. Lidar can be used for ranging and imaging of dimension of micro-

meter size to dimensions in order of a few thousands of meters. Lidar systems are

getting widely used in autonomous vehicles (AV) because of special advantages over

cameras. To have a fast and wide imaging view by this technique, a number of Lidar

sensors need to be arrayed which significantly increases the energy consumption. It is

therefore highly desirable to develop Lidar systems that are energy efficient. In this

dissertation, the design and implementation of a pulsed Lidar receiver that consumes

a lower power owing to a proposed optimization is presented.

Moreover, short pulse generators play a critical role in a broad range of fast and ul-

tra wide-band applications such as high speed sampling, high sensitivity time domain

reflectometry, pulse-based Radars, spectroscopy, and high data rate communication

systems. For these applications, it is desired to develop a pulse generator with a

shorter pulse and higher amplitude. In Radars for instance, the range resolution is

inversely proportional to the bandwidth. In other words, the higher the bandwidth,

the better the range between two nearby objects can be resolved. On the other hand,

the frequency bandwidth of a pulse is inversely proportional to the pulse width. As

a result, a pulse radiator with a shorter width can offer a better range resolution.

In conventional techniques, the pulse width is highly limited to the switching speed

of the transistors. However, there have been proposed several novel techniques that

produce pulses beyond the transistor speed limitation. Nonetheless, most of these

techniques are quite power hungry and bulky. A novel, simple, and energy efficient

technique that breaks the transistors speed limitation and generates shorter pulses

with a high amplitude is presented in this dissertation.

Last but not least, high data-rate wireless transceivers are highly demanded for

high speed communication networks and as shown in Fig. 1.1, they take a significant

portion of the ICT energy demand. The energy consumption in this area is crucial

from several other points of view. First, for many portable applications, the energy
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consumption determines the duration that chargeable batteries can sustain. So a

wireless transceiver with a better energy efficiency functions for a longer time with a

given battery. Second, lithium which is the essential material for the production of

the chargeable batteries has limited resources on earth. Therefore, a portable wireless

system with a better energy efficiency expands the lifetime of the chargeable battery

which consequently reduces the demand for lithium harvesting. In the remaining of

the dissertation, the design of a high frequency high data-rate wireless transmitter is

presented that employs several techniques to enhance the energy efficiency.

1.2 Dissertation Outline

The rest of the dissertation is organized as follows. In Chapter II, several proto-

types enabling a microLED-based optical interposer as a viable solution for reducing

energy dissipation of interconnects are presented. More specifically, the development

of a 4Gbps singled-ended optical receiver with an integrated blue light photodetec-

tor is elaborated. The short absorption depth of the blue light in silicon makes the

photodetector to have a very low parasitic capacitance per unit area. Due to the ex-

tremely low capacitance along with a transimpedance-to-noise optimization of shunt

feedback transimpedance amplifiers (TIA), a high transimpedance gain is obtained

immediately in the TIA, resulting in very lower power consumption in the receiver.

Also, a digital offset cancellation (DOC) circuitry that can achieve a zero low-end

cutoff frequency is proposed. The fabricated receiver in a 130 nm low-cost CMOS

SOI process dissipates about 0.45 pJ energy per bit at 0.9V supply, and occupies

0.01mm2 in silicon area. The chip achieves a sensitivity level as low as -15.3 dBm

at a bit error rate of 10-12. In addition, the design of a 32 element fully differential

optical receiver prototype that incorporates test buffer and can achieve a 64Gbps

data-rate is discussed in detail. Moreover, a 128 element fully differential optical

receiver prototype that employs AIB buffers is presented. Lastly, we compare the
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parallel optical communication link to a similar serial optical communication link

and show why the parallel link outperform the serial link in terms of energy efficiency

and signal-to-noise.

In Chapter III, we take advantage of the transimpedance-to-noise optimization ap-

proach for development of a resistive shunt-feedback TIA in a pulsed Lidar receiver.

We analytically and quantitatively demonstrate that despite the well-known capaci-

tive matching that yields the minimum noise, the transimpedance-to-noise is opti-

mized when the front-end FET’s input capacitance is identical to a smaller fraction

of the photodiode capacitance. This optimization offers an enhancement in the tran-

simpedance and a noise performance very close to the theoretical minimum noise of

the TIA. In addition, the transimpedance-to-noise optimization approach results in a

small front-end FET size which enables a further reduction in power consumption and

area. Moreover, this approach enables using a fewer number of stages in the receiver

chain which makes a high PSRR feasible and obviates the necessity for using an offset

cancellation circuitry. Building on this approach, a fully differential analog front-end

including a resistive shunt-feedback TIA and a post amplifier (PA) for time-of-flight

(ToF) Lidar receivers is designed and implemented, achieving 94 dBΩ transimpedance

gain, 71 nA input-referred rms noise current, -3dB bandwidth of 340MHz, and power

supply rejection ratio (PSRR) of more than 87 dB in a 0.11µm CMOS process. The

associated DC power consumption is 19.4mW with VDD of 1.8V. Moreover, a push-

pull buffer with 1V output swing is integrated for driving 50Ω loads, such as off-chip

time discriminators, which also additionally amplifies the signal with a gain of 5 dB

while consuming an extra 20.9mW of DC power. The whole chip (excluding pads)

occupies 210µm×110µm in area.

In Chapter IV, a new TIA so called push-pull is introduced. The push-pull struc-

ture halves the input resistance of a common gate TIA with a slight increase in the

power consumption, potentially doubling the bandwidth without sacrificing the noise
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performance. A regulated cascode TIA incorporating a push-pull structure rather

than common gate is then developed.At a supply voltage of 1.2V, the chip consumes

1.13mA, dissipating 1.36mW of DC power including the output test buffer.

In Chapter V, the design of a CMOS sensor is presented that can precisely measure

the parasitic capacitance of photodetectors. The photodetector parasitic capacitance

is an important parameter that mainly determines the bandwidth and noise of the

optical receivers used in communication and sensing. As a result, accurate optimiza-

tion over photodetector structures and TIAs can be performed. Also, this technique

enables on-chip calibration for the TIA bandwidth. The sensor can measure the ca-

pacitance of both common anode and common cathode photodetector configurations.

In Chapter VI, a low cost, compact, and systematic method for generating a short

pulse and efficiently delivering it to low impedance loads is proposed. The load can

be a resistive on-chip or off-chip load, an antenna, or another stage such as a power

combiner. The technique is inspired by time domain reflectometry from a short-

circuited termination. The technique is fully compatible with CMOS technology.

To show the feasibility of the idea, two chips are fabricated and tested in a low cost

0.11µm CMOS process with fT ≈ 80GHz. The full width at half maximum (FWHM)

of the pulses are 6.8 ps and 8.8 ps, and the amplitudes over a 50Ω load are 0.62V and

1V. Either of the chips occupies 1160× 540µm2 in area.

In Chapter VII, we present a fully integrated energy efficient wireless transmitter

(TX) at 220GHz. The transmitter employs on-off keying (OOK) scheme for the

modulation of the baseband data. The measurements demonstrate 20Gbps data-

rate with 63mW of DC power consumption including CMOS buffer, resulting in

3.15 pJ/bit energy efficiency. The chip is fabricated in 55 nm SiGe BiCMOS process

and occupies 0.38mm2 in area.
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CHAPTER II

MicroLED-based Optical Links for Ultra Dense

and Energy Efficient Interchip Communication

2.1 Introduction

Increasing chip-to-chip communication throughput is inevitable to meet the trend

of steadily rising demand for high-performance processing in artificial intelligence,

cloud computing, and virtual/augmented reality. Due to the restricted number of chip

package pins and the difficulties associated with off-chip routing, high-throughput

chip-to-chip communications typically require the integration of very high speed

Serializers/De-Serializers (SerDes) to mux/de-mux the data onto a small number of

electrical I/O lines. This results in additional latency as well as increased energy and

silicon consumption. Besides, as it was shown in Fig. 1.5, the communication reach

with a reasonable energy efficiency is quite limited using the available electrical in-

terconnect technologies. Therefore, developing energy efficient and compact parallel

interconnects for chip-to-chip communication is highly demanded.

Optical interconnects have great potential to ameliorate the chip-to-chip commu-

nication bottleneck while enhancing energy efficiency and compactness, as discussed

in 1.1. Fig. 1.6 depicted a viable solution, potentially providing energy efficient

long reach chip-to-chip links. GaN microLEDs which have been developed for light-
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(a) (b)

Figure 2.1: (a) A 16x16 array of 4µm diameter emitters, with 30µm spacing on a
sapphire substrate seen through a 1mm plastic imaging fiber, (b) a SEM photo of the
microLEDs transferred to a CMOS die. The contact pad on the side is the cathode
drive electrode, which is connected in a subsequent lithography step [4, 5].

ing and display applications can be used for chip-to-chip data communication ap-

plications [10, 11]. Recently, Cavity-Reinforced Optical Micro-Emitter (CROMOE)

microLEDs have demonstrated several Gbps of data communication per lane with

simple equalization [4,5,8]. These GaN microLEDs emit light whose wavelength falls

within 400-450 nm. This wavelength enables on-chip photodetectors that have low

capacitance per unit area [12] which is highly desirable in an optical receiver. Fig.

2.1 shows a fabricated and transferred array of CROMOEs to a CMOS die. Fig. 2.2

illustrates a conceptual diagram of a bidirectional parallel optical link for chip-to-

chip communication using blue light. In this architecture, the light coming out of the

microLED array can be carried using an imaging fiber at very high density [13]. A

receiver array with on-chip photodetectors convert the optical to electrical signal with

the same dimension of the microLEDs. Fig. 2.3 depicts a detailed implementation of

the full duplex parallel link for the chip-to-chip communication using microLEDs.

While many optical receivers have been reported in the past, their main focus has
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Figure 2.2: The conceptual diagram for a full duplex parallel optical chip-to-chip
communication link. In this architecture, the electrical interfaces (EI) send the data
to the optical transmitters (TX) to modulate the microLEDs. The optical light is
carried over an imaging fiber and is detected by the photodiodes on the receiver (RX)
side. The RX amplifies the detector signal and sends it to the EI. This communication
is also performed in the reverse direction at the same time.

Figure 2.3: A realization of the full duplex parallel optical link for the chip-to-chip
communication [5].

been development of the receivers in different technologies for 850 nm wavelength com-

ing from vertical-cavity surface-emitting lasers (VCSEL) [14–16], or 1.3/1.55µm with

non-VCSEL [17–21] for serial communication. At 850 nm wavelength and beyond,

the absorption depth of the light in silicon is long (>10µm) which is not desirable

for the sub-micron depletion widths available in CMOS compatible photodetectors.

This results in a steep efficiency-speed trade-off for on-chip photodetectors [12,22].
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By contrast, in this dissertation, we first present the design and test of a 4Gbps

single-ended optical receiver chip suited for parallel chip-to-chip communications us-

ing short wavelength visible light in Section 2.2. While this compact chip demon-

strates very low power consumption with a high sensitivity, it is not suitable for

large arrays where through-silicon via (TSV) technology is not available. In large

arrays, the on-chip supply routing inductance becomes relatively large. Therefore, in

high speed single-ended signaling, the voltage bounce at the array elements supply

and ground pins due to the routing inductance can significantly degrade the signal-to-

noise (SNR) ratio, demanding the TSV technology to provide low inductance routing.

To prevent the SNR degradation without using the TSV technology, we can design

the receiver channel whose configuration is fully differential throughout the chain. As

a result, the voltage bounce appears as a common mode noise and so it gets highly

attenuated. In this regard, we present the design of a fully differential 32 element

parallel optical receiver prototype, achieving a 64Gbps data throughput in Section

2.3. This chip incorporates 50Ω drivers for the test and measurement. In addition,

another 128 elements parallel optical receiver with AIB drivers is presented in Sec-

tion 2.4. Besides, in Section 2.5 the energy efficiency and signal-to-noise ratio of a

parallel optical link is compared with a serial one. We analytically and quantitatively

demonstrate the extent to which a parallel link can improve the energy efficiency and

signal-to-noise ratio.

2.2 A 4Gbps Single-ended Optical Receiver with an Inte-

grated Blue Light Photodetector for Parallel Optical Com-

munication

The receiver design is the most arduous part of the parallel optical link to design

and needs to address several challenges. First, we have to develop an on-chip blue
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photodetector that is compatible with CMOS processes along with very compact

receiver circuitry to maintain the high density of the transmitter. Second, the receiver

noise has to be minimized to detect a very low optical power coming from a microLED

with a typical bit error rate of 10-12. Third, the receiver DC power consumption should

be low so the optical interface outperforms its electrical counterpart. Fourth, many

parallel interfaces require a low-end cutoff frequency as small as DC. This obviates

the requirement for coding, further improving energy efficiency.

We deal with the aforementioned challenges in the rest of this section and provide

new solutions. The top level schematic of the chip is discussed in Subsection 2.2.1.

In Subsection 2.2.2, we review the design of the on-chip blue photodetector in a

CMOS SOI process. A transimpedance-to-noise optimization approach is presented

in Subsection 2.2.3 that increases the transimpedance and decreases the DC power

consumption of the transimpedance amplifier (TIA) along with the area of the front-

end FET, without compromising the noise performance. In addition, the design of

post and limiting amplifiers are discussed in Subsection 2.2.4. In Subsection 2.2.5,

the proposed digital offset cancellation is elaborated. In Subsection 2.2.6, we present

the measurement results of a prototype fabricated in a 130 nm CMOS SOI process.

2.2.1 Top-Level Schematic of the Design

Fig. 2.4 shows the top level schematic of the optical receiver. An on-chip photode-

tector converts the incoming optical signal to current. A transimpedance amplifier

(TIA) converts the detected signal to voltage. To increase the signal level and reach

to rail-to-rail voltage swing, the TIA is followed by two post amplifiers (PA1 and

PA2), and four identical limiting amplifiers (LA1). Since we need an output buffer to

drive test equipment, the amplifier chain needs to be tapered using additional limiting

amplifiers (LA2 and LA3). Despite the majority of the optical receivers that need to

deal with a large dynamic range, we receive a relatively constant and known optical
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Figure 2.4: The top level schematic of the proposed 4Gbps fully integrated optical
receiver with a digital offset cancellation (DOC).

power in the chip-to-chip link. Also, since the microLED transmitter runs at a higher

supply voltage compared to the receiver, to improve the energy efficiency of the link,

it is desirable to reduce the optical power of the transmitter and instead, enhance the

sensitivity of the receiver. Therefore, to increase the signal-to-noise ratio, the DC of

the incoming signal and offset of the amplifiers is compensated by the digital offset

cancellation (DOC) at the output of PA2, rather than at the input of the TIA.

2.2.2 Integrated Blue Light Photodetector

It is highly desirable to integrate photodetectors in the CMOS process to reduce

packaging cost of the receivers. This also increases density for arrays and decreases

the parasitic capacitance imposed by the off-chip detector. On-chip photodetectors

that are compatible with a CMOS process usually employ multiple layers of n+, un-

doped, and p+ on vertically [23,24]. Although this approach provides wide depletion

region that improves the responsivity (R) of the detector, high junction capacitance

is introduced. This not only degrades the receiver sensitivity but increases the front-

end power consumption as well. Alternatively, we can configure the photodetector

implants in such a way that the electric field that is generated by reverse biasing

of the diode is mainly in the lateral (x-axis) direction. As a result, a low junction

capacitance is introduced by the diode and most of the blue light light energy is used

16



M1

Un-Implanted Si

p+

n+

SilicideSilicon Substrate

BOX

STISTI
n+n+ p+

x

z

Figure 2.5: The cross section of the blue light photodetector in the CMOS SOI
process.

because of the shallow penetration depth of it [25]. Fig. 2.5 depicts a cross section of

the photodetector in the CMOS SOI process. Several photodetectors with different

spacing are fabricated and the one that presents the lowest capacitance and highest

responsivity is picked. Measurement results shows a junction capacitance for our

custom diode as small as about 10 fF and R ≈ 0.17W/A.

2.2.3 Transimpedance-to-Noise Optimization of the Shunt Feedback TIA

To amplify the photodetector current, resistor shunt feedback transimpedance

amplifiers (TIA) are widely used due to less dependency between bandwidth, input-

referred noise current, and voltage headroom consumption [26]. Most of these works

incorporate an inverter as the core amplifier of the shunt feedback TIA [20,21,27–31].

However, an inverter-based TIA usually not only fails to reject power supply noise,

but also may amplify it. This may not be acceptable from stability and signal integrity

points of view for a receiver where high sensitivity is required.

To take advantage of shunt feedback TIAs while alleviating power supply noise

rejection of the inverter-based TIAs, we can configure the feedback around a common-

source amplifier with a resistive load, as shown in Fig. 2.6a. In this schematic that also

depicts the parasitic capacitors, the photodetector is modeled with a current source

(Iin) and a shunt capacitor (CPD) that includes the diode junction capacitance and
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Figure 2.6: (a) Shunt feedback TIA and the first post amplifier (PA1) (b) the simpli-
fied model of the TIA.

the routing metal capacitance of the diode to the ground.

To optimize the noise and transimpedance of the TIA we can simplify the circuit

to that shown in Fig. 2.6b in which A(s) = A0/(1 + s/ωA) where A0 = gmRD

and ωA = 1/RDCD are the DC gain and dominant pole of the open loop amplifier,

respectively. In our analysis, the input capacitance of the PA1 is included in CD.

Also, gm denotes the transconductance of M1.

By writing KCLs at the input node, we can find the transimpedance transfer

function of Vout/Iin as

ZT (s) = −RT
ω2
n

s2 + 2ζωns+ ω2
n

(2.1)
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where

RT =
A0

1 + A0

RF (2.2)

ω2
n =

(A0 + 1)ωA

RFCT

(2.3)

ζ =
1

2

RF (CT + A0Cgd)ωA + 1√
(A0 + 1)ωARFCT

(2.4)

CT = CPD + CI , and CI = Cgs + Cgd. For A0 ≫ 1, it is evident that RT ≈ RF . To

have ζ =
√
2/2 ≈ 0.71 which has the fastest time domain response with negligible

overshoot, and assuming A0Cgd ≪ CT , ωA should equal to

ωA ≈ 2A0

RFCT

. (2.5)

When ζ =
√
2/2, ω−3dB = ωn and so with using (2.3) and (2.5) we can find the

-3dB bandwidth as

BW−3dB ≈ 1

2π

√
2A0

RFCT

. (2.6)

Moreover, using (2.3) the feedback resistor can be calculated as

RF =
GBW

2πCTBW 2
−3dB

(2.7)

where GBW = A0ωA/2π = gm/2πCD is the gain-bandwidth product of the core

amplifier without feedback.

Fig. 2.7 illustrates the small signal model of the TIA along with the noise contrib-

utors. To find the output-referred noise voltage, we can perform KCLs at the input

and output nodes. In this figure, in,in is the input-referred noise current that is cal-

culated by dividing the output-referred noise voltage by the transimpedance transfer
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Figure 2.7: The shunt feedback TIA small signal model in presence of the noise.

function. This results in the input-referred noise current to be

in,in =
(in,RD

− in,d + in,RF
)(RFCT s+ 1)

RFCgds−RFgm + 1
− in,RF

. (2.8)

where i2n,RD
= 4kT/RD, i2n,d = 4kTΓgm, and i2n,RF

= 4kT/RF are noise current

spectral density of the drain resistor, FET channel, and feedback resistor per 1-

Hz bandwidth, respectively. Also, k, T , and Γ, are Boltzmann’s constant, absolute

temperature, and Ogawa’s excess noise factor [32], respectively. Γ can be considered

constant for optical receivers [33]. Assuming f ≪ gm/(2πCgd), gmRF ≫ 1, and

1/(gmRD) ≪ Γ ≪ gmRF , we can find the input referred noise current spectral density

as

i2n,in(f) ≈
4kT

RF

+ 4kTΓ
(2πCT )

2

gm
f 2. (2.9)

By writing the above equation as i2n,in(f) = Cn + Cn2f
2 and defining noise-

bandwidths for the white noise and violet noise terms [34–37] we can write

I2n,in =

BWn∫
0

Cndf +

BWn2∫
0

Cn2f
2df (2.10)
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I2n,in = CnBWn + Cn2
BW 3

n2

3
(2.11)

BWn(ζ) =
1

ZT (0)2

∞∫
0

|ZT (j2πf)|2 df

=
π

4ζδ
·BW−3dB

(2.12)

BW 3
n2(ζ) =

3

ZT (0)2

∞∫
0

|ZT (j2πf)|2 f 2df

=
3π

4ζδ3
·BW 3

−3dB

(2.13)

where

δ =

√√
(1− 2ζ2)2 + 1 + (1− 2ζ2). (2.14)

Fig. 2.8 demonstrates BWn(ζ) and BWn2(ζ) normalized to the BW−3dB as a function

of ζ. It can be seen that the noise-bandwidths are minimized for 0.44 < ζ < 0.71.

Therefore, we design the TIA in a way that ζ becomes 0.71 as it not only reduces total
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Figure 2.9: Quantitative illustration of the (a) input-referred rms noise current and (b)
transimpedance-to-input-referred rms noise current (normalized to 103) as a function
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integrated noise but also offers 41% bandwidth enhancement compared to a first-order

response. With this ζ, we obtain BWn ≈ 1.1BW−3dB and BW 3
n2 ≈ 3.3BW 3

−3dB. To

appropriately optimize the noise, we can use (2.7) to plug in (2.9). Also, we can

write gm ≈ 2πCIfT where fT denotes the transition frequency of M1 which primarily

depends on VGS and the technology. With all this taken into account, we can find

the input-referred rms noise current as

I2n,in = 8.8πkTBW 3
−3dB

(
CT

GBW
+ Γ

C2
T

fTCI

)
. (2.15)

Fig. 2.9a illustrates In,in as a function of CI/CPD for different values ofGBW . It is

evident from this figure that In,in reduction practically stops for GBW > 30GHz. On

the other hand, gm which mainly determines the GBW is not proportionally increased

by raising the current density due to velocity saturation. Therefore, to reduce the

DC power consumption without compromising the noise performance, it is desired

to run at a lower GBW . However, as evident from (2.7), a higher GBW allows

using a larger RF which can alleviate the subsequent amplifier noise contribution.

Moreover, we can observe that the In,in is minimized for CI ≈ 0.8CPD, close to

the theoretical capacitive matching rule (CI = CPD) [36, 38]. Nevertheless, the steep

slope of In,in reduction is dramatically decreased as we start from lower CI values and

approach to CI ≈ 0.8CPD. A higher CI mandates a lower RF to meet the bandwidth

requirement. This in turn reduces the transimpedance of the TIA and increases the

subsequent noise contribution. Therefore, by defining RF/In,in as a figure of merit,

we observe that it is maximized for CI ≈ 0.3CPD. This optimum design point not

only makes the In,in very close to the theoretical minimum noise of the TIA, but

also boosts the transimpedance and reduces the subsequent stage noise contribution

which was not accounted for in our analysis. In addition, because of a smaller FET,

a lower area is occupied, and overall, less DC power is consumed in the receiver chain
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Figure 2.10: Post amplifier 2 (PA2) circuit implementation.

as the amplification gain level requirement is relaxed in the subsequent stages.

2.2.4 Post and Limiting Amplifiers

Fig. 2.10 depicts the circuit implementation of the post amplifier 2 (PA2) in which

the output of the DOC circuitry controls part of the tail current of the differential

amplifier. In this way, DOC changes the common-mode without disturbing the signal.

The DC level of the other input terminal of the differential amplifier is set to VDD/2

using R1 and R2. With the help of C1 and C2, this node is also set to ac ground.

This capacitor configuration allows the gate of M2 to track the supply bounce.

To further amplify the signal and reach a rail-to-rail swing level, four identical

limiting amplifiers (LA1) are used. We note that despite differential amplifiers where

the only design consideration is bandwidth, in a single-ended limiting amplifier we

should also set the amplifier trip point to VDD/2 to prevent the signal clipping. Usu-

ally in inverter-based amplifiers, this is achieved by a proper ratio of the PMOS to

the NMOS. However, an inverter-based amplifier suffers from a poor power supply

rejection. Fig. 2.11a shows the proposed single-ended amplifier that provides inde-

pendent control of common mode and bandwidth. In this circuit, M2 andM4 are sized

in a way that the trip point passes the mid-supply voltage. Therefore, as shown in

Fig. 2.11b, once the LA1 is cascaded, after four stages of gain amplification, the trip
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Figure 2.12: Circuit implementation of the LA2 and two cascaded stages of LA3.

25



point still passes VDD/2. Also, with tuning R1, we can tune the bandwidth without

noticeably impacting the DC transfer characteristics. Fig. 2.12 illustrates additional

limiting amplifiers (LA2 and LA3) that are tapered to be able to drive a 50Ω output

buffer.

2.2.5 Digital Offset Cancellation

To prevent channel saturation due to the DC content of the input signal and other

non-idealities in the receiver chain, typically an offset cancellation circuit is used to

sense the output DC and correct at the input. These configurations use low pass RC

filter networks to remove the high frequency content of the signal. However, the RC

filters become prohibitively large to achieve very low-end cutoff frequencies. Fig. 2.13

depicts a simplified model of such analog offset cancellation loops where A0 represents

the DC gain of several cascaded amplifiers. The RC filter is a low pass filter that

only senses the low frequency content of the signal. The result is then compared with

the desirable DC level, that is VCM . Fig. 2.14 represents the bode plot of the loop in

which ωp is equal to 1/RC. Therefore, we can easily find the frequency of the pole

which corresponds to the low-end cut off frequency of the amplifier to be

fL =
(1 + A0)

2πRC
. (2.16)

For a receiver with A0 of about 2000, with R = 1MΩ, a capacitor as large as 1.3µF

is required to achieve a low-end cut off frequency as low as 240Hz. This of course is

not feasible in any silicon technology due to the extremely large area of the capacitor.

To provide low-end cutoff frequency tunability down to DC in the offset cancel-

lation circuity with a small area, a digital integrator can be incorporated within the

loop. Fig. 2.15 shows the digital offset cancellation (DOC) top level schematic. The
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Figure 2.16: The comparator schematic based on the strongArm configuration.

DOC circuit, excluding R1C1 and R3C3 sit outside the receiver circuit on the same

silicon chip to increase the compactness of the optical receiver element. This does

not adversely affect the functionality of the DOC as it runs at a low frequency. The

network of R1C1 is used in the receiver to immediately attenuate high frequency con-

tent of the signal and prevent any noise coupling. The sensed signal after the two

cascaded low pass filter is compared with a desirable common mode level, VCM using

a comparator based on a strongArm configuration [39]. The circuit implementation

of the comparator that operates at a clock frequency of a few MHz is shown in Fig.

2.16.

The digital gain control (DGC) block sign extends the 1-bit output of the com-

parator for a two’s complement digital integration. Also, the 1-bit output of the

comparator is weighted by a 3-bit “gain” control to adjust the offset cancellation

loop gain and subsequently the low-end cutoff frequency. Fig. 2.17a shows the DGC

output when Vi < VCM for the lowest and highest gain settings. Similarly, Fig. 2.17b

represents the DGC output when Vi > VCM for the lowest and highest gain settings.

The digital integrator makes the DC error between the comparator input terminals

zero due to its high DC gain. In the beginning when the 1-bit of “freeze” is zero, the 5

most significant bits of the integrator are fed to a 5-bit digital to an analog converter
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Figure 2.17: (a) The DGC output bits when the comparator senses a voltage above
VCM and (b) the DGC output bits when the comparator senses a voltage below VCM .

(DAC) to provide an analog voltage at its output. Once the loop locks, we can enable

the freeze bit to disconnect the integrator and instead use the lock condition bits to

feed the DAC.

It is important to provide a high level of monotonicity in the DAC design for the

correct operation of the DOC. Fig. 2.18 illustrates the schematic of the proposed

DAC. In this design, the 2-MSB of the “DACIN” makes the coarse selector to pass

a high and low voltage, VH,i and VL,i, respectively in which i indicates the decimal

value of the 2-MSB bits of the DACIN. To isolate the left resistor ladder (coarse)

from the right one (fine), we can use current mirrors on the top and bottom of the

fine resistor ladder [40]. Alternatively, to reduce mismatch and power consumption,

we can insert overlap resistors, R2, that can compensate for the loading effect of the

right resistor ladder. In other words, we must ensure that

(R1 + 2R2)||8R3 = R2 +R1. (2.17)
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Figure 2.18: The circuit schematic of the R-R 5-bit digital to analog converter (DAC).

With R1 = 21.1 kΩ, R2 = 1.9 kΩ, and R3 = 39.1 kΩ, the above condition is met while

the DAC draws only sub-µA current through REFL and REFH ports. Fig. 2.19a

shows the schematic used to generate the REFL and REFH voltages for the DAC.

Also, Fig. 2.19b illustrates the op amps used in the reference generator circuitry

as the buffer. During the changes of the input codes of the DAC, transient glitches

might occur which can be filtered out using the low pass filter of R3C3, as shown in

Fig. 2.15.

In order to find the low-end cut off frequency with the proposed loop, we should

find the gain of each block in the loop. Fig. 2.20 shows a simplified model for the

offset cancellation loop where A0 accounts for the DC gain of PA2 all the way to the

LA2. In this model, the two cascaded low pass filter transfer function is

HLP1(s) =
1

R1R2C1C2s2 + (R1C1 + (R1 +R2)C2) s+ 1
. (2.18)
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Figure 2.19: (a) Circuit implementation of the REFH and REFL voltage generator
for the DAC (b) the op amps used in the reference generator.

We can find the gain of the comparator by obtaining the gain of an N-bit ADC for

N=1. Fig.2.21a shows the voltage transfer characteristic of the N-bit ADC for an

input signal with the swing of VSW . It is evident that the gain of the N-bit ADC is

equal to (2N − 1)/VSW . Therefore, the comparator gain turns out to be

GCOMP =
1

N
. (2.19)

The three bits of DGC provides 8 different gain setting. Depending on the DGC

bits, the 1-bit comparator output is gained as

GDGC = 20..214. (2.20)

Assuming a gain of 1 for the DGC, the integrator has to count 215 clock cycles in
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order to make 1-LSB change in the following DAC. This makes the integrator gain to

be

GINT = 2−15 Z−1

1− Z−1
. (2.21)

It is obvious that for the gain of a 5-bit DAC we can write

GDAC = 1LSB =
VREFH − VREFL

25
. (2.22)

Also, the DAC’s output filter transfer function is equal to

HLP2(s) =
1

R3C3 + 1
. (2.23)

With all these taken into account, we can find the offset cancellation loop gain as

Gloop (s) = A0 ×HLP1(s)×GCOMP ×GDGC ×GINT ×GDAC ×HLP2(s) (2.24)

and the low frequency signal transfer function as

Vout

Vin

=
A0

1 +Gloop

. (2.25)

Fig. 2.22 shows the loop gain as a function of frequency for DGC=000...111 with

A0 ≈ 66 dB, R1 = 0.9MΩ, C1 = 0.3 pF, R2 = 0.1MΩ, C2 = 0.18 pF, VSW = 0.8V,

and 1LSB = 1mV. For this simulation we have used Z = eTCKs where TCK = 1/fCK

is the period of a 20MHz clock. It is evident for a wide range of DGC levels, the loop

is stable. Fig. 2.23 demonstrates the low frequency signal transfer function. It can

be seen that for the lowest gain of the DGC, that is DGC=000, the low-end cut off

frequency is equal to fL ≈ 240Hz which could not be achieved using analog filters.
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Figure 2.22: The offset cancellation loop gain.
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Figure 2.23: The low frequency signal transfer function.

2.2.6 Experimental Results

The fully integrated optical receiver was fabricated in a 0.13µm low cost CMOS

SOI process. Fig. 2.24 shows the die photograph of the designed optical receiver. It

consumes about 1.8mW of DC power at 0.9V supply and occupies 0.01mm2 in silicon

area. A test chip was also fabricated with the same receiver but a voltage to current

converter network (V2IC), as shown in Fig. 2.25 instead of the PD. This “electrical

receiver” is used to characterize the TIA and compare the optical and electrical noise

results. To characterize the electrical one, an open drain test buffer as shown in Fig.

2.26a is hooked up to the output of the PA1. An external bias tee provides the proper

bias with a wide bandwidth. We also connect a differential output buffer as shown

in Fig. 2.26b to the optical receiver to simultaneously capture and test eye diagram

and bit error rate, respectively.

Fig. 2.27 demonstrates the frequency response of the measured transimpedance

converted from scattering parameters measurement using HP8753E vector network

analyzer. The DC transimpedance gain and -3dB bandwidth (BW) are measured

to be 76.4 dBΩ and 1.9GHz, respectively. The test buffer degrades the TIA gain

and BW in both simulation and measurement. Also, the measured gain and BW
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Figure 2.24: Die photograph of the proposed fully integrated optical receiver. The
DOC circuitry that occupies 0.0075mm2 is not shown here because of top metal fillers
that cover the underneath blocks.
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Figure 2.25: The V2IC network used in the electrical receiver to electrically charac-
terize the TIA.

are slightly lower than the simulation which is mainly due to probe loss and process

variations. Fig. 2.28 represents the rms noise voltage measurement at the output of

the test buffer using a wideband oscilloscope. The total rms noise voltage measures

to be 0.57mV. The measured noise associated with the oscilloscope itself is 0.25mV.

Since these are two uncorrelated noise quantities, the TIA output rms noise voltage

equals 0.51mV. As a result, the input-referred rms noise current of the TIA (In,in)

turns to be 0.51mV/6.6 kΩ = 77 nA. However, the noise is measured under a lowered

BW of 1.9GHz whereas the TIA is designed to have a BW of 2.8GHz. Therefore,

the In,in ≈ 77 nA× 2.8GHz/1.9GHz = 113 nA. This value is highly consistent with

the noise analysis presented in Section 2.2.3 and Fig. 2.9a.

Fig. 2.29 shows the test setup used to optically characterize the receiver. In this

setup, a PRBS-7 with a bit rate of 4Gbps is generated using Anritsu Pulse Pattern

Generator (MP1763B) to feed the microLED driver. The light coming out of the blue
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Figure 2.26: (a) Test buffer used to linearly characterize the electrical receiver and
(b) output buffer used to drive external equipment for the optical receiver eye and
bit error rate measurements.

106 107 108 109

Frequency (Hz)

60

65

70

75

80

85

90

Z
T
 (

d
B

)

measurement

simulation

Figure 2.27: The frequency response out of the test buffer for the electrical receiver.
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stot= 0.57mV (BW=13GHz) 

Figure 2.28: Output rms noise voltage measurement using a wideband oscilloscope.

CROME is focused on the PD using the optical lenses and the mirror. The electrical

output of the chip is simultaneously measured by Keysight sampling oscilloscope for

the eye diagram and Anritsu (MP1764A) Error Detector for the bit error rate test.

In a different optical setup, the PD responsivity is measured to be 0.17A/W.

Fig. 2.30 illustrates the captured eye diagram when the photodetector is illumi-

nated by the CROME blue light and generates a peak-to-peak current of about 5µA.

Fig. 2.31 and Fig. 2.32 demonstrate the bit error rate of the receiver at 4Gbps as a

function of the unit interval (UI) and optical power, respectively. As it can be seen,

the sensitivity is about −15 dBm at the bit error rate of 10−12. This corresponds to

about 5µA of the PD current. However, with the 119 nA measured input-referred

rms noise current, the receiver should achieve a sensitivity of 14× 113 nA ≈ 1.6µA.

Therefore, the degradation in the sensitivity is caused by the extra shot noise of the

PD.

Table 2.1 summarizes and compares our prototype measurement results with prior

arts that employ on-chip photodetectors and communicate at similar bit rates. To

the best of our knowledge, the proposed receiver is the only 420 nm-wavelength fully

integrated receiver that runs at several Gbps. The energy efficiency of the chip is

several orders of magnitude better than similar works thanks to the extremely low

capacitance of the PD along with the transimpedance-to-noise optimization that was
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about 5µA.
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at 4Gbps as a function of the input optical power.

40



adopted in this work. Also, our chip achieves superior sensitivity except [24, 41–

43]. However, [41] and [42] incorporate single-photon avalanche diodes (SPAD) that

have significant gain. Nevertheless, these highly energy and area inefficient receivers

operate in a non-linear mode and can hardly run beyond 1Gbps with an acceptable

bit error rate. Moreover, better sensitivity is achieved in [24] owing to a high gain

APD. However, that receiver runs at a lower speed and consumes a significant power.

Likewise, a PIN diode based work in [43] presents a better detection but at a lower

bit rate and consumes a remarkable power.
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Figure 2.33: The top level schematic of the optical array.

2.3 A 32 Elements 64Gbps Data throughput Optical Re-

ceiver Array

Although the single-ended optical receiver presented in Section 2.2 achieves a high

sensitivity with a very low power consumption and small area, it is not suitable for

large arrays where TSV technology is not available to alleviate the routing inductance.

In this Section, we discuss the development of a fully differential optical receiver

for parallel chip-to-chip communication. This prototype includes 32 elements and

employs 50Ω drivers for the test and characterizing. In this chip, every block is

differentially designed so that the ground bounce and supply bounce due to routing

inductance does not degrade the SNR. In addition, to further suppress the supply

bounce in the first few stages where the signal swing is still small, an on-chip LDO

is designed for each array element. Fig. 2.33 shows the top level schematic of the

prototype excluding the drivers.

43



2.3.1 Transimpedance-to-Noise Optimization for Differential Shunt Feed-

back Matched TIA

Fig. 2.34a depicts the differential shunt feedback matched TIA (DSFM-TIA).

Here, CB is used to provide a partial ac ground at node IN, despite [47] that CB

is intended for a solid ac ground. This way provides the utmost symmetry and

so provides the maximum power supply rejection which is critical for large arrays.

Ignoring channel length modulation and other second order effects, we can show

that VX = VY when the X and Y nodes are not connected to each other. As a

result, no current flows between these two nodes and so we can remove the wire

connection in between. This simplifies the circuit to that shown in Fig. 2.34b in

which A(s) = A0/(1 + s/ωA) where A0 = gmRD and ωA = 1/RDCD are the DC

gain and dominant pole of the open loop differential amplifier, respectively. Also, gm

denotes the transconductance of M1,2. By performing KCLs at nodes IN and IP of the

circuit shown in Fig. 2.34b and assuming CPD = CB, we can find the transimpedance

transfer function of Vout/Iin as

ZT (s) = RT
ω2
n

s2 + 2ζωns+ ω2
n

(2.26)

where

RT =
A0

1 + A0

RF (2.27)

ω2
n =

(A0 + 1)ωA

RFCT

(2.28)

ζ =
1

2

RF (CT + A0Cgd)ωA + 1√
(A0 + 1)ωARFCT

(2.29)

CT = CPD + CI , and CI = Cgs + Cgd. For A0 ≫ 1, it is evident that RT ≈ RF .

Interestingly, this simplified model yields the same parameters obtained in Subsection

2.2.3. Therefore, for ζ =
√
2/2 we can use (2.6) and (2.7) to calculate the -3dB
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Figure 2.34: (a) Circuit implementation of the proposed differential shunt feedback
matched transimpedance amplifier (DSFM-TIA) and (b) the simplified model of the
TIA.
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Figure 2.35: The DSFM-TIA in presence of noise. Here we calculate the output
noise voltage due to only half of the circuit. Due to the symmetry, the other half
of the circuit will contribute the same amount of noise. Since the noise sources are
uncorrelated, the output noise voltage will be

√
2 times the half circuit noise.

bandwidth and transimpedance limit, respectively. In addition, if we plug in (2.7)

into (2.6), we can find the required DC gain as

A0 =

√
2

2

GBW

BW−3dB

. (2.30)

The above equation reveals that for applications where a lower BW−3dB and a higher

GBW is desired, a lower A0 is demanded. This is a useful insight on what configura-

tion for the core amplifier is the best.

Fig. 2.35 illustrates the small signal model of the DSFM-TIA along with the noise

contributors. Here we calculate the output noise voltage due to only half of the circuit.

Owing to the symmetry, the other half of the circuit will contribute the same amount

of noise power. To find the output-referred noise voltage, we can perform KCLs at

nodes ON, OP, IP, IN, and X. In this figure, in,in is the input-referred noise current

that is calculated by dividing the output-referred noise voltage by the transimpedance
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transfer function. This results the input-referred noise current to be

in,in =
√
2

(
(in,RD

− in,d + in,RF
)(RFCT s+ 1)

RFCgds−RFgm + 1
− in,RF

)
. (2.31)

where again i2n,RD
= 4kT/RD, i

2
n,d = 4kTΓgm, and i2n,RF

= 4kT/RF are noise current

spectral density of the drain resistor, FET channel, and feedback resistor per 1-Hz

bandwidth, respectively. Assuming f ≪ gm/(2πCgd), gmRF ≫ 1, and 1/(gmRD) ≪

Γ ≪ gmRF , we can find the input referred noise current spectral density as

i2n,in(f) ≈ 2

(
4kT

RF

+ 4kTΓ
(2πCT )

2

gm
f 2

)
(2.32)

Which includes the same terms derived in (2.9). Therefore, with defining the same

noise bandwidths presented in Subsection 2.2.3 and knowing that ζ ≈ 0.7 yields the

lowest noise bandwidths we can write the input-referred rms noise current as

I2n,in = 17.6πkTBW 3
−3dB

(
CT

GBW
+ Γ

C2
T

fTCI

)
. (2.33)

Fig. 2.36a illustrates In,in as a function of CI for different values of GBW . It

is evident that In,in improvement for GBW > 10GHz is little. Moreover, similar to

that discussed in Subsection 2.2.3, we can observe that 0.22CPD < CI < 0.28CPD

maximizes RF/In,in as a figure of merit 2.2.3 which improves the transimpedance

without sacrificing noise performance. As a result, we design the DSFM-TIA with

GBW < 10GHz and CI ≈ 0.25CPD to minimize input-referred rms noise current, DC

power consumption, and silicon area. In addition, (2.30) reveals that for a bit rate

of 2Gbps that requires a bandwidth of 1.4GHz, A0 has to be 5. This implies that

multi-stage or telescopic configurations that boost the DC gain should be avoided for

the optimal design which is vastly used in the literature.
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Figure 2.36: Quantitative illustration of the (a) input-referred rms noise current and
(b) transimpedance-to-input noise as a function of CI for different values of GBW
for BW−3dB = 1.4GHz, CPD = 10 fF, fT = 30GHz, and Γ = 3.
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Figure 2.37: (a) The schematic of PA1 and Gm and (b) PA2 and subsequent five
cascaded limiting amplifiers.

2.3.2 Differential Post Amplifier and Limiting Amplifiers

Fig. 2.37a shows the schematic of the first and second post amplifiers (PA1 and

PA2) and the Gm transistors pair that is steered by the digital offset cancellation

output for the offset cancellation. Fig. 2.37b depicts five stages of limiting amplifiers

(LA) that follows PA2 output. While maximum swing is achieved with a fewer number

of LAs, the 5 stages are used based on simulation at the worst corner and the highest

temperature to ensure the same level of swing.

2.3.3 Differential Digital Offset Cancellation

Because of the considerations discussed in 2.2.5, a digital offset cancellation (DOC)

is used. However, unlike the single-ended DOC that the DC level of the receiver out-

put is compared with a desirable common mode level, here we compare the common
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Figure 2.39: The differential digital to analog converter (DDAC).

mode level of each end of the differential receiver output. Aa a result, no reference

voltage is required. Fig. 2.38 shows the digital offset cancellation top level schematic.

In addition, a differential digital to analog converter (DDAC) is used to convert the

digital integrator code to a proper analog level. Fig. 2.39 shows the DDAC configu-

ration in which two singled-ended DACs are used but the reference voltage pins are

swapped for one of them. We note that the absolute level of REFL does not matter

as long as it provides a sufficient common mode voltage to drive the Gm pair shown

in Fig. 2.37a.

2.3.4 Experimental Results

The chip was fabricated in the 0.13µm CMOS SOI process. Fig. 2.40 shows the

die photo of the fabricated chip. The 32 RX elements were placed in a rectangle

shape to evenly distribute the routs and provide a proper cross section for plastic

imaging fibers. Each array element including the blue light photodetector occupies
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Figure 2.40: Die photo of a 8× 8 optical transceiver that consists of 4× 8 microLED
drivers and 4× 8 receivers.

50µm× 50µm in area. The offset cancellation circuitry is not placed in this area to

increase the density of the array. Each array element is connected to a differential

50Ω buffer to drive the test equipment. The buffer schematic is the same used in the

single-ended receiver which is shown in Fig. 2.26b.

Fig. 2.41 shows the eye diagram of one end of the differential test buffer of one RX

element when the photodetector is modulated with an optical power that produces

2µA of current at 2Gbps. With the responsivity of 0.17A/W, the optical power

is equal to 11.76µW or equivalently -19.3 dBm for the 2µA. The other end of the

differential output buffer is connected to the bit error tester. Fig. 2.42 represents the

bit error rate versus input optical power for two PRBS sequences. For this figure, an

optical attenuator is used to lower the power and find the corresponding bit error rate.

The bathtub curve is also displayed in Fig. 2.43. The receiver array element for these

tests consumes about 0.5 pJ/bit, excluding the LDO power. The LDO adds about
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Figure 2.41: Output measurement of eye diagram at 2Gbps with photodetector cur-
rent of 2µA.
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Figure 2.42: Bit error rate versus power at 2Gbps.
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Figure 2.43: Bit error rate versus unit interval at 2Gbps.

0.3 pJ/bit to the energy consumption. However, with a better packaging technologies,

the LDO can be removed without degrading the performance as all building blocks

are differential and can highly attenuate the ground and supply bounce.

2.4 A 128 Elements 256Gbps Data throughput Optical Re-

ceiver Array

Fig. 2.44 illustrates another prototype fabricated in the 0.13µm CMOS SOI

process. This chip consists of 128 RX and 128 TX elements. Each element’s schematic

is the same as shown in Fig. 2.33. In this prototype, each array element connects to

a buffer specialized for Advance Interface Bus (AIB) [48]. The far-side specs for the

singled-ended AIB interface over a 10mm chip-to-chip length that introduces a 0.5 pF

capacitance includes 0V for logic level 0 and 0.7V-0.9V for logic level 1. Thus, the

swing voltage should be greater than 0.7V and the overshoot has to be be less than

0.25 times the swing voltage. The eye width needs to be greater than 0.56 UI at 2Gbps

data rate. While we can hook up one end of the differential receiver to a CMOS buffer,

this would cause a significant high frequency current spikes, subsequently resulting in

a remarkable ground bounce. To alleviate this, the AIB buffer is designed as shown in
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 8x16 RX Channels @ 2Gbps=256Gbps 

 8x16 TX Channels @ 2Gbps=256Gbps 

Figure 2.44: The die photo of 128 RX and 128 TX elements with AIB buffers.
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VDDVDD

Figure 2.45: The AIB buffer schematic.

Fig. 2.45. In this configuration, RS provides some degree of supply current regulation

without noticeably lowering the signal swing. Also, with the PFET input devices, the

buffer can swing all the way to zero voltage level, meeting the AIB specs. Fig.2.46

shows the eye diagram of the AIB buffers outputs running at 2Gbps with a supply

voltage of 1.1V. The worst case scenario happens when 127 channels out of the 128

channels operate coherently (aggressors) whereas the remaining 1 channel (victim)

runs incoherent with respect to the 127 channels. The red eye diagram is the victim

in presence of more than 2 nH routing inductance for ground and supply per each

channel.
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Figure 2.46: Simulation of the eye diagram of the victim (red) running at 2Gbps.

2.5 Parallel vs Serial Optical Communication

An optical interface for sub meter chip-to-chip communication has the potential to

improve the energy efficiency by removing the energy dissipation associated with the

capacitance of the electrical interconnects. While it is obvious that a parallel link can

remove the extra power dissipation introudced by SerDes electronics, no other clear

immediate observations can be made on the energy efficiency of a parallel optical link

versus a serial optical link. Therefore, it is desired to have an analytical comparison

between the energy efficiency of these two links for the same data throughput with

the same emitted optical power.

Fig. 2.47 shows a typical serial optical link in which the received optical signal

is converted to a current Iin,S by a photodiode whose parasitic capacitance is CPD,S.

To amplify the signal received by the photodiode and reach to a sufficient swing

level, VSW , a transimpedance amplifier (TIA) followed by multiple limiting amplifiers

(LA) are required. On the contrary, Fig. 2.48 depicts an optical transceiver link in

which a total optical power of N × P op
P identical to the serial optical power, P op

S ,

is generated by N smaller light emitters in the transmitter within the same area of
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w × w. Likewise, at the receiver side, N smaller photodiodes are used to detect the

parallel signals. With this approach, each small element of the parallel receiver will

have a smaller photodiode that has a surface area equal to 1/N of the serial one.

This corresponds to a parasitic capacitance that is 1/N times smaller. On the other

hand, each photodiode receives an optical power of P op
P = P op

S /N . However, since

the responsivity of photodiodes is independent of the area, the current that will be

generated by each photodiode will be Iin,P = Iin,S/N .

Assuming the serial link operates at a bit rate of Rb, each smaller transceiver in

the parallel link can operate at a lower bit rate, that is Rb/N , to produce a throughput

equal to the serial link. Subsequently, since the TIA is usually designed to have a

bandwidth equal to 0.7Rb to minimize noise and Inter Symbol Interference (ISI) [26],

the bandwidth requirement for the parallel link’s element will be 1/N of the serial

one. Therefore, using (2.7) and (2.33) to calculate feedback resistance (RF ) and
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Figure 2.48: Parallel communication.

input-referred rms noise current (in,in), respectively, and an optimum design point of

CPD ≈ 0.25CI , which were all discussed in Subsection 2.3.1, the TIA in the parallel

link can accommodate a feedback resistor as N3 times large as the serial one with a N2

times lower input-referred rms noise current, assuming the same power is consumed in

both TIAs. Table 2.2 summarizes the photodiode and associated TIA specifications

in both serial and parallel link, normalized to the serial one.

In the serial link, beside the TIA, we should employ mS identical stages of

LA to further amplify the signal and reach to the proper signal swing of VSW .

In this case, the equivalent -3dB bandwidth of the mS limiting amplifiers will be
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Table 2.2: Summary of Photodiode and TIA Attributes for the Serial vs Parallel’s
Elements Normalized to the Serial.

Parameter Serial Parallel

TX Optical Power (P op) 1 1/N

Photodiode Capacitance (CPD) 1 1/N

Photodiode Responsivity (RPD) 1 1

Photodiode Current (Iin) 1 1/N

-3dB Bandwidth (BW ) 1 1/N

Feedback Resistance (RF ) 1 N3

Input-referred rms Noise (In,in) 1 1/N2

Iin/In,in 1 N

Signal Swing out of TIA 1 N2

BWL,S

√
21/mS − 1 [26, 49] where BWL,S is the -3dB bandwidth of each limiting am-

plifier in the serial link. We can also write BWL,S = GBWS/AL where GBWL,S and

AL are the gain-bandwidth product and DC gain of each limiting amplifier, respec-

tively. From maximizing gain-bandwidth product point of view, AL has to be equal

to
√
e ≈ 1.65 [50], however to save DC power consumption, it is better to design for

a higher gain, if the speed allows [51]. Since each parallel link’s element runs at a

bit rate of 1/N times the serial one, the equivalent -3dB bandwidth of mP limiting

amplifiers of the parallel link’s element also has to be 1/N of the serial one. Thus,

assuming the same DC gain for the limiting amplifier in either link, we can find the

relationship between the gain-bandwidth product of these two links as

1

N
GBWL,S

√
21/mS − 1 = GBWL,P

√
21/mP − 1. (2.34)

On the other hand, we must ensure that the signal swing at the end of the receiver in
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the serial and parallel’s element is equal. According to Table 2.2, this mandates that

AmS
L = N2AmP

L . (2.35)

This is because the signal of each parallel link element’s photodiode is 1/N times

smaller, but it is amplified by the corresponding TIA that has N3 times larger feed-

back value than its serial counterpart.

To reduce common mode noise such as substrate and supply noise, and also ground

bounce caused by non-zero inductance of bond wires or bumps, it is desired to used

differential configurations for all of the amplifiers in the entire chain. In a differential

configuration, we can find the DC power consumption equal to VDDISS where VDD

and ISS are the DC power supply voltage level and tail current source level, respec-

tively. On the other hand, using the long channel transistor model for the FETs in

a CMOS process, we can write ISS = g2m/(µnCoxW/L) where µn, Cox, W , and L

are the mobility of the electrons, oxide capacitance, width, and length of the FET,

respectively. Moreover, we can replace the transconductance with gm = 2πCgsGBW

where Cgs is the input capacitance of the following stage [52]. Therefore, we can write

the DC power consumed by the core amplifier for the TIA and limiting amplifier as

P = ξGBW 2 (2.36)

where ξ = VDD(2πCgs)
2/(µnCoxW/L). In this equation, ξ will be constant, if the

dimensions of the FETs are kept the same for the TIA and limiting amplifiers in both

serial and parallel link.

To compare the DC power consumption of serial and parallel optical receivers for
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the same data throughput, we can write

PS =PTIA,S +mSPLA,S

PP =N(PTIA,S +mPPLA,P )

(2.37)

Assuming the same dimension and DC power for the TIA and each stage, we can use

(2.37) and (2.36) to find the ratio of the DC power consumption of the serial receiver

to the parallel one, that is PS/PP , as a function of GBW . Eventually, we can also

use (2.34) and (2.35) to simplify the links’ power ratio to

PS

PP

= N
(1 +mS)(2

1/mP − 1)

(1 +mP )(21/mS − 1)

= N
(1 +mS)(2

1/(mS−2lnN/lnAL) − 1)

(1 + (mS − 2lnN/lnAL))(21/mS − 1)
.

(2.38)

Fig. 2.49 shows the number of limiting amplifier stages required in each parallel

link receiver element as a function of N and mS, assuming AL = 3. A lower number

in the parallel one is required because of having a higher signal swing right after

the corresponding TIA. In this calculations, we have assumed the lowest number of

LA stages for the parallel receiver element has to be 1. Fig. 2.50 demonstrates the

significant DC power reduction in the parallel receiver for the same data throughput

which translates to the same level of enhancement in the energy efficiency. In addition,

in the parallel receiver Iin/In,in is improved by a factor ofN , as evident from Table 2.2.

This implies a significant improvement in the bit error rate of the receiver. Therefore,

to enhance energy efficiency and bit error rate of parallel optical receivers, it is highly

desired to use the transceiver with the smallest light emitters and detectors.
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Figure 2.49: The number of limiting amplifier stages needed in each parallel’s receiver
element.
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Figure 2.50: The ratio of DC power consumed by the optical receiver in the serial link
to the total power in the parallel link. A significant energy efficiency improvement is
achieved in the parallel link for the same data throughput.
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2.6 Conclusion

A highly compact optical receiver prototype with an on-chip blue light photode-

tector was fabricated in a 0.13µm CMOS SOI process. Thanks to the extremely low

capacitance of the photodetector, a high transimpedance is attained immediately in

the TIA. This along with the transimpedance-to-noise optimization approach pre-

sented in this chapter makes the power consumption very low, even in a relatively old

CMOS process. The high energy efficiency and compactness of the receiver makes

the prototype a viable optical interface for parallel chip-to-chip communications. In

addition, two fully differential large array prototypes were presented, targeting for

a high data throughput test prototype and real chip-to-chip link prototype, respec-

tively. Moreover, we analytically and quantitatively described the energy efficiency

and signal-to-noise advantages of a parallel optical link over the serial counterpart.
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CHAPTER III

A Transimpedance-to-Noise Optimized Analog

Front-end with High PSRR for Pulsed ToF Lidar

Receivers

3.1 Introduction

Electromagnetic waves radiation and reflection have enabled the detection of ob-

jects for a myriad of applications. The detection includes range, angle, and velocity.

While continuous or pulsed source generators [51,53–57] in RF, mm-Wave, and THz

bands of the electromagnetic (EM) spectrum can be used for this purpose, they are

less capable to provide a high lateral resolution due to the relatively long length of

the wave. On the contrary, the infrared (IR) band of the EM spectrum can provide

a high lateral resolution thanks to the shorter wavelength of the laser sources. Al-

though frequency modulated continuous wave (FMCW) range finders in the IR band

provide outstanding range accuracy, they can hardly be used for far distance measure-

ment because of eye safety regulations. Pulsed range finders, on the other hand, can

identify far distances by emitting high peak power while maintaining average power

below the safety limit [58]. In spite of the FMCW range finders that inevitably em-

ploy electro-optical components for generating stable modulated light [59], the pulsed

counterpart often does not require photonics integration.
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The pulsed range finder measures the distance simply by emitting a pulse of light

and receiving it by a photodiode (PD) after being reflected from an object. The

distance is then equal to the wave’s velocity (vp) times the half round-trip time.

Furthermore, for a given distance, the amount of received energy can characterize the

illuminated object to some extent. With the advancement of optical phased arrays

(OPA), a non-mechanical beam steering is feasible which paves the way for fast 3-D

scanning of a large area [60–62].

Fig. 3.1 shows building blocks of a typical incoherent pulsed ToF laser range finder

which is also known as Lidar. The control unit begins the distance measurement by

sending START command to the time-to-digital converter (TDC) block. Simultane-

ously, a short laser pulse, in the range of nanoseconds and amplitude of a few tens of

milliwatts, is transmitted by the laser diode. The pulse travels and hits the object.

Then, the pulse is reflected back and is sensed by a photodiode. The received signal

is converted to a current proportional to the received energy and responsivity of the

photodiode. The analog front-end (AFE) amplifies the signal to a level that is recog-

nizable to the time discriminator (TD) unit. The TD sends STOP command to the

TDC, ideally independent of the received pulse amplitude and rise time. In addition,

the peak of the signal can be held by the peak detection and hold (PDH) block for

further processing such as grayscale measurement.

The rise time of the received pulse can change because of several reasons as shown

in Fig. 3.2. If the received pulse is compared with only a constant threshold, there

will be errors in the distance measurement called walk-error [63]. To perform a

detection that does not depend on the rise time of the received pulse, a commonly

used circuit is the constant-fraction discriminator (CFD) [64, 65]. In this technique,

instead of comparing the leading edge of the pulse with a single threshold voltage, a

delayed version of the pulse with a non-delayed but attenuated version of the pulse is

compared. This results in a comparison that is independent of the slope of the leading
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Figure 3.2: The possible shapes of the received pulses. If only a threshold detection is
used for timing discrimination, errors depending on the rise time of the leading edge
of the pulse in the distance measurement will appear.
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Figure 3.3: A top-level schematic of a constant-fraction discriminator (CFD) as a
time discriminator (TD). An analog-front (AFE) in pulsed Lidar receivers usually
drives a CFD or other types of TDs.

edge of the pulse. Mathematically speaking, if we assume that the leading edge of

the pulse has a slope of m, and the delay and attenuation are τ and α, respectively,

the equation for the comparison would be m(t − τ) = αmt. The solution for this

equation is t = τ/(1 − α) which clearly is independent of the slope. A transmission

line with matched terminations and with a delay of less than τ < 2tr is suitable for

such a purpose. Fig. 3.3 depicts a simplified circuit realization of a CFD. Therefore,

if an off-chip CFD is used as a TD unit, the AFE has to drive a low impedance

load, typically 50Ω. Also, there are several other techniques that can compensate for

the walk-error [66–69]. For instance, [66] mitigates the detection dependency on the

rise time with double-threshold comparison, obviating the necessity for a gain control

mechanism in the AFE.

The AFE plays a critical role in the receiver chain from different perspectives. For

a given signal-to-noise ratio (SNR, the peak of the signal voltage to rms-noise voltage

at the output of the AFE or equivalently, the peak of the signal current to the input-

referred rms noise current), the level of the input-referred noise current of the AFE

determines the minimum detectable signal (MDS). This in turn specifies the maximum

range that can be measured for a given laser pulse power and reflecting object. As

a result, the higher the sensitivity, the longer the range that can be measured. In
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addition, the AFE should amplify the MDS to an extent that is distinguishable by

the TD unit for the given SNR; this consequently determines the transimpedance

gain of the AFE. Besides, the minimum required bandwidth to preserve the pulse

shape is given by BW−3dB ≈ 0.35/tr where tr is the rise time of the received laser

pulse [70, 71]. Also, the precision of a single range measurement precision σR can be

approximated as σR ≈ 0.5vptr/SNR where again vp is the laser pulse velocity [72]. A

practical value for the SNR to keep the false detection negligible [70] is 10, however

it can be as low as 3.3 in particular applications [67].

Moreover, the power supply rejection parameter is of critical importance because

not only does it determine the signal integrity but also if low, the AFE can be prone

to instability due to the disturbance caused by supply line inductance [73]. The

power supply rejection importance is more pronounced when an array of receivers is

used. In this case, if all the receivers amplify an incoming signal coherently, a large

amount of current might be drawn from supply rails which might cause severe stability

and cross-talk problems [26]. If the AFE is fully differential, the above issue would

less likely occur as the supply line noise mostly appears as a common-mode noise.

However, although the fully differential AFE offers twice as much transimpedance

gain as the single-ended counterpart does, it consumes at least twice the power.

Besides, as will be explained later, for the same bandwidth, a single-ended AFE can

be driven by twice as much photodiode’s capacitance as a fully differential one can

be. Therefore, neglecting the noise related issues, the overall electrical efficiency of a

single-ended AFE outweighs the fully differential one. Nonetheless, a fully differential

AFE is more immune to all types of common-mode noises such as power supply and

substrate noises.

In this chapter, we explore an optimum design of a fully differential CMOS AFE

in which the desired specification at the normal condition with VDD = 1.8V consists

of input-referred noise current of less than 100 nA, -3dB bandwidth broader than
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300MHz, transimpedance gain higher than 94 dBΩ(≈ 50 kΩ), PSRR greater than

80 dB in the entire bandwidth, and total power consumption less than 50mW, in-

cluding a 50Ω driver for buffering low impedance loads such as a CFD. The AFE

is driven by a photodiode (PD) with a parasitic capacitance of 1 pF at the input.

With these specifications, the AFE is suited for Lidar receivers requiring sensitivity

(MDS) of 1µA over SNR = 10 with laser pulses that have tr > 1.1 ns. A Lidar

receiver with these parameters can achieve σR ≈ 16.5mm single measurement range

precision. To prevent SNR degradation due to power supply noise, it is essential to

keep the power supply noise at the output of the AFE far below the AFE’s output

noise (100 nA× 50 kΩ = 5mV). The minimum PSRR of 80 dB allows a power supply

gain of at most +14 dB. As a result, the power supply rms noise should be less than

0.1mV to ensure the noise at the output of the AFE due to power supply (0.5mV)

is 10 times smaller than AFE’s noise due to internal components (5mV).

A number of different transimpedance amplifiers (TIA) topologies might satisfy

the above design requirements for the Lidar AFE. However, a resistive shunt-feedback

TIA usually proves more versatile mainly because of fewer trade-offs between noise,

bandwidth, gain, and voltage headroom consumption. That is why this topology has

been widely used in analog front-ends, for instance in [66,68,69,74]; however, in these

works, it has not been reported how the sizing and biasing of the AFE has been

achieved. In theory, the sizing of the front-end FET has been analytically optimized

to achieve the best noise performance [36, 38]. However, an AFE implementation

based on such an approach [71] encounters practical limitations, as will be explained

in the paper, and results in significant DC power consumption and area by the front-

end FET. In [75], the noise performance has been traded with DC power and silicon

area, however, the decision on the trade-offs has not been explained. Also, none of

these works has reported the PSRR performance which is important in prevention of

SNR degradation due to common-mode noises such as power supply and substrate
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noise.

We propose a transimpedance-to-noise optimization approach for the design of the

AFE with the aforementioned target specifications using a resistive shunt-feedback

TIA front-end. The transimpedance-to-noise optimization approach results in a front-

end FET whose input capacitance is identical to a small fraction of the photodiode ca-

pacitance. This approach not only culminates in area and power reduction compared

to only noise optimization approach, but makes a high PSRR performance feasible

thanks to using fewer amplifier stages as well. On the other hand, the noise perfor-

mance remains very close to the minimum noise that can theoretically be achieved.

In practice, the noise of the AFE is higher than the theoretical minimum noise due to

second order effects that will be explained in the next Section. That is why the noise

performance of the AFE using our approach might even present a better noise per-

formance, depending on the PD size, bandwidth, and total required transimpedance

gain. In this regard, we elaborate on the transimpedance-to-noise optimization ap-

proach in Section 3.2. The presented analysis in this section also helps designers

to quickly find out the performance boundaries and conditions without circuit im-

plementation and simulations. Building on this, a bias optimization along with the

implementation of the AFE depicted in Fig. 3.4 is described in Section 3.3. In Sec-

tion 3.4, experimental results of the prototype fabricated in a 0.11µm CMOS are

demonstrated and compared with prior arts.

3.2 Transimpedance-to-Noise Optimization

A number of different topologies can be used as a transimpedance amplifier in the

AFE of a Lidar receiver. Since the signal generated by the PD has a high impedance, it

is modeled by an ideal current source in parallel with a capacitor. Among all possible

permutations for a FET, a common-gate configuration can intrinsically present low

impedance, absorbing most of the PD current and converting it to a voltage. However,
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Figure 3.4: Schematic of the proposed analog front-end (AFE) for pulsed Lidar re-
ceivers built on transimpedance-to-noise optimization approach.

a common-gate TIA is usually noisy because the channel noise of the FET directly

adds to the signal. With the same bandwidth of the common-gate configuration, a

regulated cascoode TIA incorporating a front-end FET with a lower transconductance

can improve the noise performance owing to a feedback loop [76, 77]. In this config-

uration, however, there is still a trade-off between voltage headroom consumption,

bandwidth, and noise.

To relax the aforementioned trade-offs, similar to the TIAs discussed in Chapter

II, the commonly used configuration is resistive shunt-feedback transimpedance am-

plifier. Fig. 3.5 illustrates half-circuit of a fully differential resistive shunt-feedback

TIA as a potentially low noise topology. Despite the TIAs presented in Chapter II,

we take advantage of a cascode configuration to reduce the miller introduced capac-

itance. This is particularly important as the front-end FET size is proportional to

the size of the photodetector and in pulsed Lidar receivers the parasitic capacitance

of the photodetector is quite large compared to the ones often times used in optical

communication receivers. Usually the photodetectors that are used in the Lidar re-

ceivers are avalanche photodiodes (APD) to increase the responsivity at the cost of a

large parasitic capacitance. The feedback resistor RF , senses the output voltage and
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Figure 3.5: Half-circuit of the fully differential resistive shunt-feedback TIA upon
which the optimization analysis is studied. In a fully differential TIA, the photodiode
capacitance has to be considered twice for the half-circuit analysis because of the
virtual ground in the middle of the photodiode capacitance.

returns a feedback current that is compared with the current generated by the PD,

Iin. While the input resistance of the open loop amplifier is high, the input resistance

of the closed-loop circuit becomes RF/(1 + A0) where A0 is the DC open loop gain

of the core amplifier. As a result, most of the PD current is absorbed by the TIA.

Despite the regulated cascode topology, there is no voltage headroom constraint on

RF , allowing it to be arbitrarily large, as long as the bandwidth requirement is met.

Cascoding technique used in the core amplifier not only decreases the effective

input capacitance but also increases A0 by virtue of a higher output resistance, re-

sulting in a larger bandwidth. Assuming the source follower as an ideal buffer, we

can write the transfer function of the transimpedance amplifier as

ZT (s) = −RT
ω2
n

s2 + 2ζωns+ ω2
n

(3.1)

where

RT =
A0

1 + A0

RF (3.2)
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ζ =
1

2

RFCTωA + 1√
(A0 + 1)ωARFCT

(3.3)

ω2
n =

(A0 + 1)ωA

RFCT

(3.4)

CT = CPD +CI , and ωA is the dominant pole of the core amplifier. As shown in Fig.

3.5, ωA is equal to 1/(RDCD) where CD is the total parasitic capacitance at the drain

of M2 and is roughly equal to Cgd2+Cdb2+Cgd3 plus a fraction of Cgs3. These results

are similar to those obtained in Section 2.3, however, the DC transimpedance gain is

twice (3.2) for our fully differential AFE. This is because the coupling capacitors at the

input of the AFE converts the PD signal current into two fully differential currents. It

should be noted that Cgs3 might completely disappear thanks to ”bootstrapping” by

the source follower if the input capacitance of the subsequent stage is negligible [52].

This is an advantage for using a buffer after the core amplifier as it allows reaching

a larger gain-bandwidth product. Here, CPD includes parasitic capacitance of the

photodiode, PAD, and ESD. Also, CI ≈ Cgs1 + Cgd1. For A0 ≫ 1, we again realize

RT ≈ RF . The above results for this TIA indicate that we can use the (2.6) to find

the -3dB bandwidth with ζ =
√
2/2.

To find the total input-referred rms noise current, we first calculate the input-

referred noise current power spectral density from each noise contributor in the TIA.

To simplify the analysis, based on the observations in Section 2.3 and [52], we can

show that the output noise voltage of the differential TIA is
√
2 times the single-

ended one. Therefore, the total input-referred noise current of our TIA will be
√
2/2

times the single-ended as the transimpedance gain is twofold. Fig. 3.6 depicts the

small signal model of the TIA along with the major noise sources. To further simplify

the analysis, we assume that there is no channel length modulation and so the noise

contribution of M2 would be zero. Also, the input-referred noise current due to RD

can be considered small because RD is usually high, or we can simply add it to the

channel noise of the M1 as they are in parallel. In addition, we presume that M3 is
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Figure 3.6: The major sources of noise in the TIA. The noise contribution of M2 can
be assumed zero by ignoring channel length modulation of M1. Moreover, since we
desire a high DC gain, RD noise can be neglected. Also, the blue noise current source
at the input is a fictitious current source which results in the same noise voltage at
the output coming from the physical noise contributors.

forming an ideal buffer using the source follower topology and its input-referred noise

contribution is small as it is divided by the gain of the preceding stage.

Therefore, it is straightforward to show that for the single-ended TIA with buffer

the input-referred noise current is

I2n,in = 6.2πkTBW 3
−3dB

(
CT

GBW
+ Γ

C2
T

fTCI

)
(3.5)

by substituting RF with (2.7) and assuming ζ ≈ 0.7. In this equation, for a given

BW−3dB, GBW , and VGS, the only variable is the input capacitance of the M1, CI ,

which is proportional to the size of it. It can be realized from this equation that there

is an optimum CI for which the input-referred rms noise is minimized. Therefore, by

taking derivative with respect to CI and setting the result to zero yields

CI = CPD(1 +
fT

ΓGBW
)−1/2 (3.6)

that minimizes the total input-referred noise current.

We can also find an optimum CI that can bring about a maximum transimpedance-
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to-noise, that is

RT

In,in
= 0.12GBW

(
π2kTBW 7

−3dB(
C3

T

GBW
+ Γ

C4
T

fTCI

)

)−1/2

. (3.7)

By setting the derivative with respect to CI to zero we can acquire

CI ≈
1

3
CPD(1−

1

4

fT
ΓGBW

) (3.8)

that maximizes RT/In,in. For the above approximation we have used the first two

terms of Maclaurin series, that is f(x) ≈ f(0)+ f ′(0)x, and assumed that ΓGBW ≫

fT . We note that the assumption of ΓGBW ≫ fT is not always valid; however,

ΓGBW is often greater than fT and so makes the approximation useful with a small

error. As an example, assuming Γ = 2 and GBW = fT = 30GHz, the optimum CI

from (3.6) and (3.8) results CI of approximately 0.8CPD and 0.3CPD, respectively.

Consequently, for this example, moving from the noise optimum to transimpedance-

to-noise optimum corresponds to 12.7% increase in the input-referred noise but 38.4%

enhancement in the transimpedance.

The above analysis reveals that the noise optimum slightly improves the noise

performance compared to the transimpedance-to-noise optimum and therefore, yields

a better SNR. However, this analysis relies on simplified long channel models and

does not include second order effects. For instance, if we move from CI ≈ 0.3CPD to

0.8CPD, for a constant VGS, fT rolls off with the increase in the FET’s width. Fig. 3.7

illustrates this phenomenon for two different VGS voltages in a 0.11µm CMOS process.

Therefore, the assumption of a constant fT in (2.15) is not completely correct. As a

result, the noise reduction partially fails due to the fT droop with the increase in the

width of the FET.

Moreover, the noise contribution of the source follower is ignored in the noise

analysis. Also, there is usually a post amplifier that follows the TIA and contributes
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Figure 3.7: The transition frequency (fT ) as a function of the FET’s width for a
constant VGS.

to the ultimate output noise. For a given bandwidth, a larger CI requires a smaller

RF , leading to a lower transimpedance gain. From the input-referred noise point of

view, the lower the TIA gain is, the higher the source follower and post amplifier

contribute in the noise. This is more pronounced in an application where RF has

to be smaller because of a larger bandwidth requirement or larger photodiode size.

Besides, if we increase the size of the front-end FET to attempt to lower the noise, to

achieve to the theoretical noise optimum, the raise in the front-end FET size increases

the gate physical resistance and consequently the thermal noise contribution of the

gate will increase.

For the aforementioned reasons, if we move from CI ≈ 0.3CPD to 0.8CPD, the

input-referred noise would practically be higher than the theoretical minimum noise.

On the other hand, 0.8CPD/0.3CPD results in 166% increase in the width of the front-

end FET, and consequently its power consumption. Therefore, the transimpedance-

to-noise optimization approach would certainly prove more beneficial, if other specifi-

cations such as power consumption and area are as important as noise minimization.

Of course, with the transimpedance-to-noise optimization, the noise performance re-
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mains very close to the theoretical minimum noise and might even present a better

noise performance in practice.

It is useful to quantitatively illustrate the variation of four important parameters,

namely In,in, required A0, required RF , and corresponding RF/In,in as a function

of CI/CPD for the design constraints discussed in Section 3.1. While the desired

minimum BW−3dB is 300MHz, we set it to 350MHz and reserve 50MHz margin for

non-idealities and variations in the circuit implementation. The parasitic capacitance

associated with the photodiode is 1 pF. However, since the TIA is fully differential

and we are building our analysis on a half circuit model, the photodiode capacitance

has to be doubled due to the virtual ground in the middle. In addition, we obtain the

parasitic capacitance of the PAD and ESD to be 0.4 pF based on simulation. As a

result, the total capacitance turns to be 2.4 pF in the half circuit model analysis. In

addition, Γ ≈ 2 can be assumed for most modern CMOS technologies [33]. Moreover,

fT depends on the VGS of the front-end FET and we assume it around 30GHz which

is obtained from a bias optimization discussed in the next Section.

Fig. 3.8 shows the aforementioned parameters variation as a function of CI/CPD.

We make a few observations: (a) For the different values of GBW , the input-referred

noise current is almost the same. This is mainly because GBW is so large that the

corresponding term in (2.15) slightly changes. Also, the minimum noise happens

for CI smaller than CPD as discussed earlier by an example and observed before in

e.g., [38] and [36], here CI ≈ 0.8CPD. (b) If we plug in (2.7) into (2.6), we can obtain

the required DC open loop gain as

A0 =

√
2

2

GBW

BW−3dB

. (3.9)

The above equation reveals that a resistive shunt-feedback TIA with a large GBW

and a required -3dB bandwidth that is much smaller than the GBW , demands a high
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A0. This is particularly important as for many pulsed Lidar receivers the required

-3dB bandwidth is usually much smaller than the GBW . As a result, in our design,

we should either employ multiple cascaded stages or a telescopic configuration so that

A0 is boosted. While the former can operate with lower supply voltages, the stability

might suffer, not to mention that it typically presents a larger parasitic input capaci-

tance, and lower power supply rejection. (c) While having a larger GBW for a given

BW−3dB and CPD does not reduce noise noticeably, it is beneficial toward achieving a

larger RF and consequently RT , as it can also be realized from (2.7). (d) Finally yet

importantly, it can be seen that a maximum peak in the transimpedance-to-noise oc-

curs for CI ≈ 0.3CPD, verifying the approximation resulted in (3.8). This is because

with a smaller CI , the achievable RF is large. On the other hand, with increasing

CI , at some point, before the noise optimum, the rate of the noise improvement be-

gins saturating, culminating in a maximum peak in the transimpedance-to-noise. As

discussed earlier, this not only boosts the transimpedance gain without loosing noise

performance noticeably, but also decreases the front-end FET’s size. This reduction

in area is remarkable because most of the Lidar receivers incorporate photodiodes

that have large parasitic capacitance such as avalanche photodiodes to achieve a high

responsivity. Also, for a given VGS, significantly less power is dissipated thanks to

the smaller size of the front-end FET.

3.3 Implementation

In this section, we go over the design and circuit implementation of the AFE incor-

porating a fully differential resisitive shunt-feedback TIA built upon the transimpedance-

to-noise optimization approach discussed in Section 3.2.
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3.3.1 TIA

As evident from (3.8), the optimum size of the front-end FET depends on the

fT and GBW , and consequently VGS. Therefore, the design of the TIA begins with

finding an appropriate VGS. Increasing VGS can raise both GBW and fT . The

increase in fT can result in a slightly smaller front-end FET size according to (3.8).

Also, while a higher GBW does not improve noise performance noticeably, it can

allow using a higher RF , yielding a higher transimpedance. Nevertheless, arbitrarily

increasing VGS might not improve the TIA performance because of several reasons.

First, non-idealities, especially velocity saturation prevents the full growth of the FET

transconductance and consequently fT and GBW in modern CMOS technologies.

The fT behavior of a low-threshold FET operating in saturation region with W/L =

100µm/110 nm as a function of VGS can be seen in Fig. 3.9a. We observe that

fT stops growing at VGS ≈ 0.6V. Second, a large VGS imposes a high DC power

consumption which might not be affordable. Third, besides the second-order effects,

(3.9) reveals that a higher GBW requires a higher A0; however, a high A0 might not

be feasible with a large VGS. As shown in Fig. 3.9b, a larger VGS reduces the intrinsic

gain (gmro) that is the maximum achievable A0. On the other hand, a small VGS can

not provide enough transconductance for the correct functionality of the TIA. For

these reasons, we can define a figure of merit (FoM) for the FET to find an optimum

VGS for the front-end FET of the TIA.

As we desire the FET to have a high speed (fT ), high intrinsic gain (gmro),

and minimum overdrive voltage (2ID/gm) for headroom considerations, FoM =

fT .(gmro).(gm/ID) can be defined. The VGS that yields the maximum of the FoM

can be an optimum biasing voltage if it provides sufficient overdrive voltage to alle-

viate threshold voltage variation, and a DC current that does not exceed the power

consumption constraint. The FoM as a function of VGS is plotted in Fig. 3.9a for the

same FET. We observe that the maximum of FoM happens for VGS ≈ 0.4V. This
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Figure 3.9: Variation of a few important bias-dependent parameters for a FET oper-
ating in saturation region in the 0.11µm CMOS process with W/L = 100µm/110 nm.
By defining FoM = fT .(gmro).(gm/ID) for the front-end FET, we observe that the
FoM becomes maximum for VGS ≈ 0.4V.

provides enough overdrive voltage for the low-threshold FET devices of the CMOS

process that we have used. Ignoring second-order effects, the attributes shown on

the y-axes of Fig. 3.9 are almost independent of W , the channel width of the

FET. For instance, for the transition frequency we can write fT ≈ gm/(2πCgs) =

µnCox(W/L)(VGS − VTH)/(2π(2/3)WLCox) which is independent of W .

With VGS ≈ 0.4V, the intrinsic gain is roughly 15 from Fig. 3.9b. How-

ever, a minimum DC open loop gain of 60 is required for the range of GBW from
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30GHz to 50GHz as shown in Fig. 3.8b. To provide such a relatively high gain,

we can either employ a multi stage or a telescopic configuration. However, the

former suffers from poor stability and power supply noise rejection. To have an

estimation on the achievable DC gain of a telescopic configuration we can write

A0 ≈ gm,I(gm,Nro,Nro,N ||gm,P ro,P ro,P ) where N and P associate with the N and P

FETs. Assuming identical transconductance and output resistance for the FETs, the

estimated DC gain simplifies to A0 ≈ (gmro)
2/2. It can be seen from Fig. 3.9b that

despite the intrinsic gain, (gmro)
2/2 can potentially provide the required DC gain for

the range of GBW from 30GHz to 50GHz at VGS ≈ 0.4V.

The next step in the design of the TIA is to find the optimum width of the FET.

With VGS ≈ 0.4V, we obtain fT ≈ 30GHz from Fig. 3.9a. Also, (3.8) requires a

known value for GBW to yield the optimum input capacitance and corresponding

width. However, as as shown in Fig. 3.8d, CI increases by only 3.3% with sweeping

GBW from 30GHz to 50GHz. As a result, we choose CI ≈ 0.3CPD to find the

optimum FET size. In this regard, assuming Cgs as the only capacitance at the

input, we can calculate the width of the front-end FET from W ≈ Cgs/(2/3LCox).

In practice, this width results a higher capacitance at the input because of the miller

effect, although not significant due to the telescopic configuration. With known VGS

and W , we can readily determine DC current of the front-end FET.

Fig. 3.10 depicts the circuit implementation of the TIA with the telescopic con-

figuration as the core amplifier. A common-mode feedback amplifier is required to

compensate for the mismatch between N and P current mirrors. With consuming

0.2V headroom across the tail current mirror and taking the optimum VGS = 0.4V

into account, the reference voltage for the common mode feedback amplifier becomes

0.6V for VDD = 1.8V. To ensure the stability of the common-mode loop, only a small

fraction of the tail current of the telescopic core is controlled by the common-mode

feedback amplifier. Fig. 3.11 shows the multiplier (M) effect on the stability of the
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Figure 3.10: Implementation of the resistive shunt-feedback transimpedance amplifier
based on the transimpedance-to-noise optimization approach. The red part of the
schematic shows the common-mode feedback amplifier used to provide a proper DC
voltage at the output.

common-mode loop. With a smaller M , the common-mode loop phase margin (PM)

is higher and so the loop is more stable. However, since the common-mode loop gain

is reduced, the DC voltage error between the terminals of the common-mode ampli-

fier increases. Nevertheless, this has little impact on the functionality of the AFE as

the DC output voltage of the TIA (VTOP,N) is sufficient to correctly drive the post

amplifier, and the DC precision has negligible importance. Therefore, with M = 20,

a sufficient common-mode loop gain is obtained, and the PM ≈ 60◦ provides enough

stability for the common-mode loop. Also, the simulations shows that with M = 20,

the PM remains above 54◦ over PVT variations and so common-mode stability is

assured.

With all these taken into account, the TIA is implemented in the 0.11µm CMOS
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Figure 3.11: The effect of the portion of the tail current of the TIA controlled by the
common-mode feedback amplifier on the common-mode stability. M is the multiplier
factor of the corresponding FET in the tail current source in Fig. 3.10.

process for the BW−3dB = 350MHz and CPD = 2.4 pF with the values of the pa-

rameters shown in Table 3.1. In fact, with the optimum VGS ≈ 0.4V and optimum

CI ≈ 0.3CPD, we obtain CI ≈ 0.7 pF . This in turn yields the front-end FET size of

(W/L)I = 320µm/0.11µm. With these values, GBW of around 33GHz is achieved

and (W/L)C is tuned to adjust the required DC open loop gain. Also, while the

corresponding RF is around 13 kΩ, we slightly reduce it to maintain an extra margin

for the bandwidth requirement over PVT variations. The total DC current of the

implemented TIA is 8.7mA in which 7.8mA, 0.85mA, and 0.05mA are consumed by

the telescopic core, the source followers, and the common-mode feedback amplifier,

respectively. The current mirrors are used in the cascode configuration and are biased

with wide swing current mirrors to sustain the 0.2V allocated voltage headroom. In

addition, an internal Beta-multiplier current reference [78] is designed to appropri-

ately bias the current mirrors. Fig. 3.12 depicts the wide swing current mirrors along

with the Beta-multiplier current reference. Also, the layout of the front-end FETs

are interdigitated to minimize mismatch related issues.
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Table 3.1: Parameters Values for the Designed TIA

Parameter Value

(W/L)I 320µm/0.11µm

(W/L)C 40µm/0.11µm

(W/L)S 10µm/0.11µm

(W/L)n 2.4µm/0.2µm

(W/L)p 3.6µm/0.2µm

RF 12 kΩ

RCM 20 kΩ
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3.3.2 Post Amplifier (PA) and Push-Pull driver

With RF = 12 kΩ, the differential TIA transimpedance gain becomes almost

2RF = 24 kΩ which is sufficient for detection with an acceptable SNR. However,

to further relax the next stage noise and offset requirement, and reduce the chance

of false detection, a post amplifier (PA) is used to further increase the gain. This

also increases the symmetrical swing. In addition, for using the AFE with off-chip

time discriminators, an output buffer is required to drive a low impedance load such

as 50Ω. We note that the output of the buffer need not be matched to the 50Ω

reference. In fact, as long as the time discriminator (TD) is well matched to the off-

chip transmission line that is passing the signal, no reflection is occurred at the TD

side, obviating the necessity for the buffer output impedance to be matched to the

50Ω reference [26]. This allows to the buffer to run with a higher output resistance,

culminating in a larger swing with lower power dissipation.

Fig. 3.13a illustrates the implemented PA integrated with the output buffer. In

spite of the conventional class-A buffers, we have employed a push-pull output stage

or loosely speaking, a class-AB output driver that can decrease power consumption,

increase swing, and enhance slew rate. Also, to further reduce power dissipation, high-

threshold FET devices (nhvt and phvt) are used to decrease the quiescent DC current

drawn from the power supply. In addition, a SLEEP port is used to lower the AFE

power consumption to tens of µWs when no operation is performed. To maximize

the symmetrical swing, the outputs of the buffers are averaged and compared with

a VDD/2 reference by an error amplifier. The error amplifier as depicted in Fig.

3.13b, adjusts the PA biasing current so that the outputs of the buffer swing around

VDD/2. With VDD = 1.8V, the PA and buffer draw 2.1mA and 11.6mA current

from the power supply, and provide 6.4 dB and 5 dB gain, respectively. Fig. 3.14

shows the frequency response of the AFE over different process corners, when VDD

and temperature is varied from 1.7V and −40◦C to 1.9V and +85◦C, respectively,
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verifying appropriate functionality of all blocks.

As mentioned in Section 3.1, the PSRR is important from signal integrity and

stability points of view. In theory, the power supply noise should not appear in a

fully differential amplifier. However, in reality the power supply noise does appear

differentially and the source of it can be mainly decomposed into two parts. First, the

power supply noise appears as a common mode at the output of the first stage (TIA)

and then, due to mismatch within the second stage (PA), it is differentially amplified.

In our proposed topology, this is not an issue as the power supply noise is highly

suppressed in the first stage, although it can be in other amplifier topologies. In

fact, in our design the power supply noise is attenuated by the cascode configuration

and then it is further suppressed by the common-mode amplifier. Second, the power

supply noise differentially appears at the output of the first stage due to the internal

mismatch and is amplified by the differential gain of the second stage.

It is shown that the power supply noise gain at the output of a single stage

amplifier due to the mismatch is equal to 20 log δ where δ is the mismatch coeffi-

cient [79]. For example, a 10% mismatch which can be achieved with a careful layout

design results in −20 dB power supply noise gain (the negative sign means rejection).

Therefore, with the 87.6 dBΩ (24 kΩ) transimpedance gain at the first stage and as-

suming −20 dB for the power supply noise gain, we should expect a PSRR of around

107.6 dB in our design which satisfies the requirement. The PSRR performance be-

comes worse with increasing frequency as the signal gain drops and mismatch due

to parasitic increases. In the layout phase of the implementation, we take advantage

of interdigitating technique for all active and passive components to minimize the

mismatch and enhance the PSRR performance.

It is also important to highlight the PSRR performance of a TIA built over a tele-

scopic configuration in contrast to a TIA built over a multi-stage cascaded amplifier.

Assuming the required open loop gain, A0, is 64, we can achieve such a relatively
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high gain by either a telescopic configuration like our design, or for instance a three

identical stage cascaded amplifier with a gain of 4 (12 dB) to provide 43=64 (the num-

ber of stages has to be odd to form a negative feedback in a resistive shunt feedback

TIA). Assuming the same δ = 10%, the power supply noise gain at the output of this

three-stage amplifier will be +4 dB. This is because the power supply noise gain at

the output of the first stage is −20 dB, but it is amplified by the gain of the following

stages (24 dB). Therefore, in our example, the telescopic PSRR performance is 24 dB

better than the cascaded counterpart which clearly demonstrates the advantage of a

telescopic configuration and less number of stages in this regard. The difference is

also more pronounced when a higher A0 is required.

3.4 Experimental Results

The AFE was fabricated in a 0.11µm CMOS. Fig. 3.15 illustrates the die pho-

tograph of the fabricated chip. The chip consumes 41mW DC power from a 1.8V

power supply. Different test setups were used to demonstrate frequency response,

transient response, noise, and power supply rejection performance. It is a typical
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approach to characterize an optical receiver with a photodiode simulator [80–82]. In

this approach, by virtue of an RS in series with an input voltage source, a current

source resembles. With Norton’s theorem, the equivalent current is IS = VS/RS.

Also, coupling capacitors (Cc) are used to isolate DC operating point of the AFE at

the input and output. In addition, a capacitor at the input is used to represent the

parasitic capacitance of the photodiode. We note that since the chip performance

depends on the photodiode capacitance, it is important to include an accurate capac-

itance during the measurements. That is why we measured the scattering parameters

of the capacitor on the fabricated PCB with a vector network analyzer (VNA). Then

we extracted the capacitance from the admittance parameters which were converted

by the scattering parameters. This ended up with CPD = 1pF. Also, we measured

the chip performance with a Rs = 1kΩ and Rs = 10 kΩ, and the results were highly

consistent with each other. So the input texture includes Rs = 1kΩ, Cc = 100 nF,
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Figure 3.16: (a) Single-ended frequency response test setup, (b) differential frequency
response and transient response test setup.

and CPD = 1pF for the following test setups and experimental results.

To accurately measure the bandwidth and transimpedance gain overshoot in the

frequency domain, Keysight N9918A VNA was used in a test configuration shown in

Fig. 3.16a. In this setup, the unused ports at the input and output were terminated

with 50Ω loads to maintain the circuit symmetry. The results are shown in Fig. 3.17

for different VDD voltages. The VNA power is set to the minimum (-45 dBm) to pre-

vent gain saturation. The gain rolls off with ≈ 12 dB/Oct, verifying the second order

behavior of the TIA. Also, the measured overshoot for VDD = 1.8V is only 0.2 dB

which demonstrates that the chip is running with ζ close to 0.7, or under maximally

flat frequency response. To measure the fully differential frequency response, we used

Keysight M8195A arbitrary waveform generator (AWG) for producing and sweeping

differential sinusoidal waveform at the input. A pair of wideband 30 dB attenuators

were used to highly attenuate the signal at the input as the AWG amplitude cannot
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Figure 3.17: Insertion gain of the AFE along with the input and output fixtures. The
gain is almost flat within the -3dB bandwidth of about 340MHz for VDD = 1.8V.

be arbitrarily small. The measurement result is represented in Fig. 3.18, showing

about 99 dBΩ and 340MHz transimpedance gain and -3dB bandwidth, respectively.

For the transient experiment, the setup shown in Fig. 3.16b was used. Fig. 3.19

shows the transient response of the AFE captured by Keysight MSOS804 oscilloscope.

The AFE differential outputs responses to a trapezoid pulse with 1 ns rise time and

1.7µA amplitude are demonstrated in Fig. 3.19a. It can be seen that pulse shape is

preserved, and the differential outputs are highly matched. In addition, as shown in

Fig. 3.19b, multiple large signals with different amplitudes were applied to the input

and the corresponding differential output voltages were captured.

To measure the output noise of the AFE, the test setup illustrated in Fig. 3.20 was

used. The rms noise voltage at the differential output of the AFE was measured by

the histogram function of the oscilloscope as shown in Fig. 3.21. To capture the noise

energy to the maximum extent, the oscilloscope bandwidth was set to maximum, that

is 8.4GHz, and the experiment was prolonged to reach more than 106 hits. With this

setup, the measured rms differential output noise voltage is approximately 6.4mV.

This corresponds to 71 nA input-referred noise current which is calculated by dividing

the output noise by the mid-band transimpedance gain of 90 kΩ.
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Figure 3.18: The frequency response of the AFE. Transimpedance is flat within the
-3dB bandwidth of 340MHz and has gain of about 99dB (90 kΩ).

Fig. 3.22 depicts the test setup that was used to measure the power supply gain.

The bias tee provides the required DC voltage of 1.8V for the AFE while enabling

an ac path for the VNA to send RF power to the supply terminal of the AFE. It

also provides at least 50 dB isolation between chip and power supply. We can drive

(Appendix A) the equation from the scattering parameters to calculate the gain from

the power supply terminal to one of the AFE outputs as

VON

Vsup

=
S21

1 + S11

. (3.10)

We can measure the power supply gain of the other terminal of the AFE by swap-

ping the second port of the VNA with the 50Ω termination. Therefore, dividing

the differential transimpedance gain by the differential power supply gain yields the

PSRR. Fig. 3.23 demonstrates the measured PSRR of the AFE with and without

decoupling capacitor. We observe that in the entire -3dB bandwidth, more than

87 dB PSRR is acquired when no decoupling capacitor is used. The measure-

ment results are summarized and compared with prior arts in Table 3.2. Despite

single stage voltage amplifiers that GBW is a good figure of merit and is mainly
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(a)

0

Diff. 
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Figure 3.19: (a) Differential outputs of the AFE responding to a trapezoid pulse with
1 ns rise time and approximately 1.7µA amplitude. (b) Differential output voltage
response to large signal pulses with tr = tf = 1ns, pulse-width= 2 ns, and amplitude
of 7.2µA, 13µA, 19µA, 25µA, and 30µA.
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Figure 3.20: Output noise measurement setup.
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Figure 3.21: Noise performance of the AFE. Differential output noise is equal to
6.4mVrms which translates to 72 nA input-referred rms noise current. The bandwidth
is set to the maximum limit to account for the high frequency components of the noise.

94



Rs Cc

 
 

CPD

Cc

Cc

CcRs

 AFE

IN

IP

ON

OP
50  

VNA

 

VDD

Bias Tee

Figure 3.22: The test setup that was used to the measure power supply gain. The Bias
Tee provides at least 50 dB isolation between the power supply and VDD terminal of
the chip.
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PSRR is achieved within the -3dB bandwidth when no decoupling capacitor is used.
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technology dependent, transimpedance-BW product of a TIA is not a good figure

of merit as it depends on the operating BW [82]. Nevertheless, we can define a

FoM = RT .BW 2
−3dB.CPD/(in,in/

√
∆f) that is less dependent to the BW [83] and

includes the input referred-noise current spectral density. With this FoM , our pro-

posed AFE outperforms the prior arts. It is important to mention that for the same

bandwidth, a single-ended AFE can be loaded by twice as much photodiode’s ca-

pacitance as a fully differential one can be. Also, a fully differential AFE consumes

more than twice as much power as the single-ended counterpart does. However, a

fully differential AFE, especially with our proposed topology achieves a much superior

PSRR performance which is critical in terms of signal integrity and stability. Tack-

ing this into account, our prototype consumes less DC power and occupies less area

compared to other differential configurations except [84, 85]. However, [84] excludes

the output buffer consumption which is the most power hungry block and achieves

to a less transimpedance gain and a higher noise. Also, [85] is driven with a smaller

photodiode capacitance and presents a higher noise, lower transimpedance gain, and

lower PSRR.
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3.5 Conclusion

An analog front-end (AFE) for pulsed ToF Lidar receivers was fabricated and

tested in a 0.11µm CMOS process. The chip performance satisfies all the desired

specifications discussed in the beginning of the chapter. The implemented proto-

type is based on a transimpedance-to-noise optimization approach for resistive shunt-

feedback TIAs. This optimization yields a front-end FET size for which a significant

reduction in area and power consumption is achieved compared to only noise optimiza-

tion. On the other hand, the noise performance of the TIA with the transimpedance-

to-noise optimization approach remains very close to the theoretical minimum noise

of the TIA. The approach and the topology that is used in this work allows using a

fewer number of stages that enables achieving an outstanding PSRR performance and

obviating the necessity for an offset cancellation circuitry. Also, the analytical deriva-

tions in this paper help designers to quickly find out the performance boundaries and

conditions without a circuit implementation and simulation.

98



CHAPTER IV

A New TIA Topology: Push-Pull Regulated

Cascode TIA

4.1 Introduction

In the previous chapter, different flavors of resistive shunt feedback TIA were used

for communication and sensing applications. Another topology that can potentially

be used as a TIA is a common gate (CG) amplifier as its input resistance is typically

low and therefore can possibly provide a wide bandwidth. Fig. 4.1 depicts a CG TIA

at which the signal current is applied to the source of the FET. In this configuration,

most of the signal current is absorbed by the source of the FET and appears with

the same level at the drain of the FET. Therefore, the low frequency transimpedance

VB

VDDVDD

Iin

RD

RS

VO
II

CPD

Figure 4.1: The common gate (CG) configuration as a potentially low noise wide
bandwidth TIA.
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gain turns out to be

RT ≈ RD. (4.1)

In addition, the low frequency input resistance of the CG TIA is equal to

Ri ≈
1

gm
. (4.2)

Assuming the load has little capacitance, the input resistance of the TIA along with

photodetector capacitance determines the bandwidth. Moreover, ignoring the channel

length modulation, only the bottom and top resistors contribute to the noise. As a

result, the low frequency input-referred noise current spectral density equals

i2n,in =
4kT

RS

+
4kT

RD

. (4.3)

Also, for the DC power consumption we can write

PDC = VDDI. (4.4)

In the CG configuration, we prefer to increase RS as much as possible for two reasons:

first, this prevents the transimpedance gain drop by RS and second, as evident from

(4.3) it reduces the input referred-noise current. However, the rise in the RS is

constrained by the voltage headroom consumption of RS, that is RSI. Nevertheless,

the use of RS for the bias is inevitable. To utilize the RS for the signal amplification,

we propose the topology shown in Fig. 4.2 which we call push-pull common gate

(PPCG), recalling push-pull power amplifier. This configuration halves the input

resistance, doubling the bandwidth. In fact, assuming the same transconductance for

the N and P devices, i.e., gmn = gmp = gm, and RDP = RDN = RD, we can list the
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same parameters obtained for the CG configuration as

RT =
RD

2
(4.5)

Ri =
1

2gm
(4.6)

i2n,in =
4kT

RDP

+
4kT

RDN

(4.7)

when biased with the same current of I. Also, to have the voltage headroom con-

sumed by RDP and RDN identical to those of RS and RD, the supply voltage has

to be increased by an overdrive voltage. Allocating 0.1VDD overdrive voltage for MP

increases the DC power consumption to

PDC = (VDD + VOD,P )I = 1.1VDDI. (4.8)

Therefore, if we get the signal at the drain of either MN or MP , the proposed TIA

achieves the same noise, with twofold bandwidth two times smaller transimpedance

gain, at the cost of 10% extra power consumption. Of course, if we add the signals

at the drain of MN and MP , the transimpedance gain remains unchanged.

One may argue that doubling the bandwidth can be achieved with the conven-

tional CG without sacrificing the gain. However, to double the bandwidth, the

transconductance has to be doubled which requires a four times higher bias current.

In other words, using the long channel transistor model for the transconductance,

gm =
√

2µnCox
W
L
I, the current has to be 4x to double the bandwidth. Therefore the

previous specs obtained for the CG TIA turn out to be

RT = RD × 1

4
(4.9)

Ri =
1

2gm
(4.10)
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VDDVDD

CPD Iin

Figure 4.2: The schematic of the push-pull common gate (PPCG).

VB

VDDVDD

IinRS

VO
4I4I

4

RD
4
RD
4

CPD

Figure 4.3: The bias current has to be 4 times higher in the conventional CG to
provide the same input resistance.

i2n,in =
4kT

RS

× 4 +
4kT

RD

× 4 (4.11)

PDC = VDDI × 4. (4.12)

It is therefore obvious that the proposed TIA certainly outperforms the CG TIA.

4.2 Push-Pull Regulated Cascode TIA

While the CG TIA is simple and stable, it is rarely used because of poor noise

performance. In other words, increasing RD in (4.3) to attempt to reduce the input-
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CPDIin

Vout

VDDVDD VDDVDD

Figure 4.4: The schematic of the regulated cascode (RGC) TIA.

referred noise current is constrained by voltage headroom consumption, despite the

resistive shunt feedback TIA where there is no DC current flow across the feedback

resistor. On the other hand, to increase the bandwidth, it is desired to increase

the DC current to decrease the input resistance which subsequently imposes further

limitations on the voltage headroom consumed by RD. To alleviate this, a regulated

cascode (RGC) TIA is commonly used [76]. Fig. 4.4 shows the schematic of the

RGC TIA. In this configuration, instead of having a constant voltage at the gate of

M1, a voltage with a negative sign that is proportional to the source voltage of M1

is provided, reducing the input resistance. In other words, assuming MB and RB

provide a gain of A = −gmRB, it is straight forward to show that

Ri =
1

(1 + A)gm
. (4.13)

In fact, the bandwidth of the CG is widened by a factor of (1 + A). Therefore, we

can reduce the bias current of the TIA to achieve the same bandwidth as the CG

counterpart, allowing more voltage headroom for RD.

Likewise, we can take advantage of this technique over the proposed push-pull

TIA. Fig. 4.5 depicts an implementation of this idea where the two diodes are used
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CPD

M1

Iin

-A

M2

VOP

VON

VO

VDDVDD

IB

IB

Figure 4.5: The schematic of the proposed push-pull regulated cascode (PPRGC)
TIA.

to provide proper bias voltages for M1 and M2. Similarly, we can readily prove that

Ri =
1

2(1 + A)gm
(4.14)

assuming the same transconductance for N and P devices. In this circuit, VON and

VOP are added to prevent the transimpedance loss of (4.5). Fig. 4.6 illustrates the

implementation of the proposed PPRGC TIA in a CMOS process where the biasing

diodes are realized by diode connected FETs.

4.3 Experimental Results

As a proof of concept, a prototype was fabricated in a 130 nm CMOS process.

Fig. 4.7 shows the chip photo where the TIA core occupies roughly 20µm× 20µm

in area. We can characterize a TIA with a photodiode simulator [80–82]. Fig. 4.8a

shows the network used to convert the voltage to the current. On the other hand,

104



R1

R2

CPD

M1

Iin

M2

VOP

VON

VO

VDD

VDD

M3

VDDM4

M5

M6

M7

R3

R4

R5

R6

Figure 4.6: An implementation for the PPRGC TIA.
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VDD GNDGND

GND GND

GND GND

Figure 4.7: The PPRGC prototype fabricated in a 130 nm CMOS process. The TIA
core occupies about 20µm× 20µm in area.

an open drain test buffer is used to provide the drive capability for the TIA core

as shown in Fig. 4.8b. At a supply voltage of 1.2V, the chip draws 1.13mA,

consuming 1.36mW of DC power including the test buffer. Fig. 4.9 demonstrates

the output response to a PRBS-31 with a data rate of 2Gbps and 4Gbps. There is

a slight closure in the 4Gbps eye which is due to unequalized loss and dispersion of

long coaxial cables. The output noise is also measured by the same oscilloscope as

shown in Fig. 4.10. The measured standard deviation of the output noise is 646µV.

The oscilloscope noise is measured to be 233µV . Therefore, the TIA output noise

becomes
√
6462 − 2332 µV = 602µV . The low frequency transimpedance gain of the

TIA was also measured to be about 0.5 kΩ. The output noise and the transimpedance
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10kΩ 

0.15pF

(a)

M1 M2IN

VDD

R1
R3

OUT

VDDVDD

R2

(b)

Figure 4.8: (a) An RC network to convert the voltage to current for the test of the
TIA (b) the test buffer connected to the output of the core TIA to drive 50Ω test
equipment.

gain results in an input-referred rms noise current of 1.2µA. However, the simulation

shows an input-referred noise current of about 0.7µA. The test buffer not only adds

extra noise at the output, but also decreases the transimpedance gain, increasing the

input-referred noise current.
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(a)

(b)

Figure 4.9: (a) Output response to a PRBS data with the data rate of 2Gbps (b)
4Gbps .
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Figure 4.10: The output noise measured by the histogram of the oscilloscope.
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CHAPTER V

A CMOS Sensor for Measuring Parasitic

Capacitance of On-Chip Photodetectors

5.1 Introduction

The parasitic capacitance of photodetectors is a critical parameter that deter-

mines the bandwidth of the transimpedance amplifiers (TIA) and other specifications.

Knowing the precise amount of the capacitance allows accurate design and optimiza-

tion of the TIAs. However, the capacitance measurement of on-chip photodetectors is

challenging. Conventionally, the capacitance of the photodetector is characterized by

measuring scattering parameters using vector network analyzers. However, the test

setup introduces errors, even with a calibration, in the measurement of the capaci-

tance of photodetectors that have low capacitance. To reduce this error often times

big photodetectors are fabricated and characterized. The smaller photodetectors ca-

pacitance is then estimated based on the bigger photodetector. However, this process

costs a large silicon area and still leaves systematic errors in the measurement. There-

fore, it is highly desirable to develop low cost techniques by which we can measure

the actual photodetector capacitance.

Different techniques in the past have been used for capacitance measurement in a

wide range of applications such as interconnects [87], mismatch between small capac-
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itors [88], accelerometers [89,90], gyroscopes [91], biological sensors [92,93], humidity

sensors [94], and displacement sensors [95]; however, no work has been reported for

the on-chip measurement of the capacitance of photodetectors.In this dissertation, a

versatile CMOS sensor is proposed that outputs a DC voltage that is proportional to

the capacitance of the photodetector. The sensor can measure the capacitance of the

photodetectors with either cathode or anode connected to the TIA.

Fig. 5.1a shows a shunt feedback TIA with a common anode (CA) photodetec-

tor. This configuration is used when the DC voltage provided by the shunt feedback

resistor is sufficiently high to fully reverse bias the photodetector. The parasitic ca-

pacitance of the photodetector consists of the junction capacitance of the diode (CJ)

and the capacitance of the cathode terminal to the substrate (CM) which includes

n-type fingers and the corresponding metal capacitance to the substrate. The pho-

todetector capacitance that directly impacts the TIA bandwidth and noise is CJ+CM .

If the DC voltage provided by the TIA is not enough to completely reverse the bias

of the photodetector, a common cathode (CC) configuration with an external voltage

of VPD as shown in Fig. 5.1b should be used. Likewise, CJ +CM in this configuration

impacts the TIA bandwidth and noise as VPD is ac ground. Therefore, in either case,

the ultimate goal is to precisely measure the CPD = CJ + CM .

5.2 Photodetector Capacitance Meter

Fig. 5.2a and Fig. 5.2b depict the configurations to measure a CC and CA

photodetector capacitance, respectively in which ϕ1 and ϕ2 as shown in Fig. 5.3 are

two non-overlapping periodic voltages generated by a clock source with the period

of TCK . When ϕ1 = ϕ2 = 0, the photodetector capacitors are charged by Vref .

Conversely, when ϕ1 = ϕ2 = Vref , the photodetector capacitors are discharged. The

voltage levels of CJ and CM of Fig. 5.2b can be seen in Fig. 5.3. For this configuration
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RF

-A(s)

CMCJ

Vout

(a)

RF

VPD

CMCJ

-A(s) Vout

(b)

Figure 5.1: (a) A shunt feedback TIA with a common anode (CA) photodetector (b)
a shunt feedback TIA with a common cathode (CC) photodetector.

we can write the average power dissipated on the Vref as

Pavg = VrefIavg =
1

TCK

TCK∫
0

VrefIref (t) dt

=
1

TCK

t2∫
t1

Vref (CJ
dVCJ

dt
+ CM

dVCM

dt
) dt = fCKCPDV

2
ref .

(5.1)

Therefore, we can find the photodetector capacitance as

CPD =
Iavg

fCKVref

. (5.2)

For the CA configuration, we can simply set VPD = 0 which results in the same

capacitance obtained in (5.2).

112



Vref

Φ1Φ2

CMCJ

CLK
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CLK
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Iavg

VPD
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(b)

Figure 5.2: The test setup used to measure the parasitic capacitance of a (a) CA
photodetector (b) CC photodetector.

Φ1

Φ2

Vref -VPD

-VPD

0

Vref 

Vref 

0

VCJ
VCJ

Vref 

0
VCM
VCM

0 t1 t2 t3 TCK

Φ1

Φ2

Vref -VPD

-VPD

0

Vref 

Vref 

0

VCJ

Vref 

0
VCM

0 t1 t2 t3 TCK

Figure 5.3: Non-overlapping voltages generated by a clock source with the frequency
of fCK .

While in this technique we can obtain the unknown capacitance of the photode-

tector by measuring the average current drawn from Vref and knowing the clock

frequency and the reference voltage, it is hard to measure the average current on the

chip. It is therefore desired to convert this average current to a voltage. As shown

in Fig. 5.4 the proposed circuit to convert the average current to voltage for both

configurations is indeed a TIA with a very bandwidth. Assuming a very high DC
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gain for the core amplifier (A0 ≫ 1), it is straightforward to show that

Iavg ≈
Vout − Vref

RF

. (5.3)

Plugging (5.3) in (5.2) yields

CPD ≈ Vout − Vref

fCKVrefRF

. (5.4)

The converted voltage is then followed by a unity gain buffer. The buffer provides a

constant and known load with little capacitance for the TIA. As a result, the stability

of the TIA is ensured.

It is of utmost importance for the differential core amplifier of the TIA to have

a very high DC gain to make sure that the negative terminal of the amplifier has

almost the same voltage as Vref . Otherwise, a systematic error is introduced in the

capacitance measurement. Fig. 5.5 shows the schematic of the core amplifier. Seven

identical FETs with maximum channel length are connected in series to boost the

output resistance and subsequently the DC gain. Also, the gate of the NFET tail

current source, MB, is connected to the gate of the PFET diode connected devices.

The negative feedback provided in this way provides a proper current, obviating the

need for an external current source. Fig. 5.6 shows the frequency response of the

amplifier over the process and temperature corners, indicating a gain of about 60 dB.

The offset of the amplifier can also introduce a random error. To alleviate this

issue, the FETs are interdigitated in the layout and their dimensions are largely sized

to reduce the mismatch. Also, the series connection of the FETs to increase the

output resistance further the random mismatch to a further extent. As shown in Fig.

5.7, the input-referred offset voltage distribution of the amplifier is simulated using

Monte Carlo. It is evident that 3 σ < ±3mV.

Fig. 5.8 demonstrates the transient output voltage of the implemented circuit
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Figure 5.4: (a) Shunt feedback TIA and the first post amplifier (PA1) (b) the simpli-
fied model of the TIA.

with RF = 100 kΩ. For this simulation, the clock frequency is set to 100MHz while

Vref = 1V. In this simulation, a known capacitance of 20 fF is used. Plugging

the output voltage at the steady state, that is 1.2V into (5.2) results in the same

capacitance of 20 fF. Fig. 5.9 represents the value of CPD distribution over process

and mismatch. The mean value of the capacitance is 20.5 fF while the standard

deviation is about 1 fF. This in turn makes the ±3σ = ±3 fF which is roughly ±15%

of the photodetector capacitance. The amplifier has little impact on this uncertainty

owing to the high DC gain and low input-referred offset voltage, as discussed earlier.

However, the feedback resistor in the fabricated process has a tolerance of ±15%

which is indeed the primary source of uncertainty in the proposed capacitance meter.
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Figure 5.5: The schematic of the differential amplifier used in the proposed capaci-
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Figure 5.6: The frequency response of the amplifier over the process and temperature
variations.
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Figure 5.8: The transient output voltage of the proposed photodetector capacitance
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Figure 5.9: The photodetector capacitance distribution over the process and mismatch
variations. A 3σ ≈ ±15% is achieved.
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CHAPTER VI

Reflection-based Short Pulse Generation in CMOS

6.1 Introduction

In conventional pulse generation techniques, the pulse width is limited by the

switching time of the transistors. This is because in these approaches the transistors

are required to turn ON and OFF to generate the output pulses. For instance, an

XOR gate with square wave inputs that are delayed with respect to each other can

generate a rectangular pulse whose width is equal to the delay. However, the shortest

pulse width is proportional to the -3dB bandwidth of the XOR gate which is far less

than fT of the process. This becomes sever when the pulse needs to be delivered into

a low-impedance load such as 50Ω.

In order to generate pulses beyond the process switching time, a non-linear trans-

mission line can be used to form a soliton [96]. Likewise, non-linear transmission lines

can be extended to a two-dimensional lattice to compress further for sharper pulse

generation [97]. In [98], a short pulse is generated with interfering several frequency

tt

Figure 6.1: An XOR gate can generate a pulse whose width is determined by the
delay.
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harmonics beyond fmax of the process. While the aforementioned techniques generate

decent pulses, they occupy a large chip area. Moreover, the use of a high frequency

VCO/PLL at the input of these circuits is inevitable which results in high power

consumption. In addition, there are other techniques for a short pulse generation,

such as the spark gap inspired radiator [99]. However, these methods are not suitable

for non-radiating applications.

In this Chapter, we introduce a technique inspired by time domain reflectometry

(TDR) from a short-circuited termination to generate short pulses that can efficiently

be delivered to low impedance loads. In this method, a transistor is used to pump cur-

rent into a transmission line to form the forward-traveling edge of the pulse. This edge

travels along the transmission line and reflects back from the ac-ground termination

at the end of the line with 180o phase shift. The interference of the two forward- and

backward-traveling edges results in a pulse, and the pulse width is ideally set by the

length of the transmission line. The reflection-based short pulse generation (RSPG)

technique can be used to deliver the short pulse into a resistive on-chip or off-chip

load, an antenna, or another stage such as a power combiner for amplitude amplifi-

cation. As a proof of concept, we fabricated two chips with two different lengths of

transmission lines in a 0.11µm low cost CMOS process.

The rest of the chapter is organized as follows. Section 6.2 reviews the theory and

implementation of the reflection-based pulse generation (RSPG) technique. Section

6.3 presents the measurement results. Section 6.4 concludes the chapter.

6.2 Reflection-based Short Pulse Generation (RSPG) The-

ory and Implementation

In the well-know technique of TDR, a particular waveform is formed depending

on the transmission line characteristics and the termination impedance or the dis-
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continuities in the line. One of the ideal situations in which a rectangular pulse can

be formed is illustrated in Fig. 6.2a. In this schematic, once the switch is closed, a

voltage jump proportional to the series impedance of the DC voltage source and the

characteristic impedance of the transmission line develops. The abrupt voltage travels

along the line and reflects back in the opposite direction with an identical amplitude

but a negative sign due to the ac-ground termination. If the source resistance is equal

to the transmission line characteristic impedance, no additional reflection is formed.

Therefore, ideally, a rectangular pulse with VDC/2 amplitude is generated. Moreover,

the pulse width which is the round-trip time is given by

τ = 2
ℓ

vp
(6.1)

where ℓ is the length of the transmission line and vp is the wave propagation velocity.

Although this scheme can generate a voltage pulse at the output node of Vout, it

is unable to efficiently deliver it to low impedance loads such as 50Ω. With a minor

change at the input source we can deliver the generated pulse to a low impedance

load. Fig. 6.2b represents a scheme in which a current source with a matched shunt

resistor is used rather than a voltage source in a series connection with a matched

resistor. Here, Rs can be used as the low impedance load, and the pulse level across

it would be ideally Z0IDC/2.

Fig. 6.3a depicts a circuit realization of Fig. 6.2b. Whenever MRSPG is OFF

(ON) and a rising edge (falling edge) step voltage with amplitude greater than the

transistor threshold voltage is applied to the gate, the transistor serves as a switched

current source. The exact implementation of Fig. 6.2b requires a PMOS transistor

as the current switch. However, an n-type transistor is faster and hence preferred.

This means we need to bias the transistor drain using a VDD−RSPG supply at the

end of the transmission line which acts as an AC ground at the same time. A DC
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Figure 6.2: Pulse generation due to an ac-ground termination with: (a) voltage source
input in series with a resistor; (b) current source input in parallel with a resistor.

blocker capacitor can be used to remove the DC offset of the pulse. Also, a piece

of transmission line is needed to carry the generated pulse at the drain of MRSPG to

Rs which is a low impedance load. It should be noted that all the lines should have

characteristic impedance equal to Rs to avert undesired reflections.

MRSPG
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Figure 6.3: (a) Circuit realization of Fig. 6.2b, (b) the current injected by MRSPG,
Iinj, and (c) simple AC modeling of the pulse amplitude and width produced by the
RSPG technique where realistically rise-time of the Iinj is non-zero.

The width of the pulse produced by the RSPG technique is ideally determined by

the length of the transmission line, ℓ. However, the pulse width in reality is wider

than (6.1) as the injected current (Iinj) by MRSPG has non-zero rise-time/fall-time.
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Fig. 6.3b shows a simple AC modeling of Iinj(t) when a falling step voltage is applied

to the input of MRSPG. Also, Fig. 6.3c depicts interference of the incident voltage,

Vinc(t), and reflected voltage, Vref(t), at the drain ofMRSPG. Considering the reflection

preventive condition of Rs = Z0 we can write

Vinc(t) = Z0
Iinj(t)

2
(6.2)

and Iinj(t) = (IM/tr)t for t ≤ tr where tr and IM are the rise-time and the maximum

of Iinj, respectively. For t > tr, the injected current becomes constant and equal to

IM. As a result, Vinc(t) + Vref(t) yields the total voltage at the drain of MRSPG. We

can then find the amplitude of the pulse for τ ≤ tr,

Vpulse = Z0IM
τ

2tr
(6.3)

and the FWHM of the pulse

τ ′ = tr. (6.4)

The aforementioned modeling predicts that we can increase ℓ to increase the pulse

amplitude while keeping FWHM of the pulse constant. However, the model does not

take second order effects such as frequency dependent dielectric/conductor loss and

phase behavior of the transmission line into account. In reality the pulse with a longer

length undergoes a higher attenuation and dispersion, resulting a slightly wider pulse

width.

Also, we can observe that for τ > tr,

Vpulse = Z0
IM
2

(6.5)

and

τ ′ = τ. (6.6)
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The above equation suggests that we can arbitrarily tune the FWHM of the pulse

by adjusting the ℓ, as mentioned earlier in the paper. Nevertheless, (6.6) is always

greater than (6.4) (note the τ > tr condition), and since in this work we intend to

employ the technique to produce the shortest pulse with sufficient amplitude in a

process, we have chosen ℓ such that the associated τ is less than tr.

Equations (6.3) and (6.4) reveal that a steep step voltage at the gate of MRSPG is

desired to shorten tr so as to increase Vpulse and decrease τ ′. In addition, we like tr

to have the least sensitivity to the input step voltage or square wave. An amplifier

preceding MRSPG can reduce the rise-time of the input, if the input is slow. Fig. 6.4a

depicts the designed amplifier in which to make the edge sharper, the bridged shunt

series peaking gain-bandwidth extension technique [100] is used. A custom finger

capacitor and transmission line-based inductors are used in the amplifier to achieve

high quality factor at higher frequencies.

Likewise, cascading multiple stages of amplifiers can improve the total gain band-

width product. It can be shown that for a total gain of Atot, the optimum number of

stages that yields maximum bandwidth for the whole chain is given by Nopt = 2 lnAtot

[101]. The improvement from N = 1 to N = Nopt monotonically increases. However,

the rate of the improvement incrementing from (Nopt − 1) to Nopt is less than incre-

menting from (Nopt − 2) to (Nopt − 1). Simulations demonstrate that cascading 6

stages of the amplifier shown in Fig. 6.4a yields the best transient response. We still

can ameliorate the response by incrementing the number of stages beyond 6, how-

ever the difference is slight whereas the additional power consumption and area are

remarkable. Fig. 6.6a shows the small signal frequency response of the 6-stage ampli-

fier under VDD−AMP = 1.2V and Vinp,DC ≈ 0.62V conditions, achieving the unity gain

frequency of 75GHz (fT ≈ 80GHz). Fig. 6.6b demonstrates the transient voltage at

the gate of MRSPG, responding almost equally to a square wave voltage at the input

of the amplifier chain with fast and slow rise-time/fall-time.
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Figure 6.4: (a) The amplifier used for the sharpening of the input and (b) the
schematic of the Reflection-based Short Pulse Generator (RSPG).
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Figure 6.5: the die photographs of the fabricated chips.

The final implementation of the RSPG is shown in Fig. 6.4b. As discussed earlier,

ℓ mainly specifies the pulse characteristics. Thus, to provide a decent reflection from

the VDD−RSPG, it is essential to make the connection pad a solid AC ground. For this

purpose, a combination of a bank of MOS and MIM capacitors are used to bypass

the inductance introduced by the bonding wire. The locations of the capacitors are

highlighted in Fig. 6.5.

6.3 Measurement Results

Two chips are fabricated in a 0.11µm CMOS process with (fT ≈ 80GHz). The

die photographs are shown in Fig. 6.5 for ℓ = 150µm and ℓ = 300µm. The chip area

is 1160× 540µm2 including the decoupling capacitor bank, pads, and seal-rings. Fig.

6.7b shows the test setup used for the measurement. Since MRSPG in Fig. 6.4b acts

as a current source, VDD−RSPG does not significantly change the current level. Thus,

in the measurement the supply is set to 1V to reduce DC power consumption. On
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Figure 6.6: (a) Frequency response of the 6 amplifiers used to sharpen the input,
and (b) transient voltage at the gate of MRSPG, responding to square waves with
tr = tf = 40 ps and tr = tf = 200 ps, respectively. It can be seen that thanks to the
wideband amplifier chain, there is almost no difference at the output of the amplifiers
when square waves with fast or slow rise-time/fall-time is applied.

the hand, VDD−AMP affects the performance by changing the effective slope of rising

or falling edges at the gate of MRSPG so we set VDD−AMP to 1.2V. Given these values,

the chips consume 86mW for a pulse repetition rate of 4GHz.

The input waveform is produced using Keysight M8195A Arbitrary Wave Gener-

ator. The rise/fall time of the input was set to 40 ps, although the performance of the

chip is not affected by this value as the 6 internal amplifiers sharpen the signal that

is applied to the gate of MRSPG. The AWG is connected by a K-band cable to the

input probe (Cascade GSG 67GHz). On the other side, the output probe (Cascade

GSG 67GHz) is connected to Anritsu (50 kHz-65GHz) BIAS TEE to remove the DC

component via a 3-feet V-band cable (67GHz). Keysight Digital Communication An-

alyzer (DCA-X86100D) wide-bandwidth oscilloscope is used to display and measure

the pulse characteristics.

Fig. 6.8 displays one of the pulses tested on the chip with ℓ = 150µm. With the

mentioned setup, full width at half maximum (FWHM) and amplitude of the pulse
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Figure 6.7: Measurement of the pulse generator using a probe station. The long cable
at the output introduce a great amount of dispersion and attenuation.
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Figure 6.8: A single pulse captured for the chip with ℓ = 150µm. The amplitude and
FWHM are ≈ 0.21V and ≈ 13 ps, respectively. The pulse is highly attenuated and
dispersed mainly due to the 3-feet V-band cable used for the pulse measurement.

are measured to be 13 ps and 210mV, respectively. In addition, the frequency of the

input waveform is varied and the output pulse train is captured. Fig. 6.9a and Fig.

6.9b demonstrate pulse train for repetition rates of 4GHz and 8GHz, respectively.

Amplitude and pulse width of the pulse remain almost constant.

Unfortunately, multiple blocks with limited cut off frequencies on the output rout

of the test-setup reduce the amplitude and increase the pulse width. The major

degradation is caused by the 3-feet V-band cable which presents frequency dependent

loss [102].To extract the real signal we performed the following steps. Insertion loss

of the 3-feet V-band cable and the DC blocker were measured by a wideband signal

source/spectrum analyzer and a VNA. In addition, time domain impulse response of

the DCA was measured and transferred to frequency domain. Moreover, the probe

was characterized by the scattering parameters provided in the datasheet. Fig. 6.10a

illustrates the transfer function of the output fixture that limits the measurement.

Applying inverse Fourier Transform over the multiplication of the measured data by
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(a)

(b)

Figure 6.9: Output response with a repetition: (a) 4GHz and (c) 8GHz.The ampli-
tude and pulse width are kept almost constant over frequency change.
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6.8ps

Figure 6.10: (a) Frequency response of the probe, 3-feet V-band cable, DC blocker,
and the DCA. This is achieved by multiplication of the FFT of the measured impulse
response of the DCA by the measured and fitted transfer function of the rest of the
fixture.(b) Estimated pulses after de-embedding.

Table 6.1: Table of Comparison

This work
ℓ=300µm

This work
ℓ=150µm

[96] [97] [98]

FWHM (ps) 16* (8.8�) 13* (6.8�) 23* 9.6 (6.3�) 2.6

Pulse Peak
Power (mW)

3.7* (19.2�) 0.88* (7.7�) 18 145.8 0.46

Measurement
Domain

Time Time Time Time Frequency

Pulse
Generation
Technique

Reflection-
based

Reflection-
based

Nonlinear
T-Line

Lattice
Intefering
traveling
wave

Power
Consumption

(mW)
146� 86� N/A N/A 435

DC-to-Peak
RF Efficiency

2.5* (13.1�) 1* (8.95�) N/A N/A 0.1

Area (mm2) 0.63 0.63 N/A 9 2.53

Technology
0.11µm
CMOS

0.11µm
CMOS

0.18µm
SiGe

0.13µm
CMOS

65 nm-LP
CMOS

*Limited by the test set-up. �After de-embedding. �Measured @ 4GHz. PDC is
reduced with decreasing the input repetition frequency.
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the inverse of the transfer function of the fixture in frequency domain yields the de-

embedded signal in time domain. Fig. 6.10b represents the estimated pulses after

de-embedding for ℓ = 150µm and ℓ = 300µm. It is worth mentioning that the

passive structures were modeled in a 3D-EM CAD tool from DC to 800GHz, and

the simulation results are consistent with the de-embedding. Table 6.1 reviews the

achieved performance by the RSPG technique.

6.4 Conclusion

Two proof of concept prototypes were fabricated in a 0.11µm low cost CMOS

process that demonstrate a low cost, compact, and systematic method for producing

a pulse with short width and high amplitude. The pulse can be efficiently delivered

to low impedance loads such as a resistive on-chip or off-chip load, an antenna, or

another stage to boost the amplitude. Therefore, with this technique, multiple power

combiners can be systematically used for increasing the amplitude without compro-

mising the pulse width. The 1st order mathematical model presented in this chapter

for estimating the pulse width and amplitude is highly consistent with simulations

and experimental results.
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CHAPTER VII

An Energy Efficient Fully Integrated 20Gbps

OOK Wireless Transmitter at 220GHz

7.1 Introduction

Based on Shannon’s channel capacity theorem, bandwidth and signal power de-

termine the channel capacity limit. To achieve a high data-rate, a high bandwidth

is necessary but not sufficient. This is because at higher bandwidths, the channel

capacity limit is proportional to the signal power level. As a result, generating higher

signal power at higher frequencies is of the utmost importance. However, power

generation in mm-wave/terahertz bands in silicon is very challenging. In addition,

modulation loss degrades the data-rate even more. In this regard, any reduction in

loss and enhancement in the signal power helps to raise the data rate.

While high data rate transmitters have been reported in [103–106], a high level of

integration and energy efficiency is desired for portable applications. In this work, the

high frequency carrier is extracted from a harmonic oscillator. This enables removing

external oscillators and frequency multipliers, resulting in a higher efficiency. In

addition, an on-chip antenna is used to transmit the modulated signal. Likewise, this

integration helps in reduction of the loss in the modulated signal path. Moreover, we

have designed the baseband modulator in a way that consumes zero DC power.
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Figure 7.1: Block diagram of the energy efficient fully integrated on-off keying trans-
mitter.

7.2 Implementation

Fig. 7.1 shows the transmitter block diagram. First, the baseband data is ampli-

fied by a 7-stage buffer. Then, the output of the buffer is fed to a modulation switch

which conducts the signal from the harmonic oscillator to the antenna, or blocks it

from flowing to the antenna. That is, once the oscillator is turned on and settled,

the second harmonic signal of the oscillator will be directed to the ground, or the

antenna, for data transmission. In this approach, only an initial latency is required

for the oscillator to settle. This yields a faster OOK modulation compared to the

case where the oscillator itself is turned on and off with the baseband data.

The oscillator structure is represented in Fig. 7.2. A push-push configuration

which is compact and can achieve high efficiency is adopted for harmonic signal

generation [107]. The oscillator is designed to oscillate at fundamental frequency

(f0) of 110GHz, and its second harmonic is extracted at 220GHz. To boost the

signal power, not only optimum phase is set between the gate-drain, but also source

degeneration is exploited as explained in [107]. The source degeneration pushes the
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Figure 7.2: Schematic of the harmonic oscillator.

transistors to operate more in triode region. This gives rise to a highly non-linear

operation of the transistors, producing high harmonic signal power. The transmission

lines at the drain determine the fundamental oscillation frequency. A quarter wave

length transmission line at 2f0 provides DC path to the oscillator.

A constant load shunt single-pole single-through (SPST) switch modulates the 2nd

harmonic signal. The shunt SPST switch has a low insertion loss when transferring

power. Also, the switch is designed in a way that it achieves the required functionality

without connecting to supply, resulting in zero DC power consumption. As shown

in the Fig. 7.3, in “ON” state, when Q1 and Q2 are off (VB1, 2=0V), a capacitive

impedance looking into the collectors appear are tuned out with shunt inductors

(TL1 and TL2). As a result, most of the 2nd harmonic current flows from Port1

to Port2. In “OFF” state when Q1 and Q2 are on (VB1, 2=1V), the low resistance

of the collector-emitter conducts most of the 2nd harmonic current to the ground.

In other words, the switch blocks the 2nd harmonic current flow into the antenna.

Having a quarter wavelength impedance converter, the constant load switching will
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Figure 7.4: Insertion loss of the switch when transferring and blocking the signal.

be obtained. TL3 along with the parasitic capacitors of Q1 and Q2 helps to obtain

a constant load at Port1 when Q1 and Q2 are in ON or OFF states. This in turn

suppresses undesired disturbance in oscillation that could occur because of the varying

switch impedance, resulting in less Inter Symbol Interference (ISI). TL4, quarter wave

length at 2f0, isolates the 2
nd harmonic current leakage into the buffer. The insertion

loss at 220GHz for the designed switch in the ON and OFF states are 2 dB and 14 dB,

respectively.

To radiate the modulated second harmonic signal, a slot antenna comprised of the

top metal of the process is employed. The antenna has a length of 264µm which is

approximately half wavelength at 220GHz. Fig. 7.5 depicts the antenna dimensions.
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Figure 7.5: The on-chip slot antenna.

To prevent internal reflections of the radiated signal from the slot antenna, a high

resistivity hemisphere silicon (Si) lens along with a 280µm high resistivity undoped

silicon slab is attached to the fabricated chip.

7.3 Experimental Results

Various measurement setups were used to characterize and test the transmitter.

Fig. 7.6 is a photo of the wireless link measurement setup. A VDI Erikson PM4

power meter was used to capture the received power. By matching the Friis equation

with the measured received power, the far field region was determined (Fig. 7.8). An

EIRP of 2.8 dBm for the chip was measured given the free space path loss (FSPL),

gain of the receiver antenna, and loss of the cables. To increase the signal power and

subsequently range, we can coherently couple more oscillators [108–110] .Also, the

measured pattern of the slot antenna along with the Si slab and lens is shown in Fig.

3.

Frequency domain and time domain test setups are shown in Fig. 7.7 and Fig.

7.11, respectively. A Keysight M8195A Arbitrary Waveform Generator (AWG) with

2-feet K-band cables were used to feed PRBS-9 baseband data to the TX. To min-

imize the baseband data attenuation, the chip was mounted on a PCB with 0.6mm

thickness and Rogers 3003 substrate. The modulated signal was then captured using

Rohde&Schwarz FS-Z325 harmonic mixer and VDI WR-3.4 diagonal horn antenna,

as demonstrated in Fig. 7.12 and Fig. 7.13. Frequency spacing of 19.6MHz and
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Figure 7.6: The wireless transmitter test setup environment.
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Figure 7.7: Spectrum measurement setup.

39.14MHz can be seen corresponding to 10Gbps and 20Gbps input baseband data.

A VDI WR-3.4 ZBD (zero bias detector), the WR-3.4 diagonal horn antenna, and

Teflon lens with a Keysight DCA-X 86100D wide-bandwidth oscilloscope were em-

ployed to represent time domain measurement of the transmitter. With 5 pW/
√
Hz,

2000V/W, and 6 kΩ corresponding to the equivalent noise power (NEP), responsiv-

ity, and output impedance of the WR-3.4 ZBD, respectively, and also 1.9 nV/
√
Hz as

the input noise of the oscilloscope, the SNR drops 26 dB due to the large impedance

mismatch between the ZBD output and oscilloscope input. This remarkable SNR

drop causes the signal to fall below the minimum detectable signal level of the os-
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Figure 7.8: The received power as a function of distance.
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Figure 7.9: The radiated antenna pattern.
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Figure 7.10: The simulated 3D radiation pattern of the antenna.
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Figure 7.11: The time domain measurement setup.

10Gbps 

Δf=19.6MHzΔf=19.6MHz

D = 15cm (w/o Lens)

(a)

20Gbps D = 15cm (w/o Lens)

Δf = 39.14MHzΔf=39.14MHz

(b)

Figure 7.12: Spectrum of the received signal at (a) 10Gbps modulated signal (b)
20Gbps.

cilloscope. Therefore, to increase the signal level, a cascade of a low noise amplifier

and a broadband amplifier with 10GHz and 14GHz bandwidth were used to amplify
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Figure 7.13: Eye diagram of the received signal at (a) 10Gbps modulated signal (b)
20Gbps.

the signal. In addition to the significant SNR drop, the dispersion of the K-band ca-

bles and PCB transmission lines, eye diagrams are adversely affected by the limited

bandwidth of the cascaded amplifiers and their added noise. The eye diagrams of

the received signal corresponding to 10Gbps and 20Gbps data rate are shown in Fig.

7.13.
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7.4 Conclusion

A 20Gbps OOK wireless transmitter prototype at 220GHz was fabricated in a

55nm SiGe BiCMOS technology. Thanks to harmonic oscillator and zero power mod-

ulation switch and antenna integration, high energy efficiency is achieved. Attractive

for short-range and portable high-speed communication links, with the measured

20Gbps data-rate, the chip achieves a 3.15 pJ/bit energy efficiency. Table 7.1 sum-

marizes performance of state-of-the-art designs.

Table 7.1: Performance Summary and Comparison with Prior Arts

References [103] [104] [105] [106]
This work

[111]

Freq. (GHz) 217 100-120 240 390 226

Modulation
OOK dual
(X-Y)

polarized
16QAM QPSK BPOOK OOK

Data-Rate (Gbps) 24.4 20 16 28 20

Pdc (mW) 900 520 220 114 63

On-chip oscillator Yes No No No Yes

On-chip antenna Yes No Yes No Yes

EIRPTX (dBm) 21.1 - 1 - 2.8

Distance (cm) 10 20 1 - 25

Efficiency (pJ/bit) 36.9 26 13.75 4.07 3.15

FOM
(EIRP/Pdc,TX)

0.143 - 0.006 - 0.034

Area (mm2) 2.8 3.17 2 0.39 0.38

Technology
130nm
SiGe

BiCMOS

180nm
SiGe

BiCMOS

65nm
CMOS

28nm
CMOS

55nm
SiGe

BiCMOS
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APPENDIX A

Derivation of Power Supply Gain using

S-Parameters

We can use the measured scattering parameters to drive an equation for the gain

from the power supply terminal to the AFE output. Using the scattering parameters

definition we can write [112]

V −
1 = S11V

+
1 + S12V

+
2

V −
2 = S21V

+
1 + S22V

+
2

(A.1)

where the subscripts and superscripts denote the port number and incident/reflected

voltages at the corresponding port, respectively. We connect the first port and second

port of the VNA to the supply terminal and output of the AFE, respectively. Con-

sidering the AFE is unilateral which is a valid assumption verified by measurement,

we can find the voltage at the supply terminal as

Vsup = (1 + S11)V
+
1 . (A.2)
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Likewise, the voltage at the output of the AFE is

VON = S21V
+
1 (A.3)

as the incident voltage at the second port is zero due to the 50Ω termination. There-

fore, using (A.3) and (A.2), we can find the power supply gain equation used in

(3.10).
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