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ABSTRACT

This work demonstrates a solution-adaptive approach for solving fluid-structure inter-

action problems using high-fidelity numerical methods along with a detailed analysis

of mesh-motion errors. A high-order partitioned approach is applied to couple the

fluid and the structural subsystems, where the fluid subsystem is discretized using

a discontinuous Galerkin finite-element method, while the structural solver uses a

continuous Galerkin discretization. High-order time integration schemes are used by

the coupled solver to march forward in time, and the spatial meshes of the fluid and

the structural subsystems are adapted using output-based methods. The error es-

timates for the unsteady outputs are evaluated by calculating the unsteady adjoint

of the coupled problem. Adaptive meshing is used to demonstrate the importance

of mesh-motion errors on output convergence and a comprehensive analysis is con-

ducted to control such errors arising from the mesh deformation algorithm. The

adapted meshes converge at a faster rate with fewer degrees of freedom, thereby in-

creasing accuracy and reducing computational cost. The benefits of adaptive meshing

are demonstrated on two-dimensional and three-dimensional aeroelastic problems for

a variety of coupled outputs. As an alternative to the adjoint-based mesh adap-

tation process, a data-driven method is also developed to improve the efficiency of

non-uniform anisotropic mesh generation.
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CHAPTER I

Introduction

The interaction between an elastic structure and an internal or surrounding fluid

flow is a phenomenon observed in many areas of engineering. These problems, which

fall under the umbrella of Fluid-Structure Interaction (FSI), play a prominent role in

many scientific fields. Design of wings in modern aerospace vehicles [26, 27], wind tur-

bines blades [133], cable-stayed bridges [109, 108], energy harvesting devices [4, 115],

and prosthetic heart valves [57] are a few examples of such problems. The appli-

cation of interest of this thesis is in the field of aerospace engineering. Historically,

design cycles of aerospace vehicles relied primarily on wind tunnel experiments to

characterise newer designs. However, with increasing cost of wind tunnel tests and

an inability to simulate realistic flow conditions as seen by aircraft, there has been

a shift towards incorporating numerical simulation in vehicle design [1]. Advance-

ments in computer hardware and developments in the fields of numerical methods,

computational fluid dynamics (CFD) [51], computational structural dynamics (CSD)

[81], thermal simulations [64], computational acoustics [116] have helped accelerate

the design and analysis of newer vehicles.

In modern aerospace vehicles, the relevant physical phenomena are quite complicated.

These vehicles consist of flexible structural parts that are under stresses induced by
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high temperature environments and the fluid flow. The dynamics of the guidance and

control system also play a significant role in the physics. Design for space also involves

the aerothermodynamic coupling of spacecraft surface chemistry, which is important

for analysis of plume and aerodynamic heating. As the various subsystems involved

in the design are inherently coupled, a single subsystem analysis is unable to capture

the non-linearities and instabilities that can occur due to the coupling of such sub-

systems. In order to design vehicles that are safe in the entire flight envelope, being

able to accurately capture the coupled phenomena has become paramount. The need

to accurately capture coupled physics has resulted in advancements in the fields of

multi-physical system analysis including aeroelasticity, aeroservoelasticity, aerother-

moelasticity, aeroacoustics, etc. The focus of this work is the field of aeroelasticity,

which comes under the umbrella of FSI problems.

Based on the seminal book by Bisplinghoff et al.[18] -“Aeroelasticity is defined as

a science which studies the mutual interaction between aerodynamic forces and elastic

forces, and the influence of this interaction on airplane design. Aeroelastic problems

would not exist if airplane structures were perfectly rigid. Modern airplane struc-

tures are very flexible, and this flexibility is fundamentally responsible for the various

types of aeroelastic phenomena.” Aeroelastic phenomena in modern high-speed air-

craft have profound effects on the design of structural members and somewhat lesser

but nonetheless important effects on mass distribution, lifting surface planform, and

control systems. Accurate prediction of aeroelastic phenomena, such as bifurcations,

limit-cycle oscillations, flutter, control divergence, control effectiveness, buffet, con-

trol system reversal, and load distribution, has become important for newer, more

efficient designs.

Work in the field of FSI began in the late 1970s and early 1980s. Since the ear-
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lier works of Belytschko [16], Bathe and Hahn [12] and Donea et al. [34], the field of

computational FSI has reached a significant level of maturity. The numerical simula-

tion of FSI started to takeoff in the 1990s and has progressed to such an extent that

flutter points of a complete F-16 fighter jet can be numerically obtained [37]. Ad-

vances in the power of computers and the development of new numerical techniques

have made it feasible to effectively address complex industrial problems by means of

a purely computational FSI analysis. However, computational costs of these multi-

physics simulations are still a bottleneck [37] in the design process. There exists a

growing need for the application of high-fidelity tools for analysing FSI systems at

low computational costs. Therefore, the aim of this thesis is to develop an efficient

and accurate high-fidelity FSI solver for aeroelastic applications.

1.1 Computational FSI

Numerical simulation of fluid-structure interaction is a complex and challeng-

ing problem. The interaction between the two systems is non-linear and involves

multiple scales, thereby making the coupled system challenging to solve. Many ap-

proaches have been suggested for simulating fluid-structure interaction [62]. Nu-

merical approaches for solving the coupled fluid-structure system based on meshes

can be broadly divided into two types: monolithic and partitioned. The monolithic

approach [82] is a fully-coupled approach in which the two systems are solved simul-

taneously. The interfacial conditions are implicit in the solution procedure. This

approach gives rise to strongly coupled, usually very large and nonlinear, algebraic

systems of equations. Although there has been substantial progress in designing effi-

cient numerical schemes for solving the nonlinear and associated linear systems [8, 70],

the computational effort is still immense and numerically accurate results for three-

dimensional problems are still rare [105]. The second approach, generally referred

to as the partitioned approach [40], uses two separate solvers to solve the fluid and
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structural subsystems and then couples them through a communication between the

solvers. The interfacial conditions are used explicitly to communicate information

between the fluid and structure solutions. The separation of the solid from the fluid

part in the solution process usually yields a loss in efficiency and robustness mainly

due to the so-called added-mass effects [21]. These effects become especially relevant

for hydroelastic problems and lightweight structures, since the mass of the entrained

fluid by the dynamical structure is a significant part of the total mass. However, for

aeroelastic applications in compressible flows, the partitioned approach is stable and

convergent for sufficiently small time steps [119, 101].

Another general classification of the FSI solution procedure is based on the treat-

ment of the interface. In an FSI problem, both the fluid and the structural domain

deform. Structural equations are usually solved in a Lagrangian formulation, which

means that the grid nodes move at the same velocity as the material. Thus, dealing

with deformations in the structural simulation normally does not cause difficulties.

On the other hand, flow equations are traditionally solved in a fixed domain that

does not deform, using an Eulerian formulation. A variety of techniques [32] have

been developed to to take into account the deforming fluid domain and these can

be classified as conforming mesh methods and non-conforming mesh methods. Con-

forming mesh methods track the moving interface by deforming the fluid mesh such

that the resulting mesh conforms to the interface. This helps in controlling the mesh

resolution near the interface and maintaining accuracy in such critical flow regions.

Arbitrary Lagrangian–Eulerian (ALE) schemes [34, 35, 98], space-time methods [117]

and local and global remeshing [85] are some of the most common techniques used

to track the interface. Non-conforming mesh methods are preferred in FSI problems

where the geometric complexity of the interface may require a fluid mesh that is not

affordable or not manageable via a conformal approach. This approach can be seen

4



as a special case of interface representation techniques where the interface geometry

is represented over a stationary-fluid mesh. The key point is that the fluid mesh does

not move to track the interface. Immersed-boundary [83], fictitious-domain [54] and

cut-cell methods [102] are a few examples of the non-conforming approaches. The

hallmark of these methods is their inherent ability to handle arbitrarily complex do-

mains with arbitrarily complex deformable boundaries without the need to construct

grids that conform to and deform with solid boundaries. However, their inability to

anisotropically cluster grid nodes in the vicinity of solid boundaries creates difficulties

in the simulations of high Reynolds number turbulent flows [68].

The numerical approaches for computational FSI mentioned above rely on the gener-

ation of a topological map of the geometry, i.e. a grid or mesh for the discretization

of the problem. Despite the robustness of such approaches, mesh-based methods also

suffer from certain deficiencies. Mesh-based methods face issues from pre-defined con-

nectivity constraints over the nodes, the maintenance of which can become tedious

and time consuming in the case of deforming meshes. Mesh-based methods are also

challenging to implement for problems involving cracks in solids, free surface flows

and multiphase flows, where it becomes difficult to maintain connectivity between

grid elements. As a result of these challenges, mesh-free and meshless particle meth-

ods (MPM) have been developed in recent years [72]. These methods refer to a class

of computational techniques in which the structure of the mesh is eliminated, and in

which the solution is approximated over a set of arbitrarily distributed data points

or nodes. Smooth-particle hydrodynamics [84], the diffuse-element method [89], and

the finite-point method [95], are a few examples of particle methods. MPMs are a

promising alternative to mesh-based methods that can easily handle flow problems

around moving boundaries and deforming structures. However, the high computa-

tional resource requirement and lack of commercial MPM-based solvers for FSI [80]
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Figure 1.1: Varying levels of fidelity in modeling for fluids and structures. The figure
has been adapted from a similar figure in the work by Guruswamy [58].

limit their use for such applications.

1.2 Computational Aeroelasticity

Computational aeroelasticity (CAE) refers to the coupling of high-level CFD

methods with structural dynamic tools to perform aeroelastic analysis. The fluid

and structural subsystems can be modeled at various levels of fidelity/complexity in

physics. From the fluids perspective, models ranging from low-fidelity look-up tables

to the high fidelity Navier–Stokes equations can be used. Similarly to structures,

the data can be obtained starting from the low fidelity modal approach to detailed

three-dimensional finite elements, as shown in Figure 1.1. Various levels of fidelity

are used in different stages of the design process [5]. For many years, linear models

have been used by aeroelasticians to understand aeroelastic phenomena such as flut-

ter, divergence, control surface reversal, and gust response. These models have been

described in the classic texts of Rosembaum [110], Fung [52], and Bisplinghoff [18].

However, with increasing aspect-ratios [118] in modern aircraft designed for transonic

flow regimes, the study of non-linear aeroelastic phenomena has become essential. The

non-linearities in aeroelastic systems are observed due to three main sources: struc-

tures, aerodynamics, and control systems. The most common type of non-linearity

occurring in structures is due to large deformation, also referred to as geometric non-
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linearity. Dissipative forces (non-linear damping) and material properties (non-linear

stress-strain relationship) are other sources of structural non-linearities. Aerodynamic

non-linearities arise from unsteady separated flow, oscillating shocks in the transonic

regime, shock-boundary layer interaction, and wake roll-up. Control non-linearities

include geometric non-linearities, where large deformations affect control effectiveness,

and reversal. Understanding the physics behind these non-linearties has necessitated

the development of nonlinear aeroelasticity.

Apart from modelling the fluid and the structural subsystems, CAE also requires

the development of an interfacing technique in the case when the computational grids

of the individual subsystems do not match at the boundary, as shown in Figure 1.2.

The interface technique is required to exchange information such as stresses and dis-

placements at the interface. Conservation of virtual work over the interface and low

interpolation errors are important criteria for choosing the interface technique for

Structure

Fluid

Interface

Figure 1.2: Non-matching grids at the interface of an FSI problem.
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high-fidelity CAE. A variety of consistent and conservative methods exist to trans-

fer information between nonlinear CFD and CSD grids [58, 31, 113]. Radial basis

functions (RBF), thin plate splines, nearest-neighbour interpolation, and weighted-

residual methods [30] are a few example of commonly used interface methods.

1.3 Motivation and Approach

CAE continues to play a critical role in the development of modern air vehicles.

The current suite of linear aeroelastic models is unable to capture the structural and

aerodynamic non-linearties which need to predicted/captured/modelled for newer de-

signs. Linearization fails in the presence of strong non-linearities and therefore high-

fidelity tools are necessary to capture such phenomena [5]. The need to capture such

non-linearities necessitates the development of high-fidelity tools for CAE that can

model the flow around complex deforming geometries in compressible flows in a ro-

bust, accurate, and efficient way.

Under mesh-based methods, the partitioned approach of solving computational FSI

problems offers a number of advantages over the monolithic approach, such as cus-

tomization, independent modeling, software reuse, and modularity. Being able to

utilize the existing high-fidelity solvers of CFD and CSD and coupling the solvers

tightly in space and time can provide provide robust, and accurate solutions for CAE.

Farhat et al. [39, 38] were the first to develop a provably second-order implicit, time-

accurate, and staggered procedure for the solution of an FSI problem. Second-order

in time methods have been combined with first and second order accurate in space

discretization of the Navier-Stokes for aeroelastic applications [56]. Second-order

in time methods (with subiterations) have also been combined with a sixth-order

Navier–Stokes solver in the work by Gordnier [55] to simulate a membrane wing air-

foil. However, second-order methods face the drawback of long computational times
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for simulations of long-term dynamic behavior due to the constrain on the time step

size. Higher-order time integration schemes are often more computationally efficient

than popular lower-order schemes, and this observation has driven the development of

higher-order time integration schemes for FSI simulations. Following the definition of

high-order from Wang et al. [128], high-order numerical methods are defined as third

order or higher. One example is a partitioned scheme based on Implicit–Explicit

(IMEX) Runge–Kutta methods [122]. This scheme offers arbitrarily high orders of

accuracy in time and the ability to use implicit solvers for both the fluid and the

structure.

High-order time integration methods have been coupled with the high-order spa-

tial discretization such as Discontinuous Galerkin (DG) discretization of the Navier-

Stokes equations for a high-fidelity (both in space and time) FSI solver by Persson et

al. using monolithic [100] and partitioned [50] approach. However, in the high-fidelity

solver, the fluid-structure interface is assumed to be face matching and the interface

elements of the fluid and structure are discretized using the same polynomial order.

Other higher-order discretizations of the Navier-Stokes equations, such as the Hy-

bridizable discontinuous Galerkin (HDG) [112, 69] methods have found success in the

monolithic approach and are an active area of research. No work exists on maintain-

ing high spatial order in high-fidelity FSI solvers in the case of non-matching meshes

and varying discretization of the fluid and structural elements at the interface. This

observation motivates the first part of the thesis, which builds on the work by Persson

et al. [50] to develop a high-order (both in space and time) partitioned FSI solver for

aeroelastic application with non-matching grids at the interface.

High-order numerical methods provide greater levels of accuracy for the same num-

ber of degrees of freedom when compared against a low-order method. However, this
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comes at a higher computational cost due to denser linear systems that need to be

solved [128]. The DG discretization of the Navier-Stokes equations, an example of a

high-order method, provides higher accuracy by using a high-degree local polynomial

basis on each element in the mesh. With increase in the spatial order, the total num-

ber of degrees of freedom per element increases, resulting in higher computational cost

per element. Solution-based hp-adaptive methods have been shown to be effective in

minimizing the computational cost of high-order methods to achieve a given level of

accuracy [46].

Goal-oriented adaptive strategies rely on local refinement indicators to guide the

adaptive procedure. These refinement indicators are obtained from duality-based

a posteriori error estimates for the goal functional of interest. To compute these

goal-oriented error estimates, one requires the solution of an adjoint problem. For

nonlinear problems, this adjoint problem is based on the linearized-adjoint opera-

tor. Pioneering work in the field of goal-oriented error estimation and adaptivity

has been performed by Becker and Rannacher [14] and Prudhomme and Oden [93].

These methods have been applied to the fields of CFD [22, 74] and extended to

multi-physical problems such as FSI [36, 120]. Adaptive meshing based on current

position of the structure [121], elemental residuals [3], physical indicators [124] and

conditions numbers [79] have also been applied for FSI problems. However, these

mesh adaption criteria do not directly target output accuracy and are not as effi-

cient as goal-oriented techniques. The benefits of goal-oriented mesh adaption using

the adjoint weighted residual for FSI has been showcased primarily with low-order

monolithic solvers [104, 130, 53, 6]. However, there exists a gap in the literature in

developing goal-oriented coupled mesh adaptation for high-order partitioned solvers,

and this observation motivates the second part of this thesis.
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Solution-adaptive methods based on adjoint-weighted residual have dramatically im-

proved the accuracy and efficiency of aerodynamic simulations [60, 125, 96, 45, 127, 74,

91, 132]. Despite their great success in aerospace applications, the additional compu-

tational cost and implementation complexity associated with adjoint-based methods

cannot be neglected. First, adjoint-based methods require solving a dual linear sys-

tem, i.e. , the adjoint equation set, which is of the same size as the primal system or

even larger when solving on an enriched space. Second, the implementation of adjoint

methods often requires the transpose of the residual Jacobian matrix, which is not

always available in explicit solvers or Jacobian-free methods. In these circumstances,

either the continuous adjoint equations could be derived and directly discretized [86],

or special implementation efforts are required [67], adding considerable costs and

effort in the development. The additional computational costs associated with the

adjoint solutions, in addition to the implementation efforts, have largely hindered

more widespread use of adjoint-based adaptation techniques in practice.

In order to simplify and accelerate the mesh adaptation procedure, several attempts

have been explored recently using machine learning techniques, chosen mainly for

their non-intrusive nature and fast online evaluations. Manevitz et al. [78] used feed-

forward neural networks to predict the solution gradients in time-dependent problems,

which then provided an indicator to drive mesh adaptation. Zhang et al. proposed

MeshingNet [134] which takes in a chosen set of parameters to predict the local mesh

density, through feed-forward networks with residual connections. Huang et al. [63]

treated the computational mesh with various element sizes as a gray-scale image such

that convolutional neural network architectures can be applied in mesh generation.

Chen and Fidkowski [25] presented a convolutional neural network using a physical-

reference mapping to avoid direct treatments of physical quantities as images. Most of

these studies only focused on the element sizing and largely ignored mesh anisotropy,
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i.e., element stretching and orientation. However, anisotropic meshes are important

in practice for efficiently resolving certain flow features, such as boundary layers,

wakes, and shocks in aerodynamic simulations. For optimal anisotropic mesh gener-

ation, Fidkowski and Chen [44] designed feed-forward networks to predict the mesh

anisotropy information using the flow primal and adjoint features, while still requiring

appropriate sizing information from standard adjoint-based error estimates. The lack

of literature in using a neural network to predict the optimal computational mesh,

including both the element sizing and stretching motivates the final part of the thesis.

1.4 Thesis Overview

This thesis addresses the development of a high-order FSI solver and a goal-

oriented mesh adaptation framework that directly targets output error in aeroelastic

problems. The specific contributions of the dissertation are as follows:

• Developed a high-order partitioned FSI solver by combining high-order spatial

and temporal discretizations techniques.

• Developed a spatial coupling algorithm to maintain the high-order nature of the

FSI solver with non-matching nodes at the FSI interface.

• Developed guidelines for generating initial meshes with low mesh-motion errors

and better output convergence for CFD simulations with deforming domains.

• Developed goal-oriented mesh adaptation for high-order FSI and demonstrated

the advantages of adaptive meshing for two-dimensional and three-dimensional

aeroelastic problems.

• Explored the feasibility of a convolutional neural network (CNN) for generat-

ing optimal initial meshes for CFD problems without solving for the adjoint

variables.

12



Chapter 2 describes the high-order spatial and temporal discretization used for the

fluid and structural subsystem. The spatial and temporal coupling between the two

subsystems is presented in Chapter 3. Chapter 4 outlines the output-based error

estimation procedure and the mesh adaptation strategy. Chapter 5 describes the

generation and control of errors during mesh-deformation in fluid simulations with

deforming domains. Chapters 6, 7 and 8 present the application and benefits of

coupled mesh adaptation in one, two, and three dimensional aeroelastic problems

respectively. The three chapters contain results demonstrating the benefits of high-

order in computational aeroelasticity and the efficiency gained by using goal-oriented

mesh adaptation in both the fluid and structural discretization. Chapter 9 presents an

efficient way to predict optimal computational fluid meshes using machine learning.

Finally, conclusions and ideas for future work are given in Chapter 10
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CHAPTER II

Governing Equations and Discretization

The FSI system is governed by the Navier-Stokes equations and the elasticity

equations. This chapter reviews the governing equations, and the high-order spatial

and temporal discretizations used in the fluid and the structural subsystems. The

chapter begins with a review of the flow equations, the augmentations necessary to

the Navier-Stokes equations to deal with deforming domains, and a high-order discon-

tinuous Galerkin discretization of these equations in space. The structural governing

equations are reviewed thereafter, along with the high-order continuous Galerkin

(CG) discretization. The chapter ends with a review of the temporal discretization

scheme used in the individual subsystems to march in time.

2.1 Fluid Subsystem

A general system of convection-diffusion equations can be written in conservation

form as

∂u

∂t

∣∣∣
x
+∇ · F⃗(u,∇u) = 0, F⃗ = F⃗

i
(u)− F⃗

ν
(u,∇u), (2.1)

where u(x⃗, t) ∈ Rŝ is the conservative state vector, x⃗ ∈ Rd is the spatial coordinate,

t ∈ R, ŝ is the state rank, and d is the spatial dimension. For systems involving both

convection and diffusion, the total flux can be decomposed into the inviscid, F⃗
i
, and
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viscous fluxes, F⃗
ν
, respectively. The viscous flux often depends linearly on the state

gradient. In this work, we focus on physical conservation in fluid flow, specifically the

compressible Navier-Stokes equations.

2.1.1 Compressible Navier-Stokes Equations

The fluid subsystem is governed by the compressible Navier-Stokes equations.

The Navier-Stokes equations describe the motion of a viscous, Newtonian fluid. By

solving these equations, we can study the fluid property that is transported by the

ordered motion of the flow (i.e., convection) and by the random motion of the fluid

molecules (i.e., diffusion). The governing equations of the fluid arise from the conser-

vation of mass, momentum and energy and can be written in the PDE form as Eq 2.1.

The system of governing equations for the compressible Navier-Stokes equations con-

sists of (d + 2) equations for laminar flow in d dimensions. The conservative state

vector is given as, u = [ρ, ρvi, ρE], where ρ is the density, vi are the d components of

the velocity, and E is the total energy per unit mass. The conservation equations of

the fluid state are given as

∂tρ+ ∂j (ρvj) = 0,

∂t (ρvi) + ∂j (ρvivj + pδij)− ∂jτij = 0,

∂t(ρE) + ∂j (ρHvj)− ∂j (τijvi − qj) = 0.

(2.2)

In the above equations, i, j indexe the spatial dimension, δij is the Kronecker delta

function, with δij = 1 if i = j, and 0 if i ̸= j, qi is the heat flux and τij are the viscous

shear and normal stresses for a Newtonian fluid,

τij = µ (∂ivj + ∂jvi) + δijλ∂mvm,

qi = −κ∂iT,

(2.3)
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where m indexes the spatial dimension and κ is the thermal conductivity. The pres-

sure, p, total enthalpy, H, and temperature, T , are related via

p = (γ − 1)

(
ρE − 1

2
ρ (vivi)

)
,

H = E + p/ρ,

T =
p

ρR
.

(2.4)

The relevant physical quantities for air are,

Dynamic viscosity: µ = µref

(
T

Tref

)1.5(
Tref + Ts

T + Ts

)
,

Tref = 188.15K,Ts = 110K,

µref = 1.789× 10−5N · s/m2,

Bulk viscosity coefficient: λ = −2

3
µ,

Thermal conductivity: κT =
γµR

(γ − 1)Pr
,

Specific-heat ratio: γ = 1.4,

Prandtl number: Pr = 0.7,

Gas constant: R = 287 J/(kg ·K).

(2.5)

In aerodynamic analysis, we are interested in non-dimensionalized quantities, i.e.,

drag and lift coefficients, such that CFD codes do not necessary adopt the physical

units. To establish a unit-independent system, two more non-dimensional quantities

are defined, namely the Reynolds number (Re) and the Mach number (M),

Re =
ρ|v⃗|L
µ

,

M =
|v⃗|
a
, a =

√
γRT ,

(2.6)

where L is the characteristic length scale of the system.
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2.1.2 Reynolds-Averaged Navier-Stokes Equations

At high Reynolds number, the viscous effects in the fluid flow become smaller com-

pared to inertial forces, and small perturbations cannot be damped out effectively and

may get amplified, leading to unstable flow and eventually transition to turbulent flow.

Turbulence or turbulent flow is often described as a spatially varying mean flow with

superimposed three-dimensional random fluctuations that are self-sustaining and en-

hance mixing, entertainment and dissipation [129]. The fluctuations in the velocity

and pressure field caused by these eddies are inherently unsteady, and any initial

condition perturbations can lead to chaotic results. There are various way of simu-

lating turbulence in CFD, such as Large Eddy Simulation (LES), Reynolds-Averaged

Naiver-Stokes (RANS) and Direct Numerical Simualtion (DNS). In this work, RANS

equations are used for modeling turbulence. The RANS equation can be obtained

by applying an averaging operation to the Navier-Stokes equations. These equations

are very similar to the original equations but contain some additional terms in the

momentum equations called Reynolds stress terms that are unknown and need to be

modelled.

In this work we use the compressible Navier-Stokes equations, Reynolds-averaged

with a version of the Spalart-Allmaras (SA) turbulence model that is modified for

improved stability for negative values of the turbulence working variable, ν̃ [7]. These

modifications to the original SA turbulence model are adopted in this work as they

are specifically suited for a DG discretization [24, 28]. The model involves a single

governing kinematic equation to describe the viscous eddy current flow. The model

was specifically derived for use in aerodynamic applications involving wall-bounded

systems as well as in turbomachinery applications. The model includes multiple

parameters and coefficients as part of a simulation, but because there is only one

additional dynamic differential equation to solve, it is computationally efficient. The
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governing equation for the kinematic viscosity is given by,

∂t(ρν̃)︸ ︷︷ ︸
unsteady

+ ∂j (ρuj ν̃)︸ ︷︷ ︸
convective

− ∂j

[
1

σ
ρ (ν + ν̃fn) ∂j ν̃

]
︸ ︷︷ ︸

diffusive

+ Sν̃︸︷︷︸
source

= 0, (2.7)

where the source term for the ν̃ equation is given by,

Sν̃ =
1

σ
(ν + ν̃fn) ∂jρ∂j ν̃ − cb2ρ

σ
∂j ν̃∂j ν̃ − P +D. (2.8)

where P is the turbulence production, D is the turbulence destruction, and i, j index

the spatial dimension. Further details about the production term, destruction term

and closure coefficients can be found in the work by Fidkowski [42].

2.1.3 Discontinuous Galerkin Discretization

To discretize the state equations (Eq 2.1), a DG finite-element method is used

in space. As a finite-element method, DG approximates the state u in functional

form using linear combinations of basis functions on each element. No continuity

constraints are imposed between adjacent elements. Denoting by Th the set of Ne

elements in a non-overlapping tessellation of the domain Ω, the state on element e,

Ωe, is approximated as

uh(x⃗(ξ⃗))
∣∣∣
Ωe

=

Np∑
n=1

Uenϕen(x⃗(ξ⃗)). (2.9)

In this equation, Np is the number of basis functions per element, Uen is the vector

of q coefficients for the nth basis function on element e: ϕen(x⃗(ξ⃗)), and ŝ is the state

rank. x⃗ denotes the global coordinates, and ξ⃗ denotes the reference-space coordinates

in a master element. Formally, uh ∈ Vh = [Vh]
q, where, if the elements are not curved,

Vh = {u ∈ L2(Ω) : u|Ωe ∈ Pp ∀Ωe ∈ Th} , and Pp denotes polynomials of order p on

each element. Multiplying Eq 2.1 by test functions in Vh, which are the same as the
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(a) Continuous Galerkin (b) Discontinuous Galerkin

Figure 2.1: Solution approximation using the CG and DG methods. Though no
continuity constraints are enforced at adjacent element boundaries, the inter-element
flux is uniquely defined, as in finite volume methods.

basis functions for DG, integrating by parts on each element, and using the Roe [106]

convective flux and the second form of Bassi and Rebay (BR2) [11] for the viscous

treatment, we obtain the following system of nonlinear equations,

Rf ≡ Mf dU
f

dt
− rf = 0, (2.10)

where rf is the (negative) discrete spatial residual vector, Rf is the temporally strong-

form unsteady residual, and the f superscript denotes that these equations apply to

the fluids subsystem.

2.1.4 Arbitrary Lagrangian-Eulerian Formulation

In the case of a stationary domain, the fluid equations (Eq 2.1) are solved nu-

merically in the Eulerian frame of reference, where the computational grid is fixed

and the fluid moves with respect to the grid. However, numerical simulations of fluid

dynamics involving a moving and/or deforming domain, such as in the case of FSI,

face issues due to the lack of precise interface definition and under-resolved flow fea-

tures when solved in the Eulerian frame of reference. The Lagrangian approach, on
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the other hand, faces problems dealing with large distortions of the computational

domain. To resolve these issues, an alternate method, the Arbitrary Lagrangian Eu-

lerian (ALE) approach, has been introduced and is applied in the present work. A

simple and effective ALE method for DG was introduced by Persson et al. [98] and a

similar approach is followed in this work [65].

Let x⃗ = G (X⃗, t) represent the one-to-one time-dependent mapping between the phys-

ical volume and the reference volume. Each point X⃗ in the static reference domain

is mapped to a corresponding point x⃗ in the physical domain, based on the desired

deformation of the mesh. The spatial Jacobian of the mapping, represented by G,

and the mapping velocity, v⃗X , are given by

G = ∇XG , v⃗X =
∂G

∂t

∣∣∣
X
. (2.11)

Let g=det(G). The corresponding Navier-Stokes equations in the reference frame can

be written as

∂uX

∂t

∣∣∣
X
+∇X · F⃗X(uX ,∇XuX) = 0, F⃗X = F⃗

i

X(uX)− F⃗
ν

X(uX ,∇XuX), (2.12)

where the transformed vectors, derivatives, and fluxes in the reference frame are given

by

uX = gu, (2.13)

∇xu = ∇X(g
−1uX)G

−T = (g−1∇XuX − uX∇X(g
−1))G−T , (2.14)

F⃗
i

X = gG−1F⃗
i
− uXG

−1v⃗X , F⃗
ν

X = gG−1F⃗
ν
. (2.15)

The explicit definition of the grid velocities requires knowledge of the mapping in

advance, which is not available when solving for the coupled system in a partitioned

approach. This issue is circumvented by assuming the structural subsystem to be
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stationary when solving for the unsteady fluid subsystem. This assumption helps

in providing the mapping, used to define the grid position and velocities, which is

lagging in time and is corrected using the predictor-corrector step, as described in

the temporal coupling section. To simplify the notation, in the following sections, the

X subscript is dropped from the state and fluxes when referring to the fluid system,

which is solved on a reference static domain but is mapped to the physical domain

for coupling with the structural solver.

2.1.5 Mesh Deformation

For deforming domains, the ALE formulation of the Navier-Stokes equations re-

quires a mapping between the reference and the deformed physical mesh. The map-

ping interpolates the boundary displacements to the interior of the fluid mesh. Several

mesh deformation methods exist in the literature [111], and these can be classified

into two main categories, 1) physical-analogy based techniques and 2) interpolation

based techniques. Physical analogy methods [13] typically model each edge of the

mesh as a spring with an individual stiffness value. On the other hand, interpolation

based methods compute the movement of grid nodes as a function of boundary nodes,

with no attached physical meaning. Radial basis function interpolation [29] and in-

verse distance methods [131] are some examples of interpolation-based techniques.

An alternative to these methods is the use of an explicit expression for the mapping

between the reference and physical domains, as introduced by Persson et al. [100].

Two different mesh deformation approaches:1) An explicit mapping approach and an

2) interpolation based approach have been used in this work, which are described

below.
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2.1.5.1 Explicit Mapping

The explicit mapping approach, as presented by Persson et al. [100], does not

require solving a system of equations for deforming the volume. It uses explicit ex-

pressions for the mapping that blend the motion, smoothly reducing it to the identity

mapping away from the boundary. In this work, explicit mapping is used as the

mesh-deformation algorithm for two-dimensional aeroelastic cases undergoing rigid

body deformation. For any rigid body deformation, the mesh motion algorithm di-

vides the entire spatial domain into two regions based on inner and outer radii of

the blending region. The region extending up to the inner radius from the center

of the deformation marks the region of rigid deformation. Within this region, any

deformation provided by the user is applied to all of the mesh elements without any

blending. The presence of the rigid region prevents errors such as mesh element in-

version in highly-stretched elements, which face such errors when placed in a blending

region. The blending region, which exists between the inner and outer radii from the

center of the motion, uses a polynomial function to blend the deformation radially

Figure 2.2: Example of inner and outer radius of the blending region for the explicit
mapping mesh motion.
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such that the deformation goes to zero at the outer radius. To achieve blending of

the motion, polynomial blending functions P (r) of odd degrees are used. The three

different blending polynomials analyzed in this study are cubic, P (r) = 3r2 − 2r3,

quintic, P (r) = 10r3 − 15r4 + 6r5, and septic, P (r) = −20r7 + 70r6 − 84r5 + 35r4,

where r is the normalized radial distance from the inner radius. Figure 2.2 shows

the deformed mesh for an airfoil undergoing rigid-body pitch motion. The inner and

outer radii are placed at one and ten chords away from the center of motion, which

is at the quarter chord of the airfoil.

2.1.5.2 Radial Basis Function

Aeroelastic simulations in which an explicit mapping of the displacements is not

readily available, benefit from an interpolation based method to deform the fluid

mesh. Mesh motion using RBF’s, an example of interpolation based methods, have

been previously demonstrated to produce high quality meshes suitable for use within

unsteady and aeroelastic FSI codes [29]. In this work, RBF’s based on Wendland’s

C0 continuous basis function [15] are used to deform fluid meshes in both two and

three-dimensional aeroelastic problems. A more detailed description on RBF’s can

be found in Section 3.1.1.

2.1.6 Errors Generated by Mesh Deformation

Accommodating a prescribed mesh deformation by moving mesh nodes intro-

duces errors into a fluid simulation. Mesh deformation algorithms generate spatial

and temporal errors in a fluid simulation by two main mechanisms. First, the spatial

dependence of the motion required to accommodate the prescribed mesh deforma-

tion, provided by the structural subsystem, causes the elements in the fluid mesh to

distort, which reduces their spatial approximation capability [48]. This is due to the

reference-space polynomial approximation space no longer being polynomial after a
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nonlinear mapping into global space. These errors exist for both steady and unsteady

simulations as they exist in the presence of any non-trivial deformation of the mesh.

Second, for unsteady simulations involving mesh deformation, grid velocities are also

introduced in the mesh, which are arbitrary in spatial variation and depend on the

mesh motion parameters. Under-integration of terms in the weak form involving mesh

motion, due to the use of finite quadrature and increased complexity of the integrands

affected by mesh motion derivatives and velocities, introduces spatial and temporal

errors in the simulation.

A solution for this inaccuracy, introduced by Lesoinne and Farhat [71], is known

as enforcement of the Geometric Conservation Law (GCL), which conserves uniform

flow by linearizing the mapping from the reference to the physical domain. However,

GCL is not explicitly enforced in this work. Previous research [65, 98] discussing

the relevance of the GCL has shown that for outputs on adapted meshes and even

for outputs corrected by error estimates, the GCL is not critical. Even though the

GCL explicitly enforces conservation, the errors made without it are on the order of

discretization errors, which reduce with further refinement, making the ALE scheme

asymptotically conservative. As the complexity of its implementation (particularly

in the adjoint discretization) outweigh its benefits, it is thus not implemented in this

work.

2.2 Structural Subsystem

The structural subsystem is governed by a set of partial differential equations

derived on the basis of continuum modeling with a general non-isotropic constitutive

law. In this work, deformations occurring in the structures are assumed to be small

and a linear isotropic structure model is used. Based on Newton’s second law, the
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equations of linear elasticity are given as,

ρ
∂2u

∂t2
= ∇ · σ + f . (2.16)

where ρ is the density of the material, u is the displacement vector, σ represents

the stresses, and f represents the external forces acting on the structure. For linear

elastic solids, the stress-strain relation is

σ = λ(∇ · u)I+ 2µε (2.17)

where λ and µ are Lame parameters, and

ε =
1

2

(
∇u+ (∇u)T

)
(2.18)

2.2.1 Continuous Galerkin Discretization

To discretize the governing equation (Eq 2.16), a CG finite-element method is

used. The finite element approximation to a problem starts by dividing the domain

of interest, Ω, into a set of subdomains (called elements), Ωe, such that

Ω ≈ Ω̂ =
∑

Ωe (2.19)

The governing equations can be presented in a strong form as a set of partial differ-

ential equations (Eq 2.16) or alternatively in terms of a variational principle or weak

form expressed as an integral over the domain of interest. The weak form can be

used to construct approximate solutions based on the finite-element method. As a

finite-element method, CG approximates the state u in a functional form by using
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linear combinations of basis functions on each element which is given by,

u(x, t) =
∑
b

Nb(x)ũb(t) = N(x)ũ(t) (2.20)

where b is the number of nodes per element, Nb are element shape functions, and ũb(t)

are time dependent nodal displacements. The strain–displacement equation (Eq 2.18)

can be approximated as

ε =
∑

Bbũb = Bũ. (2.21)

Discretizing the governing equation using CG requires that the shape functions within

an element be continuous up through the highest derivative occurring in the functional

used in variational principle and are continuous up through one order less than highest

derivative appearing in functional across element boundaries. Using CG to discretize

in space, the semi discrete form of the equation is given by,

Müs +Cu̇s +Kus = Fs, (2.22)

where us represents the vector of displacements, M is the mass matrix, and K is

the stiffness matrix of the structure. C denotes the internal or external damping in

the structure, and Fs represents the vector of external forces acting on the structure.

A classic Rayleigh damping, where the damping matrix is a linear combination of

the mass and stiffness matrices M and K, is used in this work. These vectors and

matrices in the semi-discrete form are defined as

M =
∑
e

M(e); K =
∑
e

K(e) and Fs =
∑
e

Fs(e) (2.23)
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where

M(e) =
∫
Ωe

NTρNdΩ

K(e) =
∫
Ωe

BTσdΩ

Fs(e) =
∫
Ωe

NT fdΩ

(2.24)

The semi-discrete form can be re-written as a system of two first-order ordinary

differential equations

M 0

0 1

 U̇
s
+

 C K

−1 0

Us =

Fs

0

 where Us =

u̇s

us

 , (2.25)

where 1 denotes the identity matrix. The governing equations can be written in an

abbreviated form as:

Rs ≡ MsdU
s

dt
− rs = 0, (2.26)

where rs is the (negative) discrete spatial residual vector, and Rs is the strong-

form unsteady residual. The superscript s denotes that these equations apply to the

structures subsystem.

2.3 Temporal Discretization

The method of lines is used to evolve the fluid and structure partial differential

equations in time, by first discretizing in space as described in the previous sections.

This results in the semi-discrete form of the governing equation, as shown in Eq 2.10

and Eq 2.26, which are then integrated using standard temporal schemes. To main-

tain the high-order accuracy of the individual subsystems in the FSI problem, the

fluid and structural governing equations are discretized with a high-order temporal

scheme. Following the work of Bijl and Carpenter [17], a stiffly accurate explicit,

singly diagonally implicit Runge–Kutta (ESDIRK) scheme [66], for which the solu-

tion at the next time step can be made of arbitrary high order by cancellation of the
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lower order errors, is used in this work. The ESDIRK scheme is an L-stable, implicit

scheme with an explicit first stage, which allows the implicit stages to be second order

accurate. Consider a first-order semi-discrete system describing the fluid/structural

system,

u̇ = F(u, t), (2.27)

where u is the state and F is the flux. For a p stage Runge-Kutta scheme, at every

stage k,

uk = un +∆t
k∑

i=1

akiF
i, k = 1 . . . p, (2.28)

where un ≃ u (tn), uk ≃ u (tn + ck∆t) is the value of the state u-vector on the k

th-stage, un+1 ≃ u (tn +∆t) and Fi is the flux at stage i. After computing p stages,

the solution at the next time level is found by

un+1 = un +∆t

p∑
i=1

biF
(i). (2.29)

Runge-Kutta methods are generally written as a Butcher tableau [20]:

c1 a11 a12 · · · a1p

c2 a21 a22 · · · a2p
...

...
...

. . .
...

cs ap1 ap2 · · · app

b1 b2 · · · bp

. (2.30)

Each of the respective Butcher coefficients aij, bi and ci are constrained, at a minimum,

by certain order of accuracy and stability considerations. In this work, a fourth-order

time-accurate ESDIRK scheme is used for which the Butcher coefficients are shown

in Table 2.1. Both the fluid and structural subsystems are marched forward in time

using the high-order ESDIRK4 scheme. Due to the multiple linear solves needed
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per time step, the computational cost of ESDIRK methods is higher per time step

compared to an explicit method. However, this stability of implicit methods makes

it ideal for handling the stiffness of a high-order discretizations.
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Table 2.1: Butcher coefficients for the fourth-order ESDIRK scheme.
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CHAPTER III

Fluid-Structure Interaction

The development of a high-fidelity partitioned FSI solver depends not only on

the spatial and temporal discretization of the individual subsystems but also on the

spatial and temporal coupling of the two subsystems. The coupling between the fluid

and the structural subsystems plays an important role in the stability and accuracy

of FSI simulations. This chapter firstly reviews the spatial coupling between the two

subsystems i.e. the transfer of the high-fidelity pressure at the fluid nodes at the

interface, from the fluid to the structural solver and the nodal displacements and

velocities at the structural nodes at the interface, from the structural to the fluid

solver. Tight coupling techniques that require multiple flow and structure solutions

per time step are used in this work to couple the two solver temporally. The high-

order temporal coupling between the two subsystems is discussed next where the

Implicit-Explicit Runge-Kutta schemes are reviewed.

3.1 Spatial Coupling

In a partitioned FSI solver, where the fluid and the structural subsystems are

solved using separate solvers, the fluid and the structural meshes at the interface may

or may not align. In the case that the fluid and the structure mesh, along the fluid-

structure interface, are face-wise matching, spatially coupling the two subsystems is
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simpler. This is because of two main reasons: First, boundary data are easily passed

between the fluid and structure meshes, at either the solution nodes or Gauss integra-

tion points, by a simple pre-computed lookup table and without any interpolation.

Second, the deformed fluid mesh is easily constructed to be exactly conformal to a

given deformed structure position. The major drawback of this approach is that we

are no longer free to choose the fluid and structural meshes independently. This also

adds constrains on the element size on the boundary. For example, if the discretized

fluid requires many small elements near the boundary to resolve fine features, the

structure may be required to have an undesirably large number of elements. Sec-

ondly, such an approach requires the use of similar polynomial order to discretize the

fluid and structural subsystems at the interface, which is not suitable in an hp adap-

tive framework. The focus of this work is to spatially couple the fluid and structural

meshes at the interface when the faces are non-matching and dissimilar polynomial

orders are used to discretize the fluid and structural subsystem.

Consider the fluid and the structural meshes having a common continuous inter-

face, Γ, with non-matching nodes at the interface. The partitioned FSI problem can

be viewed as a two-field problem with jump conditions along the interface which need

to be satisfied in the form of the kinematic and dynamic continuity conditions. The

continuity conditions at the interface are given by,

uf = us on Γ, (3.1)

psns = pfnf on Γ, (3.2)

where uf,s is the displacement vector, pf,s is the pressure or stress tensor and nf,s the

outward normal of the flow and structure interface, respectively. These two conditions

ensure the location of the interface boundary to be the same for both subsystems and
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the forces on the wetted surface of the structure to be in equilibrium with those on

the fluid side.

3.1.1 Displacement Transfer

A variety of coupling methods [113] exist in the literature which can be utilized

to satisfy the continuity of the displacement, as shown in Eq. 3.1. These coupling

methods can be generalised in a discrete form as

Uf = HfsUs, (3.3)

where Us and Uf are the vectors of displacements at the interface of the structural

and fluid mesh and Hfs is a (nf × ns) transformation matrix between the flow and

structure interface. nf and ns represent the number of nodes at the interface of

the fluid and structural meshes, respectively. In this work, the class of multivariate

interpolation based on the idea of using a global interpolation function is used to

transfer information. Multivariate interpolation requires no connectivity information

and is therefore well-suited to the transfer of information between interface meshes

with arbitrary geometric mismatches. Radial basis function (RBF), an example of

multivariate interpolation is used in this work. RBF’s are based on fitting a series of

splines, or basis functions to interpolate information from one point cloud to another

and are easy to implement. The displacement at both the fluid and structure interface

is approximated by a sum of basis functions:

uj(x) =
N∑
i=1

αiϕ(||x− xi||) j = f, s (3.4)

where αi are RBF coefficients, ϕ is a basis function, x is position in the interface of

the fluid mesh where the displacement is to be evaluated and xi is position in the

interface of the structural mesh where the displacement is known. The coefficients αi
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are found by requiring exact recovery of the original function at these points xi. The

discrete structural displacement, as shown in Eq 3.4, can be written as,

us = M ssα, (3.5)

where α the vector containing the coefficients αi and M ss is an ns × ns matrix

containing the evaluation of the basis function ϕsisj = ϕ
(∥∥xsi − xsj

∥∥). The fluid

displacements can be evaluated in a similar fashion:

uf = M fsα

uf = M fs[M ss]−1︸ ︷︷ ︸
Hfs

us (3.6)

Solving the above linear system provides the fluid displacements. Many different

radial basis functions have been proposed and analyzed in the literature [19]. Some

of the most commonly used function are listed below

• Gaussian spline: ϕ(|x|) = e−|x|2/r2 ,

• Thin Plate spline: ϕ(|x|) = |x/r|2 ln |x/r|,

• Inverted Multi-Quadric biharmonic spline ϕ(|x|) = 1√
|x|2+r2

,

• Beckert and Wendland C0 spline: ϕ(|x|) = ((1− |x|/, r))2

where r is the distance of a point on the interface of the fluid mesh to the center of

the RBF. The first three bases have global support, while the last one has compact

support. The advantage of using a basis with compact support is that the transforma-

tion matrix, Hfs, is sparse and a considerable speed-up may be obtained in both the

matrix–vector multiplication and the solution of the linear system (Eq.3.6). Wend-

land’s C0 continuous basis function [15] based on polynomials with a local support

radius are used in this work.
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3.1.2 Force Transfer

The interpolation methods discussed above for transferring displacements can also

be applied to transfer stresses (Eq 3.2). Conservation of energy at the interface has

made interpolation methods, such as RBF, a popular coupling approach [73, 103].

However, such methods are not well-suited for transferring discontinuous fields. Con-

sider an adaptive FSI solver, which uses the DG discretization of the Navier-Stokes

equations. As continuity constraints are not enforced at adjacent element boundaries

on the fluid mesh, the corresponding fluid states are discontinuous. Additionally, in

a hp-adaptive framework, the state within a fluid element can be approximated using

different spatial order polynomials. Thus, for an adaptive FSI solver, the pressure

distribution on the FSI interface will not only be discontinuous but may also have

locally varying polynomial representations. Approximating such a pressure distribu-

tion using global interpolation methods will degrade the local high-order nature of

the states in the elements approximated using high-order polynomials. This is due

to the discretization errors in the lower-order elements polluting the solution in the

high-order elements via interpolation. In order to accurately transfer the locally vary-

ing pressure distribution on the interface without violating conservation of energy, a

local interpolation strategy is used. The discontinuous pressure field is transferred

to the structural solver in two steps. Firstly, for every overlapping fluid element at

the interface, the pressure is evaluated at the Gauss-quadrature points on the fluid

edge/face that is located at the interface. The pressure at the Gauss-quadrature

points is then passed to the structural solver, which reconstructs the local pressure

distribution within a fluid element using spline interpolation. Once the pressure is

reconstructed locally in a fluid element, its contribution to the overlapping element

is evaluated using the principle of virtual work.

After the transfer of the discontinuous pressure distribution at the interface, the
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overlapping fluid elements are identified for every structural element at the interface.

Due to non-matching faces, more than one fluid element can contribute to a single

structural element. Consider a one-dimensional structural element se at the FSI in-

terface, which extends from [xse , xse+1 ]. The pressure distribution over the structural

element is defined as:

p(x)se =



p(x)f1 for x ∈ [xse , xf2 ]

p(x)f2 for x ∈ [xf2 , xf3 ]

· · ·

p(x)fn for x ∈ [xfn , xse+1 ]

(3.7)

where n is the number of overlapping fluid elements. Each overlapping fluid element,

fe extends in the one-dimensional space in [xfe , xfe+1 ]. The pressure distributions on

overlapping fluid elements are lumped onto the structural nodes in a conservative

manner, by using the principle of virtual work. Thus, the lumped force vector on the

structural element is given as,

f⃗ e
Ns×1 =

xse+1∫
xse

p(x)se (Ne(x⃗))TNs×1 dx, (3.8)

where f⃗ e
Ns×1 is the force vector obtained on the element after lumping, N s is the

number of shape function per element, and Ne are the shape functions used to ap-

proximate the state within a structural element. Due to the discontinuous nature of

the pressure distribution, the force vector can be re-written as,

f⃗ e
Ns×1 =

n∑
i=1

min(xse+1 ,xfi+1 )∫
max(xse ,xfi )

p(x)fi (Ne(x⃗))TNs×1 dx. (3.9)
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Figure 3.1: Consider a structural element at the FSI interface on which the force
vector needs to be evaluated. The overlapping fluid elements are firstly identified and
projected to the structural element. The overlapping pressure distributions are then
lumped to create the force vector for the element by integrating with the elemental
basis functions.

This procedure is repeated for every structural element at the interface to get the

exact distribution of forces on the structure. A visual representation of the method-

ology is shown in Figure 3.1 where two fluid elements with dissimilar spatial order

approximations of the pressure, p(x)f1 and p(x)f2, overlap a structural element, se1.

3.2 Implicit-Explicit (IMEX) Runge-Kutta Schemes

The time integration method used to couple the fluid and structural subsystems

temporally in this work is the IMEX scheme [122]. IMEX is a high-order time inte-

gration scheme developed for stiff time marching problems in which the rate of change

of the state can be split into stiff and non-stiff components. The stiff component of

the state time derivative, a term that can lead to rapid variation in the solution, is

then solved implicitly in time, while the non-stiff component is solved explicitly. To
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demonstrate the scheme, consider a semi-discretized multiphysics equation,

Mu̇ = r(u, t) = f(u, t) + g(u, t), (3.10)

where M is the mass matrix, u is the state vector, and r is the residual, which is

split into f and g, the non-stiff and stiff component respectively. f is integrated

with an n-stage explicit Runge-Kutta scheme and g is integrated with an n-stage

diagonally-implicit Runge-Kutta scheme. The equations for an update in one time

step are

un,j = un−1 +

j−1∑
p=1

âjpk̂n,p +

j∑
p=1

ajpkn,p (3.11)

Mk̂n,j = ∆tnf(un,j, tn−1 + ĉj∆tn) (3.12)

Mkn,j = ∆tng(un,j, tn−1 + cj∆tn) (3.13)

un = un−1 +
s∑

p=1

b̂pk̂n,p +
s∑

p=1

bpkn,p (3.14)

The IMEX scheme considered in this work consists of a fourth-order explicit Runge-

Kutta (ERK) and a stiffly-accurate fourth-order, ESDIRK scheme. The Butcher

tableaus for the ERK and the ESDIRK schemes are shown in Table 3.1 and Table 2.1,

respectively.

3.3 Temporal Coupling

In a partitioned procedure for FSI or aeroelastic computations, the fluid and struc-

ture subsystems are time-integrated by different schemes that are tailored to their

different mathematical models, and solved in a staggered numerical algorithm. Con-

ventional serial staggered and improved serial partitioned solution procedure [38] are

examples of partitioned algorithms widely used for solving FSI problems. The stag-

gered solution algorithm supporting this partitioned procedure can also be described
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12662868775082
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0 0

1 647845179188
3216320057751

73281519250
8382639484533

552539513391
3454668386233

3354512671639
8306763924573

4040
17871

0

bi
82889
524892

0 15625
83664

69875
102672

−2260
8211

1
4

Table 3.1: Butcher coefficients for the fourth-order explicit Runge-Kutta scheme.

as a loosely-coupled solution algorithm due to the information exchange occurring

only once every few time steps. Farhat et. al [39] were the first to develop a second-

order time accurate loosely coupled partitioned scheme. Despite the simplicity of their

implementation, loosely-coupled solution algorithms are often criticized in the litera-

ture for their lack of sufficient time-accuracy and sufficient numerical stability [38]. As

the objective of this work is to develop a high-fidelity FSI solver, high-order coupling

schemes which maintain the temporal accuracy of the coupled solver are required.

Implicit–Explicit (IMEX) Runge–Kutta scheme [122] offers arbitrarily high orders of

temporal accuracy for multi-physics simulations and the ability to use implicit solvers

for both the fluid and the structural subsystems. This scheme couples the two sub-

systems tightly in time, where information exchange occurs multiple times every time

step and is used in the high-fidelity FSI solver.

To showcase the application of IMEX on an FSI system, consider a coupled FSI

problem in semi-discrete form as

Mu̇ = r(u), (3.15)
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u =

uf

us

 , r =

rf (uf ; z(us))

rs(us; t(uf ))

 , M =

Mf 0

0 Ms

 , (3.16)

where u is a combined vector of the fluid and structural states, and z and t denote

the terms in the residual responsible for the coupling of the two subsystems. The

unsteady residual of the structural subsystem, given in Eq 2.26, may be separated as

rs(us; t(uf )) = rss(us) + rsf (t(uf )). (3.17)

The first term represents the effect of the current structural state, while the second

term represents the effect of the traction, t, from the fluid. Since the second term is

linear in t, a predicted value of the traction is introduced, t̃, as presented in Froehle

and Persson [50]. Thus, the residual can be re-written as

rs(us; t(us)) = rs(us; t̃) + rsf (t(uf )− t̃). (3.18)

Using the above formulation, Eq 3.15 can be split as

M
du

dt
=

 0

rsf (t(uf )− t̃)

+

rf (uf ; z(us))

rs(us; t̃)

 . (3.19)

With the introduction of a predictor, the coupled problem has been suitably modified

into a form where the high-order IMEX scheme can be applied. As already mentioned,

in the IMEX scheme the non-stiff (first) term is integrated explicitly and the stiff

(second) term is integrated implicitly in time. However, the scheme differs slightly

from IMEX as the evaluation of the explicit terms rsf is avoided and instead the stage

flux is updated for the structure equation using the corrected value of the coupling

t(uf ). To solve the subsystems implicitly, ESDIRK4, a fourth-order time accurate

implicit scheme, is employed. An explicit traction predictor proposed by Van Zuijlen
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et al. [123] for the structural subsystem, at an implicit stage i, is given by

t̃ =
i−1∑
j=1

âij − aij
aii

tj, (3.20)

where âij and aij are the coefficients of the explicit and implicit Runge-Kutta inte-

gration schemes, respectively.

Figure 3.2 summarizes a single time step of the coupled solver. The coupled FSI

problem uses a block Gauss-Seidel partitioning, in which the structural subsystem

uses the explicit traction predictor (Step 1) and is integrated first, in an implicit

manner (Step 2). The spatial coupling algorithm transfers the predicted interface

data to the fluid subsystem (Step 3). The predicted interface data are used by the

mesh-motion algorithm to deform the fluid mesh and are then implicitly integrated

(Step 4). The corrected traction obtained from the fluid solution is lastly used to

correct the structural subsystem (Steps 5 and 6).

Figure 3.2: IMEX algorithm for one coupled time step.
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CHAPTER IV

Output-Based Mesh Adaptation

This chapter presents a method for coupled mesh adaptation in FSI with the

objective of direct minimization of output error in an FSI simulation. Output-based

error estimation using discrete in space but continuous in time coupled adjoints are

firstly reviewed. The chapter ends with a review of output-based mesh adaptation,

where localized error estimates guide the mesh adaptation in both the fluid and

structural meshes.

4.1 Output-Based Error Estimation

In the coupled FSI problem, the numerical error in an output of interest re-

sults from discretization errors generated in both the fluid and structural subsys-

tems. These discretization errors can be reduced by uniformly refining the spatial

and temporal mesh. However, resolving all regions of the fluid flow along with the

the structure with equal precision is both unnecessary and inefficient. A better strat-

egy is to (i) estimate the amount of error in the output, (ii) determine where this error

originates from, and (iii) drive that error down by targeting for refinement the regions

of the mesh responsible for it. Output-based error estimation techniques [93, 114, 74]

identify all areas of the domain that are important for the accurate prediction of an

engineering output.
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The success of an output-based mesh adaptation hinges on the quality of the output

error estimate. Accurate a-posteriori error estimates can be obtained by solving an

adjoint problem [43] for the outputs of interest, and this is the strategy we adopt

here. An adjoint provides the sensitivity of an output to perturbations in the residu-

als of the governing equations, which in the context of error estimation can identify

regions of the domain contributing most to the output error. These regions can then

be adapted to reduce the error and to obtain a more accurate output. This concept

has been utilized in CFD [46, 47, 65] and monolithic FSI [104, 130, 6, 36] problems

and is extended for high-order partitioned FSI solvers in this work.

4.1.1 Continuous-in-Time Adjoint Evaluation

Consider an unsteady output of the form

J̄ =

T∫
0

J(Uf ,Us) dt, (4.1)

where J is a functional of the fluid, T is final time of the simulation, Uf , and struc-

tural, Us, states. The time-continuous adjoints, Ψf and Ψs, represent the sensitiv-

ity of the output to perturbations in the unsteady residuals Rf (Eq 2.10) and Rs

(Eq 2.26), respectively. To derive the adjoint equations, a Lagrangian is defined as

L = J̄ +

T∫
0

Ψf⊤Rfdt+

T∫
0

Ψs⊤Rsdt. (4.2)

Substituting Eq 4.1 into Eq 4.2, integrating the second term by parts, and requiring

stationarity of the Lagrangian with respect to the perturbation in the state variables,
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δUf , gives

∂JT

∂Uf
δUf

∣∣∣
t=T

+Ψf⊤MfδUf
∣∣∣
t=T

−Ψf⊤MfδUf
∣∣∣
t=0

+

T∫
0

[
∂J

∂Uf
− dΨf⊤

dt
Mf −Ψf⊤ ∂rf

∂Uf
−Ψs⊤ ∂rs

∂Uf

]
δUfdt = 0.

(4.3)

The middle term at t = 0 drops out since the initial condition on the primal fully

specifies the state there, so δUf = 0 at t = 0. By transposing the time integrand

and noting that the mass matrix is symmetric, the remaining terms yield the adjoint

differential equation

Mf dΨ
f

dt
+

∂rf
⊤

∂Uf
Ψf +

∂rs⊤

∂Uf
Ψf =

∂J

∂Uf

⊤
, (4.4)

and the terminal condition

Ψf (T ) = 0. (4.5)

Note that the mass matrix is non-singular. The governing equation for the structural

adjoint can also be obtained in a similar fashion by requiring stationarity of the

Lagrangian with respect to the perturbation in the state variables, δUs. As both the

adjoint equations of the individual subsystems are coupled, they can be written in a

matrix form as

M
f 0

0 Ms


Ψ̇

f

Ψ̇s

+


∂rf

⊤

∂Uf

∂rs
⊤

∂Uf

∂rf
⊤

∂Us

∂rs
⊤

∂Us


Ψf

Ψs

 =


∂J

∂Uf

⊤

∂J

∂Us

⊤

 . (4.6)

The coupled adjoint equations require the evaluation of the linearization of the fluid

and structural spatial residuals with respect to both the fluid and structural state,

as shown in Eq 4.6. The on-diagonal terms ∂rs/∂Us and ∂rf/∂Uf , which represent

the change in the structural residual due to perturbation in the structural state and
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the change in the fluid residual due to perturbation in the fluid state, are evaluated

using the Jacobian of the individual subsystems. The off-diagonal terms ∂rs/∂Uf

and ∂rf/∂Us, which represent the change in the structural residual due to pertur-

bation in the fluid state and the change in the fluid residual due to perturbation in

the structural state, are more challenging to compute in a two-state aerostructural

formulation. A number of ways exists in the literature to evaluate these derivatives,

such as finite differences, algorithmic differentiation, and complex step. The simplest

method for computing derivatives uses an appropriate finite difference formula, such

as a forward finite difference, in which each input of interest is perturbed and the

output reevaluated to determine its new value. The derivative is then estimated by

taking the difference between the output and the unperturbed value and dividing by

the value of the perturbation. Although finite differences are not usually very accu-

rate or computationally efficient, they are extremely easy to implement and therefore

are widely used. The complex-step derivative approximation computes derivatives

of real functions using complex variables. This method originated with the work

of Lyness [76] and Lyness and Moler [77]. They developed several methods that

made use of complex variables, including a reliable method for calculating the nth

derivative of an analytic function. The complex-step method requires access to the

source code of the given computational model, and thus, it cannot be applied to black

box models without additional effort in most cases. To implement the complex-step

method, the source code must be modified so that all real variables and computations

are replaced with complex ones. The implementation is straightforward in languages

which support operator overloading. Algorithmic differentiation (AD), also known

as computational or automatic differentiation, is a well-known method based on the

systematic application of the differentiation chain rule to computer programs [88].

For each intermediate variable in the algorithm, a variation due to one input variable

is carried through, and all the required sensitivities are computed in one program call.
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The derivatives given by the chain rule can be propagated forward (forward mode)

or backwards (reverse mode). For AD, the total number of operations is independent

of perturbed variables but the memory requirements may be prohibitive, especially

for the case of large iterative algorithms. Due to the ease of implementation, finite

differences are used to evaluate the off-diagonal derivatives, in this work.

The adjoint equation is solved backward in time, starting from the given terminal

condition. The time integration scheme used for both the primal and the adjoint

equation for this study is ESDIRK4, but other time schemes can be used as well. For

nonlinear problems, the adjoint residual depends on the primal states Uf and Us.

In multi-stage time integration, the residual must be evaluated at times in between

the time nodes, but Uf and Us are not directly available at these time locations;

at least not when using general non-variational time integrators, for which only the

nodal states are saved. In this work we evaluate the adjoint in between time nodes

using a temporal reconstruction with a prescribed order of accuracy [43]. For the fluid

subsystem, a linear reconstruction is used for evaluating the fluid states between the

time nodes while a quintic reconstruction is used for a structural subsystem. Higher

order reconstruction of the fluid states requires the smoothness of the fluid state and

it’s temporal derivatives. However, the non-smooth start of the fluid simulation at

initial time causes the higher-order reconstruction to fail and provide non-physical

values at the first time step. Thus, a linear reconstruction is used for the fluid states

in this work.

4.1.2 Error Estimation

The unsteady adjoint can be used to evaluate the error in the output of interest

through the adjoint-weighted residual [46]. Let Uf
H and Us

H be the approximate

fluid and structural solutions obtained from the current space-time time, denoted by
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subscript H. The error in the output is defined as:

δJ̄ = J̄(Uf ,Us)− J̄H(U
f
H ,U

s
H) (4.7)

As finding the exact solution of the fluid and structural state, Uf and Us, is not

feasible, a fine-space solution is used to estimate the error in the output of interest.

δJ̄ = J̄h(U
f
h,U

s
h)− J̄H(U

f
H ,U

s
H) (4.8)

where the subscript h, denotes the finer space. The output in the fine-space can be

expanded using Taylor expansion around the coarse space solution as follows

J̄h(U
f
h,U

s
h) ≈ J̄h(U

H,f
h ,UH,s

h ) +

T∫
0

[
∂Jh

∂Uf
h

∣∣∣∣∣
UH,f

h

δUf +
∂Jh
∂Us

h

∣∣∣∣∣
UH,s

h

δUs

]
dt+ .... (4.9)

The unknown perturbations δUf and δUs can be evaluated by expanding the fine-

space residuals, Rf
h(U

f
h,U

s
h) andRs

h(U
s
h,U

f
h), around the coarse space solutions using

Taylor series expansion. Assuming the fine space residuals to be exact,

Rf
h(U

f
h,U

s
h) = Rf

h(U
H,f
h ,UH,s

h ) +
∂Rf

h

∂Uf
h

∣∣∣∣∣
UH,f

h

δUf +
∂Rf

h

∂Us
h

∣∣∣∣∣
UH,s

h

δUs = 0, (4.10)

Rs
h(U

f
h,U

s
h) = Rs

h(U
H,f
h ,UH,s

h ) +
∂Rs

h

∂Uf
h

∣∣∣∣∣
UH,f

h

δUf +
∂Rs

h

∂Us
h

∣∣∣∣∣
UH,s

h

δUs = 0. (4.11)

Reorganizing Eq 4.10 and Eq 4.11 in the matrix form,


∂Rf

h

∂Uf
h

∂Rf
h

∂Us
h

∂Rs
h

∂Uf
h

∂Rs
h

∂Us
h

.



δUf

δUs

 = −


Rf

h(U
H,f
h ,UH,s

h )

Rs
h(U

H,f
h ,UH,s

h )

 (4.12)
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Thus, the state perturbations can be re-written as,


δUf

δUs

 = −


∂Rf

h

∂Uf
h

∂Rf
h

∂Us
h

∂Rs
h

∂Uf
h

∂Rs
h

∂Us
h


−1 

Rf
h(U

H,f
h ,UH,s

h )

Rs
h(U

H,f
h ,UH,s

h )

 (4.13)

Inserting the state perturbation into the approximation of the error estimate (Eq 4.9)

gives

J̄h(U
f
h,U

s
h) ≈ J̄h(U

H,f
h ,UH,s

h )

−
T∫

0

[
∂Jh

∂Uf
h

∂Jh
∂Us

h

]
∂Rf

h

∂Uf
h

∂Rf
h

∂Us
h

∂Rs
h

∂Uf
h

∂Rs
h

∂Us
h


−1 

Rf
h(U

H,f
h ,UH,s

h )

Rs
h(U

H,f
h ,UH,s

h )

 dt
(4.14)

Without expanding the strong form unsteady residuals, the unsteady coupled adjoint

equations (Eq 4.6) can be rewritten as

[
ΨT,f ΨT,s

]
∂Rf

∂Uf

∂Rs

∂Uf

∂Rf

∂Us

∂Rs

∂Us

 = −
[
∂J

∂Uf

∂J

∂Us

]
. (4.15)

Substituting the definition of the adjoint in the finer space from Eq 4.15 into Eq 4.14

gives,

J̄h(U
f
h,U

s
h) ≈ J̄h(U

H,f
h ,UH,s

h ) +

T∫
0

[
ΨT,f

h ΨT,s
h

]
Rf

h(U
H,f
h ,UH,s

h )

Rs
h(U

H,f
h ,UH,s

h )

 dt. (4.16)
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The output evaluated by projecting the coarse space solution into the fine space will

be the same as the output evaluated in the coarse space.

J̄H(U
f
H ,U

s
H) = J̄h(U

H,f
h ,UH,s

h ) (4.17)

Substituting Eq 4.17 into Eq 4.16, the error estimate for the output of interest at a

given time step is given by,

δJ̄est ≈
T∫

0

[
ΨT,f

h Rf
h(U

H,f
h ,UH,s

h ) +ΨT,s
h Rs

h(U
H,f
h ,UH,s

h )
]
dt. (4.18)

The fine space discrete unsteady adjoint, which is unavailable, is approximated in a

finer space by increasing the degrees of freedom in the spatial discretization.

4.2 Mesh Adaptation

Unsteady error estimates in the space-time fluid mesh guide the adaptation pro-

cess. Space-time elements selected for refinement or coarsening are chosen based on

two factors: 1) the estimated error in the space-time element, and 2) the computa-

tional cost of refinement. These two aspects are combined into an adaptive indicator

called the “figure of merit”. The figure of merit is defined as the element error elimi-

nated by refinement divided by the degrees of freedom introduced by the refinement.

The cost is defined by the total degrees of freedom,

C ≡ CspaceCtime , Cspace ≡
Ne∑
e=1

n(pe) , Ctime ≡ Ntnr, (4.19)

where n(pe) is the number of spatial degrees for an element of order pe, Nt is the

number of time steps, and nr is the number of temporal degrees of freedom, i.e., sys-

tem solves, per time step. For example, the five-stage ESDIRK4 method has nr = 5.
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A user-defined growth factor, ftot, is used to decide the change in the number of

total degrees of freedom after each adaptation cycle. In this work, adaptive mesh

refinement occurs only in the spatial discretization of the FSI system. Thus, the

unsteady error estimates for the fluid and structural subsystem are aggregated over

all time steps for every element in the fluid and structural meshes. Once the figure of

merit is evaluated for all elements, using Eq 4.19, a decreasing refinement threshold

strategy is used for choosing the elements for refinement. In the decreasing refinement

threshold strategy [92], elements with the highest error are targeted for refinement

first so that the mesh size grows more slowly and multiple expensive solves on the

finest meshes are avoided. In the fluid mesh, the adaptive strategy refines in space by

hanging node refinement (h-adaptation) or spatial order refinement (p-adaptation)

while in the structural mesh only h-adaptation is used.
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CHAPTER V

Mesh Deformation Errors

As discussed in Section 2.1.5, mesh-motion algorithms required for the ALE for-

mulation of the Navier-Stokes equation, introduce errors in the fluid simulation. This

chapter reviews the impact of mesh-motion algorithms on high-fidelity fluid simula-

tions with deforming domains. The existence of an optimum spatial location of the

blending region in a mesh-motion algorithm is investigated for two separate cases.

The goal of this chapter is to identify trade-offs and general trends in the relationship

between mesh-motion parameters and output errors. The use of output-based mesh

adaptation in efficiently reducing the spatial errors generated by the mesh distortion

as well the spatial discretization has been investigated. Secondly, the necessity of the

implementation of a geometric conservation law (GCL) for achieving high accuracy

in high-order FSI simulations involving rigid-body motions is also investigated.

5.1 Optimizing Mesh-Motion Algorithms

The Arbitrary Lagrangian Eulerian (ALE) framework helps facilitate the evolu-

tion of fluid boundaries that are imposed by the motion of the free surfaces and/or the

adjoining deforming structures by providing a reference frame wherein the computa-

tional mesh can move and deform independent of the fluid particle motion. However,

the distortion of mesh elements in the fluid mesh and the introduction of arbitrary
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mesh velocities introduce errors in the simulation. In this section, the impact of

mesh-motion algorithms on a high-fidelity fluid simulation with deforming domains

and a comprehensive analysis of controlling such mesh deformation errors is studied

on an unstructured mesh. Two separate cases have been designed for quantifying and

analyzing the errors arising from mesh deformation. Firstly, a free-stream preserva-

tion test, which is widely used for highlighting the impact of non-linear mapping in a

free-stream is modified to quantify the errors generated by the mesh deformation. In

this case, the impact of the mesh deformation is characterized by entropy generation.

Secondly, a more practical case of an airfoil undergoing rigid-body deformation in a

steady fluid flow is analyzed for engineering outputs of interest such as lift.

5.1.1 Free-Stream Preservation

Spatial and temporal errors generated in a fluid simulation with deforming do-

mains arise from the corresponding space-time discretization and mesh deformation.

As both sources of error propagate spatially and temporally in a simulation, it is diffi-

cult to separate the errors obtained from the output-based error estimate based on the

source. However, for an arbitrary mesh-motion applied to a free-stream, the states

are only contaminated by the errors arising from mesh deformation, as the space-

time discretization without deformation conserves the free-stream. Therefore, such

a test acts as an ideal case to study the spatial and temporal distribution of mesh

deformation errors. Steady and unsteady mesh-motion error quantification studies

are presented for a free-stream undergoing mesh deformation. Error estimates of the

entropy z are used to demonstrate the existence of optimum blending region for the

mesh-motion algorithm.

Consider a uniform fluid flow around an airfoil placed centrally in square domain

which spans [−100c, 100c] in both dimensions, where c is the chord length of the
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airfoil. To simulate a uniform fluid flow, a coarse, unstructured, triangular mesh of

5489 elements is generated, as shown in Figure 5.1. The unstructured triangular fluid

meshes used in this thesis are generated using BAMG [61], an anisotropic 2D mesh

generator. For fixed, user defined, degrees of freedom, BAMG is used to generate an

h-adapted mesh, optimized using metric-based mesh adaptation. Free-stream bound-

ary conditions are applied at the farfield boundaries as well as on the airfoil. The

airfoil boundary acts as the set of nodes where the deformation is prescribed but as

the boundary condition on the airfoil is free-stream, it does not violate the preserva-

tion phenomenon. Despite this being a free-stream preservation test, the reason for

choosing a viscous mesh is because most of the instabilities that occur in FSI simula-

tions, such as flutter, occur at high Reynolds number flows. Thus, a mesh capable of

simulating such as system is used to study the impact of mesh-motion. Two degrees

of freedom of the airfoil motion, the pitch, α(t), and plunge, h(t), are prescribed using

sinusoidal functions. An explicit mesh deformation algorithm, as mentioned in Sec-

tion 2.1.5.1, is applied to handle the deformations occurring in the fluid domain due

to the moving airfoil. The mesh deformation algorithm depends on three variables:

(a) Entire domain (b) Zoom

Figure 5.1: Unstructured viscous mesh for the free-stream preservation test.
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the inner radius, the outer radius, and the polynomial blending function, which are

generally user-defined. The goal of this study is to investigate the existence of an op-

timal blending region and blending function for a viscous mesh undergoing arbitrary

motion, with the goal of minimizing the error due to mesh deformation.

The study is conducted for both steady and unsteady cases. For the steady-state

deformation, an inviscid simulation is conducted with p = 3 order polynomials with a

constant pitch deformation of 5 degrees, centered at the quarter chord of the airfoil.

The error for the steady case is evaluated for an output defined as the normalized

domain integral of the entropy, given by

J̄ =
1

A

∫
Ω

SdΩ. (5.1)

where S is the entropy and A is the area of the domain. Figure 5.2 compares the effect

of order of blending polynomials on the entropy error estimate for inner and outer
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Figure 5.2: Effect of the order of the blending polynomial on the error estimate.
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Figure 5.3: Entropy error and error estimates.

radii of 1c and 5c. It shows that across different orders of dicretizations, increasing

the order of blending polynomials leads to better representation of the deformation in

the elements, which in turn leads to lower errors, provided a sufficiently high quadra-

ture rule is used for integration when mesh-motion is active. Figure 5.3(a) shows

a contour representation of error estimates for varying inner and outer radii of the

blending region with septic blending. The optimum inner and outer radii for the

lowest error estimate come out to be 1c and 5c, respectively. We can conclude that

lowering the inner radius to be as low as possible while avoiding element inversion

reduces the error estimate of the output due to mesh-motion, because this results in

a blending region located in the domain which is finer. Lowering the outer radius

causes the blending to occur in a very small domain resulting in large gradients in

the determinant of the mapping, g, within the elements, thereby causing higher er-

rors. Similarly, increasing the outer radius of the blending region also results in an

increase in the error because the number of elements affected by the blending region

grows, as does the size of these elements. For this case, the optimum outer radius

was identified at 5c, which lies between the two extremes and leads to the lowest
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errors arising from mesh-motion. The optimum parameters are specific to the case

tested. However, similar results are expected for the blending region location for

viscous meshes i.e, close to the deforming domain for the lowest mesh-motion errors.

A similar optimum blending region is observed for different amplitudes of the defor-

mation and other degrees of freedom. Apart from error estimates, the absolute error

in the average entropy in the entire domain is also studied for varying outer radii, as

shown in Figure 5.3(b), which depicts a similar behaviour as the error estimate.

To study the propagation of spatial and temporal error arising due to mesh-motion,

an unsteady pitch motion was prescribed to the fluid system given by α = α0 sin(t)

where α0 = 5◦. The inviscid simulation was conducted with p = 3 and p = 4 order

polynomials and an ESDIRK4 time scheme with 50 time steps for a final time of 5

time units, where one time unit is defined as the time taken for flow at free-stream

speed to traverse the chord of the airfoil. The output chosen for the unsteady ad-

joint evaluation and error estimate is the domain integral of the entropy at the final

Figure 5.4: Unsteady spatial error estimate of the entropy for varying outer radii with
an inner radii of 1c and septic blending polynomials.
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time. Figure 5.4 shows the evolution of spatial error estimates over time for p = 4

for varying outer radii with a constant inner radius of 1c and septic blending. The

results from steady state are corroborated with the unsteady solution where a similar

optimum outer radius is observed to reduce the error estimate.

5.1.2 NACA 0012 Airfoil with Prescribed Pitch Deformation

In this test case, mesh deformation is applied to an airfoil with prescribed rigid-

body motion and the output of interest chosen for the study is the lift generated by

the airfoil. The investigation is conducted for both viscous and inviscid flows. The

main motivation behind this problem is to investigate the effect of the position of

blending regions on the convergence of the output of interest. Secondly, a compar-

ative study based on the effect of the initial mesh used for a simulation with mesh

deformation is also performed for three separate initial meshes. Finally, the effect of

different definitions of error estimates used for mesh adaption on the output conver-

gence is also investigated for simulations with mesh deformation.

(a) Entire mesh (b) Zoom

Figure 5.5: Reference mesh for lift evaluation for laminar flow.
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(a) Entire mesh (b) Zoom

Figure 5.6: Reference mesh for lift evaluation for inviscid flow.

Consider a NACA 0012 airfoil placed centrally in a circular mesh of radius 1000

chords. A pitch deformation of five degrees about the leading edge is provided to the

airfoil using the mesh-motion algorithm described in Section 2.1.5.1. The effect of

viscosity on the mesh deformation error is studied by considering two flow conditions,

viscous and inviscid flow. For the viscous simulations, the Reynolds number is chosen

to be Re = 1000. The focus of this analysis is to quantify only the spatial errors

generated by distortion of the mesh elements by the mesh-motion algorithm. There-

fore, all the simulations are steady in nature. The meshes used for this simulation use

curved elements of order three, q = 3, to represent the airfoil geometry. Free-stream

boundary conditions are applied at the farfield boundaries and wall boundary con-

ditions are applied at the airfoil boundary. The Mach number used for this analysis

is M = 0.345. This subsonic Mach number is chosen based on the flutter estimation

study conducted in the next section. Multiple inner and outer radii combinations

are used to vary the position of the blending region for the deformation to study the

effect of the position of the blending region on the output convergence. For a partic-

ular blending region, the spatial errors in the simulation are quantified by comparing
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the output of interest against a reference case, which is unaffected by mesh-motion.

In the reference case, the desired angle of attack is achieved by changing the flow

boundary conditions at the farfield without applying any mesh deformation to the

airfoil. Figure 5.5 and Figure 5.6 present the meshes used for the laminar and inviscid

reference cases, respectively. The reference lift is evaluated for a spatial discretization

of order five, p = 5 using a mesh with 5545 elements.

5.1.2.1 Mesh optimized for the reference position of the airfoil in ALE

Simulations involving mesh deformation generally use a mesh optimized for the

reference position in ALE as the initial mesh. In simulations involving FSI, the mesh

deformation is often not known a priori to the user. Therefore, this strategy is useful

as it is optimized to reduce spatial discretization errors and can yield a good initial

mesh. Using this strategy, a mesh optimized for the reference position of the airfoil in

the ALE framework, where the airfoil is aligned with the flow is obtained, as shown

in Figure 5.7. Employing such a mesh, h-optimized without mesh-motion, can lead

to different output error, depending on the mesh-motion algorithm itself. Starting

(a) Initial mesh for laminar flow (b) Initial mesh for inviscid flow

Figure 5.7: Initial mesh used in the first strategy. The mesh is generated by optimizing
for the reference/undeformed mesh in ALE.
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Figure 5.8: Error in lift post output-based adaptation.

with this initial mesh, the mesh-motion algorithm deforms the mesh for the various

combinations of inner and outer radii. For the error analysis, discrete values of inner

radius, Rinner ∈ [1c, 5c, 20c, 40c, 100c] and blending distance, which is the distance

between the inner and outer radius, Dblending ∈ [1c, 5c, 20c, 40c, 100c, 400c, 800c], are

used. As a single mesh is used for the error estimation for the various blending re-

gions, the initial spatial error arising only from the discretization is the same for all

of the blending regions. To study the effect of mesh deformation, an output conver-

gence study is conducted using output based mesh adaptation. Starting with uniform
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Figure 5.9: Error in lift post residual-based adaptation.
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p = 1 elements in the entire domain, the initial fluid mesh is adapted in spatial order

by subjecting it to six cycles of p-adaptation. The growth factor is chosen to be

two for each adaptation cycle and a constraint on the total degrees of freedom post-

adaptation is imposed at 5000 triangular elements. Error estimates obtained using

the fluid adjoint are used to guide the mesh adaptation. Figure 5.10 and Figure 5.11

show the output convergence for the different blending regions as a function of the

adaptive iteration for the laminar and inviscid flows, respectively. The various plots

track the absolute error in lift for a constant inner radius and varying outer radius.

As the convergence of lift is not a monotonic function of the adaptive iteration, the

sudden drop in the error of the output is not an indication of convergence but a sign

of the output crossing the reference lift en route to convergence. The existence of

two optimum blending regions can be observed from Figure 5.8(a), which shows the

absolute error in the lift at the end of the adaptive iterations for laminar flow.

The first optimum blending region is located close to the airfoil. This location of

the blending region benefits from the mesh density of the initial mesh used for the

simulations. The initial mesh optimized for the reference position leads to a finer

mesh close to the airfoil, which effectively resolves the boundary layer. Similarly, lack

of flow features far away from the airfoil results in larger element sizes there. Due to

a finer mesh close to the airfoil, the blending region is well-resolved and leads to less

distortion within each element, thereby resulting in better output convergence. The

second optimum blending region exists where the outer radius extends far away from

the airfoil. Irrespective of the inner radius, having a larger outer radius results in less

distortion within an element, which in turn results in less mesh deformation error.

Relatively slow convergence can be seen in the output for cases having small blend-

ing regions with larger inner radius. Pushing the inner radius away from the airfoil

and keeping the blending region small results in the blending occurring primarily in
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elements of larger sizes. These large elements are incapable of resolving the blending

well, thus leading to high errors. Similar optimum blending regions are observed for

the inviscid case as well, as shown in Figure 5.8(b). For the inviscid case, the optimum

blending region close to the airfoil outperforms the optimum blending region away

from the airfoil due to the initial mesh used for the inviscid flow. The initial optimized

mesh for the inviscid case is more isotropic compared to the viscous flow case because

of the lack of a boundary layer. The isotropic nature of the mesh combined with the

radial nature of the blending leads to a better resolution for the deformations blended

close to the airfoil. The output convergence study in this analysis is conducted using

output-based mesh adaptation. This technique is successful in targeting the elements

in the blending region for further adaptation because of the definition of the adaptive

indicator. As described in Section 4.1, the adaptive indicator is a function of the

adjoint and the residual evaluated by projecting the coarse space solution into the

fine space. The elements inside the blending region, despite having a lower adjoint

magnitude, suffer from the errors originating from mesh-motion and have a higher

projected residual.

A second definition of the adaptive indicator, based solely on the residual is also

tested for output convergence. Figure 5.9 shows the output convergence for the var-

ious blending regions as a function of the adaptive iteration, using residual-based

adaptation. The output convergence for the various positions for the blending region

in the laminar case is slower for residual-based adaptation when comparing it against

output-based adaptation. The inclusion of the lift adjoint in the adaptive indicator

focuses the adaptation on mesh elements important for lift evaluation irrespective of

the mesh deformation errors. Residual-based adaptation, on the other hand, focuses

more on the errors due to mesh deformation in the bigger elements leading to slower

convergence. However, the opposite behavior is seen in the case of inviscid flow, where
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Figure 5.10: Error in lift generated by a NACA0012 airfoil in a laminar flow as a function of the adaptive iterations for the first
mesh adaptation strategy, where the mesh is optimized for the reference position of the airfoil in ALE.

62



1 2 3 4 5 6

Adaptive Iterations

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

E
rr

o
r 

in
 l
if
t

Inner Radius = 1c

2c 6c 21c 41c

101c 401c 801c

Outer Radius

(a)

1 2 3 4 5 6

Adaptive Iterations

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

E
rr

o
r 

in
 l
if
t

Inner Radius = 5c

6c 15c 25c 45c

105c 405c 805c

Outer Radius

(b)

1 2 3 4 5 6

Adaptive Iterations

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

E
rr

o
r 

in
 l
if
t

Inner Radius = 20c

30c 60c 120c 420c

820c

Outer Radius

(c)

1 2 3 4 5 6

Adaptive Iterations

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

E
rr

o
r 

in
 l
if
t

Inner Radius = 40c

60c 80c 140c 440c

840c

Outer Radius

(d)

1 2 3 4 5 6

Adaptive Iterations

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

E
rr

o
r 

in
 l
if
t

Inner Radius = 100c

120c 140c 200c 500c

900c

Outer Radius

(e)

Figure 5.11: Error in lift generated by a NACA0012 airfoil in a inviscid flow as a function of the adaptive iterations for the first
mesh adaptation strategy, where the mesh is optimized for the reference position of the airfoil in ALE.
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better convergence rates are seen with residual-based adaptation. In output-based

adaptation, the singularity of the adjoint along the stagnation streamline [126] leads

to numerical noise in the adjoint evaluation. This causes excessive adaptation along

the stagnation streamline, which is avoided in the case of residual-based adaptation,

leading to more efficient output convergence. Mesh adaptation using residual-based

adaptive indicators is comparatively much faster than output-based adaptive indica-

tors due to the lack of the adjoint evaluation. It is also able to highlight some of

the shortcomings of the output-based approach, where errors in adjoint evaluations

can lead to slower output convergence for inviscid cases. However, such a defini-

tion of the error estimate is not useful for unsteady cases, where the information of

characteristics, provided by the adjoint, is extremely useful.

5.1.2.2 Mesh optimized for the deformed position of the airfoil in ALE

A second strategy for the initial mesh generation can be used when the mesh

deformation is known a priori to the user, such as simulations involving prescribed

motion of the airfoil. In this strategy, an optimized initial mesh is generated for each

specific blending region by taking the known pitch deformation of the airfoil into
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Figure 5.12: Error in lift post output-based adaptation using the initial meshes pro-
posed in the second strategy.
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Figure 5.13: Error in lift generated by a NACA0012 airfoil in a laminar flow as a function of the adaptive iterations for the
second mesh adaptation strategy, where the mesh is optimized for the deformed position of the airfoil.
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Figure 5.14: Error in lift generated by a NACA0012 airfoil in a inviscid flow as a function of the adaptive iterations for the
second mesh adaptation strategy, where the mesh is optimized for the deformed position of the airfoil.
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Figure 5.15: Error in lift post output-based adaptation using the initial meshes pro-
posed in the third strategy.

optimized for the blending region leads to better convergence.
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5.1.2.3 Mesh optimized for the reference lift evaluation of the airfoil

Meshes used for the reference lift evaluation, as shown in Figure 5.6, where the

boundary condition at the farfield is changed to achieve the desired angle of attack,

can also serve as good initial meshes for this analysis. Despite, the degrees of freedom

used to resolve the wake and regions near the stagnation streamline being aligned dif-

ferently than the flow direction used in the error analysis, the application of mesh

deformation to these meshes re-aligns these regions. Thus, this strategy uses an initial

mesh optimized for reducing the spatial discretization errors for the known deforma-

tion without knowledge of the blending region. A similar output convergence study

using mesh adaptation as described in the previous subsection is conducted for the

two flow regimes. Figure 5.16 and Figure 5.17 show the output convergence for the

different blending regions as a function of the adaptive iteration for the laminar and

inviscid flow, respectively. The existence of an optimum blending region can be ob-

served from Figure 5.15, which shows the error in the lift at the end of the adaptive

iterations, for laminar flow. The optimum blending region is located for small inner



radii with an outer radius of 100 chords. For the laminar case, the initial mesh has

higher mesh density along the stagnation streamline and the boundary layer. How-

ever, the entire stagnation streamline, which extends up to the upstream farfield at

1000 chords, is not resolved because of the constraint on the total degrees of freedom.

Thus, for the given constraint of 5000 elements, the mesh generator only resolves the

stagnation streamline up to 100 chords, which makes the blending region with an

outer radius of 100c converge more aggressively compared to other locations. De-

pending on the total degrees of freedom in the initial mesh, the optimum blending

region may move further upstream of the airfoil if the stagnation streamline is further

resolved. Therefore, the optimum blending region observed for this case is unique to

this particular initial mesh, but this study highlights the importance of the initial

mesh structure on output convergence for FSI simulations. The inviscid reference

mesh, on the other hand, has quite a different distribution of mesh elements com-

pared to the laminar flow mesh. The lack of a boundary layer leads to more isotropic

distribution of mesh elements and leads to smaller elements compared to the lami-

nar case in the farfield. Thus, two optimum blending regions are observed for the

inviscid case, as seen in Figure 5.15b. The location of the optimum regions is sim-

ilar to the first strategy, the explanation of which can be extended to this case as well.

Mesh-motion errors arise due to under-integration and loss of optimal polynomial

approximation in global space due space-time deformation of the elements. Within

the current scope of this chapter, where mesh deformation is applied on a single mesh

without re-meshing, this effect is mitigated by changing the blending parameters,

which determine the region in the mesh where the mesh-motion errors are generated.

The blending parameter affects elements of varying sizes differently, which explains

the sensitivity of the outputs to the position of the blending region. The blending

parameter, unique to this particular deformation algorithm, is equivalent to the term
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Figure 5.16: Error in lift generated by a NACA0012 airfoil in a laminar flow as a function of the adaptive iterations for the
third mesh adaptation strategy, where the mesh is optimized for the reference lift evaluation of the airfoil.
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Figure 5.17: Error in lift generated by a NACA0012 airfoil in a inviscid flow as a function of the adaptive iterations for the
third mesh adaptation strategy, where the mesh is optimized for the reference lift evaluation of the airfoil.
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that signifies the region of influence of the displacement at a particular boundary

node for any mesh deformation scheme. Other deformation approaches, including

interpolation methods and PDE-based methods, also have tunable parameters and

thus likely face similar issues. The output convergence study verifies that the imple-

mentation of a GCL is not necessary for achieving high accuracy in high-order FSI

simulations involving rigid-body motions. Guidelines for initial mesh generation for

steady FSI simulations are derived from the two test cases used in this study. When

dealing with mesh deformation, the four significant conclusions from this work are:

1. Deforming the mesh in regions where the mesh density is high is favorable for

output convergence.

2. Large gradients in deformation occurring within an element are difficult to re-

solve and should be avoided, especially if the element size is large. Thus, having

a blending region extend up to the farfield promotes good convergence and lower

gradients within an element.

3. Incorporating mesh deformation in the initial mesh generation process gives

better output convergence.

4. Using output-based adaptation leads to balanced errors from mesh-motion and

the discretization.

These guidelines can also be applied to other mesh-motion algorithms with a user

defined blending region to achieve low mesh-motion errors and better output conver-

gence. The two cases presented in this chapter have been able to demonstrate the use

of output-based mesh adaptation in efficiently reducing the spatial errors generated

by the mesh distortion as well the spatial discretization, thus, showing its applicabil-

ity to FSI simulations. The effect of the distribution of elements in the initial mesh

on the output convergence is highlighted for high-order FSI simulations.
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CHAPTER VI

Pitching-Plunging Airfoil

Goal-oriented mesh adaptation has been applied extensively for computational

fluid dynamics applications in aerospace engineering [47]. However, less work has been

done in the application of such adaptation techniques for FSI problems, specifically

in computational aeroelasticity (CAE). This chapter motivates the development of

goal-oriented mesh adaptation for CAE problems by showcasing the efficiency of the

adapted space-time meshes using an uncoupled adjoint on a classic aeroelastic case.

The benefits of adaptivity in two-dimensional aeroelastic problems is investigated

for coupled outputs on a pitching-plunging airfoil in a high Reynolds number flow.

Lastly, the impact of mesh motion on FSI simulations is also highlighted in the flutter

prediction study.

6.1 Case Setup

A two-dimensional pitching-plunging airfoil is a common aeroelastic model which

has been studied extensively [18]. The two degree-of-freedom system, when exposed

to an airstream of Mach number Mf , exhibits a dynamic instability known as flut-

ter where the two aeroelastic modes, pitch and plunge, coalesce, resulting in a self-

sustained simple harmonic motion of the structure. The Mach number Mf represents

the stability boundary for the system, above which the oscillations grow in amplitude.
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To study the phenomenon of flutter, consider a NACA 0012 airfoil pinned at it’s

elastic axis in a free-stream flow of Mach number M∞ as shown in Figure 6.1. The

two degrees of freedom of the airfoil are the plunge h, which is taken to be positive in

the downward direction, and the pitch angle α, which is considered positive clockwise

(pitch up). The geometric properties of the airfoil are the chord c. Measured from the

nose of the airfoil, the center of mass and the elastic axis are located at xcg and xea

respectively. The inertia properties of the airfoil are the mass, m, and the moment of

inertia about the elastic axis, Iea. The airfoil is connected to two springs at the elastic

axis: a plunge spring that represents the bending stiffness, Kh, of the structure, and

a torsional spring that represents the torsional stiffness, Kα. The equations of motion

of the pitching-plunging airfoil are given as:

mḧ+ Sα̈ +Khh = −L, (6.1)

Sḧ+ Ieaα̈ +Kαα = M, (6.2)

Figure 6.1: Model of a two-degree-of-freedom pitching-plunging airfoil.
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(a) (b)

Figure 6.2: Unstructured viscous mesh for the pitching plunging airfoil.

where S is the static imbalance defined by the product between (xcg − xea) and the

mass of the airfoil, L is the total lift acting on the airfoil and M is the net moment on

the airfoil about the elastic axis. The non-dimensional parameters used to describe

the model are defined as:

µ =
m

πρ∞b2
, ω̄ =

ωh

ωα

, rα =

√
If
mb2

, χ =
S

mb
, (6.3)

where µ is the mass ratio, ω̄ is the ratio of the uncoupled natural frequencies, and rα

and χ are the non-dimensional inertia and static balance, respectively. The uncoupled,

in-vacuum, natural pitching and plunging frequencies are defined as ωh =
√

Kh/m

and ωα =
√
Kα/If , respectively. The case setup has been taken from Sanchez et

al. [107] where the non-dimensional parameters are set as µ = 100, ω̄ = 0.3185,

rα = 0.5 and χ = 0.25, to ensure a subsonic flutter. The pitching frequency is set to

be ωα = 45 rad/s and the elastic axis is located at the quarter chord of the airfoil.

The Reynolds number is set to Re = 4 × 106 and the chord, c = 1 m. The airfoil is

set at an initial angle of attack of five degrees to the flow.

74



0 20 40 60 80 100 120
-0.05

0

0.05
CFD

Wagner

(a) Non-dimensional plunge displacement

0 20 40 60 80 100 120
-0.1

-0.05

0

0.05

0.1

 (
ra

d
)

(b) Pitch angle

Figure 6.3: Aeroelastic response of the airfoil in the subcritical regime as a function
of the non-dimensional time (τ).

A coarse, unstructured, triangular, viscous mesh of 2766 elements is generated for

the coupled simulation, as shown in Figure 6.2. The airfoil is located centrally in the

domain, the boundary of which consists of a square box which spans from −100c to

100c in both dimensions. The fluid flow is simulated using a RANS solver with the SA

turbulence model [24]. The coupled system uses the fourth-order time scheme, ES-

DIRK4, introduced in the Section 2.3, to march forward in time. A steady-state flow

solution is used as the initial condition for the simulation. A mesh motion algorithm

based on the explicit approach is applied to handle the deformations occurring in the

fluid subsystem due to the moving airfoil. The mesh motion algorithm divides the

spatial domain into two sub-domains. The region extending up to a radial distance of

one chord away from the elastic axis is deformed rigidly according to the deformation

provided by the structures solver. Following the region of rigid deformation, a septic

polynomial blends the deformation smoothly in the region extending between a radial

distance of one chord and ten chords resulting in zero deformation at a radial distance

of ten chords.

Using the parameters defined above, the aeroelastic response of the coupled system
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Figure 6.4: Aeroelastic response of the airfoil near the flutter boundary for different
values of the uniform flow Mach number.

is verified by conducting a simulation at a subcritical Mach number, M∞ = 0.1. The

simulation is performed with p = 3 order polynomials for the fluid spatial discretiza-

tion and 60 time steps per oscillation of the plunge mode of the airfoil. The response

of the coupled system is compared against Wagner’s incompressible aerodynamic

model [52]. Figure 6.3 shows the non-dimensionalized unsteady pitch and plunge dis-

placements as functions of the non-dimensional time, τ = ωαt. The unsteady pitch

and plunge displacements are consistent with the theoretical aerodynamics model at

the subcritical Mach number as well as other CFD solvers as shown in Sanchez et

al. [107]. To determine the flutter boundary of the system, the aeroelastic response is

recorded for varying Mach numbers. The damping coefficient of the plunge displace-

ment in each run is evaluated by the logarithmic decrement approach and fitted by a

quadratic polynomial to estimate the actual flutter Mach number. Figure 6.4 shows

the aeroelastic response at three different Mach numbers close to flutter using p = 3

order polynomials for the spatial discretization. The responses at M∞=0.345 and

M∞=0.348 lie in the sub-critical regime while the response at M∞=0.352 is past the

flutter boundary as the states grow without bound over time. The flutter Mach num-

ber is estimated to be at Mf=0.351 by interpolating using the damping evaluated at
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these Mach numbers. The estimated flutter Mach number differs in the order of 10−3

from that obtained by Sanchez et al [107]. The difference in the flutter Mach number

is attributed to the difference in the fidelity of the fluid solvers, where a second-order

finite volume solver is used in Sanchez et al.

6.2 Coupled-Adjoint Verification

To verify the coupled adjoint, a smooth laminar flow with a Reynolds number of

Re = 1000 is simulated for five time steps with a final time of 0.005. The unsteady

simulation is only run for a few such time steps to reduce the error arising from the

temporal discretization. With this case setup, the unsteady coupled adjoint is verified

by comparing the sensitivities of the outputs of interest against finite differences. Two

outputs of interest from both the fluid and the structural subsystem are chosen: the

time-integrated lift and the pitch displacement and the final-time lift and the pitch

displacement. Using the adjoint formulation, the sensitives of the outputs of interest

Figure 6.5: Verification of the coupled adjoint using a parameter sensitivity test.
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are evaluated with respect to the initial pitch angle of attack, which is set at time

t = 0,

∂J

∂Us

∣∣∣
t=0

= Ψs,TMs
∣∣∣
t=0

. (6.4)

where, Ψs is the structural adjoint and Ms is the mass matrix of the first order

semi-discrete form of the governing structural equations (Eq 2.26). To evaluate the

sensitivities from finite differences, a perturbation is given to the initial pitch angle

of attack and the four outputs of interest are then evaluated again. The differences

between the outputs in the perturbed condition and the original condition are used to

evaluate the sensitivities. For the chosen outputs of interest, the agreement is excellent

for small perturbations, as shown in Figure 6.5. The spatial order of interpolation

is taken to be one for verification; however, similar agreement is obtained for higher

spatial orders of interpolation as well. This verifies the implementation of the coupled

adjoint in the FSI solver.

6.3 Mesh Adaptation

The verified coupled adjoint can be used in adapting the fluid and structural

meshes for various outputs of interest, as shown in Section 4.2. In this work, the

focus is on adapting fluid meshes for both fluid and structural outputs of interest.

(a) Conservation of x-momentum adjoint(b) Conservation of y-momentum adjoint

Figure 6.6: Fluid adjoint solution for time-averaged lift coefficient at the initial time.
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For mesh adaptation, the case setup is slightly changed, and a turbulent flow at a

Reynolds number of Re = 4×106 is used. At this flow condition, the Mach number of

M = 0.345 is slightly below the flutter boundary of the structure and large oscillations

are observed in the structure which damp in time. The fluid mesh is adapted for the

time-integrated lift coefficient and time-averaged pitch displacement from time t = 0

to t = 30, during which time the airfoil undergoes one complete pitch oscillation.

Figure 6.6 shows the conservation of the x-momentum and y-momentum components

of the fluid adjoint at the initial time. The magnitude of the fluid adjoint decreases

away from the airfoil, showing that the output is most sensitive to the residuals on

the elements above and below the airfoil, especially close to the trailing edge. The

coupled adjoint detects the streamlines enveloping the structure as well as the regions

in the mesh which are affected by the motion of the airfoil. Using the coupled ad-

joint, an unsteady error estimate for the output is evaluated and used to adapt the

(a) (b)

Figure 6.7: Element order distribution at the end of the adaptation process on the
pitching-plunging airfoil. The elements colored dark blue denote p = 1, light blue
denote p = 2, green denote p = 3, orange denote p = 4, and dark red denote p = 5
order elements.
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fluid mesh. The errors in the coupled output arise due to the spatial discretization

errors in the fluid subsystem and the temporal discretization in both the fluid and the

structural subsystem. A p-refinement study of the coupled simulation corroborated

the effects of spatial discretization on the output for the two-degree of freedom sys-

tem. An equivalent time-refinement study did not result in a significant change due

to the fourth-order order time scheme, ESDIRK4, and a small time step used in the

coupled simulation. Therefore, the spatial discretization errors dominate the output

evaluation and an adaptive procedure is used to obtain an optimized fluid mesh. The

total number of degrees of freedom introduced after each adaptive iteration is set by

the growth factor which is ftot = 1.2. The optimized mesh is obtained by subjecting

the coarse mesh to four cycles of p-adaptation.

Figure 6.7 shows the spatial order of interpolation post-adaptation for the lift output.

The higher-order elements (p = 4 and p = 5) introduced in the adaptation process

are those with the highest error estimates and lie primarily in the vicinity of the

airfoil and inside the blending region. Adaptation occurring in the blending region

seems counter-intuitive as the adjoint on these elements is not as large in magnitude

as on the elements inside the rigid deformation region, as seen in Figure 6.8. The
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Figure 6.8: Spatial distribution of the element spatial order at the end of the adap-
tation process.
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Figure 6.9: Comparison of the time-averaged pitch for output-based adaptation to
uniform-refinement.

reason behind elements in the blending region being chosen for adaptation also goes

back to the definition of the adaptive indicator which is a function of the adjoint

and the residual evaluated by projecting the coarse space solution into the fine space.

The elements inside the blending region, despite having a lower adjoint magnitude,

suffer from the errors originating from mesh motion algorithm. These errors result in

a larger fine-space residual term in the adaptive indicator. The mesh motion errors

become smaller with higher-order approximation [65] but are dominant at lower-order

approximation of the state, where the adaptation begins. The noisy nature of mesh

adaptation can also be attributed due to the distribution of the elements in the initial

fluid mesh. The initial anisotropic fluid mesh has smaller anisotropic elements next

to the airfoil, which introduce less error in the output of interest. Thus, the cells

targeted for mesh adaptation are present away from the airfoil, where they are bigger

and more irregular.

Goal-oriented adaptation using an uncoupled fluid adjoint for FSI problems is un-

able to capture the elements directly above and below the airfoil [94], which are

important for the structural subsystem, thus demonstrating the importance of using
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Figure 6.10: Comparison of the time-averaged lift coefficient for output-based adap-
tation to uniform-refinement.

the coupled adjoint for goal-oriented adaptation in FSI simulations. Figure 6.9 com-

pares the convergence of the time-averaged pitch displacement for the adapted meshes

against uniform p-refinement. At every stage of uniform refinement, the spatial order

of the elements in the entire domain is increased by one. The reference/truth out-

put, is evaluated with p = 6 elements in the entire spatial domain. The plot shows

the effectiveness of the adaptation process relative to uniform refinement. Figure 6.9

also compares the error in time-averaged pitch displacement for the adapted meshes

against uniform p-refinement. The adapted meshes converge at a faster rate with

fewer degrees of freedom, thereby increasing accuracy and reducing computational

cost. These advantages can also be seen when a similar mesh adaptation study con-

ducted is for a fluid output of interest, the time-averaged lift coefficient as shown in

Figure 6.10. As the importance of mesh motion errors arising in the blending region is

evident from the spatial distribution of the higher-order elements, the blending region

is thereby varied to show its effect on output evaluation in FSI simulations. Keeping

the inner radius of the blending region constant at one chord, the outer radius is var-

ied throughout the domain to show the effect of the position of the blending regions

on the flutter Mach number calculations and unsteady lift evaluation. Figure 6.11
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Figure 6.11: Error in the unsteady lift for blending regions with constant inner radius
of 1c and varying outer radii, post-adaptation.

compares the absolute error in the time history of lift for the various blending regions,

post-adaptation, against the reference unsteady lift. The results corroborate the exis-

tence of an optimum blending region close to the airfoil, seen previously in Section 5.1.

As the governing equation of the structural subsystem depends on the lift, adapt-

ing on the unsteady lift will directly affect the flutter Mach number evaluation as

well. Thus, the fluid meshes adapted for the time-integrated lift output can also be

reused for accurately predicting the flutter Mach number. Figure 6.12(a) compares

the convergence of the flutter boundary Mach number for the first five adapted meshes

against uniform p-refinement. The adapted meshes have been obtained for varying

outer radii and a fixed inner radii of one chord. The reference/truth flutter Mach

number, Mf = 0.3498, and the unsteady lift are evaluated on a highly refined viscous

mesh with 10492 elements with p = 4 elements in the entire spatial domain. The fine

mesh is generated by refining the coarse mesh anisotropically. A metric is introduced

for the size of each element which is scaled by a factor to obtain the refined mesh. The

plot shows the effectiveness of the adaptation process relative to uniform refinement.

Figure 6.12(b) compares the absolute error in flutter Mach number for the adapted

meshes against uniform p refinement. The effect of the blending region is not very
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Aeroelastic simulation
For a given accuracy on a coupled output
Memory saving using

adaptive mesh refinement
Time saving using

adaptive mesh refinement
NACA0012 Airfoil 68% 63%

Table 6.1: Cost savings using goal-oriented mesh adaption in a pitching-plunging
NACA0012 airfoil subjected to subsonic flow.

distinct due to the interpolation error, which dominates the evaluation of the flutter

Mach number from the damping coefficient of the plunge displacements, as shown as

the shaded region in the figure. The adapted meshes, irrespective of the position of

the blending region, converge at a faster rate with fewer degrees of freedom, thereby

increasing accuracy and reducing computational cost.

Table 6.1 summarizes the benefits of goal-oriented mesh adaptation for the two-

dimensional aeroelastic case. The benefits showcased in the table are evaluated by

comparing the degrees of freedom in the final adapted fluid mesh against the ref-

erence fluid mesh. Adapted meshes can provide similar or better level of accuracy

in coupled outputs with almost one-third the number of degrees of freedom, when

compared against uniformly refined meshes. The table doesn’t take into considera-
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tion the time involved in obtaining the adapted meshes by solving the adjoint systems.

In this chapter, an adaptive meshing procedure is applied to obtain an accurate pre-

diction of coupled outputs for a pitching/plunging NACA0012 airfoil. The adaptive

meshing procedure increases the total computational time of the coupled simulations,

due to the additional adjoint evaluation, by a factor of two. However, the significant

benefit of higher accuracy at lower degrees of freedom outweighs the increase in the

computational expense. The impact of the mesh motion errors on FSI simulations is

highlighted significantly in the adapted meshes and the existence of optimum blend-

ing region, as discussed in Chapter V, is also showcased in FSI problems. Overall,

the adaptive meshing procedure provides significant increase in the accuracy of un-

steady outputs for two-dimensional aeroelastic problems compared to more common

adaptation methods, such as uniform refinement.
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CHAPTER VII

Aeroelastic Beam

This chapter applies goal-oriented mesh adaption to a two-dimensional aeroelastic

case. The high-fidelity FSI solver is first validated by conducting a convergence study.

The coupled adjoint solver is then verified by conducting sensitivity perturbation tests

for a variety of coupled outputs. Lastly, the resulting fluid and structural spatial

error estimates, obtained using the coupled adjoint, are verified against the spatial

errors obtained from finite differences. Using these error estimates, goal-oriented mesh

adaptation is conducted on three coupled outputs of interest, of varying complexity.

The benefits of coupled adaptive mesh refinement are demonstrated by comparing

output convergence against standard mesh refinement approaches.

7.1 Case Setup

Consider the flow around an Euler-Bernoulli cantilever beam fixed at the leading

edge. At the undeformed strain-free position, the beam makes an angle of attack

of five degrees to the flow. The actual beam is considered two-dimensional when

represented in the fluid mesh, with a length of 1m and a thickness of 0.005m. The

initial coarse fluid mesh is represented by an unstructured square grid consisting of

758 nodes and 871 triangular elements. p = 1 order polynomials have been used for

the fluid spatial discretization uniformly in the entire domain. The domain extends
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up to a distance of 100 chords from the beam, which is cantilevered at the center of the

domain. Free-stream boundary conditions are applied at the outer boundary of the

mesh. The planar beam is represented by a coarse initial structural mesh, consisting

of 16 beam finite elements of uniform size in the structural solver. The cantilevered

beam is subjected to a uniform fluid flow with a Mach number of M∞ = 0.345 and

Reynolds number of Re = 1000. The Euler-Bernoulli beam has a bending stiffness

EI = 0.2Nm2 and density, ρ = 1kg/m. Each beam element has two nodes with two

degrees of freedom per node. Proportional damping in the form of Rayleigh damping

with parameters, α = 1 and β = 1 is used to model the structure.

C = αM+ βK (7.1)

The equations of motion for the cantilevered beam are given as

M̄üs +Cu̇s +Kus = Fs, (7.2)

where us is the displacement at a particular node, M̄ is the mass matrix, K is the

stiffness matrix, C is the Rayleigh damping matrix and Fs is the force vector. At

time t = 0, the structure is at rest and the fluid state is obtained from a steady

solution for the steady solution. The two subsystems are coupled temporally using

the IMEX scheme, discussed in Section 3.2, where each subsystem marches in time

using the ESDIRK4 time scheme.

Due to matching boundaries of the structural boundary and the wetted surface, no

projection is needed from the boundary of the beam and its wetted surface. Radial

basis functions, as described in Section 2.1.5.2, are used to transfer the displacement

from the structural subsystem to the fluid subsystem. For transferring forces between

the fluid and structural subsystem, the pressure is evaluated at 10 quadrature points
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(a) x momentum at final time, T = 15 (b) At steady state the beam develops a
negative camber

Figure 7.1: Time evolution of the motion of the beam.

for a single fluid element at the interface. These data are then transferred to the

structural solver, which fits a fifth-order polynomial spline to approximate the pres-

sure distribution within each structural element. For the structural elements which

overlap, partially or fully, with the fluid elements, the contribution to the force vector

is evaluated by integrating the pressure over the overlapped length with the shape

function of the element. The benefits of using such a high number of quadrature

points is the ability to approximate the pressure distribution accurately, even for

high-order elements on the fluid mesh.

At time t = 0, the structure is at rest and the fluid state is obtained from a steady

solution. p = 1 order polynomials have been used for the fluid spatial discretization

and the time scheme for both subsystems is ESDIRK4. The two subsystems are cou-

pled temporally using the IMEX scheme. For this flow condition, a convex nature in

the beam shape is expected at steady state due to the lift force. This is corroborated

by Figure 7.1(a), where the final time is T = 15. Figure 7.1(b) presents the evolution

of the angle of attack on the beam over time for this flow condition. The angle of

attack is measured as the angle made between the chord line and the horizontal flow
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direction.

To validate the temporal convergence of the high-order coupled solver, the absolute

error in the lift coefficient and non-dimensionalized tip displacement are measured at

the final time, T = 4. A plot of the observed relative error as a function of time step

for the ESDIRK4 scheme is shown in Figure 7.2. Note that in each case, the scheme

exhibits convergence at the designed rate. The plot demonstrates that this parti-

tioned approach attains up to fourth-order accuracy in time with the IMEX coupling

scheme.

7.2 Coupled-Adjoint Evaluation and Verification

For the one-dimensional aeroelastic case, studied in Chapter VI, the coupled fluid

adjoint was sufficient in evaluating the error estimates due to the lack of spatial dis-

cretization errors in the structural subsystem. However, for general CAE problems,

where the fluid and structural subsystems are discretized both in space and time, a

coupled fluid and structural adjoint provides the most accurate evaluation of the error

estimates. The coupled adjoint equation is solved backwards in time, after initializing
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Figure 7.2: Convergence study for the IMEX scheme.
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at final time, as shown in Section 4.1.1. Just like the primal equations, the coupled

adjoint equations are solved in a partitioned manner using the IMEX scheme. The

off-diagonal derivatives in the coupled adjoint equations are evaluated using finite

differences. The term, ∂rs/∂Uf , which represents the change in the fluid residual

due to perturbation in the structural state, is evaluated by perturbing the position

of every structural node at the interface and reevaluating the fluid residual. Due to

low number of structural nodes at the interface of the cantilevered beam and the low

cost of evaluating the fluid residual for a two-dimensional case, the bottleneck of the

simulation still remains the non-linear solution of the fluid subsystem. The other

off-diagonal term, ∂rf/∂Us, which represents the change in the structural residual

due to perturbation in the fluid state, is evaluated by linearizing the overall lift on

the beam with respect to the fluid states.

To verify the coupled adjoint, a smooth laminar flow with a Reynolds number of

Re = 1000 and a Mach number of M = 0.345 is simulated for a single time step with

a final time T = 0.0001. The unsteady coupled adjoint is verified by comparing the

sensitivities of the outputs of interest with respect to the initial shape of the beam

against finite differences. Two outputs of interest from both the fluid and the struc-

tural subsystem are chosen: (i) the time-integrated lift and the tip displacement, and

(ii) the final-time lift and the tip displacement. The initial shape of the beam at t = 0

is given by

us
∣∣∣
t=0

= A sin(x), (7.3)

where the amplitude variable, A, is perturbed. Using the adjoint formulation, the

sensitives of the outputs of interest are evaluated with respect to the initial shape of

the beam, set at time t = 0. Using the adjoints, the sensitivities are given as

dJ

dUs

∣∣∣
t=0

= Ψs,TM̄
∣∣∣
t=0

− Ψ̇s,TC
∣∣∣
t=0

. (7.4)
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dJ

dA

∣∣∣
t=0

=
dJ

dUs

∣∣∣
t=0

× dUs

dA

∣∣∣
t=0

. (7.5)

To evaluate the sensitivities from finite differences, a perturbation is given to the

amplitude variable, A, and the four outputs of interest are then evaluated again. The

differences between the outputs in the perturbed condition and the original condition

are used to evaluate the sensitivities. For the chosen outputs of interest, the agree-

ment is excellent for small perturbations, as shown in Figure 7.4, and it verifies the

implementation of the beam coupled adjoint.

Having verified the coupled adjoint, error estimates based on the coupled adjoint,

as shown in Section 4.1.2, are used to adapt the fluid and structural meshes for

coupled outputs of interest. In this work, the spatial error estimates are used to

adapt in the spatial domain of the aeroelastic problem while keeping the temporal

discretization fixed. The spatial error estimates of a coupled output of interest for

an individual subsystem is verified by finite differences. To evaluate the error esti-

mate using finite differences, the output of interest is reevaluated by projecting the

solution to a finer space, which serves as the reference output of interest. The finer

space in the fluid subsystem is obtained by increasing the spatial order of approxi-

mation on every triangular element by one. In the structural system, the finer space

(a) Conservation of x-momentum ad-
joint

(b) Conservation of y-momentum ad-
joint

Figure 7.3: Coupled adjoint solution for time-averaged lift coefficient output at the
initial time.
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Figure 7.4: Verification of the coupled adjoint using a parameter sensitivity test.
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is obtained by subdividing every beam element uniformly into two beam elements of

equal lengths. For the structural error estimate, the finer space is defined by keeping

the fluid spatial discretization fixed while refining the structural spatial discretization

and the temporal discretization.

The difference between the outputs in the coarse and fine space will comprise of

the errors due to the spatial discretization in the structural mesh and the temporal

discretization. The coarse space has uniform p = 1 elements in the fluid mesh and

16 uniform Euler-Bernoulli elements while the finer mesh has uniform p = 2 elements

in the fluid mesh and 32 uniform Euler-Bernoulli elements. To isolate the errors

from the temporal discretization, the spatial discretization is refined while keeping

the structural spatial discretization fixed which provides the structural spatial error

estimate, as shown in Table 7.1. The net spatial error estimate, as shown in column

6 of Table 7.1, obtained from the adjoint based method, is able to accurately predict

the relative spatial error, as shown in column 3 of Table 7.1.

Total
relative
error

Relative
temporal
error

Relative
spatial
error

Fluid spatial
error estimate

Structure spatial
error estimate

Total spatial
error estimate

6.77×10−04 2.23×10−05 6.55×10−04 1.94×10−04 4.87×10−04 6.51×10−04

Table 7.1: Comparison of the spatial error in the time-integrated tip displacement,
relative to a finer approximation space and the error estimate from adjoint weighted
residual.

7.3 Coupled Mesh Adaptation

Three outputs of interest are chosen for mesh adaptation for the two-dimensional

aeroelastic case which are the time-averaged lift coefficient, the time-integrated tip

displacement and the maximum moment developed over the beam, when subjected
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to a velocity gust. For the first two outputs of interest, the case setup is the same

as that described previously for the adjoint verification. The only difference is the

duration of the simulation which is increased to a final time of 4 using 200 uniform

timesteps. For the first output of interest, time-averaged lift coefficient output, Fig-

ure 7.3 shows the conservation of x-momentum and y-momentum components of the

fluid adjoint at initial time. The sensitivity of the output by the flow at the trailing

edge of the beam is highlighted by the fluid adjoint. The structural adjoint, a one

dimensional field in this case, also showcases higher sensitivity of the output to the

structural degrees of freedom at the trailing edge. The trailing edge is important for

defining the overall camber of the beam which in turn dictates the total lift gener-

ated. Thus, the increased sensitivity of the output to the trailing edge is expected

and captured well by the coupled adjoint. Error estimates using the coupled adjoint

guide the mesh adaptation process. For the cantilevered beam, the initial fluid and

structural mesh is subjected to five cycles of mesh adaptation, with a global growth

factor of ftot = 1.2. The mesh adaptation occurs in the spatial order of mesh elements
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Figure 7.5: Comparison of the time-averaged lift coefficient for output-based adapta-
tion to uniform-refinement.
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Figure 7.6: Distribution of structural nodes after mesh adaptation.

in the fluid mesh. Conversely, the beam elements in the structural mesh are refined in

the element size, also referred to as h−refinement. The reason for choosing different

strategies for mesh refinement are due to limitations in the current structural solver,

developed from the ground up. The ease of implementation of h refinement in the

structural solver lead to its development. For the current growth factor, the error es-

timates of the fluid and structural subsystem are compared and the top 20% elements

with the highest figure of merit, lying either in the fluid or structural mesh are chosen

for mesh adaptation. Figure 7.9 shows the spatial order distribution post adaptation.

The mesh adaptation targets elements in the fluid mesh undergoing mesh deforma-
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Figure 7.7: Comparison of the time-averaged tip displacement for output-based adap-
tation to uniform-refinement.
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tion along with those elements highlighted by the fluid adjoint, i.e above and below

the beam. A comparison of the output convergence between the adapted meshes

against uniformly refined meshes is shown in Figure 7.5. Figure 7.6 shows the nodal

distribution post adaptation in the structural mesh. Due to the coarseness of the ini-

tial structural mesh, almost all of the structural elements are marked for adaptation

in the first few cycles of mesh adaptation. At the later stages, the mesh adaptation

targets elements near the trailing edge which are highlighted by the structural adjoint.

Each cycle of uniform mesh refinement increases the spatial order of all elements

in the fluid mesh by one and doubles the number of elements in the structural mesh.

The output evaluated for a fluid mesh with a uniform p = 6 spatial discretization and

a structural mesh consisting of 128 uniform beam elements serves as the reference

Figure 7.8: Case setup describing the initial flow conditions with the gust placed in
front of the beam.
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(a) (b)

Figure 7.9: Element order distribution at the end of the adaptation process for the cantilevered beam. The output chosen for
mesh adaptation is the time averaged lift coefficient. Dark blue denotes p = 1, light blue denotes p = 2, green denotes p = 3,
oranges denotes p = 4, and dark red denotes p = 5 order elements.
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output and is used for evaluating the errors. A similar output convergence study

is also conducted for a structural output, the time-integrated tip displacement, as

shown in Figure 7.7. The advantages of adaptive meshing can be seen clearly for

both outputs of interest where convergence is achieved with fewer degrees of freedom.

For the final output of interest, the uniform flow field is modified and a velocity

gust is introduced in front of the structure at initial time, t = 0. Figure 7.8 shows

the flow field at initial time t = 0. The velocity gust, the center of which is placed

two chords in front of the cantilevered end of the beam, has a Gaussian nature and

has a peak magnitude of 0.2U∞. The velocity gust in front of the beam is given as,

V =


0 for rd > rmax

−0.2U∞

[
e−(rd)

2/2 − e−r2max/2
]

for rd < rmax

(7.6)

where rd is the relative x position of any point from the center of the gust, rd = x+2,

and rmax is the gust length given as, rmax = 0.5. The simulation time is extended to
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Figure 7.10: Variation of the unsteady bending stress about the cantilevered end of a
cantilevered beam as a Gaussian gust flows over it. The stress is evaluated for a fluid
mesh with uniform p = 6 order elements and a structural mesh with 128 uniform
Euler-Bernoulli beam elements. The maximum moment, which is marked in red,
occurs at t = 6.36 at the cantilevered end.
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a final time of t = 8, in order for the gust to completely flow over the beam. The

output of interest for the mesh adaptation is the maximum bending stress developed

over the beam as the gust flows over it. The bending stress at a cross-section of the

beam is gives as,

σbeam =
My

I
(7.7)

where M is the moment, y is the distance from the neutral axis and I is the moment

of inertia. From the above definition, for a beam of uniform thickness, the maximum

bending stress will always occur at the point experiencing the maximum moment.

For this simulation, the maximum moment always occurs at the cantilevered end,

however, the time at which the stress is maximum is not known apriori to the user.

Figure 7.10 shows the unsteady bending stress about the cantilevered end of the

beam. The Gaussian gust takes one second to reach the beam, after which it reduces

the local angle of attack resulting in oscillations in the structure. From the figure,

it can be seen that the maximum stress and thereby maximum moment is developed
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Figure 7.11: Comparison of the maximum moment developed over the beam for
output-based adaptation to uniform-refinement.
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over the beam at the time, t = 6.36, at the cantilevered end. A discontinuous in time

output, such as the maximum moment, can cause oscillations and convergence issues

in the coupled adjoint solution. In order to circumvent this issue, the output can be

redefined using a smooth Gaussian function which peaks at the time at which the

maximum moment occurs such that,

J̄ = σbeam(U
f ,Us, t)× δ(t− tmax) ≈ σbeam(U

f ,Us, t)× e−50(t−tmax)2 . (7.8)

where, σbeam is the moment about the cantilevered end of the beam, and tmax is the

time at which the maximum moment occurs. For this output of interest, a similar

output convergence study as above is conducted, as shown in Figure 7.11. Within

the first few cycles of adjoint-based mesh adaptation, the meshes are able to converge

to the value of the maximum stress and its location in the space-time discretization.

The advantages of adaptive meshing can be seen clearly even for a complex output of

interest such as the maximum moment. Figure 7.10 shows the fluid meshes post-mesh

adaptation, for the stress output. Poor resolution of the gust in the larger elements

away from the beam results in higher error estimates and subsequently more adap-

tation. Similar mesh adaptation is seen in the structural mesh for the maximum

moment output as the time averaged lift output, studied previously, where a lot of

adaptation occurs near the free end of the beam.

Table 7.2 summarizes the benefits of goal-oriented mesh adaptation for the two-

Aeroelastic simulation
For a given accuracy on a coupled output
Memory saving using

adaptive mesh refinement
Time saving using

adaptive mesh refinement
Aeroelastic Beam 66% 60%

Table 7.2: Cost savings using goal-oriented mesh adaption in an aeroelastic beam
subjected to subsonic flow.
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(a)

(b)

(c)

Figure 7.12: Element order distribution at the end of the adaptation process for the cantilevered beam simulation. The output
chosen for mesh adaptation is the maximum stress developed over the beam. Dark blue denotes p = 1, light blue denotes p = 2,
green denotes p = 3, orange denotes p = 4, and dark red denotes p = 5 order elements.
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dimensional aeroelastic case. The benefits showcased in the table are evaluated by

comparing the degrees of freedom in the final adapted mesh against the reference

mesh. Adapted meshes can provide similar or better level of accuracy in coupled out-

puts with almost one-third the number of degrees of freedom, when compared against

uniformly refined meshes. Out of the total savings in the degrees of freedom, about

75% is observed in the fluid subsystem. This skewed behavior is primarily because

of the higher higher number of degrees of freedom in the fluid subsystem and the

simplicity of the structure. The table doesn’t take into consideration the time in-

volved in obtaining the adapted meshes by solving the adjoint systems. The adaptive

meshing procedure increases the total computational time of the coupled simulations

due to the additional adjoint evaluation by approximately a factor of two. However,

the significant benefit of higher accuracy at fewer degrees of freedom outweighs the

increase in the computational expense. Based on the existing literature about the ap-

plication of goal-oriented mesh adaptation to three-dimensional CFD problems [23],

higher memory savings are expected by the application of the coupled output-based

mesh refinement to three-dimensional aeroelastic problems.
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CHAPTER VIII

Aeroelastic Wing

This chapter applies goal-oriented mesh adaption to a three-dimensional aeroelas-

tic wing simulated using a high-fidelity FSI solver. Modification to the evaluation of

the off-diagonal derivatives in the coupled adjoint are firstly reviewed. The coupled

adjoint solution along with the fluid and structural spatial error estimates, obtained

using the coupled adjoint, are later verified. Using these error estimates, goal-oriented

mesh adaptation is conducted on three coupled outputs of interest, of varying com-

plexity. The benefits of coupled mesh adaptation is showcased for a subsonic and a

transonic flow over the wing.

8.1 Case Setup

Consider a rectangular wing with an ONERA M6 root section [10] subjected to a

uniform flow. The wing, which is cantilevered at the root, has a semi-span, y = −2m

and a uniform chord length, c = 1m. The wing acts as an enclosure of the elastic

structure contained within, which is a rectangular plate of the same dimensions as

the wing. The flexural rigidity of the plate D, defined as,

D =
Eh3

12(1− ν2)
, (8.1)
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where E is the Young’s modulus of the wing, h is the thickness an ν is the Poisson’s

ratio. The value of the flexural rigidity is set to, D = 1000Nm2, such that consider-

able amount of the deformation in the plate is observed for the flow conditions it’s

subjected to. The elastic plate is modelled using four-noded quadrilateral elements,

similar to the CQUAD4, isoparametric membrane-bending-shear quadrilaterals ele-

ments from NASTRAN [87].

The CQUAD4 element is based on the Discrete Kirchoff Theory which is an extension

of Euler-Bernoulli beam theory and was developed by Love [75] using assumptions

proposed by Kirchhoff. The theory assumes that a mid-surface plane can be used to

represent a three-dimensional plate in two-dimensional form and that the planes per-

pendicular to the mid-surface will remain planar and perpendicular to the deformed

mid-surface. Each node in the plate element has three degrees of freedom which are

the out-of-plane displacement (z) and the two in-plane rotations (x and y). The pla-

nar wing is represented by a coarse initial structural mesh, consisting of 32 square

elements of uniform size. The governing equations of motion of the plate are given

as,

M̄üs +Cu̇s +Kus = Fs, (8.2)

where us is the structural state at a particular node, M̄ is the mass matrix, K is

the stiffness matrix, C is the Rayleigh damping matrix and Fs is the force vector.

Proportional damping in the form of Rayleigh damping with parameters, α = 1 and

β = 0 for the mass and stiffness matrices is added to model the damping in the

structure.

Dynamic analysis of complex structures with large number of degrees of freedom

are often not feasible due to their high computational cost. Thus, it is desirable

to be able to transform a large degree of freedom problem to a more manageable,
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Figure 8.1: Case setup for the cantilevered wing.

smaller size for a dynamic analysis. Techniques which perform these transforma-

tions are called condensation techniques since they condense or reduce the size of the

problem. The use of condensation techniques is fairly common for solving dynamics

problems [90, 59, 9] and in this work, a static condensation is applied to the mass

matrix. In static condensation, the rotational inertia of masses in plates is assumed

to be very small in comparison with lateral inertia of the masses. Therefore, the di-

mensions of diagonal nonzero mass matrix will be reduced. The governing equation,

Eq 8.2, can be rewritten in a partitioned manner as,

M̄aa M̄ab

M̄ba M̄bb

 Ü
s
+

C̄aa C̄ab

C̄ba C̄bb

 U̇
s
+

Kaa Kab

Kba Kbb

Us =

Fs
a

Fs
b


where Us =

us
a

us
b

 ,

(8.3)

where, us
a represent the degrees of freedom associated with the inertial forces and us

b

represent the degrees of freedom associated with the rotational forces. Using static
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mass condensation, the inertia associated with the rotational degrees of freedom i.e

M̄bb, M̄ab, and M̄ba are assumed to be zero. Assuming the damping to be linearly

proportional to the mass matrix, the partitioned system can be simplified as,

M̄aa 0

0 0

 Ü
s
+

C̄aa 0

0 0

 U̇
s
+

Kaa Kab

Kba Kbb

Us =

Fs
a

Fs
b

 . (8.4)

The reduced system that needs to be solved dynamically is obtained by substituting

the rotational degrees of freedom from the second equation into the first equation,

M̄aaü
s
a + C̄aau̇

s
a +Kaau

s
a +KabK

−1
bb

[
Fs

b −Kbau
s
a

]
= Fs

a

M̄aa︸︷︷︸
Mass

üs
a + C̄aa︸︷︷︸

Damping

u̇s
a +

[
Kaa −KabK

−1
bb Kba

]︸ ︷︷ ︸
Stiffness

us
a = Fs

a −KabK
−1
bb F

s
b︸ ︷︷ ︸

Force Vector

(8.5)

The governing equation for the condensed system, as obtained in Eq 8.5, is similar

to the original governing equation, as given in Eq 8.2, but with a different definition

of the mass matrix, damping matrix, stiffness matrix, and the force vector. At the

undeformed, strain-free position, the wing makes an angle of attack of 5 degrees to

the incoming flow. The initial coarse fluid mesh is represented using an unstructured

hemispherical grid of 197011 nodes and 6864 hexahedral elements. Uniform p = 1

order polynomials are used to represent the fluid state in the coarse fluid mesh. The

domain extends up to a radial distance of twenty chords from the cantilever end of

the wing, which is placed at the symmetry plane of the grid. Free-stream boundary

conditions are applied at the outer boundary of the mesh and symmetry boundary

conditions are applied at the symmetry plane. The wing is subjected to a uniform

fluid flow at two different flow conditions. A subsonic flow at a Mach number of

M∞ = 0.25 and Reynolds number of Re = 1000 and a transonic flow at a Mach

number of M∞ = 0.7 and Reynolds number of Re = 100, 000 are used as the two

different flow conditions. In the case of transonic flow over the wing, the artificial
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Figure 8.2: Mach number

viscosity method of Persson and Peraire [99] is used for capturing shock and prevent

solution oscillations at the shocks from hampering convergence. Figure 8.2 shows the

Mach number variation over the surface of the wing subjected to transonic flow.

(a) Structural mesh at the interface (b) Fluid mesh at the interface

(c) Fluid elements completely contained inside
a structural element

(d) Fluid elements partially contained inside a
structural element

Figure 8.3: Identification of fluid elements which overlap fully or partially over a
structural element.
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Figure 8.4: Projection of a node on the structural grid of the plate onto the upper
and lower wetted surfaces of the wing cross section.

At the FSI interface of the wing, the boundaries of the elastic structure and wet-

ted surface are non-matching and thus require special attention for transferring the

forces and displacements between the two subsystems. As the thin plate is placed

along the plane joining the leading edge and trailing edge, the data needs to be firstly

projected from the wetted surface to the structure boundary and vice-versa. A nor-

mal projection technique is used to achieve this, where at any node on the elastic

structure boundary, the point of intersection of the normal to the plate, originating

from the node along +z and −z direction, and the wetted surface is used for projec-

tion of the data. Thus, the state at any node on the structural boundary is projected

to a corresponding point on the upper and lower surface of the airfoil formed at the

cut plane containing the node, as shown in Figure 8.4. Once the data is projected

radial basis functions as described in Section 2.1.5.2, are used to transfer the dis-

placement from the structural subsystem to the fluid subsystem for mesh motion. A

compact support radius of one chord is used for displacement transfer using RBF’s in

the wing. In order to transfer forces between the fluid and structural subsystem, the

pressure is evaluated at 40 two-dimensional quadrature points for a single fluid face

at the interface. These data are then transferred to the structural solver, which uses

a least squares method to fit a quintic polynomial spline to approximate the pres-

sure distribution within each element. The benefits of using such a high number of

quadrature points is the ability to approximate the pressure distribution accurately,
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even in the case when the fluid states are approximated using high-order polynomi-

als. In the structural elements that overlap, partially or fully, with the fluid elements,

the contribution to the force vector is evaluated by integrating the pressure over the

overlapped area with the shape function of the element. Figure 8.3 describes the

identification of overlapping fluid elements for a structural grid.

8.2 Coupled-Adjoint Evaluation and Verification

The coupled adjoint is evaluated for the wing by solving for the adjoint equations

as shown in Section 4.1.1. Similar to the two-dimensional aeroelastic case, the cou-

pled adjoint equations are solved in a partitioned manner using the IMEX scheme.

However, using finite differences for evaluating the off-diagonal derivatives for the

aeroelastic wing becomes infeasible due to its high computational cost. The high cost

of reevaluating the fluid residuals and the large number of structural nodes at the

interface necessitate the development of an alternate and efficient strategy to evaluate

the off-diagonal derivatives. Thus, a modal approximation of the structural displace-

ment, with a fixed number of eigenmodes, is used for evaluating the off-diagonal

derivatives. A detailed description of the procedure can be found in Appendix A.

A sensitivity perturbation test, as shown previously for the two-dimensional aeroe-

lastic case, is used to verify the coupled adjoint for the three-dimensional case. The

unsteady coupled adjoint is verified by comparing the sensitivities of the outputs of

interest with respect to the initial shape of the plate against finite differences. Two

outputs of interest from both the fluid and the structural subsystem are chosen: (i)

the time-integrated lift and the trailing-edge displacement at the wingtip, and (ii) the

final-time lift and the trailing edge displacement at the wingtip. The initial shape of
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the wing at t = 0 is given by

us
∣∣∣
t=0

= A sin
(πy

2

)
, (8.6)

where the amplitude variable, A, is perturbed. The verification study for the coupled

adjoint is conducted at a smooth laminar flow with a Reynolds number of Re = 1000

and a Mach number of M = 0.25. The unsteady simulation is simulated for a single

time step with a final time T = 0.0001s. To evaluate the sensitivities from finite

differences, a perturbation is given to the amplitude variable, A, and the four out-

puts of interest are then evaluated again. The differences between the outputs in the

perturbed condition and the original condition are used to evaluate the sensitivities.

For the chosen outputs of interest, the agreement is excellent for small perturbations,

as shown in Figure 8.5, and it verifies the implementation of the wing coupled adjoint.

Having verified the coupled adjoint, error estimates based on the coupled adjoint,

as shown in Section 4.1.2, are used to adapt the fluid and structural meshes for cou-

pled outputs of interest. In this case, the spatial error estimates are used to adapt in

the spatial domain of the aeroelastic problem while keeping the temporal discretiza-

tion fixed. The spatial error estimate of a coupled output of interest for an individual

subsystem is verified by finite differences. To evaluate the error estimate using fi-

nite differences, the output of interest is reevaluated by projecting the solution in a

finer space, which serves as the reference output of interest. The finer space in the

fluid subsystem is obtained by increasing the spatial order on an element by one. In

the structural system, the finer space is obtained by subdividing every quadrilateral

element uniformly into four equal quadrilateral elements. For the structural error es-

timate, the finer space is defined by keeping the fluid spatial discretization fixed while

refining the structural spatial discretization and the temporal discretization. The dif-
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Figure 8.5: Verification of the coupled adjoint using a parameter sensitivity test.
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ference between the outputs in the coarse and fine space will consist of the errors due

to the spatial discretization in the structural mesh and the temporal discretization.

To isolate the errors from the spatial discretization, the temporal discretization is

refined while keeping the structural spatial discretization fixed which provides the

structural spatial error estimate, as shown in Table 7.1. The relative error is evalu-

ated relative to a finer approximation in both space and time. The coarse space has

uniform p = 1 elements in the fluid mesh and 32 square CQUAD4 plate elements,

while the finer mesh has uniform p = 2 elements in the fluid mesh and 128 square

CQUAD4 plate elements. The net spatial error estimate, as shown in column 6 of

Table 8.1, obtained from the adjoint based method, is able to accurately predict the

relative spatial error, as shown in column 3 of Table 8.1.

Total
relative
error

Relative
temporal
error

Relative
spatial
error

Fluid spatial
error estimate

Structure spatial
error estimate

Total spatial
error estimate

9.76×10−08 3.72×10−08 1.42×10−07 4.36×10−11 1.57×10−07 1.57× 10−07

Table 8.1: Comparison of the spatial error in the final time displacement at the
trailing edge of the wing tip, relative to a finer approximation space and the error
estimate from the adjoint-weighted residual.

8.3 Coupled Mesh Adaptation

Three coupled outputs of interest are chosen for mesh adaptation for the three-

dimensional aeroelastic case: the time-integrated lift coefficient, the time-integrated

wingtip displacement, and the time-integrated moment developed over the plate for

the subsonic and transonic flow cases. The moment is evaluated about the aerody-

namic center of the wing (a.c) which lies at xac = 0.245c. The unsteady simulation is

run up to a final time of Tf = 2.5 with fifty time-steps. In both flow conditions, the

wing starts to bend up, in the z direction, due to the lift force generated at the initial
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Figure 8.6: Unsteady lift coefficient for the subsonic and transonic flow.

angle of incidence. During the course of the simulation, maximum displacements of

10% and 20% of the chord are observed at the free end for the subsonic and transonic

cases respectively. For the first output of interest, the time-averaged lift coefficient,

Figure 8.6 shows the variation of the output for both flow conditions as the simu-

lation progresses. The conservation of x-momentum and z-momentum components

of the coupled fluid adjoint at the initial time is shown in Figure 8.7 and Figure 8.8

(a) Conservation of x-momentum ad-
joint

(b) Conservation of z-momentum ad-
joint

Figure 8.7: Coupled-adjoint solution for the time-averaged lift coefficient output at
the initial time. The wing is subject to a subsonic flow and the cut plane at which
the adjoint solution is being shown is located at y = −1.

113



(a) Conservation of x-momentum ad-
joint

(b) Conservation of z-momentum ad-
joint

Figure 8.8: Coupled-adjoint solution for time-averaged lift coefficient output at the
initial time. The wing is subject to a subsonic flow and the cut plane at which the
adjoint solution is being shown is located at y = −2.

at two cut planes for the subsonic flow. The two cut planes are located at y = −1

and y = −2. The high sensitivity of the output to residual perturbations on the

stagnation streamline and at the trailing edge of the wing is highlighted by the fluid

adjoint. The trailing edge dictates the direction of flow coming off the wing which in

turn dictates the total lift generated. Thus, the increased sensitivity of the output to

(a) Conservation of x-momentum ad-
joint

(b) Conservation of z-momentum ad-
joint

Figure 8.9: Coupled-adjoint solution for time-averaged lift coefficient output at the
initial time. The wing is subject to a transonic flow and the cut plane at which the
adjoint solution is being shown is located at y = −1.
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(a) Conservation of x-momentum ad-
joint

(b) Conservation of z-momentum ad-
joint

Figure 8.10: Coupled-adjoint solution for time-averaged lift coefficient output at the
initial time. The wing is subject to a transonic flow and the cut plane at which the
adjoint solution is being shown is located at y = −2.

the trailing edge is expected and captured well by the coupled adjoint. A similar fluid

adjoint field is observed for the transonic flow, as shown in Figure 8.9 and Figure 8.10.

Error estimates using the coupled adjoint guide the mesh adaptation process. Fig-

ure 8.11 and 8.12 show the error estimates in the coarsest fluid mesh for the subsonic

and transonic flow conditions. Due to high sensitivity of the output to the flow at

the trailing edge, as observed from the fluid adjoint at the FSI interface, the ele-

ments located near the trailing edge have high spatial error estimates. The element

distribution in the initial fluid mesh is such that the element sizes increase radially

away from the wing. Thus, due to the unsteady projected residual component of the

error estimate being larger in these bigger elements, higher error estimates are also

observed in hexahedral elements away form the wing. The flow along the stagnation

streamline, highlighted by the adjoint, also gets picked up for mesh adaptation. In

both the subsonic and transonic flow over the wing, the lift generated near the free

end of the wing affects the overall shape of the structure. Thus, higher sensitivity and

subsequent higher error estimates are observed near the free end of the wing, in both
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(a) Fluid spatial error estimate on
the wing interface

(b) Cut plane located at y = −1

(c) Cut plane located at y = −2

Figure 8.11: Fluid spatial error estimate for the time-integrated lift coefficient output
on a wing in a subsonic flow.

flows. Additionally, in the case of transonic flow, the coupled output is also sensitive

to the shock position and thus higher error estimates are observed near the leading

edge of the wing where the shock is located. Figure 8.13 shows the corresponding

contours of structural error estimates on the coarse structural grid. The structural

spatial error estimates showcase similar behavior as the fluid spatial error estimates

at the interface. Higher error estimates are observed near the free end for the subsonic

flow while the presence of shock in the transonic flow, leads to higher errors being

generated closer to the fixed end of the wing.

Using the error estimates, the initial fluid and structural mesh are subjected to three
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(a) Fluid spatial error estimate on
the wing interface

(b) Cut plane located at y = −1

(c) Cut plane located at y = −2

Figure 8.12: Fluid spatial error estimate for the time integrated lift coefficient output
on a wing in a transonic flow.

cycles of mesh adaptation, with a global growth factor of ftot = 1.2. The mesh adap-

tation occurs in the spatial order of mesh elements in the fluid mesh. Conversely, the

plate elements in the structural mesh are refined in the element size. For the current

growth factor, the error estimates of the fluid and structural subsystem are compared

and the top 20% elements with the highest figure of merit, lying either in the fluid

or structural mesh are chosen for mesh adaptation. Refining the structural mesh

locally using h-refinement introduces hanging nodes in the structural grid. A hang-

ing node is a node, on an edge of an element that does not belong to that element.

Special consideration is required for defining the state at a hanging node in order

to maintain continuity across elements. In this work, the state at a hanging node
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(a) Structural spatial error estimate on the
wing in a uniform subsonic flow.

(b) Structural spatial error estimate on the
wing in a uniform transonic flow.

Figure 8.13: Structural spatial error estimate contours for the time integrated lift
coefficient output.

is represented uniquely based on the states of the elements, with which it shares an

edge. Thus, hanging nodes are treated as spurious degrees of freedom, which are not

solved for. However, the hanging node approximation described above can cause a

refined element surrounded by non-refined elements to not show any benefits of mesh

refinement. This is because four out of the five nodes introduced during refinement of

such an element are spurious. The state at the spurious nodes are constrained such

that the finite element solution becomes continuous. Thus, for every element in the

structural grid chosen for refinement, the neighbours of the chosen element are also

refined, as shown in Figure 8.14.

Figure 8.14: Strategy used for reducing spurious degrees of freedom when an element
is chosen for mesh refinement.
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Figure 8.15: Convergence of the time-integrated lift coefficient, for an aeroelastic wing
in subsonic flow, using output-based mesh refinement and uniform mesh refinement.
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Figure 8.16: Convergence of the time-integrated lift coefficient, for an aeroelastic wing
in transonic flow, using output-based mesh refinement and uniform mesh refinement.
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Figure 8.17: Convergence of the normalized time-averaged wingtip displacement, for
an aeroelastic wing in subsonic flow, using output-based mesh refinement and uniform
mesh refinement.

0 0.5 1 1.5 2 2.5

Degrees of freedom 10
5

0

0.5

1

1.5

2

2.5

N
o

rm
a

liz
e

d
 A

v
e

ra
g

e
d

 W
in

g
ti
p

 d
is

p
la

c
e

m
e

n
t 

 p1,  h1

 p2,  h2

 p3,  h3

 p4,  h4

Uniform Refinement

Adaptive  Refinement

Reference

(a) Output convergence

0 5 10 15

Degrees of freedom 10
4

10
-1

10
0

E
rr

o
r 

in
 N

o
rm

a
liz

e
d

 A
v
e

ra
g

e
d

 W
in

g
ti
p

 d
is

p
la

c
e

m
e

n
t

 p1,  h1

 p2,  h2

 p3,  h3

Uniform Refinement

Adaptive  Refinement

(b) Error in the output of interest

Figure 8.18: Convergence of the normalized time-averaged wingtip displacement, for
an aeroelastic wing in transonic flow, using output-based mesh refinement and uniform
mesh refinement.
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A comparison of the output convergence between the adapted meshes against uni-

formly refined meshes is shown in Figure 8.15 and Figure 8.16. From the convergence

plot, the two main benefits of goal-oriented mesh adaptation can be deduced, which

are: 1) greater accuracy for a given number of degrees of freedom and 2) lower de-

grees of freedom required to reach a given level of accuracy when compared against

uniform mesh refinement. The benefits of adaptive meshing in three-dimensional

aeroelastic cases exceed the benefits observed in two-dimensional aeroelastic cases.

The convergence plots show similar convergence behavior for both the subsonic and

transonic flows, thereby showing the benefit of their applications in the presence of

shock flow features. A similar behavior can be observed for other outputs such as
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Figure 8.19: Adapted structural meshes for the time-integrated lift coefficient output.
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Figure 8.20: Post adapted structural meshes for the time integrated wingtip displace-
ment output.

time-integrated wingtip displacement and time-integrated moment, as shown in Fig-

ure 8.17, 8.18, and 8.21. The lack of convergence of time-integrated moment over

the wing in a transonic flow, as shown in Figure 8.22a show the importance of the

initial mesh in output convergence. Due to the use of the same coarse initial fluid

mesh for both flow conditions, one that lacks the spatial resolution to resolve the

shock feature, and the higher sensitivity of the moment output to the shock position,

convergence in the moment output is not observed in transonic flow. The output has

yet to reach the asymptotic regime even with uniform mesh refinement and a better

initial fluid mesh with more resolution on the upper surface is needed. Output con-

vergence can be observed in the time-integrated moment over the wing in a transonic
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(a) Output convergence (b) Error in the output of interest

Figure 8.21: Convergence of the time-integrated moment coefficient, for an aeroe-
lastic wing in subsonic flow, using output-based mesh refinement and uniform mesh
refinement.

(a) Coarse initial fluid mesh (b) Fine initial fluid mesh

Figure 8.22: Output convergence of the time-integrated moment coefficient, for an
aeroelastic wing in transonic flow, using output-based mesh refinement and uniform
mesh refinement for two initial fluid meshes .
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flow when a finer initial fluid mesh with twice the number of elements is used as the

initial mesh, as show in Figure 8.22b. In the coarse initial fluid mesh, p-refinement

takes too many refinement levels or too high of a spatial order to start converging

but a combined h-refinement and p-refinement helps in obtaining an accurate output

of interest. Figures 8.19 and 8.20 show the nodal distribution after adaptation in the

structural meshes. Due to the coarseness of the initial structural mesh, almost all

of the structural elements are marked for adaptation in the first few cycles of mesh

adaptation. At the later stages, the mesh adaptation targets elements near the trail-

ing edge as well as the elements near the cantilevered end.

Table 8.2 summarizes the benefits of goal-oriented mesh adaptation for the three-

dimensional aeroelastic case. The benefits shown in the table are evaluated by com-

paring the degrees of freedom in the final adapted mesh against the reference mesh.

Adapted meshes can provide similar or better level of accuracy in coupled outputs

with almost a quarter of the number of degrees of freedom, when compared to uni-

formly refined meshes. The lower number of degrees of freedom in the adapted meshes

also lead to faster simulations. The adaptive meshing procedure increases the total

computational time of the coupled simulations due to the additional adjoint evalua-

tion by approximately a factor of two and a half, which is not reflected in Table 8.2,

and is a one time cost of obtaining the adapted meshes. This factor is higher for

the three-dimensional case due to the high computational cost incurred during the

off-diagonal term evaluation for the coupled adjoint.

Aeroelastic simulation
For a given accuracy on a coupled output
Memory saving using

adaptive mesh refinement
Time saving using

adaptive mesh refinement
Aeroelastic Wing 79.5% 75%

Table 8.2: Cost savings using goal-oriented mesh adaption in an aeroelastic wing in
a subsonic and transonic flow.
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CHAPTER IX

Neural Network

In this chapter, the idea of using a neural network to predict the optimal compu-

tational fluid mesh, including both the element sizing and stretching is investigated.

This work follows the work of Fidkowski and Chen [44], while taking the element siz-

ing also as a network output. Furthermore, in order to enable fast mesh generation, a

priori information, such as the geometry and the boundary conditions, are taken as

the network inputs instead of the primal and adjoint solutions. The network is trained

with optimal anisotropic meshes generated using an adjoint-based method that in-

corporates the mesh anisotropy through an expensive sampling procedure [132, 41].

The goal is to predict the optimal mesh for a given cost only using the a priori infor-

mation. The network is trained on subsonic and transonic aerodynamic simulations

over airfoils and is tested on unseen flow conditions.

9.1 Mesh Adaptation

The localized output-based error estimate developed in the Section 4.1.2 provides

information about how to adapt the computational mesh. However, as just one scalar

quantity per element, the error indicator is not sufficient to provide information about

both the mesh sizing and mesh anisotropy. This information comes from a mesh

optimization procedure, MOESS [132, 41], which solves an optimization problem to
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find a mesh producing the lowest error for a given computational cost. In order to

solve this optimization problem, a model for the dependence of the error on the metric

is required. The approach iteratively determines the optimal mesh metric field given a

prescribed metric-cost relationship and a sampling-inferred metric-error relationship.

9.1.1 Metric-Based Meshing

A Riemannian metric field, M(x⃗), is a field of symmetric positive definite (SPD)

tensors that can be used to encode information about the desired size and stretching

of a computational mesh. At each point in physical space, x⃗, the metric tensor M(x⃗)

provides a “yardstick” for measuring the distance from x⃗ to another point infinitesi-

mally far away, x⃗ + δx⃗. After choosing a Cartesian coordinate system and basis for

physical space, M can be represented as a d× d symmetric positive definite matrix.

The set of points at unit metric distance from x⃗ is an ellipse (in two-dimensions):

eigenvectors of M give directions along the principal axes, while the length of each

axis (stretching) is the inverse square root of the corresponding eigenvalue. The as-

pect ratio is the ratio of the largest stretching magnitude to the smallest.

A mesh that conforms to a metric field is one in which each edge has the same

length, to some tolerance, when measured with the metric. An example of a two-

dimensional metric-conforming mesher is the Bi-dimensional Anisotropic Mesh Gen-

erator (BAMG) [61], and this is used to obtain the results in the present work. BAMG

generates a mesh given a metric field, which is specified at nodes of a background mesh

– the current mesh in an adaptive setting. The optimization determines changes to

the current, mesh-implied, metric, M0(x⃗). Affine-invariant [97] changes to the metric

field are made via a symmetric step matrix, S ∈ Rd×d, according to

M = M
1
2
0 exp(S)M

1
2
0 . (9.1)
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Note that S = 0 leaves the metric unchanged, while diagonal values in S of ± 2 log2

halve/double the metric stretching sizes.

9.1.2 Error Convergence Model

The mesh optimization algorithm requires a model for how the error changes as

the metric changes. Consider a single element, Ωe, with a current error Ee0 and a

proposed metric step matrix of Se. The error on Ωe following refinement with this

step matrix is given by

Ee = Ee0 exp[tr(ReSe)], (9.2)

where Re is a symmetric rate tensor. The total error over the mesh is the sum of the

elemental errors, E = ΣNe
e=1Ee. The rate tensor, Re, is determined separately for each

element through a sampling procedure [41].

9.1.3 Cost Model

Degrees of freedom, DOF, are used to measure the cost of refinement, which on

each element just depends on the approximation order p, assumed constant over the

elements. By (9.1) and properties of the metric tensor, when the step matrix Se is

applied to the metric of element e, the area of the element decreases by exp[1
2
tr(Se)].

Equivalently, the number of new elements, and hence degrees of freedom, occupying

the original area Ωe increases by this factor. So the elemental cost model is

Ce = Ce0 exp

[
1

2
tr(Se)

]
, (9.3)

where Ce0=DOFe0 is the current number of degrees of freedom on element e. The

total cost over the mesh is the sum of the elemental costs, C = ΣNe
e=1Ce.
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9.1.4 Metric Optimization Algorithm

Given a current mesh with its mesh-implied metric, M0(x⃗), elemental error indica-

tors, Ee0, and elemental rate tensor estimates, Re, the goal of the metric optimization

algorithm is to determine the step matrix field, S(x⃗), that minimizes the error at a

fixed cost. The step matrix field is approximated by values at the mesh vertices, Sv,

which are arithmetically-averaged to adjacent elements:

Se =
1

|Ve|
∑
v∈Ve

Sv, (9.4)

where Ve is the set of vertices (|Ve|is the number of them) adjacent to element e. The

optimization problem is to determine Sv such that the total error E is minimized at

a prescribed total cost C. First-order optimality conditions require derivatives of the

error and cost with respect to Sv. The cost only depends on the trace of the step

matrix; i.e. the trace-free part of Se stretches an element but does not alter its area.

Therefore, the vertex step matrices are separated into trace (svI) and trace-free (S̃v)

parts, with I the identity tensor,

Sv = svI + S̃v (9.5)

The optimization algorithm is then the same as presented by Yano [132]:

1. Given a mesh, solution, and adjoint, calculate Ee, Ce, Re for each element e.

2. Set δs = δsmax/nstep, Sv=0.

3. Begin loop: i = 1...nstep

(a) Calculate Se from (9.4), ∂Ee
∂Se

from (9.2) and ∂Ce
∂Se

from (9.3).

(b) Calculate derivatives of E and C with respect to sv and S̃v.

(c) At each vertex form the ratio, λv =
∂E/∂sv
∂C/∂sv and
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• Refine the metric for 30% of the vertices with the largest |λv|:Sv =

Sv + δsI

• Coarsen the metric for 30% of the vertices with the smallest |λv|:Sv =

Sv − δsI

(d) Update the trace-free part of Sv to enforce stationarity with respect to

shape changes at fixed area: Sv = Sv + δs(∂E/∂S̃v)/(∂E/∂sv) .

(e) Rescale Sv → Sv + βI, where β is a global constant calculated from (9.3)

to constrain the total cost to the desired dof value: β = 2
d
logCtarget

C
, where

Ctarget is the target cost.

Note, λv is a Lagrange multiplier in the optimization. It is the ratio of the marginal

error to marginal cost of a step matrix trace increase (i.e. mesh refinement). The

above algorithm iteratively equidistributes λv globally so that, at optimum, all ele-

ments have the same marginal error to cost ratio. Constant values that work generally

well in the above algorithm are nstep = 20 and δsmax = 2 log 2. In practice, the mesh

optimization and flow/adjoint solution are performed several times at a given target

cost, Ctarget, until the error stops changing. Then the target cost is increased to reduce

the error further if desired.

9.1.5 Machine-Learning Based Mesh Adaptation

As an alternative to the adjoint-based mesh adaptation process, a data-driven

method is developed to improve the efficiency of non-uniform anisotropic mesh gen-

eration compared with existing approaches. Optimum mesh generation for CFD sim-

ulations requires information about the elemental size as well their anisotropy, in the

CFD domain. The anisotropy information becomes more relevant at higher Reynolds

and Mach numbers with many directional features such as boundary layers, wakes,

and shocks. In MOESS, both the primal and adjoint solutions are combined via sam-
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pling of the adjoint-weighted residual to produce the most efficient element size and

anisotropy distribution. This information guides the movement of mesh vertices so

that each element is as close as possible to its ideal size and shape. As an alternative

to determining the ideal size and anisotropy information from MOESS, an approach

that uses a neural network to determine the metric from relevant features such as the

flow conditions and relative position in the computational domain is presented.

9.2 Neural Network Training

The neural network is trained using meshes adapted for a variety of flow conditions

and angles of attack over a NACA 0012 airfoil. All cases are two-dimensional and

use the Reynolds-averaged Navier-Stokes equations. The aerodynamic lift output is

considered for error estimation and mesh adaptation. Adapted meshes are generated

Figure 9.1: Structure of the artificial neural networks used to predict element
anisotropy and sizing.
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at a chosen target degree-of-freedom cost using MOESS, at a solution approximation

order of p = 2. The Riemannian metric, described in the previous subsection, stores

the ideal size, stretching and orientation of the mesh elements in a single matrix entity

and is used to train the network. The metric is a general entity that can be used in any

adaptation process, independent of how it is constructed and what characteristics the

user wants to achieve through the adaptation process. As the metric of the adapted

mesh is used to train the network, the number/distribution of elements in the initial

mesh is irrelevant and any coarse mesh can be used to start the adaptation. In this

work, a common initial mesh generated using BAMG [61], is used for all test cases for

simplicity. The number of elements in the final adapted mesh is important as all the

adapted meshes are optimized for the the final number of DOFs. Keeping the total

DOFs in the optimized mesh the same helps make the training process easier but also

restricts the output of the network. In the present study, networks are only trained for

a constant total DOF. The neural network uses the logarithm of the Reynolds number,

the angle of attack, and the Mach number as inputs to the parameter network and the

normalized centroidal position of each element and the normalized wall distance as

inputs to the spatial network to predict the elemental metric of the optimized mesh.

The centroidal position vector of each element is normalized by the maximum distance

in both dimensions. The wall distance, evaluated by averaging the wall distance of

all the nodes of the element, is normalized by the maximum achievable value of the

wall distance. To capture the wide range of values in the metric of the elements, the

matrix logarithm of the elemental metric is used as the output of the network.

9.3 Neural Network Architecture

A fully connected multi-layer perceptron neural network, as shown in Figure 9.1

is constructed for training. The neural network consists of two individual networks,

which initially process the fluid flow parameters and the spatial position of the ele-
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ments separately. The parameter and spatial network have two hidden layers, con-

sisting of 10 neurons each, between the input layer and the output layer. The outputs

of the parameter and the spatial network are then combined by normalizing them and

multiplying them. This serves an an input to the final network which has a single hid-

den layer of 100 neurons. Within each hidden layer, the input vectors are multiplied

by a weight matrix before adding a bias vector. An activation function is then applied

to the result to give the output of the hidden layer. The map from the input to the

hidden layer and between the hidden layers involves an entry-wise rectified linear-unit

(ReLU) activation function σ(x) = max(0, x), whereas no activation function is used

for the output layer calculation. The parameters associated with the network consist

of the weights and biases,

Wi ∈ Rni×ni−1 , bi ∈ Rni , (9.6)
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Figure 9.2: Neural network training loss history, using a 80% training, 20% validation
split.
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where ni is the number of neurons in layer i. The values of these parameters are

determined using an optimization procedure, the adaptive moment (Adam) estima-

tion algorithm in TensorFlow [2], that minimizes the mean squared error loss function

between predicted and actual output layer values. The actual values come from train-

ing data, which are obtained from the meshes adapted using MOESS on prototypical

cases.

Each element in an adapted mesh serves as a training data point. These data points

are split 80%/20% into training and validation categories. The training data are used

to drive the optimization, whereas the validation data are used to monitor the loss on

untrained data. The training data are broken into mini-batches of size 100 for the op-

timizer, and the learning rate is set to .005. Prior to training, the weights and biases

are initialized randomly from a unit normal distribution. Several tens of thousands

of optimization iterations typically lead to a stabilization of the mean-squared error,

as shown in Figure 9.2. The mean squared error drops by an order of magnitude,

without a significant difference between training and test data loss. This indicates

that the network is not over-fitted for the training data and performs well in predict-

ing outputs for the testing data set. Furthermore, the results of the training were not

found to be overly sensitive to the choices of the mini-batch size, learning rate, or the

initialization.

9.4 Results

This section presents results obtained from implementing the trained neural net-

work to generate optimized starting meshes for various flow cases. The meshes ob-

tained from the neural network are compared to meshes obtained using MOESS. In

all cases, metric-based re-meshing is performed using BAMG.
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9.4.1 Varying Reynolds number and angle of attack

The first case that is tackled in this study is the optimal mesh generation for a

two-dimensional steady-state flow over a NACA 0012 airfoil for a variety of Reynolds

numbers and angles of attack at a constant Mach number. Two Mach numbers, one

in the subsonic regime, M = 0.25, and one in the transonic regime, M = 0.75, are

used in this case. The airfoil is located in the center of the domain, the boundary of

which consists of a square box which spans from [−100c, 100c] in both dimensions.

The fluid flow is simulated using a RANS solver with the SA turbulence model [24].

For training and testing purposes, 100 optimized meshes are generated for various

flow conditions, where Re ∈ [106, 107] and angle of attack, α ∈ [0, 5]◦, and these

meshes are obtained using MOESS. To sample the parameter space, Latin hypercube

sampling is used in this work. The data from the various flow cases are random-

ized and split 80%/20% into training and validation categories. For each training

(a) MOESS (zoom) (b) Neural Network (zoom)

(c) MOESS (d) Neural Network

Figure 9.3: Comparison of element distribution in adapted meshes obtained using
MOESS and the neural network for a flow at M = 0.25, α = 4.6◦ and Re = 3.5×106.
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(a) MOESS (zoom) (b) Neural Network (zoom)

(c) MOESS (d) Neural Network

Figure 9.4: Comparison of element distribution in adapted meshes obtained using
MOESS and the neural network for a flow at M = 0.25, α = 2.65◦ and Re = 4× 106.
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(a) α = 2.65◦ and Re = 4× 106
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(b) α = 4.6◦ and Re = 3.5× 106

Figure 9.5: Comparison of output convergence in adapted meshes obtained using
MOESS and the neural network for a flow at M = 0.25.
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case, starting from a coarse initial mesh with 500 triangular elements, the meshes are

subjected to 10 cycles of mesh adaptation with a growth factor of Gf = 1.5 and a

constraint on the total degree of freedom, DOF=50,000. The total number of degree

of freedom after each adaptive iteration is set by the growth factor. The resulting

adapted meshes have approximately 8500 triangular elements of approximation order

p = 2.

A Riemannian metric, generated using the flow and adjoint solution in MOESS or

predicted using the neural network, guides the mesh adaptation process. In the neural

network, the predicted metric is obtained by taking the matrix exponent of the output

obtained from the network. The predicted metric is then provided to BAMG for mesh

generation and using the same set of growth factor and number of adaptive iterations

as MOESS, the adapted mesh is obtained. Note, in the neural-network approach, no

primal or adjoint solutions are needed during the course of adaptation, as the metric

only depends on the parameter and spatial network inputs shown in Figure 9.1, and

not on the state or adjoint. To test the prediction capability of the neural network,

adapted meshes and output convergence in the adapted meshes are compared between

the neural network and MOESS for the flow conditions in the validation set. Figure

9.3 and Figure 9.4 compare adapted meshes for two flow conditions in the validation

set at M = 0.25. For both of the flow conditions in the subsonic regime, the network

is able to reproduce meshes with good detail. The network is able to successfully

produce the anisotropic elements above and below the airfoil, thereby, resolving the

boundary layer. The element distribution away from the airfoil also looks similar to

that of the optimized meshes obtained from MOESS, where large isotropic elements

are used.

Figure 9.5 compares the convergence of the lift coefficient for which both the meshes
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(a) MOESS (zoom) (b) Neural Network (zoom)

Figure 9.6: Comparison of element distribution in adapted meshes obtained using
MOESS and the neural network for a flow at M = 0.75, α = 1.06◦ and Re = 3.5×106.

(a) MOESS (zoom) (b) Neural Network (zoom)

Figure 9.7: Comparison of element distribution in adapted meshes obtained using
MOESS and the neural network for a flow atM = 0.75, α = 2.73◦ and Re = 9.47×106

α = 0.
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(a) α = 2.73◦ and Re = 9.47× 106
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(b) α = 1.06◦ and Re = 3.5× 106

Figure 9.8: Comparison of output convergence in adapted meshes obtained using
MOESS and the neural network for a flow at M = 0.75.
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have been adapted. The final mesh obtained after 10 cycles of MOESS serves as the

reference mesh. The output convergence in the meshes adapted using the network

show, on average, a reduction in the output error after every adaptation cycle and give

comparable accuracy relative to the meshes obtained from MOESS. The network does

not outperform the meshes obtained using MOESS as the error in training also af-

fects the quality of the output meshes, thereby affecting the output error. The meshes

obtained from the network also mirror the distribution and anisotropy in elements

and are close to being optimal for the output evaluation, given the constraint on the

DOF. In the cases where the meshes obtained from the network are sub-optimal, a

few cycles of adjoint-based mesh adaptation with the output mesh from the network

serving as the starting mesh can be used to further improve the meshes, as shown by

the blue curves in Figure 9.5. The meshes can be improved for the target DOF by

choosing a unit growth factor, Gf = 1, and reshuffling the elements, or for a higher

growth factor for obtaining optimal meshes for larger DOF values. The number of

MOESS adaptive iterations needed to achieve higher accuracy will be fewer in the

case when a network is used initially as compared to just using MOESS. This can

be observed in the blue curve in Figure 9.5, where only two adaptive iterations of

MOESS are required on the final mesh obtained by the neural network to produce

an optimal mesh with similar errors. A growth factor of one is used for the MOESS

adaptive iterations shown in the blue curve.

The adapted meshes for the transonic case at M = 0.75 show similar results, as

shown in Figure 9.6 and Figure 9.7. The adapted meshes obtained from the net-

work are able to successfully resolve the boundary layer and stagnation streamline.

However, the shock is under-resolved by the network. The lack of resolution around

the shock compared to the boundary layer results in the network not resolving the

shock accurately. The output convergence is unaffected by the under resolution of
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the shocks as the meshes obtained for the network are able to give comparable accu-

racy to that obtained from MOESS, as shown in Figure 9.8. Figure 9.9 compares the

simulation times for the two mesh adaptation strategies for both the subsonic and

transonic cases. Mesh adaptation using the network avoids the primal and adjoint

solutions needed in MOESS, resulting in a 10x-15x savings in computational cost.

The only time consuming component of the mesh adaption using the neural network

is from the mesh generator, BAMG.

9.4.2 Varying Mach number, Reynolds number and angle of attack

The second case that is tackled in this study is the optimal mesh generation for

a two dimensional steady-state flow over a NACA 0012 airfoil for a variety of Mach

numbers, Reynolds numbers and angles of attack. For training and testing purposes,

100 optimized meshes are generated for 100 different flow conditions using MOESS,

where M ∈ [0.25, 0.8], Re ∈ [106, 107] and angle of attack, α ∈ [0, 5]◦. The various

flow conditions are decided by Latin hypercube sampling of the parameter space.

Similar initial meshes and mesh adaptation parameters are used in this case as in the

first case.

Figure 9.10 and Figure 9.11 compare adapted meshes for a transonic and subsonic

flow condition, respectively, in the validation set. While the adapted meshes from

the network perform well in the subsonic regime, they struggle to resolve the shock

flow feature, stagnation streamlines, and the streamlines exiting from the trailing

edge, in the transonic regime. This also results in poor output convergence for the

transonic cases, as shown in Figure 9.12. The reason for the poor optimal meshes in

the transonic regime is due to the lack of transonic cases used to train the network.

Shock features are present in M ∈ [0.5, 0.8] at high angles of attack, but such cases

comprise only 15% of the total training data set. Secondly, in the case of shocks,
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(a) M = 0.25, α = 2.65◦ and Re = 4×
106
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(c) M = 0.75, α = 2.73◦ and Re =
9.47× 106
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(d) M = 0.75, α = 1.06◦ and Re =
3.5× 106

Figure 9.9: Comparison of the average time required for adapting a fluid mesh using
MOESS and the neural network.
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the ratio of elements used to resolve the shock compared to the boundary layer is

low. This leads to less emphasis on the shock position and shock strength by the

network. As the flow features targeted by mesh adaptation depend strongly on the

Mach number regime, training the networks for subsonic and transonic cases sepa-

rately can leads to better optimal meshes. Separating the network and training for

obtaining optimal meshes only in the transonic regime where M ∈ [0.5, 0.8] leads to

much better output convergence, as shown in Figure 9.13. This better convergence

in the outputs is observed due to better resolution of the stagnation streamlines and

the wake but not to increased shock resolution.

The benefits of the neural network are more pronounced when the mesh adapta-

tion process begins with coarser initial meshes. The lack of convergence in the steady

state primal and adjoint solvers due to the coarseness of the mesh affects the mesh

adaptation in MOESS. However, the neural network mesh adaptation process is un-

affected by the initial mesh, as no solutions are required to drive the adaptation on

the meshes.

9.4.3 Entropy Adjoint - Varying Mach number, Reynolds number and

angle of attack

A further test to examine the capability of the network is by training it to re-

produce meshes optimized using the entropy adjoint instead of the lift adjoint. The

entropy-based adjoint indicator uses entropy variables to drive the mesh adapta-

tion [49, 33]. The areas of the mesh that are targeted by the entropy adjoint indica-

tor are those regions that exhibit high net production of spurious entropy. Without

the need for a separate adjoint solution to obtain the entropy variables, adapting

using entropy variables instead of the output-based adjoint is far less computation-

ally expensive. However, this indicator does not disregard areas of spurious entropy
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(a) MOESS (zoom) (b) Neural Network (zoom)

Figure 9.10: Comparison of element distribution in adapted meshes obtained using
MOESS and the neural network for a flow atM = 0.68, α = 4.94◦ and Re = 3.05×106.

(a) MOESS (zoom) (b) Neural Network (zoom)

Figure 9.11: Comparison of element distribution in adapted meshes obtained using
MOESS and the neural network for a flow atM = 0.44, α = 4.96◦ and Re = 7.92×106.
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(a) M = 0.68, α = 4.94◦ and Re =
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(b) M = 0.44, α = 4.96◦ and Re =
7.92× 106

Figure 9.12: Comparison of output convergence in adapted meshes obtained using
MOESS and the neural network. The network is trained using meshes adapted for
varying Mach number, angle of attack and Reynolds number flows.

142



0 2 4 6 8 10 12

Adaptive Iteration

10
-4

10
-3

10
-2

10
-1

E
rr

o
r 

in
 l
if
t 
c
o
e
ff
ic

ie
n
t

Adjoint based adaptation

NN based adaptation

Adjoint based adaptation

post NN based adaptation

NN based adaptation trained

on transonic cases

Figure 9.13: Comparison of output convergence in adapted meshes obtained using
MOESS and two neural networks for a flow at M = 0.68, α = 4.94◦ and Re =
3.05 × 106. The two networks are trained using meshes adapted for varying Mach
number, angle of attack and Reynolds number and varying Mach number in the
transonic regime, angle of attack and Reynolds number flows.

generation that have no effect on a particular engineering output. This may lead to

over-refinement, particularly for cases with flow discontinuities. The entropy adjoint

resolves the boundary layer, the wake (extending up the boundary of the domain)

and also the shock (if present). Due to a greater number of flow features that the en-

tropy adjoint focuses on, it acts as a good litmus test and stresses the network to the

maximum. A similar network as previously discussed is used for this test case. For

training and testing purposes, 100 optimized meshes are generated for various flow

conditions in the transonic regime, where M ∈ [0.5, 0.8], Re ∈ [106, 107] and angle of

attack, α ∈ [0, 5]◦ using MOESS. Figures 9.14 and 9.15 compare adapted meshes for

two flow conditions in the transonic regime, from the validation set. The network is

able to accurately resolve the wake and the boundary layer. However, the network

struggles in predicting the shock position and strength. For this Mach number range,

the shock traverses above the airfoil, increasing in strength while moving towards the
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(a) MOESS (zoom) (b) Neural Network (zoom)

(c) MOESS (d) Neural Network

Figure 9.14: Comparison of element distributions in adapted meshes obtained using
MOESS and the neural network for a flow atM = 0.60, α = 4.45◦ and Re = 4.54×106.
The entropy adjoint is used to adapt the meshes obtained using MOESS.

(a) MOESS (zoom) (b) Neural Network (zoom)

(c) MOESS (d) Neural Network

Figure 9.15: Comparison of element distributions in adapted meshes obtained using
MOESS and the neural network for a flow at M = 0.76, α = 2.8◦ and Re = 6.67×106.
Entropy adjoint is used to adapt the meshes obtained using MOESS.
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trailing edge, as the Mach number increases. Instead of refining around the shock lo-

cation, the network refines the entire region where the shock traverses in an isotropic

manner. As the Mach number increases, the refined region in the network adapted

meshes moves along the chord, mimicking the shock traversal.

For the first two cases in this study, the lack of training cases containing shocks

and less emphasis on the shock features explained the poor resolution of the shock

feature in the meshes adapted by the network. However, the entropy adjoint removes

both of these pitfalls and the network still struggles to resolve the shock. The num-

bers of elements used to resolve the shock, the boundary layer, and the wake are

comparable in the case of a meshes adapted using the entropy adjoints and 60% of

the training dataset has shocks present. Resolving the shock flow feature with the

flow parameters needs more examination, and different network structures are being

investigated to resolve this issue. A promising avenue is to use the flow features to

first predict the shock position and then to combine this information with the existing

network.
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CHAPTER X

Conclusions and Future Work

10.1 Summary and Conclusions

The work presented in this dissertation was motivated by the need for an accu-

rate and efficient fluid-structure interaction (FSI) solver for aeroelastic applications.

The thesis presented the development of a high-order FSI solver based on the parti-

tioned approach. The governing equations of the fluid subsystem are discretized in

space using a high-order discontinuous Galerkin method while a continuous Galerkin

method is used for the spatial discretization of the structural governing equations.

A fourth-order implicit Runge Kutta scheme is used to discretize the individual sub-

systems in time. To maintain the high-order accuracy of the coupled solver, the

fluid and structural subsystems are tightly coupled in both space and time. A local

interpolation strategy has been developed to accurately transfer pressures at the in-

terface of the fluid and structural subsystem and radial basis function with compact

support are used to transfer structural displacements and velocities at the interface.

An implicit-explicit Runge Kutta scheme is implemented to maintain the high-order

temporal nature of the solver by exchanging information between the two subsys-

tems at each stage of each step. The FSI solver is verified by predicting flutter on

a pitching-plunging NACA 0012 airfoil and the high-order convergence of the FSI

solver is validated for a flow over a two-dimensional cantilevered beam.
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The thesis presented an analysis of the errors generated by mesh deformation al-

gorithms, which are used to track the FSI interface by deforming the fluid mesh.

Two mesh deformations algorithms are applied in this work: 1) an explicit mapping

approach; and 2) an interpolation-based approach. Output-based error estimation

is used to estimate and control such errors arising from mesh deformation. A two-

dimensional free-stream preservation test in an inviscid flow is used to quantify error

due to mesh-motion algorithms. An output-based error estimate is used to optimize

the mesh motion algorithm by optimizing the variables used to blend the deforma-

tion. For an explicit mapping, an optimized inner and outer radius of the blending

is obtained for a steady and unsteady deformation resulting in the least error in the

output. A secondary case of an airfoil undergoing rigid body deformation in a steady

fluid flow is analyzed to observe the effects of the position of the blending region on

the output convergence. A better understanding of the error generated by the mesh

motion algorithms is achieved and a set of guidelines have been proposed to select

user-defined blending regions in mesh motion algorithms to achieve low mesh motion

errors and better output convergence. The output convergence study verifies that

the implementation of a geometric conservation law is not necessary for achieving

high accuracy in high-order FSI simulations involving rigid body motions. The use

of output-based mesh adaptation in efficiently reducing the spatial errors generated

by the mesh distortion as well the spatial discretization has been demonstrated, thus,

showing its applicability to FSI simulations.

The thesis presented the development and application of goal-oriented mesh adap-

tation in a high-fidelity FSI solver. Adaptive meshing in both the fluid and the

structural subsystems is applied using a coupled adjoint for aeroelastic problems of

varying complexity. The coupled adjoint provides the sensitivity of the coupled output
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of interest to the space-time discretization of the aeroelastic problem and is obtained

by solving the adjoint system in a similar fashion as the primal problem. Sensi-

tivity perturbation tests are used to verify the coupled adjoint evaluation for both

two-dimensional and three-dimensional aeroelastic cases. Adjoint-weighted residu-

als provide spatial error estimates that guide the mesh adaptation in the fluid and

structural grids. The mesh adaptation occurs in the spatial order of mesh elements

in the fluid mesh. Conversely, the structural elements in the structural mesh are

refined in the element size. The benefits of adaptive meshing are demonstrated for

three aeroelastic cases: 1) a two-dimensional pitching-plunging NACA 0012 airfoil

subjected to a subsonic flow; 2) a cantilevered beam subjected to a subsonic flow;

and 3) a cantilevered wing subjected to a subsonic and transonic flow. The bene-

fits are showcased by comparing the output convergence of coupled outputs against

common adaptation methods, such as uniform refinement. The adaptive meshing

procedure improves in regions important to both subsystems and helps in obtaining

accurate outputs at a smaller number of degrees of freedom. Flow features such as

the boundary layer, wake, stagnation streamlines, and shocks along with regions in

the structural and fluid mesh undergoing large deformations, which contribute largely

to the error in an FSI simulation, are correctly identified by the adaptive meshing

procedure and subsequently refined. Adapted meshes are able to provide a reduction

of almost 60% in the total degrees of freedom in two-dimensional aeroelastic problems

and 80% in three-dimensional aeroelastic cases, while providing the similar or better

levels of accuracy, when compared to uniform mesh refinement. These benefits de-

pend on the number of cycles of mesh adaptation, growth factor, and the initial fluid

and structural meshes. Overall, the adaptive meshing procedure provides a significant

increase in the accuracy of unsteady outputs for aeroelastic problems compared to

more common adaptation methods, such as uniform refinement.
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Solution-adaptive methods based on the adjoint-weighted residual have been shown to

improve the accuracy and efficiency of FSI simulations. Despite their great success in

aerospace applications, the additional computational cost and implementation com-

plexity associated with adjoint-based methods cannot be neglected. As an alternative

to the adjoint-based mesh adaptation process, a data-driven method is developed to

improve the efficiency of non-uniform anisotropic mesh generation compared with

existing approaches. A machine-learning approach is developed for determining the

optimal anisotropic initial meshes in the context of an output-based adaptive solution

procedure. Artificial neural networks are used to predict the desired element sizing

and anisotropy from flow conditions and relative position in the fluid domain. The

benefits of mesh adaptation using a neural network are demonstrated for a steady-

state flow over a NACA 0012 airfoil, where the network is able to produce optimal

starting meshes for a variety of Mach numbers, Reynolds numbers, and angles of at-

tack. Meshes optimized using the lift and the entropy adjoint are used to train the

network. The meshes generated from the neural network show output convergence

comparable to that obtained using adjoint-based mesh adaptation. Mesh adaptation

using the machine learning approach produces optimal meshes without solving for

the state or the adjoint, leading to a factor 10x-15x savings in computational time.

The network is able to successfully resolve flow features such as the boundary layer,

wake, and stagnation streamlines. In the presence of shocks in transonic flow, the

network struggles to resolve around the shock location and further investigation is

needed. The network proves to be a good alternative to generating initial meshes for

computational fluid dynamics and can be extended to FSI.

10.2 Research Contributions

The major contributions of this dissertation are:
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• Developed a high-order partitioned FSI solver by combining high-order spatial

and temporal discretization techniques. The FSI solver maintains the high-

fidelity nature of the solution in the case of non-matching meshes and varying

discretizations at the fluid-structure interface.

• Developed guidelines for generating initial meshes with low mesh-motion errors

and better output convergence for CFD simulations with deforming domains.

• Developed goal-oriented coupled mesh adaptation for high-order partitioned FSI

solvers and demonstrated the benefits of adaptive meshing in two-dimensional

and three-dimensional aeroelastic problems.

• Explored the feasibility of a convolutional neural network for generating optimal

initial meshes for CFD problems without solving for the adjoint variables.

10.3 Future Work

Certain topics for future work were identified during the course of this work. These

topics are listed below:

• Geometric and material non-linearity: The benefits of high order and mesh

adaptivity have been showcased in aeroelastic problems with linear structures,

undergoing small deformation. In these aeroelastic cases, the non-linearities

arise primarily from the fluid subsystem, however, a similar analysis can be

conducted with a more sophisticated structural solver which can handle geo-

metric and material non-linearity.

• Design Optimization: The adaptive high-fidelity FSI solver can be incor-

porated in a multidisciplinary design optimization framework to help design

efficient aircraft. Coupling of the FSI solver with other subsystems such as
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thermal and propulsion can help analyze and design critical subsystems that

affect performance.

• Adaptive temporal refinement: The adaptation mechanics presented in

this work have been limited to refining only the spatial discretization of the

FSI system. However, further efficiency can be gained by permitting mesh

adaptation in the temporal discretization. Coupled mesh adaptation in time

will require the evaluation of the temporal error estimates, which need the

coupled adjoint and the projected residual to be evaluated in a finer space-time

grid. The existing temporal reconstruction developed for the coupled adjoint

solve can be reused for evaluating the states in a finer temporal grid. The

temporal error-estimates can be used to guide mesh adaptation in the temporal

discretization by uniformly reducing the overall time step size or by using non-

uniform time stepping. Varying time-step sizes can be used in the individual

subsystems, however maintaining the high-fidelity nature of the FSI solver will

require further sub-iterations.

• Machine learning based mesh generation: The existing machine-learning

framework to generate optimal initial meshes faced issues in the presence of

shock flow features. A promising avenue is to use the existing flow parameters

to firstly predict the shock position, if present, by using a network and then use

this information as an additional input parameter to the existing neural network

for mesh generation to get better mesh refinement near the shock. Using meshes

adapted for more complex outputs of interest such as fluctuating moment can

be used as inputs to the network. Extending the existing machine-learning

framework for unsteady simulations can be useful for multi-physics simulations

such as FSI, where output convergence strongly depends on the initial mesh.

Extension of the framework to unsteady CFD simulations with moving shocks is
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also another promising avenue where optimal meshes generated by the network

based on the current position of the shock can be used, similar to unsteady mesh

refinement. Alternatively, in the case of moving/oscillating shocks, the network

can be modified to create a single optimal mesh by adding two additional input

parameters, which are the average position and the amplitude of oscillation of

the shock. The resulting mesh will have anisotropic mesh adaptation in the

region of the fluid mesh where the shock traverses.

• Initial state prediction: The existing machine learning framework can also

be used to predict state information, instead of the element size and anisotropy,

at a given point on the mesh.

• Combined h and p refinement: The adaptation mechanics presented in this

work refine the fluid mesh using p refinement and the structural mesh using h

refinement. However, solution-based combined hp-adaptations have been shown

to be very effective in minimizing the computational cost to achieve a given level

of accuracy [133]. The advantage is expected to be more pronounced when the

solution or geometry is not smooth. Combining h refinement with p refinement

in the structural discretization will require the development of a displacement

transfer algorithm which preserves the high-fidelity nature of the solution at

the interface. A strategy similar to the local interpolation-based approach,

developed for the force transfer, can be pursued.
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APPENDIX A

Coupled Adjoint Evaluation

A.1 Coupled Adjoint Evaluation for the Cantilevered Plate

For an unsteady output of interest, J , the fluid and structural adjoint equations

are given as,

M
f 0

0 Ms


Ψ̇

f

Ψ̇s

+


∂rf⊤

∂Uf

∂rs⊤

∂Uf

∂rf⊤

∂Us

∂rs⊤

∂Us


Ψf

Ψs

 =


∂J

∂Uf

⊤

∂J

∂Us

⊤

 (A.1)

Off-diagonal derivative evaluation

This section discusses the evaluation of the off-diagonal derivatives needed for solving

the coupled adjoint. These derivatives consist of the linearizaion of the discrete fluid

spatial residuals with respect to the structural state,
∂rs

∂Uf
, and the structural spatial

residual with respect to the fluid state,
∂rf

∂Us .
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A.1.1 Linearization of the structural spatial residual with respect to the

fluid state

The structural spatial residual, obtained from spatially discretizing the linear elas-

ticity equations, consists of the stiffness damping, and forcing terms. The only term

in the structural spatial residual dependent on the fluid state is the force vector acting

on the structural nodes. Thus, the linearization of the structural spatial residual with

respect to the fluid state is given as,

∂rs

∂Uf
=

∂Fs

∂Uf
. (A.2)

The force vector, Fs, evaluated by integrating the pressure on an element with its

shape functions, is given as

Fs = [F s1 , F s2 , F s3 ...., F sn ], (A.3)

where F si is the force vector on the ith structural element and n is the total number

of structural elements. Similarly, the force vector, Ff , evaluated by integrating the

pressure on an fluid element at the interface, is given as

Ff = [F f1 , F f2 , F f3 ...., F fm ] (A.4)

where F fi is the force vector on the ith fluid element and m is the total number of

structural elements. The force vector on a single structural element depends on the

force acting on the overlapping fluid elements. The polynomial variation of pressure

over each fluid element at the interface is transferred to the overlapping structural

element resulting in a continuous/discontinuous (in the case of fluid element not

matching with the structural elements at the interface) distribution of pressure over

each structural element. Due to the dependence of the structural forces on the force
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developed in the fluid solver, the derivative evaluation can be rewritten as,

∂Fs

∂Uf
=

∂Fs

∂Ff
× ∂Ff

∂Uf
(A.5)

Fs = MfsFf (A.6)

The transformation of the fluid forces at the interface to the structural forces is

achieved by a transformation matrix,Mfs, which accounts for the first term in Eq A.6.

This matrix is precomputed at the beginning of each adaptation cycle, during the

primal solution, after the meshes of both the subsystems are fixed and is available to

use during the adjoint solution.

∂Fs

∂Uf
= Mfs ∂F

f

∂Uf
(A.7)

The second term, which evaluates the linearization of the fluid forces at the interface

with respect to the fluid states, is readily available in the fluid solver. The linearization

of the structural residual with respect to the fluid state is evaluated by combining

these two derivatives using chain rule.

A.1.2 Linearization of the fluid residual with respect to the structural

state

The position of the structure inside the fluid mesh dictates the application of the

no-slip boundary conditions in the fluid subsystem. Thus, the fluid spatial residual

depends on the position of the structure. In the case of the plate, every single node

on the structural mesh of the plate has three degrees of freedom, which are the out of

plane displacement (z) and the two in-plane rotations (x & y). However, the only

structural degree of freedom which is used to deform the structure in the fluid mesh is

the out of plane displacement. Radial basis functions based on the z-displacement are
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used to deform the fluid mesh and thus affect the fluid spatial residual. Due to this

approximation, the derivatives of the fluid residual with respect to the structural state

are non-zero for the out of plane displacement and zero for the two in-plane rotations.

Let the fluid spatial residual, which depends on the structural state, be defined as

rf = MUs, (A.8)

where M is the derivative of interest. The derivative can be evaluated using finite

differences, where the fluid residual is re-evaluated after perturbing the z-displacement

of a single structural node while keeping the displacement of all the other structural

nodes fixed, as follows

[
∂rf

∂Us

]
i

=
rf (U s1 , U s2 , ...., U si +∆U si , ...., U sn)− rf (U s1 , U s2 , ...., U si , ...., U sn)

∆U si
.

(A.9)

where U si is the out of plane displacement of the ith structural node and n is the total

number of structural nodes. This process is then repeated for all of the structural

nodes. This method of evaluating the linearization becomes quickly infeasible due to

the large number of structural nodes and the high cost of evaluating the fluid residual

for a three-dimensional case at high spatial orders. To approximate the derivative

in a more efficient manner, a modal representation of the displacement is used. The

modal representation can approximate the displacement over the structure using a

fixed and finite number of modes in an accurate fashion. Consider the displacement

of the structure at the various nodes of the structural mesh

Us = [U s1 , U s2 , U s3 ...., U sn ] (A.10)
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where U si represents the z displacement for the ith structural node. Using the first

k eigenmodes of the structures, Φj, the displacements over the plate can be approxi-

mated as,

U sx ≈
k∑

j=0

AjΦj(sx) (A.11)

where, sx is any point on the structure and A is the coefficient of the various eigen-

modes, evaluated by making the modal representation exact at the structural nodes.

A = Φ−1Us (A.12)

Substituting Eq A.11 into Eq A.8, the derivative can be rewritten as,

rf = MUs = MΦA (A.13)

Linearizing the fluid residual with respect to the amplitudes of the various modes

approximates the actual derivative, M

∂rf

∂A
= MΦ. (A.14)

The linearization of the fluid residual with respect to the amplitudes of the various

modes is evaluated using finite differences. This method requires reevaluating the

fluid residual for only k modes and is therefore more efficient. Solving for the linear

system shown in Eq A.14 provides an approximation of the derivative. In this work,

k = 9 modes have been used. For these number of modes the error in the displace-

ment stayed below a threshold (10−4m) throughout the simulation and increasing the

number of modes did not result in a significant change in the derivative value.
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[63] K. Huang, M. Krügener, A. Brown, F. Menhorn, H.-J. Bungartz, and D. Hart-
mann. Machine learning-based optimal mesh generation in computational fluid
dynamics. arXiv preprint arXiv:2102.12923, February 2021.

[64] K. Kasim, A. Muley, M. Stoia, and F. Ladeinde. Advanced heat transfer devices
for aerospace applications. In ASME International Mechanical Engineering
Congress and Exposition, volume 58431, page V008T10A027. American Society
of Mechanical Engineers, November 2017.

164



[65] S. M. Kast and K. J. Fidkowski. Output-based mesh adaptation for high order
Navier-Stokes simulations on deformable domains. Journal of Computational
Physics, 252:468–494, November 2013.

[66] C. A. Kennedy and M. H. Carpenter. Additive Runge-Kutta schemes for
convection-diffusion-reaction equations. Applied numerical mathematics, 44(1-
2):139–181, January 2003.

[67] G. K. Kenway, C. A. Mader, P. He, and J. R. Martins. Effective adjoint ap-
proaches for computational fluid dynamics. Progress in Aerospace Sciences,
110:100542, October 2019.

[68] W. Kim and H. Choi. Immersed boundary methods for fluid-structure inter-
action: A review. International Journal of Heat and Fluid Flow, 75:301–309,
February 2019.

[69] A. La Spina, M. Kronbichler, M. Giacomini, W. A. Wall, and A. Huerta. A
weakly compressible hybridizable discontinuous Galerkin formulation for fluid–
structure interaction problems. Computer Methods in Applied Mechanics and
Engineering, 372:113392, December 2020.

[70] U. Langer and H. Yang. Recent development of robust monolithic fluid-structure
interaction solvers. In Fluid-Structure Interaction, pages 169–192. De Gruyter,
2017.

[71] M. Lesoinne and C. Farhat. Geometric conservation laws for flow problems
with moving boundaries and deformable meshes, and their impact on aeroelastic
computations. Computer methods in applied mechanics and engineering, 134(1-
2):71–90, July 1996.

[72] S. Li and W. K. Liu. Meshfree particle methods. Springer Science & Business
Media, March 2007.

[73] M. Lombardi, N. Parolini, and A. Quarteroni. Radial basis functions for inter-
grid interpolation and mesh motion in FSI problems. Computer Methods in
Applied Mechanics and Engineering, 256:117–131, April 2013.

[74] A. Loseille, A. Dervieux, and F. Alauzet. Fully anisotropic goal-oriented mesh
adaptation for 3D steady Euler equations. Journal of computational physics,
229(8):2866–2897, April 2010.

[75] A. E. H. Love. XVI. The small free vibrations and deformation of a thin
elastic shell. Philosophical Transactions of the Royal Society of London.(A.),
(179):491–546, 1888.

[76] J. N. Lyness. Numerical algorithms based on the theory of complex variable.
In Proceedings of the 1967 22nd national conference, pages 125–133, January
1967.

165



[77] J. N. Lyness and C. B. Moler. Numerical differentiation of analytic functions.
SIAM Journal on Numerical Analysis, 4(2):202–210, December 1967.

[78] L. Manevitz, A. Bitar, and D. Givoli. Neural network time series forecasting of
finite-element mesh adaptation. Neurocomputing, 63:447–463, January 2005.

[79] A. Masud, M. Bhanabhagvanwala, and R. A. Khurram. An adaptive mesh
rezoning scheme for moving boundary flows and fluid–structure interaction.
Computers & fluids, 36(1):77–91, January 2007.

[80] F. Mazhar, A. Javed, J. T. Xing, A. Shahzad, M. Mansoor, A. Maqsood, S. I. A.
Shah, and K. Asim. On the meshfree particle methods for fluid-structure in-
teraction problems. Engineering Analysis with Boundary Elements, 124:14–40,
March 2021.

[81] L. Meirovitch. Computational methods in structural dynamics, volume 5.
Springer Science & Business Media, October 1980.

[82] C. Michler, S. Hulshoff, E. Van Brummelen, and R. De Borst. A monolithic
approach to fluid–structure interaction. Computers & fluids, 33(5-6):839–848,
June 2004.

[83] R. Mittal and G. Iaccarino. Immersed boundary methods. Annu. Rev. Fluid
Mech., 37:239–261, January 2005.

[84] J. J. Monaghan. An introduction to SPH. Computer physics communications,
48(1):89–96, January 1988.

[85] K. R. Moyle and Y. Ventikos. Local remeshing for large amplitude grid defor-
mations. Journal of Computational Physics, 227(5):2781–2793, February 2008.

[86] S. Nadarajah and A. Jameson. A comparison of the continuous and discrete
adjoint approach to automatic aerodynamic optimization. In 38th Aerospace
Sciences Meeting and Exhibit. AIAA Paper 2000-667, January 2000.

[87] M. Nastran. Reference Manual, MSC. Software Corporation, 2004.

[88] U. Naumann. The art of differentiating computer programs: an introduction to
algorithmic differentiation. SIAM, January 2011.

[89] B. Nayroles, G. Touzot, and P. Villon. Generalizing the finite element
method: diffuse approximation and diffuse elements. Computational mechanics,
10(5):307–318, September 1992.

[90] M. F. Nelson. The use of condensation techniques for solving dynamics prob-
lems. SAE Transactions, pages 1435–1444, January 1974.

[91] M. Nemec and M. Aftosmis. Adjoint error estimation and adaptive refinement
for embedded-boundary cartesian meshes. In 18th AIAA Computational Fluid
Dynamics Conference. AIAA Paper 2007-4187, June 2007.

166



[92] M. Nemec, M. Aftosmis, and M. Wintzer. Adjoint-based adaptive mesh refine-
ment for complex geometries. In 46th AIAA Aerospace Sciences Meeting and
Exhibit, page 725, 2008.

[93] J. T. Oden and S. Prudhomme. Goal-oriented error estimation and adaptivity
for the finite element method. Computers & mathematics with applications,
41(5-6):735–756, April 2001.

[94] V. Ojha, K. Fidkowski, and C. E. S. Cesnik. High-fidelity coupled fluid-structure
interaction simulations with adaptive meshing. In AIAA Aviation 2019 Forum,
page 3056, 2019.
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