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ABSTRACT

Semiconductor photonic devices enable efficient optical communication using light for fast

transmission and detection of information. Conventional photonic devices primarily use

group III-V semiconductors. However, these devices have limited integrability with silicon-

based circuits, are bulky, and it is challenging to engineer their fundamental properties. Van

der Waals (vdW) semiconductors are good candidates for the next generation of devices

because they are atomically thin and feature strong emission, making them easy to integrate

and efficient. Furthermore, they enable engineering of optical, electrical, and structural

properties through formation of heterostructures and moiré superlattices.

We design and create novel photonic devices by leveraging the optical tunability of

vdW semiconductors. Our transferrable distributed Bragg reflector (DBR) cavity has a high

quality factor, can strongly couple with vdW materials, and constructed using cavity fabri-

cation methods that are robust and reliable. The DBR cavity coupled with hexagonal boron

nitride (hBN) encapsulated monolayer MoSe2 forms strongly coupled exciton-polaritons.

To further study photonic devices with vdW heterobilayers, we design and create the

first WSe2/MoSe2 heterostructure laser and perform rigorous power dependence and first-

order spatial coherence measurements to ensure lasing. The device shows a non-linear

increase of the output intensity, linewidth narrowing, and a formation of extended spatial

coherence, signifying lasing. Lastly, we study electrically controlled and cavity coupled

WS2/MoSe2 hybrid excitons to better understand the exciton-cavity coupling mechanism.

Together, this improved understanding of vdW cavities and heterostructures sets the stage

for designable photonic technologies and allows exploration of novel physics.

xxii



CHAPTER 1

Introduction

One shouldn’t work on semiconductors, that is a filthy mess;

who knows if they really exist? –Wolfgang Pauli, 1931

Semiconductor photonic devices utilize the interaction of light and matter to store and
transmit information. They form the bedrock of modern optical telecommunications and
sensing technologies. Current photonics rely on group III-V 3D semiconductors, such
as gallium arsenide (GaAs), which have limited choice of substrates and lack tunability.
The emergence of van der Waals (vdW) two-dimensional (2D) semiconducting materials
provides an unprecedented opportunity for the next generation of photonic devices that are
more compact, tunable, versatile for integration, and more energy efficient compared to
the existing technology. This thesis focuses on designable 2D material photonics that are
customizable in their optical, electronic, and structural properties, in both strong and weak
light-matter coupling regimes.

1.1 Semiconductor photonics: brief history and context

A world without semiconductors is difficult to fathom. At the time of this writing, there
is an ongoing global semiconductor chip shortage, which impacts an abundance of digital
products including cars, computers, cell phones, cameras, and even washing machines,
therefore opening our eyes on how intertwined semiconductors are into our daily lives. The
earliest measurements of semiconductors date back to the 18th century. Through decades
of research and the invention of transistors in the 1920s that revolutionized electronics, the
semiconductor industry maintains a firm standing in the scientific community [15].

An important property of semiconductors is their ability to emit light. Light is faster
than electrons, so naturally it is optimal for efficient storage and transmission of informa-
tion. The light-emitting property of semiconductors can be harnessed to develop photonic
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Figure 1.1: Types of 2D materials. Reproduced with permission from [4].

devices, such as lasers and light-emitting diode (LED)s, that serve as key components to
many electronic and communication devices. Despite the success of these devices, there
is an ever-increasing demand for more energy efficient and compact photonics that could
satiate the need for higher computing power and better performance. A way of accom-
plishing this is to confine light into a smaller regions using microcavities and finding new
semiconductor materials that are smaller in size.

2D monolayer semiconductor materials are single atomic layer thick, have strong light
emission, and have tunable properties that allow additional degrees of freedom. Naturally,
there is widespread effort to make photonic devices with 2D materials for the next genera-
tion of semiconductor technology.

1.2 Two-dimensional materials

Van der Waals 2D materials are layered atomic sheets bound by vdW forces, and encom-
passes metals, semiconductors, and insulators (Figure 1.1). Geim and Novoselov’s No-
bel prize winning work pioneered the field of 2D materials by isolating a single layer of
graphene using scotch tape [16]. TMDCs are a class of 2D materials which have an in-
direct bandgap (like silicon) in bulk form but become direct bandgap (like GaAs) in the
monolayer limit. Unlike conventional 3D semiconductors, TMDCs have a reduced dimen-
sionality, which enables exceptionally strong interactions with light and integration with a
wide range of substrates. TMDC heterostructures can be constructed by stacking different
combinations of TMDCs, much like stacking Lego bricks, allowing customizable optical,
electrical, and structural properties while retaining the benefits of monolayer TMDCs. For
instance, the optical properties can be engineered by changing the specific combination of
TMDCs used to form heterostructures. Furthermore, the ability to manipulate the electronic
band structures by changing the twist-angle between layers opens up possibilities of study-
ing strongly correlated physics. These unique optical and structural properties prompted
active research of TMDCs for photonics and optoelectronic applications [17].
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(a)

(b)

Figure 1.2: Strong coupling versus weak coupling. (a) Schematic illustration of strong
coupling. Ω is the exciton-photon coupling constant. (b) Schematic illustration of weak
coupling. γ is the spontaneous decay rate. Reproduced with permission from [5].

1.3 Light matter interactions for photonics

When carriers (electrons and holes) in TMDCs are excited by a laser, they form excitons,
which are electron hole pairs bound by coulomb forces. Excitons can recombine to emit
light. The binding energy is related to the intensity of light-matter interaction, characterized
by the oscillator strength. Large oscillator strength equals high emission intensity, which is
crucial for photonic devices.

In monolayers, the excitons are confined in the in-plane direction and are referred to
as intralayer excitons. Intralayer excitons have a large binding energy that is an order
of magnitude greater than that of GaAs. Therefore, the monolayer exciton emission can
persist at room temperature and can strongly interact with light.

In heterobilayers, electrons and holes can be spatially separated into different layers, re-
sulting in interlayer excitons. Interlayer excitons have smaller oscillator strength compared
to intralayer excitons and thus weakly interact with light. Nevertheless, interlayer excitons
have long lifetimes and a strong dipole-dipole interaction strength, which could facilitate
collective many-body phenomena such as exciton condensation and superfluidity [18, 19].
In addition, moiré superlattices in heterostructures provides additional tunability of the ex-
citonic band structures and the out-of-plane dipole moment of interlayer excitons allows
easy electrical tuning of exciton properties and electrical injection of carriers [20, 21, 22].

Photonic cavities provide a method of controlling and enhancing the interactions be-

3



tween excitons and photons in TMDCs. The exciton-photon interaction strength deter-
mines two distinct regimes of light-matter coupling: strong coupling and weak coupling.
In the strong coupling regime, the exciton and the cavity photon energy exchange rate
(the coupling strength) is greater than the decay rates of the system and results in a re-
versible spontaneous emission rate and a formation of new hybridized eigenmodes called
exciton-polaritons (Figure 1.2(a)). Exciton-polaritons are a unique platform for observ-
ing many-body phenomena and developing ultra-low threshold semiconductor lasers. In-
tralayer TMDC excitons are ideal for studying exciton-polaritons due to their strong oscil-
lator strength.

In the weak coupling regime, the decay rate is greater than the energy exchange rate and
the spontaneous emission rate is irreversible and enhanced by the cavity (Figure 1.2(b)).
This can result in conventional photon lasing. Interlayer TMDC excitons have smaller os-
cillator strength and therefore couple weakly with the cavity photons and provide a platform
for studying photon lasing.

1.4 Goals of this thesis

The goal of this thesis is to use cavity structures to control the exciton light-matter interac-
tions in TMDCs. In particular we:

• Demonstrate a new type of cavity that can strongly couple with TMDCs and perform
systematic studies on the controllability and reliability of the cavity parameters.

• Fabricate and characterize a novel semiconductor photon laser using a TMDC heter-
obilayer.

• Study the optical properties of different TMDC exciton species and how to control
them.

1.5 Thesis outline

This thesis demonstrates novel semiconductor photonic devices using 2D materials by en-
gineering and measuring the optical, electrical, and structural properties of TMDCs and
designing and fabricating new cavity structures. Chapter 2 presents the theoretical back-
ground of monolayer and heterobilayer excitons in TMDCs and introduces ways of con-
trolling them. Chapter 3 introduces semiconductor microcavities and presents the theory of
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light-matter coupling in the strong and weak coupling regimes. Chapter 4 lists the exper-
imental methods used for fabrication and measurement of devices. This includes sample
preparation, optical spectroscopy, and electrical device preparation methods. Chapter 5
discusses results on a new type of TMDC exciton-polariton device that utilizes an original,
high quality cavity structure. Chapter 6 discusses photon lasing in TMDC heterobilayers
and the optical measurement results used to verify lasing. Chapter 7 introduces methods of
controlling the electrical and structural properties of TMDCs. Lastly, chapter 8 discusses
the conclusion and outlook.
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CHAPTER 2

Excitons in TMDCs

An exciton is an electron-hole quasi-particle that is an elementary unit of optical excita-
tion in solids. It serves as the basis of light-matter interactions in semiconductor materials.
Semiconductors have a valence band filled with electrons and an empty conduction band.
When the electron in the valence band is excited to the conduction band by an external
source, it leaves behind a positively charged hole. The electron and hole are bound by
Coulomb interaction forces and form an energetically favorable quasi-particle called exci-
tons. The exciton electron-hole pair forms a dipole moment that interacts with the electro-
magnetic field of light and therefore serves as an essential component of photonic devices.
In this chapter, we will discuss the physics behind excitons in TMDCs. Section 2.1 presents
the theory of excitons in monolayer TMDCs. Section 2.2 discusses interlayer excitons in
TMDC heterobilayers. Section 2.3 introduces ways of controlling excitons in TMDCs.

2.1 Excitons in monolayer TMDCs

Unlike multilayers, monolayers are optically accessible because they have a direct band
gap. Excitons in monolayers feature a strong binding energy, large oscillator strength,
and momentum valley physics. This makes monolayer excitons (also known as intralayer
excitons) a fundamental component of studying light-matter interactions in TMDCs. In
this section, we explore the crystal and band structures of monolayer TMDCs and discuss
the theory behind monolayer excitons.

2.1.1 Crystal structure of monolayer TMDCs

The class of 2D material encompasses a wide range of materials including insulators, semi-
conductors, and semimetals. The burgeoning field of 2D materials has been revolutionized
by the discovery of graphene exfoliation in 2004 [16]. This discovery has propelled and
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Figure 2.1: Crystal structure of TMDCs. (a) Side view of two TMDC layers showing a
2H stacking structure. (b) Top view of the hexagonal crystal lattice structure. ~a1 and ~a2
indicate the Bravais lattice vectors and the polygon shape outlines the unit cell. (c) Unit
cell of MX2 with a trigonal prismatic geometry. Drawings created using VESTA.

expanded the research on 2D materials and continues to attract research interest. Out of
the 2D materials, we focus our attention on the semiconducting TMDCs, particularly the
ones that have the chemical name in the format of MX2, where M represents a transition
metal atom such as molybdenum (Mo) and tungsten (W), and X represents a chalcogen
atom such as sulfur (S) and selenium (Se). These materials have been known for many
decades [23, 24], but the study on monolayer TMDCs have only been made possible since
the discovery of mechanical exfoliation methods.

Bulk TMDC crystals are composed of atomically thin layers of materials that are bound
together by vdW forces. Because vdW forces are weak in comparison to the covalent bonds
between atoms, the layers of material can be peeled off down to a single layer. This process
is called exfoliation. The bulk crystal has a 2H stacking order, with each layer rotated by
180 degrees with respect to the neighboring layers, as shown in Figure 2.1(a).

A single layer of TMDC material is about 6 – 7 Å thick and has a hexagonal lattice
structure in the in-plane direction, with alternating transition metal and chalcogen atoms
occupying each lattice site as depicted in Figure 2.1(b). This alternating occupation of
atoms breaks the inversion symmetry, which has important consequences for the electronic
and optical properties. The unit cell of MX2 has a trigonal prismatic molecular geometry,
with the transition metal as the central atom, and six chalcogen atoms arranged at the
vertices of the triangular prism (Figure 2.1(c)). The Bravais lattice is spanned by basis
vectors:

~a1 = (a, 0, 0), ~a2 =
a

2
(1,
√

3, 0), (2.1)
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Figure 2.2: Electronic band structure of TMDCs. (a) Hexagonal BZ reciprocal lattice
structure. ~b1 and ~b2 are reciprocal lattice basis vectors, and Γ, M , K±, Q are symme-
try points. (b-e) Electronic band structures of (b) bulk, (c) quadrilayer, (d) bilayer, and
(e) monolayer MoS2 calculated using DFT. The solid arrows indicate the lowest energy
transition. Reproduced with permission from [6].

and the reciprocal lattice has the basis vectors:

~b1 =
4π√
3a

(√
3

2
,−1

2
, 0

)
, ~b2 =

4π√
3a

(0, 1, 0) (2.2)

[25].

2.1.2 Band structure of monolayer TMDCs

In solid state physics, a single free electron in a periodic lattice structure can be represented
by Bloch waves, and the periodic modulation of the potential opens gaps in the energy band
structure. The local extrema in the band structure are called ‘valleys’. The crystal structure
of TMDCs result in a hexagonal BZ in reciprocal space with valleys at the K+ and K−

points as depicted in Figure 2.2(a).
TMDCs have a direct band gap at the K+ and K− points in the monolayer limit. To ex-

plain this, we can consider the electronic band structure of bulk TMDCs. The direct band
gap in monolayers occurs at the K point while the indirect band gap in multilayers occurs
at the Γ point. The out-of-plane mass for electrons and holes at the K point exceeds the free
electron mass, while at the Γ point it is a fraction the free electron mass [26]. Therefore,
reducing the layer number results in increased quantum confinement, which causes an in-
crease in the indirect band gap, while the direct band gap remains the same. Comparing the
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monolayer TMDC band structure to that of graphene, graphene has a linear Dirac cone dis-
persion with a closed band gap, while monolayer TMDCs have a parabolic dispersion with
an open band gap. This difference is due to the broken sub-lattice symmetry in TMDCs as
compared to graphene, which results from the alternating occupation of lattice sites by tran-
sition metal and dichalcogenide atoms [27]. DFT calculations show the band structure of
the TMDC monolayers in more detail. Figures 2.2(b-e) are DFT calculated band structures
of multilayers and monolayer MoS2, which show the lowest energy valence-to-conduction
band transition to be indirect in multilayers and direct in monolayers.

2.1.3 Monolayer exciton physics

The discussion on band structures and band gap in the previous section assumes that elec-
trons and holes behave like free carriers. However, the carriers could experience a variety
of forces from their environment. In this section, we discuss the physics behind excitons,
which are electron-hole pairs bound by coulomb interaction forces. Specifically, we dis-
cuss the binding energy, oscillator strength, and valley selection rules of monolayer TMDC
excitons.

2.1.3.1 Basics of excitons and trions

A semiconductor at absolute zero temperature has a valence band filled with electrons and
an empty conduction band. At finite temperatures, there is a probability of holes occupying
the valence band and electrons occupying the conduction band, which is determined by the
carrier density of states and the Fermi-Dirac distribution function. External sources, such
as electromagnetic waves or electric fields, can further excite electrons into the conduction
band, leaving a hole in the valence band. The electrons and holes can form a bound quasi-
particle called excitons (Figure 2.3(a)), which is analogous to a hydrogen atom, where an
electron is bound to a proton. Unlike hydrogen atoms however, excitons in semiconductors
(also known as Wannier excitons) have a larger Bohr radius spanning multiple lattice sites,
and a smaller binding energy. This is due to the small effective mass of electrons compared
to that of holes and the presence of dielectric screening in semiconductors. Excitons can
recombine to emit light and thus are a key component in studying light-matter interaction
in TMDCs. Some of the beneficial properties of excitons will be discussed further in the
following sections.

The interaction of electron and holes has important consequences for optical and elec-
tronic properties in the material. The free particle band gap is determined by the Bloch
wave approximation and corresponds to the energy in which the electrons and holes are in
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Figure 2.3: Excitons and trions in monolayer TMDCs. (a) Schematic drawing of an exciton
and a negatively charged trion. (b) Simplified energy diagram of the conduction band (CB),
valence band (VB), monolayer band gap (EG), exciton energy (EX), trion energy (ET ),
exciton binding energy (EB), and trion binding energy (ETB).

a continuum state. Compared to the free particle band gap (EG), exciton energy (EX) is
lower because it is a bound state. The exciton binding energy (EB) is defined as the energy
required to disassociate the electrons from the holes, and can be used to express the exciton
energy:

EX = EG − EB. (2.3)

The exciton energy is also referred to as the optical band gap. The optical band gap is the
lowest-energy state (n = 1) of the exciton. The energy diagram of the exciton energies are
drawn in Figure 2.3(b).

Commonly in monolayer TMDCs, an additional electron or hole can bind to the exciton
and form trions with energy (ET ) lower than the exciton energy (Figure 2.3(b)). In tradi-
tional 3D semiconductors, trion binding energy is small (≈ 1 – 2 meV) [28]. In comparison,
the trion binding energy (ETB) in TMDCs is about 30 meV, allowing emission even up to
room temperature [29, 30]. Trions also have strong emission and are gate tunable, mak-
ing them an interesting component of studying light-matter interactions and many-body
physics in TMDCs [31, 32, 33]. For purposes of this thesis however, we focus on the
charge neutral excitons.

Due to the 2D nature of TMDCs, the exciton binding energy is large, which has impor-
tant implications for light emission. We investigate the details of binding energy and light
emission in the upcoming sections.
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(a) (b)

(c)

Figure 2.4: Dielectric screening of excitons in monolayers. (a-b) Schematic drawing of
the exciton dielectric screening in (a) 3D and (b) 2D. (c) Schematic drawing of 1s and 2s
excitons in non-uniform dielectric environment. Reproduced with permission from [7].
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2.1.3.2 Binding energy

Excitons in monolayer TMDCs have binding energies on the order of 500 meV [34], orders
of magnitude greater than that of traditional 3D semiconductors, such as GaAs. This is due
to the decrease in dimensionality going from 3D to 2D that results in a smaller electron-hole
separation, smaller electron and hole effective masses, and reduced dielectric screening. A
schematic drawing of the dielectric screening in 3D versus 2D is shown in Figure 2.4(a),
2.4(b). The monolayer exciton binding energy is larger than the room temperature thermal
energy (≈ 25 meV), which makes monolayer excitons stable at room temperature, allowing
room temperature photonic and optoelectronic devices.

To calculate the exciton binding energy, we start from the Wannier equation, which is
a two-particle Schödinger equation that describes an electron in the conduction band and a
hole in the valence band interacting via an attractive Coulomb potential [35]:

−
[
~2∇2

2µ
+ V (r)

]
ψν(r) = Eνψν(r). (2.4)

µ is the reduced mass of the exciton:

µ =
memh

me +mh

, (2.5)

where me is the electron effective mass and mh is the hole effective mass. V (r) is the
Coulomb potential:

V (r) =
e2

4πεrε0r
, (2.6)

where e is the elementary charge, εr is the relative permittivity, and ε0 is the vacuum per-
mittivity. The Wannier equation is analogous to the Schrödinger equation for an hydrogen
atom. Solving the Wannier equation in 2D (using the 2D Laplace operator in polar coordi-
nates) we obtain the eigen-energy:

En
B =

µe4

2~2ε2eff (n− 1/2)2
, with n = 1, 2, 3, · · · , (2.7)

where εeff is the effective dielectric screening from the environment. Experimental mea-
surements and theoretical studies of 2D excitons in monolayer TMDCs have shown de-
viation from this simplified model [36, 7, 37, 38]. This is due to the nonuniform dielec-
tric environment experienced by the exciton in 2D materials [39]. Qualitatively, this is
due to the different levels of dielectric screening experienced by the electric field lines
between electrons and holes. The electric field lines experience a larger screening when
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going through the 2D material than when going through the surrounding medium as shown
in Figure 2.4(c). For higher order excitons (higher quantum number n), the separation
between electron and hole becomes larger, fewer electric field lines go through the 2D
material, and thus the screening is reduced. This can be modeled as the Rytova-Keldysh
potential [40, 41]:

Veh(r) = −πe
2

2r0

[
H0

(
r

r0

)
− Y0

(
r

r0

)]
, (2.8)

where H0 and Y0 are Struve and Bessel functions and r0 is the effective screening length.
Because of the 2D nature of monolayer TMDCs, the substrate or capping material can

increase the dielectric screening and reduce the exciton binding energy. However, the ad-
ditional dielectric screening also renormalizes and reduces the free particle band gap [42].
This combined with the reduced binding energy results in minimal changes to the exciton
ground state energy.

The strong binding energy of monolayer TMDC excitons offer benefits for the study
of light-matter interactions. First, the large binding energy results in room-temperature
stable excitons. Next, the higher order exciton states (n = 2, 3, · · · ) are experimentally
observable [7] and have been used to demonstrate exciton-polaritons with higher interaction
strength [43]. Lastly, the excitons interact strongly with light, which we will discuss further
in the next section.

2.1.3.3 Oscillator strength and linewidth

The strong binding energy of TMDC excitons leads to a small spatial separation of elec-
trons and holes and thus a larger wave function overlap. As a result, the excitons have a
large oscillator strength and interact strongly with light. The exciton oscillator strength is a
dimensionless quantity that quantifies the interaction between the exciton and electromag-
netic waves. It can be derived from the inter-band optical transition matrix and is defined
as follows [14]:

f =
2µω

~
|〈uv|r · e|uc〉|2

V

πa3B,2D
, (2.9)

where uc and uv are Bloch wave functions of electron and hole, respectively, ω is the
frequency of the transition, V is the exciton quantization volume, and aB,2D is the Bohr
radius in 2D. To determine the Bohr radius in 2D, we first consider the general form of the
exciton radius in 3D:

rX,3D = naB,3D, with n = 1, 2, 3, · · · . (2.10)

13



Here, aB,3D is the exciton Bohr radius in 3D. It turns out, going from 3D to 2D, the n
quantum number goes from n → (n − 1/2) [35, 44, 45]. This change manifests itself
during the change of coordinates from spherical (3D) to polar (2D). The detailed analytical
derivation can be found in Ref [46]. The Bohr radius in 2D (where n = 1) is therefore:

aB,2D =
1

2
aB,3D =

εrε0~2

2µe2
. (2.11)

Hence, in 2D the exciton binding energy is 4 times larger and the Bohr radius is 2 times
smaller than in 3D. Using a simplified picture, this is due the the exciton being confined to
a 2D plane and being ‘squeezed’ together. In TMDCs, the exciton Bohr radius for the 1s
state is on the order of 1 nm [47].

Excitons that are optically active can recombine to emit light. The radiative decay rate
of excitons can be described by Fermi’s golden rule [48]:

Γ0 ∼ | 〈f |e · r|i〉 |2 ρc,v(ω) δ(Ec − Ev − ~ω), (2.12)

where f and i are final and initial states, ρc,v(ω) is the density of states, Ec and Ev are
final and initial state energies, respectively, and ~ω is the energy of the electromagnetic
field. In order for exciton radiative decay to occur, the exciton center-of-mass wave vector
k must be equal to the in-plane projection of the photon wave vector q‖ [34]. Thus, the
allowed wave vectors are k < q0 = ω/c, where ω is the photon frequency corresponding
to the exciton resonance. In other words, the excitons that are within the “light cone” (also
known as bright excitons) couple to light by absorption or emission, while excitons outside
of the light cone (dark excitons) are optically inactive. A schematic illustration of dark and
bright exciton formation is shown in Figure 2.5.

In monolayer TMDCs, there are both bright and dark excitons. The optical transition
between the same spin states in the valence and conduction bands results in the formation
of two bright excitons called the A exciton (lower energy) and the B exciton (higher energy)
as represented in Figure 2.5(b). Furthermore, the dark exciton is the lowest energy state
in tungsten-based TMDCs, namely WS2 and WSe2 [49]. Consequently, the dark states
reduces the emission of WS2 and WSe2 at low temperature [50].

The exciton linewidth gives some information about the dynamics of the excited state
population and how it interacts with light. Theoretical studies predict the radiative life-
time of 1s excitons in TMDCs to be on the order of 1 ps, which corresponds to a radiative
linewidth of 1 meV [51, 52], about two orders of magnitude smaller than that of GaAs [53].
The radiative lifetime sets a lower bound for the linewidth. In real systems, there are de-

14



(a) (b) (c)

k

Energy

k ≤ q
0
•c

Excitation

Dark 

exciton
Bright 

exciton

Dark 

exciton

Light cone
WX

2

K+ K-

σ+ σ−

MoX
2

K+ K-

B 

σ−A 
σ+

MoX
2

K+ K-

WX
2

K+ K-

MoX
2

K+

WX
2

K+

(d) (e) (f) (g)

Figure 2.5: Exciton formation and emission. (a) Schematic diagram of the exciton for-
mation dynamics in the two-particle representation. The light cone is colored in yellow.
Excitons inside of the light cone are bright excitons and excitons outside of the light cone
are dark excitons. Excitons are created by excitation of carriers and subsequent relaxation
to the ground state. Dark excitons can scatter into the light cone via phonon scattering and
at finite temperatures bright excitons can scatter outside of the light cone. (b-c) Spin-valley
band configurations and optical transitions for bright excitons in (b) Molybdenum-based,
and (c) Tungsten-based monolayers. A and B represent the A-exciton and B-exciton tran-
sitions, respectively. Spin up and spin down states are represented in red and blue, re-
spectively. (d-e) Dark exciton formation in (d) Molybdenum-based and (e) Tungsten-based
monolayers. (f-g) Inter-valley bright trion formation for (f) Molybdenum-based and (g)
Tungsten-based monolayers.
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Figure 2.6: Exciton linewidth in TMDCs. (a) Schematic representation of inhomogeneous
linewidth broadening. Individual oscillators with linewidth 2γ have different frequencies
due to the environmental variations. This results in an inhomogeneously broadened to-
tal linewidth (Γin). Figure reproduced with permission from [8]. (b) Photoluminescence
measurements of bare and encapsulated monolayer MoSe2 at 5K.

fects, inhomogeneity, and impurities that shift the exciton resonance and therefore inho-
mogeneously broaden the linewidth (Figure 2.6(a)). Therefore, special experimental tech-
niques, such as 2D Fourier transform spectroscopy [8, 54], mid-infrared absorption spec-
troscopy [55], and high-resolution time-resolved spectroscopy [56] are required to extract
the radiative lifetime.

Decreasing the exciton linewidth is important for thermalization of excitons and exciton-
polaritons. In TMDCs, the best way to reduce the linewidth is by encapsulating the mono-
layer with hBN [57, 58, 59]. Capping the monolayers with hBN can ensure the surface
roughness of the substrate does not transfer to the monolayer, and can also protect the
exciton from charge transfers or local electric fields, thus reducing the inhomogeneous
broadening of the linewidth. Experimental studies show that hBN encapsulation results
in linewidths as low as 2 meV [57]. Encapsulation also alters the dielectric environment
experienced by the excitons and trions and can change their energies (Figure 2.6(b)).

An important aspect of light emission from bright excitons is the optical selection rules
that determine the allowed inter-band transitions. Valley-dependent optical selections rules
are a unique property of monolayer TMDCs and will be introduced in the following section.
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Figure 2.7: Valley-contrasting Berry curvature. Opposite valley curvature in (a) K+ and (b)
K− valleys results in opposite helicity of circularly polarized light coupled to each valley.

2.1.3.4 Valley selection rules

A unique property that monolayer TMDCs have over other conventional semiconductors
is their spin-valley properties and valley-dependent optical selection rules. As discussed
in section 2.1.1, the monolayer unit cell has a trigonal prismatic crystal structure, and the
inversion symmetry is broken. In other words, if we take the transition metal as the in-
version center and perform the space-inversion transformation, the chalcogen atoms will
be mapped to an empty lattice site. This broken symmetry results in changes in the band
structure property, namely the large spin-orbit coupling and the valley-contrasting Berry
phase.

The valence and conduction bands at the K+ and K− valleys are partially composed
of d atomic orbitals. Due to the broken inversion symmetry, the energy bands develop a
spin-splitting, and because of the heavy transition metal d orbitals (compared to that of
carbon atoms) the spin-orbit coupling is strong compared to that of graphene [60, 61]. The
spin-orbit splitting in the valence band is around 200 meV in Mo-based TMDCs, and 400
meV in W-based TMDCs. The splitting in the conduction band is smaller, a few tens of
meV [62].

Another consequence of the broken inversion symmetry is to the Berry phase. Berry
showed that when an eigenstate slowly moves in a closed loop through a vector field, the
eigenstate will return to the initial state but will acquire a phase [63, 64]. The acquired
phase is called the Berry phase, and the curl of the vector field is called the Berry curvature.
In the context of monolayer semiconductors, the K+ and K− valleys have opposite signs of
Berry curvature. When Bloch electrons move in a closed loop around the K+ and K− valley
band extrema, they acquire a Berry phase that is equal and opposite between the valleys [61,
65]. Schematic drawing of the Berry curvature for each valley is shown in Figure 2.7. The
Berry curvature results in a valley orbital magnetic momentum and therefore an opposite
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Figure 2.8: Heterostructure lattice matching. (a) Schematic drawing of a 3D lattice
matched (left) and lattice mismatched (right) heterostructure interface. The lattice mis-
match induces strain and defects along the boundary. (b) 2D heterostructure interface. The
layers are bound together by vdW forces. Reproduced with permission from [9].

helicity of circularly polarized light that couples to the K+ (σ+ polarization) and K− (σ−

polarization) valleys (Figure 2.5(b) and 2.5(c)).
These valley properties can give rise to interesting phenomena, such as valley Zeeman

and Hall effects [66], and can provide an extra degree of freedom for applications in Quan-
tum information storage and processing.

2.2 Interlayer excitons in TMDC heterobilayers

A beneficial property of TMDCs is the ability to form heterostructures without lattice
matching constraints. Unlike 3D materials, 2D materials do not have dangling bonds,
which means they can be integrated with other materials without inducing strain or defects
at the boundary (Figure 2.8). Furthermore, there is a wide variety of 2D materials with
different band gaps and work functions that can be used for heterostructure engineering,
allowing a greater degree of flexibility than 3D bulk semiconductors.

When two different semiconductor materials are combined to form a heterostructure, an
electron in one layer and a hole in another can be bound to form an interlayer exciton. The
electron and hole wave functions in interlayer excitons are spatially separated, whereas in
intralayer excitons they are closer together. Therefore, interlayer excitons are also known as
spatially indirect excitons, and they have been first reported in GaAs/aluminium gallium ar-
senide (AlGaAs) coupled quantum wells to use as electro-optical modulators [67]. The spa-
tial separation of electron and holes result in a long radiative lifetime, a strong dipole-dipole
interaction strength, and a permanent out-of-plane dipole moment. In 2D materials, inter-
layer excitons in both homo- and heterobilayers feature a strong binding energy compared
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to 3D semiconductors, making them useful for high-temperature applications. Spatially
indirect excitons can exhibit a variety of physical phenomena including quantum-confined
Stark effect [68, 69, 70, 71], exciton condensation and superfluidity [72, 73, 74, 18, 75, 76],
and strongly-correlated electronic states [77, 78, 79].

Interlayer excitons have been demonstrated in a wide range of TMDCs materials, in-
cluding MoSe2 [80], WSe2 [71], and MoS2 [81] homobilayers, and MoSe2/WSe2 [82, 83,
22, 84, 85, 86], MoS2/WS2 [87, 88], MoS2/WSe2 [89, 90], and WS2/WSe2 [91] heterobilay-
ers. For this thesis, we focus on the heterobilayers, mainly MoSe2/WSe2 and MoSe2/WS2.

In this section, we discuss the band structure of heterobilayers, the theory of interlayer
excitons, and optical selection rules.

2.2.1 Band structure of TMDC heterobilayers

When two different semiconductors are combined to form a heterostructure, the relative
band alignment between the layers is an important factor in determining the physical prop-
erties of the heterostructure devices. There are three different types of band alignments.
Type I is straddling, type II is staggered, and type III is broken [92] (Figure 2.9(a-c)). Band
alignment of TMDC heterostructures is overwhelmingly type II, with some type I. This is
determined by the relative band structures of the currently available TMDC materials as
shown in Figure 2.9(d). Type II band alignment is when the conduction band minimum
and the valence band maximum are in different layers so that electrons are localized in
one layer and holes are localized in the other. The coulomb interaction between the elec-
trons and holes in the two layers results in the formation of spatially indirect, interlayer
excitons. Schematic drawing of interlayer exciton formation is shown in Figure 2.10(a).
The energy of the interlayer exciton depends on the interlayer bandgap, which is smaller
than the individual bandgaps of the monolayers. The binding energy of interlayer exci-
tons in WSe2/MoSe2 is around 150 meV, which is smaller than that of intralayer exci-
tons, due to the spatial separation of electron and holes [93]. A simplified energy diagram
of the WSe2/MoSe2 is shown in Figure 2.10(b). The type II band alignment in TMDC
heterostructures can be experimentally confirmed by using sub-micrometer angle-resolved
photoemission spectroscopy (µ-ARPES) [11].

For optical studies, it is important to ensure that interlayer excitons have a direct band
gap. However, the coupling between the two layers can affect the band structure of the het-
erobilayer [94]. Therefore, we must ensure that the conduction band minimum (CBM) and
the valence band maximum (VBM) remain in the K+ and K− valleys. Interlayer hybridiza-
tion occurs when the interlayer hopping is comparable to the band offsets and causes the
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Figure 2.9: Heterostructure band alignment. (a-c) Schematic representation of the (a)
type I, (b) type II, and (c) type III heterostructure band alignment. (d) Calculated band
alignment of TMDC monolayers. Solid and dashed lines represent values calculated from
two different methods, and the dashed lines indicate the water reduction and oxidation
potentials. Reproduced with permission from [10].
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Figure 2.10: Interlayer exciton schematic. (a) Schematic illustration of the intralayer
and interlayer exciton formation. Intralayer excitons are created by external excitation of
charges. Charge transfer of carriers between layers created spatially separated interlayer
excitons. (b) Type II band alignment of a WSe2/MoSe2 heterobilayer. EW

G (EM
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band gap energy of WSe2 (MoSe2). EW
B (EM

B ) is the binding energy of WSe2 (MoSe2)
intralayer exciton. EG′ is the interlayer band gap energy, EB′ in the interlayer exciton
binding energy, and EIX is the interlayer exciton energy (Note: this is a simplified picture
that ignores the twist angle between layers). Figure made with data presented in [11].

band structure to shift. The interlayer hopping in K± valleys is smaller than the band offset,
and thus the interlayer hybridization is small [95]. In the Γ and Λ valleys, the interlayer
hopping strength is comparable to the band offset, but it decays exponentially with the inter-
layer distance. Therefore, studies show that most heterobilayers have a CBM and VBM in
the K± valleys, in opposite layers, resulting in a direct band gap optical transition [96, 94].

To fully understand interlayer excitons in heterobilayers, we must examine the effects
of stacking two layers together on the electronic and optical properties, which we discuss
in the following sections.

2.2.2 Theory of interlayer excitons

The real-space alignment and two distinct material types that make up heterobilayers affect
their band structure, electronic, and optical properties. In particular, the relative rotation
angle between the two layers and the lattice constants are the main factors at play. A
small twist angle between layers is unavoidable for manually stacked heterobilayers, so
the layers are not perfectly commensurate. In addition, the lattice constants of the four
major TMDCs (MoSe2, MoS2, WSe2, and WS2) can differ up to 4% [97]. This real-space
mismatch between the atomic registries translate directly into rotation of the BZ in each
monolayer. If the twist angle is too large, the momentum mismatch at the BZ corners (the
K valleys) is too large and can inhibit optical transitions. Therefore, we focus our attention
on relatively small twist angles. Moiré superlattice can also form in heterobilayers and
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Figure 2.11: Twisted heterobilayer momentum valley physics. (a) Brillouin zone of a
twisted heterobilayer. θ is the twist angle and ∆K is the shift in the K valleys. (b)
Schematic depiction of the interlayer exciton dispersion in the two-particle representation.
Optically bright interlayer exciton has a finite momentum.

can affect the electronic and optical properties, but we reserve the discussion until later
sections.

For a MoSe2/WSe2 heterobilayer, the center-of-mass momentum K that result from the
shift in the K valleys is given by [98]:

∆K = KMoSe2

√
δ2 + θ2,where δ = 1− aMoSe2

aWSe2
, (2.13)

where δ is the lattice mismatch and θ is the twist angle. Figure 2.11(a) shows the BZs of a
twisted heterobilayer. The interlayer exciton energy has the following dispersion:

EIX = EG′ − EB′ +
~2(Q − ∆K)2

2MIX

, (2.14)

where EG′ is the interlayer exciton band gap, EB′ is the binding energy, Q is the exciton
center-of-mass momentum, and MIX is the total mass of the interlayer exciton (MIX =

me +mh).
The light emission from interlayer exciton must satisfy momentum conservation con-

straints. However, the twist angle introduces a momentum mismatch between the valleys
in each layer. This can be compensated if the interlayer exciton has a finite momentum,
and therefore the interlayer exciton has a finite kinetic energy that is offset from the band
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minimum. At the light cone (Q = 0) the interlayer kinetic energy is [99]:

E(Q = 0) =
~2∆K2

2MIX

, (2.15)

as illustrated in Figure 2.11(b).
Interlayer excitons can emit circularly polarized light, and the polarization depends on

the crystal symmetry. We explore this concept in the next section.

2.2.3 Optical properties of interlayer excitons

Compared to intralayer excitons, interlayer excitons have a longer lifetime and a smaller
binding energy due to the spatial separation of electrons and holes and increased dielectric
screening. Time-resolved photoluminescence measurements show an interlayer exciton
lifetime of 100s of ns or even up to µs for high quality samples [100, 101]. A consequence
of long interlayer exciton lifetime is the lower oscillator strength compared to intralayer ex-
citons, about two orders of magnitude lower [21]. Studies also report a high degree of valley
polarization, over 80%, making interlayer excitons a good platform for ‘valleytronic’ stud-
ies [84]. The binding energy of MoSe2/WSe2 heterobilayer is around 150 meV [93], which
is about 30% lower than the intralayer excitons, due to the increased dielectric screening
in heterostructures compared to monolayers. The binding energy is still higher than the
thermal energy, meaning interlayer excitons can persist up to room temperature.

For heterobilayers with relatively small twist angles, the optical selection rules can be
determined by symmetry arguments. First, there are two types of stacking orders we must
consider: R-type and H-type. R-type (H-type) stacking is when the two layers have close
to 0◦ (180◦) relative rotation angle, as shown in Figure 2.12. The two stacking orders
have different selection rules. The crystalline structure of monolayer TMDCs have a 2π/3
rotational symmetry (Ĉ3) which determines the allowed optical transitions. The detailed
derivation of the Bloch functions, optical transition matrix element and the selection rules
are shown in Refs. [12, 94], and we summarize the results below.

The Ĉ3 symmetry dictates the optical transition of interlayer excitons. Specifically, the
C3 quantum number for the transition between conduction band of one layer (c′) and the
valence band of another (v) determines the polarization of light [12]:

σ±,when C3(c
′)− C3(v) + S ′z − Sz = 3N ± 1, (2.16)

z,when C3(c
′)− C3(v) + S ′z − Sz = 3N, (2.17)
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Figure 2.12: Stacking order and atomic registries of heterobilayers. (a-c) Atomic registries
of R-stacked heterobilayer. (d-f) Atomic registries of H-stacked heterobilayer. Both the
side view (on left) and the top view (on right) are illustrated. Figure recreated from [12]
with permission.
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Rh
h RX

h RM
h HX

h Hh
h HM

h

v, ↑ ↔ c′, ↑ σ+ σ− z σ+ σ− z

v, ↑ ↔ c′, ↓ z σ+ σ− z σ+ σ−

v, ↓ ↔ c′, ↓ σ+ σ− z σ+ σ− z

v, ↓ ↔ c′, ↑ σ− z σ+ σ− z σ+

Table 2.1: The inter-valley optical selection rules between the valence band of one layer
and the conduction band of another layer. Reproduced with permission from [12].

where N = 0,±1,±2, · · · are integers, Sz is the z-component of the spin angular momen-
tum, and z is the out-of-plane polarization.

There are six atomic registries for R-type and H-type stacking (Figure 2.12). The light
polarization that corresponds to the inter-valley optical transition at each atomic registry is
summarized in Table 2.1.

2.3 Controlling excitons in TMDCs

Changing and controlling the properties of excitons in TMDCs allows more opportunities
to engineer optoelectronic devices, such as LEDs, transistors, photodetectors, and solar
cells, and to observe many-body physics phenomena, such as correlated electronic states
and quantum simulators. In this section, we discuss electrical control of excitons via gating
and doping, and the effects of moiré lattice on the exciton physics.

2.3.1 Electrical control

Changing the properties of excitons is important for both exploring the physics behind the
materials and practical device applications. In semiconductors, controlling the flow of car-
riers through electrical contacts has been the primary method for making optoelectronic
devices. For monolayer TMDCs, electrical doping can introduce carriers into the mono-
layer and generate new exciton species or change the dielectric environment. Electrostatic
doping introduces free carriers and can form stable positively and negatively charged states
whose energies are lower than the neutral exciton [102, 29]. Increasing the doping density
will decrease the binding energy due to the increased screening of the Coulomb interac-
tion. Therefore, electrical doping was used to demonstrate continuous change of the ex-
citon binding energy in monolayer WSe2 [103]. Similarly, the additional charges induced
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Figure 2.13: Schematic drawing of p-n junctions. (a) Lateral p-n junction and (b) vertical
p-n junction.

by doping can also change the interconversion rate of the neutral and charge excitons and
change the absorption and refractive index of the material [104, 105].

Another important application of electrostatic doping and carrier injection is the forma-
tion of p-n junctions for electroluminescence (EL), which is important for practical, on-chip
integration of photonic devices [106]. There are two main ways of forming p-n junctions
in TMDCs as illustrated in Figure 2.13. First is a lateral p-n junction that relies on car-
rier diffusion and radiative recombination. These devices have split gates and the distance
between electrodes is limited by the diffusion length of electron and holes in the material.
The lateral p-n junctions have been used to show EL in monolayers [107, 108, 109] and
heterobilayers [20, 21]. A second method is the vertical p-n junction, which uses graphene
top and bottom gates and a thin hBN tunnel barrier to allow electrons and holes to tunnel
from the graphene to the conduction and valence band of the TMDC material. This method
can be used to make larger area p-n junctions and has been used to demonstrate EL in
monolayers and multilayers [110].

Interlayer excitons in heterobilayers have a permanent out-of-plane dipole moment.
Therefore, an external electrical field can tune the exciton resonance and oscillator strength.
The interlayer exciton energy shifts according to the Stark shift, which is proportional to
the dipole moment and the electric field across the heterostructure (∼ edEhs) [22]. Elec-
tric field can also be used to switch between interlayer, intralayer, and inter-intralayer hy-
bridized excitons. Certain combinations of heterobilayers have closely aligned valence or
conduction bands which can be tuned with external electric field, changing the exciton
species present in the material and redistributing the oscillator strength. In addition, optical
reflection spectroscopy shows a characteristic anti-crossing of the energy levels [111, 112].

2.3.2 Moiré superlattice

Stacking of two atomic lattices with small differences in lattice constants or twist angle
can create a superlattice that has larger periodicity, called the moiré lattice (Figure 2.14(a)).
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a
M

Figure 2.14: Moiré superlattice. (a) Diagram of a moiré superlattice pattern. aM is the
superlattice constant. (b) Schematic of the monolayer TMDC bands folded due to the
superlattice potential. The green lines represent the monolayer band dispersion and the
gray lines represent the new folded mini bands. Reproduced with permission from [3].

The superlattice constant is defined as:

aM =
a0√
δ2 + θ2

, where δ =
|a′0 − a0|

a0
. (2.18)

a0 and a′0 are the lattice constants of the two layers, and θ is the twist angle. The moiré
lattice produces a periodic change in the potential energy experienced by electron and holes.
This change in potential energy can result in localized moiré excitons [113, 114, 115] and
trions [86, 116], and modified optical selection rules [19, 117]. The periodicity of the moiré
lattice induces a modification of the band structure and results in folded ‘mini bands’ and
mini BZs as shown in Figure 2.14(b). The mini bands are relatively flat, providing an ideal
platform for observing strongly correlated electronic states [118, 119, 120, 121].
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CHAPTER 3

Light-Matter Coupling in TMDCs

Controlling and enhancing the interactions between light and matter are essential for con-
structing integrated photonic devices which use light to efficiently store and process infor-
mation. Classically, light-matter interaction is a resonant interaction of charged particles
and electromagnetic waves. This classical model is also known as the Lorentz oscilla-
tor model, where atoms are considered to be small harmonically oscillating dipoles and
the driving force is the electromagnetic waves. Quantum mechanically, we can consider
a transition between two atomic states, ψ1 with energy E1, and ψ2 with energy E2. The
time-dependent wave functions are:

ψ1(r, t) = ψ1(r)e−iE1t/~, (3.1)

ψ2(r, t) = ψ2(r)e−iE2t/~. (3.2)

The average position of the atom is defined as:

〈r(t)〉 =

∫
ψ∗totrψtotd

3r, (3.3)

where ψtot is the superposition of ψ1 and ψ2 (ψtot = ψ1 + ψ2). The strength of the light-
matter interaction depends on the transition dipole moment:

〈p〉 = e〈r〉, (3.4)

which has a matrix component:

e

∫
ψ∗2(r) r ψ1(r)d3r, (3.5)

and an oscillation component:
e−i(E1−E2)t/~. (3.6)
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We can see that an incident electromagnetic field resonant with the transition energy (E2−
E1) can put the atom into a superposition state of ψ1 and ψ2, and the atom can oscillate
between the two states and emit electromagnetic radiation.

As the dipole radiates, the total power decays at a rate called the radiative decay rate
(γrad). There are also non-radiative decay channels and decay rate (γnr). As the dipoles
collide with each other, they can pick up a phase and can decrease the macroscopic polar-
ization (P ). This is called the dephasing rate (1/T ′2). All of these decay channels determine
the total polarization decay rate (γ).

We can solve the equation of motion for the macroscopic polarization and define:

P = ε0χE. (3.7)

E is the incident electric field with frequency ω, and χ is the electric susceptibility:

χ =
Ne2

mε0

1

(ω2
0 − ω2) + 2iγω

, (3.8)

where N is the number of dipoles and ω0 is the resonant frequency. The real part of χ is a
dispersive function and describes the real refractive index of the material. The imaginary
part is a Lorentzian function and describes the absorption of the material [122]. Qual-
itatively, the susceptibility of a material contains information about the strength of the
light-matter interaction and the optical properties.

Aside from the light-matter interaction that is intrinsic to the material, we can use exter-
nal methods to control and enhance the interactions. A common way of achieving this is to
use a cavity. The interaction strength between excitons and cavities determines the underly-
ing physics and applications. This chapter will discuss the theory and background research
on cavity light-matter coupling in TMDCs. Section 3.1 will introduce the available cavi-
ties for TMDCs and discuss the cavities relevant for this thesis in more detail. Section 3.2
discusses the strong coupling regime and section 3.3 discusses the weak coupling regime.

3.1 Semiconductor microcavities

A cavity is an optical resonator that confines and stores light at resonant frequencies. A
microcavity has size that is comparable to the wavelength of light [123]. Microcavities
confine light by reflecting it back when it reaches the boundary of the cavity. The mi-
crocavities used for semiconductors rely primarily on the photonic band gap and internal
reflection. Much like an electronic band gap, photonic band gap is created when a periodic
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modulation of the dielectric material results in band folding and opens up a band gap. Cav-
ities that utilize internal reflection are often made with high index materials and rely on the
reflection of light at the interface between a dielectric and the surrounding medium to trap
light within the cavity.

Optical resonators are characterized by two main parameters: the quality factor and
mode volume. The quality factor (Q) is a measure of how well the light stays confined in
the cavity. In another words:

Q = 2π
stored energy

energy loss per cycle
, (3.9)

which is equivalent to:
Q =

ωc
∆ωc

, (3.10)

where ωc is the resonance frequency, and ∆ωc is the spectral linewidth, or the full width at
half maximum (FWHM), of the resonator modes [124]. A microcavity with a high Q-factor
can allow longer photon lifetime, which is important for strong coupling.

The mode volume is the volume occupied by the optical mode:

Veff =

∫
V
ε(r)|E(r)|2d3r

max[ε(r)|E(r)|2]
, (3.11)

where εr is the dielectric constant, |E(r)| is the electric field strength, and V is a quantiza-
tion volume encompassing the resonator [125].

There are many different types of cavity configurations that are available for study,
including mirror cavities, fibers or waveguides, whispering gallery modes, DBRs, and
photonic-crystal defects (Figure 3.1).

In this section, we will discuss the two main types of cavities relevant to this thesis
study, DBR microcavities and photonic grating waveguide cavities.

3.1.1 DBR microcavity

DBR microcavities are one of the most widely used cavities for semiconductors because
they have high reflectivity. DBR is a periodic structure composed of alternating high and
low refractive index materials, each with an optical thickness of λ/(4n), where n is the
index of refraction. Considering a single dielectric layer of thickness λ/(4n), the optical
path difference of incident light reflected off of the bottom surface is λ/(2n) (which results
in a total phase shift of π), and therefore adds in phase with the light reflected off of the top
surface (which experiences a π phase shift), maximizing the reflectivity.
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Figure 3.1: Types of cavities. (a) Planar-mirror cavity, (b) fiber ring cavity, (c) whispering
gallery mode cavities, (d) DBR cavities, and (e) photonic crystal defect cavity.
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The reflectivity of the DBR stack can be calculated using the transfer matrix method.
First, we consider a single layer of material with index of refraction n1 and thickness l,
with electromagnetic waves incident from a material with index n0, and the material is on
a substrate with index of refraction ns. A schematic illustration is shown in Figure 3.2. For
simplicity, we consider normally incident light. The boundary conditions dictate that the
tangential component of electric ( ~E) and magnetic ( ~H) fields must be continuous across
the boundary. Along the first interface:

E0 + E ′0 = E1 + E ′1 (3.12)

H0 −H ′0 = H1 −H ′1 (3.13)

or n0E0 − n0E
′
0 = n1E1 − n1E

′
1. (3.14)

At the second interface,

E1e
ikl + E ′1e

−ikl = Es (3.15)

H1e
ikl −H ′1e−ikl = Hs (3.16)

or n1E1e
ikl − n1E

′
1e
−ikl = nsEs. (3.17)

The above equations can be simplified to:

1 +
E ′0
E0

=

(
cos kl − ins

n1

sin kl
)
Es
E0

(3.18)

n0 − n0
E ′0
E0

= (−in1 sin kl + ns cos kl)
Es
E0

. (3.19)

Re-writing it in matrix form:

 1

n0

+

 1

−n0

 E ′0
E0

=

 cos kl − i

n1

sin kl

−in1 sin kl cos kl


 1

ns

 Es
E0

, (3.20)

which can be further simplified to: 1

n0

+

 1

−n0

 r = M

 1

ns

 t, (3.21)

where r is the reflection coefficient, t is the transmission coefficient, and M is the transfer
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matrix:

M =

 cos kl − i

n1

sin kl

−in1 sin kl cos kl

 . (3.22)

For N layers the transfer matrix is:

M = M1M2M3 · · ·MN =

A B

C D

 , (3.23)

and the reflection coefficient is:

r =
An0 +Bnsn0 − C −Dns
An0 +Bnsn0 + C +Dns

. (3.24)

Now, we consider a pair of layers, one with a low index nl and one with a high index
nh, each with λ/(4n) layer thickness. Here, kl is π/2 so the transfer matrix is: 0 − i

nl

−inl 0


 0 − i

nh

−inh 0

 =

−
nh
nl

0

0 − nl
nh

 . (3.25)

If the DBR has N pairs, the transfer matrix is:

M =


(
−nh
nl

)N
0

0

(
− nl
nh

)N
 . (3.26)

The reflectance of the DBR is:

R = |r|2 =

[
(n0/ns)(−nl/nh)2N − 1

(n0/ns)(−nl/nh)2N + 1

]2
(3.27)

[126]. We can see that more layers and higher refractive index contrast result in higher
reflectance of the DBR mirror. A DBR has a broad, high reflectivity band called the stop
band corresponding to a 1D photonic band gap. The width of the stop band is [127]:

δλ = λ0
4

π
arcsin

(
nh − nl
nh + nl

)
, (3.28)

33



Figure 3.3: Reflection spectrum of a DBR mirror calculated using the transfer matrix
method.

where λ0 is the center wavelength of the stop band. Higher refractive index contrast results
in a wider stop band. An example of a 1D DBR reflection spectrum calculated using the
transfer matrix method is shown in Figure 3.3.

To form a cavity, two high-reflectance DBRs are stacked together with a spacer layer
in between. The optical thickness of the spacer layer is a multiple of λc/2, where λc is the
cavity resonance wavelength (Figure 3.4(a)). A plot of the refractive index and calculated
electric field intensity is shown in Figure 3.4(b). In essence, the DBR cavity is a Fabry-
Perot etalon with a sharp transmission peak at the resonance wavelength given by the airy
function. The transmission is [126]:

T =
(1−R1)(1−R2)

[1−
√
R1R2]2 + 4

√
R1R2sin2(φ/2)

, (3.29)

where R1 and R2 is the reflectivity of the two mirrors and φ is the phase difference that
light acquires during a cavity round trip. The cavity resonance is a dip in the reflection
spectrum, as shown in Figure 3.4(c).

The cavity dispersion energy for a planar DBR cavity is defined as [128]:

Ecav =
~c
nc

√
k2‖ + k2z , (3.30)

where nc is the cavity index of refraction, and k‖ (kz) is the wave vector parallel (perpen-
dicular) to the mirror layers. In the limit where k‖ << kz, the above equation can be
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Figure 3.4: DBR microcavity. (a) Simplified schematic of the planar DBR microcavity
structure. Each of the DBR layers has a λ/4 optical thickness with alternating high-index
(nh) and low-index (nl) materials. The cavity optical length is λ/2 and the cavity index
of refraction is nc. (b) Cavity index of refraction and electric field intensity profiles. (c)
Reflectivity spectrum of the DBR cavity calculated by the transfer matrix method. (d)
Calculated angle-resolved energy dispersion of the DBR cavity.
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Figure 3.5: Slab waveguide. n0 is the index of refraction of the cladding and nh is the
index of the slab. Red solid line is an illustration of the electric field profile of a symmetric
mode.

simplified as:

Ecav ≈
~c
nc
kz +

~2k2‖
2mcav

, (3.31)

where the cavity effective mass is:

mcav =
2π~
λcc

. (3.32)

Figure 3.4(d) shows the plotted cavity dispersion.
Since DBR microcavities can reach high Q-factors, it is an ideal platform for making

strongly coupled exciton-polariton devices that show many-body physics phenomena, such
as Bose-Einstein condensation or superfluidity. There are several different types of DBR
cavities that are compatible with TMDCs, which we will discuss in Chapter 4.

3.1.2 Photonic grating cavity

A photonic grating cavity is a slab of dielectric material patterned with a sub-wavelength
periodic modulation along the in-plane direction. Essentially, it is a slab waveguide with a
periodic pattern. The waveguide supports a guided mode and the periodic pattern couples
light in and out of the waveguide.

A slab waveguide is a high index medium (the ‘slab’) sandwiched between lower index
layers (the ‘cladding’), as illustrated in Figure 3.5. Then, total internal reflection traps
light within the wave guide. Solving the electromagnetic wave equation from Maxwell’s
equations, we can obtain a solution for the S-polarized waves (in-plane, perpendicular to
the wave propagation direction), which is an exponential function in the cladding and a
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(a) (b)

Figure 3.6: Guided resonance mode of (a) a slab waveguide versus (b) a patterened pho-
tonic grating mode. p is the periodicity of the photonic grating. Reproduced with permis-
sion from [13].

oscillatory function in the slab:

Ecladding = Ece
±αx, where α =

√
β2 − n2

0k
2
0, (3.33)

Eslab = Es cos (hx) + Ea sin (hx), where h =
√
n2
hk

2
0 − β2. (3.34)

β is the total propagation constant, n0 is the refractive index of the cladding, k0 = ω2/c2 is
the vacuum wave vector, and nh is the refractive index of the slab. At the edges of the slab
boundary, the fields must be continuous. We can see that a higher index contrast between
the slab and the cladding results in more confinement of the electromagnetic fields within
the slab. The electric field of the resonant mode is confined in the slab and exponentially
decays in the cladding region. Therefore, for a realistic device, it is important to place
the active medium as close to the waveguide as possible and also have a slab that is thick
enough to support a guided mode but not too thick as to reduce the coupling between the
mode and the active medium.

The guided mode resonance in a slab waveguide is not optically accessible and lies
outside of the light cone. The periodic patterning of the slab folds the resonance band
and makes the guided mode optically accessible (Figure 3.6). Because the periodicity is
present only along one of the directions, the guided mode is anisotropic and has polar-
ization dependence. On resonance, the light must be trapped inside of the cavity and not
interfere destructively with each other. Thus, the phase difference between the diffracted
and transmitted wave is π and total destructive interference of transmitted light occurs at the
resonance [129]. Experimentally, the resonance mode shows up as a peak in the reflectance
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spectrum. The line shape of the reflectance peak is an anti-symmetric Fano resonance due
to the interference between the portion of the light that goes directly through the slab and
the light that couples to the guided mode before decaying [130].

Photonic grating cavities are compact and relatively simple to fabricate, making them
ideal for integrating with a variety of materials and photonic structures. Details of the
grating fabrication procedure is shown in Chapter 4.

3.2 Strong coupling exciton-polaritons

In the strong coupling regime, the photon can be emitted and reabsorbed by excitons co-
herently and reversibly, and the light-matter coupling rate is larger than the decay rate of
the system. In other words, the photon is reabsorbed by the exciton before it escapes the
cavity. In the strong coupling regime, the energy eigenstates of excitons and cavity photons
mix and hybridize to form new energy eigenstates that are a superposition of the exci-
ton and cavity modes. Thus, the new elementary excitations are called exciton-polaritons,
which are quasi-particles that result from strongly coupled light and matter. Experimen-
tally, strong coupling is demonstrated by measuring the anti-crossing pattern between the
exciton and cavity modes, either through reflectivity or PL measurements.

The Hamiltonian of exciton-polaritons in a microcavity is given by:

Ĥpol = Ĥcav + Ĥexc + ĤI, (3.35)

where Ĥcav is the cavity, Ĥexc is the exciton, and ĤI is the interaction Hamiltonians. In the
matrix format this Hamiltonian is:

Ĥpol =

Eexc(k‖) ~Ω

~Ω Ecav(k‖, kz)

 , (3.36)

where the exciton |X〉 and cavity |C〉 vectors are the basis vectors:

|X〉 =

1

0

 , |C〉 =

0

1

 . (3.37)

Eexc(k‖) and Ecav(k‖, kz) are the exciton and cavity resonant energies, respectively, and k‖
(kz) is the in-plane (out-of-plane) wave number. The term 2~Ω is called the Rabi splitting
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Figure 3.7: Polariton energy dispersion and Hopfield coefficients at different detunings.
The detunings are: (a) +2~Ω, (b) 0, and (c)−2~Ω. Reproduced with permission from [14].
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and it describes the exciton cavity coupling strength. Diagonalization of the Hamiltonian
matrix leads to:

Ĥ =

EUP(k‖) 0

0 ELP(k‖)

 , (3.38)

where EUP(k‖) and ELP(k‖) are upper and lower polariton energies. The new basis vectors
are linear combinations of exciton and cavity basis vectors.

Another way of writing the polariton Hamiltonian is in the equation form [131]:

Ĥpol =
∑

Ecav(k‖, kz) â
†
k‖
âk‖ +

∑
Eexc(k‖) b̂

†
k‖
b̂k‖ +

∑
~Ω(â†k‖ b̂k‖ + âk‖ b̂

†
k‖

), (3.39)

where â† and â are the photon creation and annihilation operators, and b̂† and b̂ are the
exciton creation and annihilation operators. This Hamiltonian can be diagonalized using
new basis vectors:

P̂k‖ = Xk‖ b̂k‖ + Ck‖ âk‖ (3.40)

Q̂k‖ = −Ck‖ b̂k‖ +Xk‖ âk‖ . (3.41)

The new Hamiltonian becomes:

Ĥpol =
∑

ELP(k‖) P̂
†
k‖
P̂k‖ +

∑
EUP(k‖) Q̂

†
k‖
Q̂k‖ . (3.42)

P̂ †k‖ and P̂k‖ are creation and annihilation operators of the lower polaritons, and Q̂†k‖ and
Q̂k‖ are creation and annihilation operators of the upper polaritons. The difference between
cavity and exciton energies is referred to as the detuning:

∆E(k‖) = Ecav(k‖, kz)− Eexc(k‖). (3.43)

Xk‖ and Ck‖ are Hopfield coefficients and they describe the exciton and photon fraction
in lower and upper polaritons. They are defined as [132]:

|Xk‖|
2 =

1

2

(
1 +

∆E(k‖)√
∆E(k‖)2 + 4~2Ω2

)
(3.44)

|Ck‖|
2 =

1

2

(
1−

∆E(k‖)√
∆E(k‖)2 + 4~2Ω2

)
, (3.45)
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where |Xk‖|2 + |Ck‖ |2 = 1. The eigen-energies of the diagonalized Hamiltonian is:

ELP, UP(k‖) =
1

2

[
Eexc + Ecav ±

√
4~2Ω2 + (Eexc − Ecav)2

]
. (3.46)

When Eexc = Ecav, the energy difference between upper and lower polaritons is: EUP −
ELP = 2~Ω, which is the Rabi splitting. A requirement for strong-coupling is a non-
vanishing Rabi splitting that is greater than the sum of the cavity and exciton FWHMs:

~Ω > (γcav + γexc)/2. (3.47)

Exciton-polaritons possess properties of both excitons and photons so their properties
can be determined by the exciton and photon fractions, or the Hopfield coefficients. The
polariton effective mass is:

1

mLP
=
|X|2

mexc
+
|C|2

mcav
(3.48)

1

mUP
=
|C|2

mexc
+
|X|2

mcav
, (3.49)

where X and C are Hopfield coefficients, mexc is the exciton effective mass, and mcav is
the cavity effective mass. The polariton radiative lifetime is:

γLP = |X|2γexc + |C|2γcav (3.50)

γUP = |C|2γexc + |X|2γcav, (3.51)

where γexc is the exciton lifetime and γcav is the cavity photon lifetime.
Exciton-polaritons’ unique properties make them ideal for a novel coherent light sources

and observing many-body physics. Our work on engineering a new type of exciton-polariton
device with TMDCs is shown in Chapter 5.

3.3 Weak coupling

In the weak coupling regime, the photon escapes the cavity before being resonantly reab-
sorbed by the exciton, and the light-matter coupling rate is smaller than the decay rate of
the system. Therefore, the decay of exciton is irreversible and the cavity only alters the
radiative lifetime of the exciton. When the exciton energy is resonant with the cavity mode
energy, the optical density of states increases and the spontaneous decay rate of the exciton
is enhanced. On the other hand, when the exciton energy is off-resonant, the emission rate
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decreases.
The spontaneous emission rate of a dipole emitter follows the Fermi’s golden rule:

Γi→f =
2π

~2
|p ·E(r, t)|2 ρ(ω), (3.52)

where |p ·E(r, t)|2 is the transition dipole matrix element and ρ(ω) is the photon density of
states. For photons that have a linear dispersion relation (E = ~ω = ~ck), the 3D density
of states in vacuum is:

ρvac(ω) =
ω2V n3

π2c3
, (3.53)

where ω is the angular frequency of light, V is the mode volume, and n is the refractive
index. On the other hand, the density of states in a cavity is modified and can be calculated
using a new cavity wave vector. The cavity density of states is [133]:

ρcav(ω) =
2

π

∆ω2
c

4(ω − ωc)2 + ∆ω2
c

. (3.54)

Recall Q = ωc/∆ωc. At resonance, the ratio of spontaneous emission rates inside the
cavity and in the vacuum can be written as:

FP =
Γcav

Γvac
=

3

4π2

(
λc
n

)3
Q

V
, (3.55)

where λc is the resonance wavelength. This is also known as the Purcell factor.
Weak coupling is a way of modifying the light-matter interactions in semiconduc-

tors are used for photonic technologies, such as semiconductor photon lasers and cavity-
enhanced single photon sources. We introduce a weakly coupled interlayer exciton photon
laser in Chapter 6.
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CHAPTER 4

Experimental Methods

This chapter introduces the key experimental methods and techniques used to prepare, fab-
ricate, and measure TMDC monolayer and heterobilayer devices. Specifically, section 4.1
discusses monolayer sample exfoliation and transfer techniques. Section 4.2 discusses het-
erobilayer sample preparation techniques, including crystal axes identification through sec-
ond harmonic generation spectroscopy, and rotational alignment and transfer of heterobi-
layers. Section 4.3 introduces the different microcavity fabrication techniques. Section 4.4
illustrates the various optical measurement setups and techniques. Section 4.5 introduces
electrical device fabrication and measurement techniques.

4.1 Monolayer sample preparation

TMDCs are direct bandgap and optically accessible in the monolayer limit. The discovery
of monolayer sample preparation techniques revolutionized the field of 2D materials and
continues to be revised and improved upon to produce larger and cleaner monolayers with
better optical quality. There are several different monolayer sample preparation techniques.
First is mechanical polymer exfoliation, which is relatively cheap and easy to perform, and
can produce clean samples with high optical quality. However, the size of the monolayer
flakes are only on the order of tens of microns. Next, large-area monolayer growth tech-
niques such as chemical vapor deposition (CVD) , molecular beam epitaxy (MBE), and
atomic layer deposition (ALD) can produce wafer-sized monolayers but the optical qual-
ity is still lower than that of mechanically exfoliated monolayers. In this thesis, we focus
on the mechanically-exfoliated samples and this section will introduce an exfoliation tech-
nique that uses PDMS.

Encapsulation of monolayer with hBN has been shown to improve the optical quality
of monolayers by reducing the inhomogeneous broadening of the emission linewidth. This
section will introduce the hBN encapsulation and transfer techniques, namely PET and PC
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Figure 4.1: Monolayer exfoliation. (a) Blue tape is pressed onto the bulk crystal. (b) A
thin layer of bulk crystal is transferred onto the blue tape. (c) A sheet of PDMS is pressed
and lifted up to exfoliate the crystal. (d) Exfoliated crystal on PDMS. (e) Another sheet of
PDMS is used to further exfoliate the flakes. (f) PDMS is pressed onto the SiO2 substrate
and lifted up. (g) Exfoliated flakes on SiO2 substrate.

transfers.

4.1.1 Monolayer exfoliation

A graphical representation of the monolayer exfoliation process is shown in Figure 4.1.
The first step of monolayer exfoliation is preparing the substrate. A typical substrate is a
SiO2/Si wafer with 285 nm oxide thickness (Graphene Supermarket). This wafer provides
good visibility of the TMDC flakes for easy identification of monolayers. To prepare the
SiO2 substrate, the wafer is cut into small (approximately 1.5 cm × 1.5 cm) pieces using
a diamond scribe. Then, the dust and particles on the substrate are cleaned off using a
nitrogen gun. Lastly, the substrate is baked on a hotplate at 100 ◦C for about 3 minutes to
reduce the moisture content.

Next step is to isolate a thin, sub-millimeter layer of bulk crystal onto a clear blue PVC
tape (Nitto SPV 224). This blue tape has low residue and therefore is good for keeping
the sample clean. We press the sticky side of the blue tape onto a bulk TMDC crystal
(HQ graphene) and lightly press down with a cotton swab to coat the crystal with the tape.
Then, we gently peel off the blue tape, revealing a layer of exfoliated bulk crystal on the
tape. This blue tape is often called the ‘mother tape’.

Then, we further thin down the crystal on the mother tape with a sheet of polymer
material, such as PDMS, Scotch Tape, or blue tape. In this thesis, we focus on the PDMS
method because it produces monolayers at a high yield. We use a commercial PDMS
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Figure 4.2: Images of exfoliated TMDCs. (a) Image of a sheet of PDMS with exfoli-
ated TMDCs. Final exfoliation onto the substrate using this PDMS is likely to produce a
monolayer. (b) Optical microscope image of an exfoliated TMDC flake that has monolayer,
bilayer, and bulk regions.

(Gel-Pak X4 6.4 mils) which is clean and has uniform thickness. To prepare the PDMS,
we cut it into small pieces to roughly match the size of the prepared substrate. Then, the
polyethylene coversheet is peeled off, revealing the PDMS polymer. The polymer is then
brought into contact with the crystals on the mother tape and pressed down to ensure full
contact. Then, the PDMS sheet is gently but swiftly peeled off with a tweezer. Note that
PDMS is more adhesive when peeled off quickly. Therefore, more crystals can transfer
onto it when removed quickly from the mother tape. Another clean sheet of PDMS can
be pressed onto the original PDMS to further thin the layers down. This process can be
repeated several times until the crystals reach an optimal thickness. In order to determine
whether the crystals have optimal thickness, we visually inspect the PDMS sheet and look
for thin and transparent layers. An example of a PDMS sheet that is highly likely to produce
a monolayer is shown in Figure 4.2(a).

Next, the PDMS sheet is pressed onto the prepared substrate and peeled off slowly
to transfer some of the flakes onto the substrate. Then, using an optical microscope, we
search the substrate for monolayers. Monolayers can be identified by their color contrast.
An optical image of monolayers, bilayers and bulk is shown in Figure 4.2(b).

On average, this method produces at least one monolayer per 1.5 cm × 1.5 cm size
wafer. The size of the monolayer flake is highly varied, but for practical devices we seek
monolayers that are large (larger than 10 µm × 10 µm), clean, and uniform to maximize
the chances of producing a good sample for optical and electrical measurements.
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Figure 4.3: Images of exfoliated hBN. Optical microscope images of three different
exfoliated hBN flakes that can be used to encapsulate TMDCs. The scale bar is 10 µm.

4.1.2 hBN exfoliation

The process of exfoliating hBN is very similar to that of monolayers, with the exception
of a few key steps. First, high quality hBN is more valuable, so we take additional steps
to conserve the bulk crystal. We use Scotch Tape to exfoliate a piece of hBN from its bulk
crystal and repeatedly fold the tape onto itself to further thin down the material, making
sure the exfoliated flakes do not overlap when folding the tape. This minimizes tearing and
breaking of the hBN flakes. This first tape is the mother tape. Then we press a new layer
of Scotch Tape onto the mother tape and peel it off to transfer some of the flakes onto the
new tape. The new tape is pressed onto a substrate and peeled very slowly and uniformly
to exfoliate the hBN flakes onto the substrate. It is important to do this procedure slowly
to ensure high yield of large and clean hBN flakes. We search the substrate under the
microscope for hBN that is few tens of layers thick (15 nm - 25 nm). Layers that are too
thin can crack and does not sufficiently flatten the monolayer. Layers that are too thick can
hinder the optical emission. Optical images of suitable hBN flakes are shown in Figure 4.3.
After the exfoliation, we store the mother tape in a desiccator and reuse the tape until it no
longer produces good hBN flakes.

4.1.3 Encapsulation

Once we have the monolayers and hBN, the next step is to encapsulate the monolayer with
hBN. Encapsulation is a delicate process because it involves picking up the monolayer
(which is only several tens of microns large and about 0.6 nm thick) from its substrate
without causing damage and sandwiching it between two layers of hBN. There are sev-
eral different methods of encapsulation but here, we present two main methods that we
have fine-tuned and optimized over the past several years to produce high quality TMDC
samples.

The first method is so-called the PET method, which is fast, simple, and ideal for pro-
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Figure 4.4: Schematic illustration of the transfer stage setup.

ducing a large quantity of samples. However, with this method, we cannot easily isolate
the sample from the surrounding bulk flakes and more residue is deposited on the substrate.
Therefore, the PET method is suitable for making samples that will be used for material
characterization measurements.

Another method is the PC method, which is slower than the PET method but utilizes a
small hemisphere stamp to precisely control the amount of bulk flakes we pick up during
the process. Therefore, it produces monolayer samples that are clean and isolated from
bulk pieces. This method is ideal for making samples that will be incorporated with micro-
cavities or electrical contacts.

4.1.3.1 Transfer stage

Both the PET and PC methods use a ‘transfer stage’, which is a modified optical microscope
with additional degrees of freedom. A schematic diagram of the transfer stage is shown in
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Figure 4.5: PET transfer procedure for encapsulating monolayers. (a) PET stamp is
dropped down onto the top hBN, (b) Stamp is lifted up, picking up the hBN. (c) Monolayer
is picked up. (d) Bottom hBN is picked up. (e) Sample is dropped down onto the final
substrate. (f) After dropdown, the sample has PET on top. (g) PET is dissolved.

Figure 4.4. There are three main components: the microscope head, sample stage, and the
stamp stage. The microscope head contains the optical components for the microscope and
a camera that is connected to a computer. The objective lens turret moves in the z-direction,
allowing us to focus the optical components during the transfer process without disturbing
the sample or the stamp. The sample stage has a xyz stage and a rotational stage that can
be used to move the sample. It also contains a sample heater and temperature probe. The
sample is mounted on top of a sample plate. The stamp is mounted on a xyz stage.

4.1.3.2 PET method

A schematic illustration of the PET method is shown in Figure 4.5. PET is essentially a
flexible sheet of plastic that becomes more adhesive at higher temperatures compared to at
room temperature. We first cut the PET into a small piece (about 2 mm × 2 mm), remove
the protective films, and secure it near one end of a glass slide by taping down the edges of
the PET with double sided tape. We call this glass slide the ‘PET stamp’. Next, we secure
the top hBN sample onto the sample plate of the transfer stage using an extra-strength
double-sided tape or a vacuum chuck. We then secure the PET stamp to the stamp holder
and move the xyz stage to view the bottom surface of the PET (surface closest to the hBN
sample). We pick out a clean spot on the PET and align its location with the hBN flake
so that they are directly on top of each other but not touching. Then, we press down the
PET stamp onto the monolayer until the entire surface of the PET covers the monolayer
substrate. The heater temperature is raised to 50 ◦C and the PET is laminated for about 2

48



Glass slide

Tape

PC film
PDMS

PPC

Figure 4.6: Components of the PC stamp.

minutes. Then, we lift up the stamp as slowly as possible using the z micro-manipulator.
The top hBN layer sticks to the PET and is lifted off from the substrate.

Next, we remove the hBN substrate and load the monolayer sample onto the sample
plate. Under the microscope, we align the top hBN and the monolayer so that they are di-
rectly on top of each other but not touching. The PET stamp is lowered onto the monolayer
substrate, laminated, and lifted up using the aforementioned procedure. This procedure is
repeated until the desired sample stack is complete.

Lastly, the sample is transferred onto a target final substrate. The PET stamp containing
the sample stack is lowered and pressed onto the substrate and laminated at 100 ◦C for 3
to 5 minutes. The goal is to release the PET from the glass slide onto the target substrate.
Then the stamp is slowly raised up and out of the way, leaving the PET on the substrate.
Once the sample cools, it is soaked in dichloromethane (DCM) for a minimum of 2 hours
to dissolve the PET away. Afterwards, the sample is rinsed in an isopropyl alcohol (IPA)
bath for 5 minutes and then air-dried.

4.1.3.3 PC method

The basic principles of the PC method is similar to the PET method but the key difference
is in the stamp. The PC stamp is dome-shaped which offers several advantages over the
flat PET stamp. First, the contact area between the dome-shape stamp and the substrate is
small and circular. This minimizes the excessive bulk flakes picked up during the transfer
process and the contact area between the polymer and the substrate, keeping the substrate
clean. Additionally, the dome-shaped polymer acts as a lens and makes it easier to view
the 2D material flakes underneath the stamp during the transfer process.

An illustration of the PC stamp is shown in Figure 4.6. To make the stamp, we first
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need to make the PC film. The PC solution is made by dissolving 6% of PC polymer
(Alfa Aesar), by weight, in chloroform (i.e. PC/(PC + chloroform)). A magnetic stirrer
can be used to speed up the dissolving process. When the solution is well mixed, we use
a clean pipette to put a few drops of the solution onto a clean, premium glass slide (Fisher
Scientific). Another clean glass slide is placed directly on top of the first one and gently
slid apart to coat a thin layer of the PC solution onto both glass slides. Alternatively, we can
coat the slides individually using a spin coater. The coated glass slides are then baked on
a hot plate at 180 ◦C for 3 minutes. The remaining PC solution can be stored in an amber
glass bottle with a tight fitting lid for up to few weeks, or until the chloroform evaporates
and alters the consistency of the solution. The prepared PC film is cut into a 1 cm × 1 cm
square using a clean razor blade in preparation for the stamp. It is important to ensure all
of the PC squares are clean and free of dust or wrinkles.

Next, we prepare a polypropylene carbonate (PPC) solution by mixing 18% PPC poly-
mer (Alfa Aesar) in anisole by weight (i.e. PPC/(PPC + anisole)). We use a magnetic stirrer
to mix the solution and store it in an amber glass bottle until ready to use.

To make the base of the stamp, we first prepare the PDMS base by cutting a piece of
thick, commercial PDMS (Gel-Pak X4 17 mils) into a 0.5 cm × 0.5 cm square. Then, we
peel the clear polyester substrate from it and place the PDMS near one edge (length-wise)
of a clean, premium glass slide. Then the polyethylene coversheet is removed from the
PDMS. Using a clean razor blade, we further cut down the PDMS into a 1.5 mm× 1.5 mm
square. Using a pipette, we put a drop of the PPC solution on top of the PDMS and then
bake it at 110 ◦C for 3 minutes. This drop of PPC creates the dome-shape on the stamp.

Finally, the PC film is placed on top of the stamp base. A 1 inch (2.54 cm) wide Scotch
Tape is cut into about 2 inches (5 cm) in length. The ends of the tape are folded over itself
about 0.25 inches (0.6 cm) to make handling easier. Using a hole puncher or a razor blade,
we create small circle (diameter of 3 - 4 mm) in the middle of the tape. We place the tape,
sticky side down, onto the prepared PC film square, making sure the circle is centered on
the square. Using a flat, soft tip tweezer, we carefully press down the tape to increase the
adhesion of the tape with the PC, making sure not to touch the exposed PC film. The tape
is slowly lifted up and peels off the PC from the glass slide. We place the tape, PC side
down, directly on top of the PDMS/PPC stamp, sealing the edges with soft tip tweezers.
The excess tape is removed with a razor blade and shaped into a square about 1.2 cm× 1.2
cm large. Next, we cut four thin strips of Scotch tape, about 0.5 cm wide and 2.5 cm long.
We use the strips of tape to seal the edges of the stamp. If the stamp will be used inside of
a glovebox, it is important to leave a small corner of it unsealed, to make sure the PC film
does not wrinkle during the pump down and backfill cycles.
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Next, we discuss the encapsulation and transfer procedure using the PC stamp. The
basic idea of the transfer is identical to that of the PET method (Figure 4.5). Using the
transfer stage, we slowly press down the PC stamp onto a clean area of the sample substrate
to find the contact point. If the contact point is not circular or if the stamp is dirty or wrinkly,
the stamp is discarded and a new stamp is used. We align the contact area near the sample
that needs to be picked up and slowly press the stamp down to cover the sample. The
heater temperature is raised to 50 ◦C if using hBN and 45 ◦C if using TMDC monolayer.
We laminate the stamp for 1 minute and gently lift up the stamp to pick up the sample.
This procedure is repeated until the sample stack is complete. To transfer the sample onto a
target substrate, we find a clean area of the substrate and press the stamp down until most of
the stamp is contacting the substrate. Then, we raise the heater temperature to 180 - 190 ◦C
and wait until the entire stamp is contacting the substrate (about 3 - 4 minutes). Afterwards,
the stamp is slowly lifted up until the PC starts to break and contract towards the center of
the stamp. The stamp automatically releases due to the force of the contraction, and the PC
film should be dropped down onto the substrate. The PC is then rinsed off in a chloroform
bath for 5 minutes and then in an IPA bath for 3 minutes. Once the sample is dries it is
ready for use.

Note that a similar method can be used to make a PPC stamp, by using a thin film of
PPC instead of PC.

4.2 Heterobilayer sample preparation

Heterobilayer sample preparation shares some similarities with the monolayer sample prepa-
ration (section 4.1). In fact, the encapsulation, stacking, and transfer process is identical
to the ones mentioned in section 4.1.3. As mentioned in section 2.2, large twist angle
between two monolayers cause momentum valley mismatch in heterobilayers. Therefore,
heterobilayer preparation requires additional steps to identify and align the crystal axes of
the commensurate layers. In this section, we introduce the second harmonic generation
spectroscopy for identifying crystal axes in TMDCs and discuss the procedure for rotation-
ally aligning the heterobilayers.

4.2.1 Second harmonic generation spectroscopy

The SHG signal of a material is sensitive to its crystal symmetry and can therefore provide
information about the orientation of the TMDC monolayers. Here, we present the theory
behind SHG and discuss the experimental setup.
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Figure 4.7: SHG coordinates. (a) Armchair and zigzag directions of 2D materials. (b)
Coordinate system of the SHG

4.2.1.1 Theory

The derivation presented in this section is adapted from [134, 135]. First we define the
lab coordinate system and define the armchair direction, the zigzag direction, the incident
electromagnetic vector and the relative angles as shown in Figure 4.7. Polarization induced
in a dielectric material by an optical electrical field can have nonlinear terms and can be
expressed as a Taylor series expansion. The second term in this series describes the second
order nonlinearity. In the frequency domain, the general second order term of the polariza-
tion is:

P (2)(ω) = ε0 χ
(2)
ijk Ej(ω1)Ek(ω2), (4.1)

where ε0 is the vacuum permittivity, χ(2)
ijk is the second order nonlinear optical susceptibility

tensor, and Ej(ω1) and Ek(ω2) are electrical field components of two optical fields. SHG
occurs when two incident fields with the same frequency gets converted into a field with
twice that frequency:

P (2)(2ω) = ε0 χ
(2)
ijk Ej(ω)Ek(ω). (4.2)

The symmetry of the crystal determines the susceptibility tensor. Monolayer TMDCs have
the following non-zero susceptibility tensor elements: χ(2) = χ

(2)
xxx = −χ(2)

xyy = χ
(2)
yyx(=

χ
(2)
yxy) determined by the D3h point-group symmetry. In the matrix format, the SHG polar-
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ization is:
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Note that this is the reduced form of the susceptibility where the coefficients dijk of the
susceptibility follow: dijk = dikj . The x (y) direction is along the armchair (zigzag) direc-
tion of the monolayer crystal. Assuming a normally incident light, the incident wave has
the form:

Eω = cos(φ)i + sin(φ)j, (4.4)

where i and j are unit vectors along the lab coordinates X and Y , respectively. Applying
the SHG theory, we obtain the total SHG intensity:

ISHG = A [cos2(3θ − 2φ) cos2(ζ) + sin2(3θ − 2φ) sin2(ζ)], (4.5)

where ζ is the angle of the analyzer (linear polarizer). When the analyzer angle is ζ = 0◦

and ζ = 90◦, the intensity is:
IX = cos2(3θ − 2φ) (4.6)

IY = sin2(3θ − 2φ). (4.7)

As the sample is rotated, the SHG intensity detected after the analyzer sketches out a six
fold flower pattern. If the polarization of incident light and the analyzer are parallel with
one another, the intensity of the detected light is fitted using the function ISHG = cos2(3θ−
2φ), and as the sample is rotated, the polar plot of the intensity follows a six-fold flower
pattern where the ‘lobes’ line up with the armchair direction of the monolayer crystal.

4.2.1.2 Experimental setup

There are several different configurations of the SHG setup. To collect the angle-dependent
SHG intensity, either the sample or the incident light can be rotated. Practically, rotating
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Figure 4.8: SHG experimental setup. POL is a polarizer, HWP is a half waveplate, BS is
a beamsplitter, L1 is an objective lens, BP is a bandpass filter, and L2 is the imaging lens.

the sample poses some challenges because the sample could shift laterally during the rota-
tion unless it is placed precisely near the center axis of the rotational stage. Therefore, it is
often more convenient to use a motorized half waveplate (HWP) to rotate both the incident
light and the analyzer simultaneously. The SHG setup can have the transmission geometry
or the reflection geometry. Transmission geometry can be better for measuring a symmetric
6-fold flower pattern as it requires fewer optical components that could introduce polariza-
tion aberrations. However, due to the space and resource constraints, we used a reflection
geometry, which still works well when aligned properly.

A schematic diagram of the SHG measurement setup is shown in Figure 4.8. Vertically
oriented Glan-Taylor polarizers are in the incident path (Thorlabs GT10-B) and in the col-
lection path (Thorlabs GT10-A). HWPs are located in the incident (Thorlabs AHWP05M-
980) and collection (Thorlabs AHWP05M-600) paths and are used to rotated the incident
laser light and the SHG signal. The first HWP rotates the incident light by 2θ, where θ is the
angle of the HWP with respect to the incident polarizer. The second HWP rotates the SHG
signal back to vertical orientation and the light passes through the collection polarizer. Both
HWPs are mounted on a motorized precision rotation mount (Thorlabs KPRM1E) and con-
trolled using a software program to ensure they rotate simultaneously. The incident light
is a 800 nm pulsed laser light from a Ti:sapphire laser mode-locked at 80 MHz. The SHG
signal wavelength is 400 nm, and we collect it using a variable bandpass filter (Semrock
TBP01-438/16) set to 400 nm.
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Figure 4.9: Crystal axis identification using optical microscope images. (a) and (b) are
images of exfoliated WSe2 flakes. The red lines are 60 degrees with respect to one another.
The scale bar is 10 µm.

4.2.2 Rotational alignment and transfer

Once we determine the crystal axis orientation using the SHG measurement, we form the
heterobilayer using rotational alignment and transfer techniques. First step is to design the
sample and carefully plan out each step of the stacking and transfer processes. To do this,
we use Microsoft Powerpoint or Adobe Illustrator to trace the outline of each layer from
its microscope image. Then, we position and overlay the outlines to form the final device
layout, making sure that the crystal axes of the two monolayers are parallel to each other.

It should be noted that in most cases, it is possible to determine the crystal axis of the
monolayer by examining its optical image, even without performing SHG measurements.
Most monolayer flakes have two straight edges that are 60 degrees from each other. Since
the crystals naturally want to tear along the armchair direction, when we spot two or more
straight edges that are multiples of 60 degrees from each other, there is an extremely high
likelihood that the edges are aligned along the armchair direction. Figure 4.9 shows images
of the crystal axes determined by microscope images.

Once the design is complete, we use either the PET or PC transfer methods detailed
in section 4.1.3 to stack the layers according to the design. When rotationally aligning the
two monolayers during the transfer process, we use a rotation mount on the sample stage
to change the twist angles. It is often helpful to use the tracing tool on the microscope
software to verify that the flakes have the same orientation as in the designed file. The final
transfer to the target substrate is identical to the ones used for monolayer encapsulation.
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4.3 Microcavity fabrication

There are a myriad of available microcavity designs, but in this thesis we focus on three
main methods, namely the transferrable DBR cavity, the photonic grating cavity, and the
tunable open cavity. These cavities have been used to demonstrate strong coupling and pho-
ton lasing in TMDCs and each have their own advantages and limitations. The transferrable
DBR cavity can produce a high-Q cavity and is robust against degradation. However, this
method requires a clean sample and calibration of the cavity detuning. The photonic grating
cavity has a simple design which makes it easy to fabricate. However, the Q-factor is lower
and the grating mode is sensitive to debris and bulk flakes deposited during the transfer
process. The cavity length of the open cavity can be tuned during the measurement pro-
cess. However, it involves a delicate sample mounting procedure and bulky equipment. In
this section, we discuss the fabrication and setup procedures for all three of these cavities.

4.3.1 Transferrable DBR microcavity fabrication

In this thesis, we use a DBR stack comprising 9 pairs of 40 nm ZnS/78 nm MgF2 films
and careful control of the fabrication parameters to ensure a clean, uniform film with high
reflectivity. It is then exfoliated from the glass substrate using a PDMS handle, and can be
cut into small pieces of desired areas of cavity coverage (Figure 4.10(a-c)). The measured
and simulated DBR reflection spectra are shown in Figure 4.11.

To assemble the full cavity, we use a bottom DBR comprised of 16 pairs of SiO2 and
titanium dioxide (TiO2) with a 750 nm center wavelength. The hBN encapsulated MoSe2
was transferred on top of the bottom DBR using a dry transfer technique (Figure 4.10(d)).
PMMA with a molecular weight of 950K, diluted in 2% anisole (A2) was spun on top of
the sample to control the cavity length (Figure 4.10(e)). Then, the top DBR was transferred
on top of the encapsulated sample stack (Figure 4.10(f)). The PDMS handle was lifted off,
leaving behind the DBR on top of the sample stack (Figure 4.10(g) and 4.10(h)).

4.3.2 Photonic grating cavity fabrication

The photonic grating cavity is a SiN slab with a sub-wavelength grating bars. All of our
gratings were fabricated at the Lurie Nanofabrication Facility. A schematic of the fabrica-
tion procedure is shown in Figure 4.12. The SiN slab is grown on top of a SiO2 buffer layer,
which is on top of a Si wafer. The SiO2 buffer layer protects the grating from the Si ab-
sorption. The slab can be grown using a low-pressure chemical vapor deposition technique
either in the cleanroom or through a commercial vendor (LioniX).
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Figure 4.10: Transferrable DBR cavity fabrication process. (a-c) ZnS/MgF2 DBR exfo-
liation procedure. (a) PDMS sheet is brought into contact with the transferrable top DBR
on a glass substrate. (b) The PDMS sheet is lifted to peel off a segment of the top DBR.
(c) The peeled off top DBR is cut into a small piece. (d-h) Sample fabrication procedure.
(d) hBN Encapsulated MoSe2 sample is stacked on top of the bottom DBR. (e) PMMA
is spin-coated on top of the encapsulated MoSe2 sample. (f) A small piece of top DBR
is placed on top of the encapsulated MoSe2 sample and heated to 150 ◦C. (g) The PDMS
layer is peeled off and the top DBR adheres to the PMMA. (h) The completed sample.
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Figure 4.11: Transferrable DBR reflection spectrum. Transfer matrix simulated (red solid
line) and measured (blue dots) reflection spectrum of the ZnS/MgF2 transferrable DBR.

(a) (b) (c)

(d) (e) (f)

SiN

SiO
2

Si

SiN

SiO
2

Si

PMMA
SiN

SiO
2

Si

PMMA

SiN

SiO
2

Si

PMMA
SiN

SiO
2

Si

TMDC

SiN

SiO
2

Si

Figure 4.12: Photonic grating fabrication procedure. (a) SiN slab on a SiO2 and Si sub-
strate. (b) PMMA is spin coated on top of the SiN slab. (c) PMMA is patterned by EBL.
(d) SiN is etched using RIE. (e) PMMA is cleaned off by oxygen plasma cleaning. (f)
TMDC sample is transferred on top of the grating.
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(c)

Figure 4.13: Photonic grating SEM and AFM images. (a) Cross-section SEM image of
the grating. (b) Top-down SEM image of the grating. (c) AFM image of the grating profile.
hBN layer is on top of the grating.

To pattern the grating, we use EBL. First, we design the grating using a software called
KLayout. Then, we prepare the SiN substrate by cutting it into a piece about 2 cm × 2 cm
large. If the substrate is dirty, it is cleaned using oxygen plasma or an acetone bath followed
by an IPA rinse. The PMMA A4 resist is coated onto the substrate using a spin coater at
4000 rpm for 45 seconds. The resulting PMMA thickness is around 200 nm. We bake the
substrate at 180 ◦C for 3 minutes. Next, we pattern the resist using EBL (JBX-6300FS),
according to the design file. Afterwards, we develop the exposed resist by soaking the
sample a 3:1 ratio of IPA to methyl isobutyl ketone (MIBK) for 90 seconds followed by an
IPA soak for 60 seconds.

Next, we etch the exposed parts of SiN using RIE, which uses plasma gas to etch away
the exposed parts of the sample wafer. After etching, we clean the PMMA resist off using
oxygen plasma cleaning. The grating etching depth and speed are determined by the the
RIE parameters and the feature size of the grating. If the etching rate is too fast, the grating
can be over-etched or have rough side walls, which lowers the cavity Q-factor. Therefore, it
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Figure 4.14: Open cavity setup. (a) Schematic of the open cavity. (b) Side-view image
of the open cavity setup. (c) Top-view image of the open cavity setup. The dashed line
outlines the top and bottom DBRs, and the solid line outlines the aluminum tape.

is important to fine-tune and optimize the parameters. The grating depth can be measured
two different ways: by imaging the cross section using SEM, or by AFM (Figure 4.13).
Using these metrology tools in addition to the reflection measurement, we can characterize
the grating and iterate the fabrication recipe, as needed.

4.3.3 Tunable open cavity setup

The tunable open cavity setup consists of a fixed top DBR and a tunable bottom DBR
mounted on a linear nanopositioner. Here, we present the open cavity setup and present
preliminary, unpublished data demonstrating strong coupling of monolayer MoSe2.

A schematic illustration of the open cavity setup is shown in Figure 4.14. The nanopo-
sitioner is the Attocube ANPz51/LT, which has a sub nanometer resolution. The top DBR
must have a transparent substrate and is mounted on a fixed metal frame. In order to achieve
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Figure 4.15: Newton rings in the open cavity. (a) Schematic of Newton rings between
two DBR mirrors. There is a slight tilt between the two mirrors. Constructive interference
creates bright fringes and destructive interference creates dark fringes. (b) Image of Newton
rings fringes.

small cavity length and a high Q-factor, the two mirrors must be perfectly parallel to each
other. In experiments, it can be challenging to align the two mirrors to be parallel because
there are tilts introduced by various components of the sample stage. A motorized tilt stage
can help alleviate this issue, but this can be very costly. To figure out how to align the
mirrors, we attempted several different mirror mounting methods. The goal was to find a
way to secure the top mirror just enough so it would stay in place during measurements yet
flexible enough to change its tilt when the bottom mirror pushes against it. After testing
different adhesive materials, such as silver paint, wide and narrow aluminum tapes, clear
nail polish and wide and narrow Kapton tapes, we determined that thick aluminum tape
resulted in the smallest cavity length. An image of the cavity is shown in Figure 4.14(b)
and 4.14(c).

The DBR mounting procedure is as follows: first, the bottom DBR is cleaned with
acetone and IPA in an ultrasonic bath to remove as much dust and particles from the DBR
as possible because they can increase the cavity length. Then, the bottom DBR is secured
onto the bottom sample stage using silver paint. Then, the top DBR is placed onto the top
sample plate, DBR side down. The nanopositioner stage is raised slowly until the bottom
DBR contacts the top and fringes are visible. These fringes are Newton rings caused by
constructive and destructive interference of light in the tilted mirror (Figure 4.15). Next, we
find try to minimize the number of fringes by tuning the nanpositioner or nudging the top
DBR to change its tilt. When we roughly determine the top DBR configuration that results
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Figure 4.16: Open cavity reflection and PL spectra. (a) Angle-resolved reflection spectrum
of the open cavity modes. (b-d) Angle-resolved PL spectra of the open cavity coupled
with an encapsulated MoSe2 at different detunings. (b) Negative detuning, (c) near-zero
detuning, and (d) positive detuning.

in a minimum number of fringes, we lower the nanopositioner and use a wide aluminum
tape (about 1 cm wide) to tape down the mirror and create small ‘pockets’ on other side of
the DBR where the tape does not touch it. This gives the mirror some wiggle room to move
around slightly to become parallel to the bottom mirror.

Then, we perform a room temperature angle-resolved reflection measurement (see sec-
tion 4.4 for details) to characterize the cavity. To estimate the cavity length, we measure the
mode spacing near the center of the DBR stop band. For Fabry-Perot etelons with normally
incident light (incident angle θ = 0) and cavity length d, the following condition applies
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for two adjacent modes with wavelengths λ1 and λ2:

2d = mλ1

2d = (m+ 1)λ2, where m = 1, 2, 3, · · · .
(4.8)

Therefore, the cavity length can be written as:

d =
λ1λ2

2(λ1 − λ2)
. (4.9)

The minimum cavity length we measured is around 2.15 µm, both at room temperature
and at cryogenic temperature. The variation of cavity length across the DBR is around 1
µm. For low-temperature measurements, we use the Attocube attodry 1000 cryostat, which
has a vertical sample mount and a top-down optical access port, which makes open cavity
measurements easier. Figure 4.16(a) shows the cavity reflection spectrum.

To fabricate polariton devices using open cavity, we use the PC transfer technique (sec-
tion 4.1.3) to transfer an encapsulated monolayer onto the bottom DBR because the PC
technique produces clean samples with minimal residue, which is important for minimizing
the cavity length. Figure 4.16(b-d) shows low-temperature PL spectra of an encapsulated
monolayer MoSe2 polariton device measured at different cavity detunings.

4.4 Optical measurements

Optical spectroscopy is the primary method of characterizing and investigating excitons,
cavity modes, and exciton-polaritons. In this section, we present the spectroscopy tech-
niques used for this thesis work.

4.4.1 Real-space and angle-resolved spectroscopy

PL and reflection measurements are used to characterize the emission and absorption prop-
erties TMDC devices. For quick characterization, we perform real-space (or angle-integrated)
spectroscopy. For cavity or exciton-polariton characterizations, we need to measure the
dispersion relation using angle-resolved spectroscopy. Real-space imaging gets its name
because the image that is created on the spectrometer is a magnified version of the sample
emission in real-space. Emission from one spot on the sample, regardless of its emission
angle, gets focused on the same spot of the spectrometer. Angle-resolved imaging on the
other hand, focuses all of the light emitted from the same angle onto a single spot. This
is also known as Fourier-space imaging (or k-space imaging). A schematic illustration of
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Figure 4.17: Principles of real-space and Fourier-space spectroscopy. Schematic of the
(a) real-space and (d) Fourier-space imaging setups. (b) Real-space and (e) Fourier-space
images on the slit of the spectrometer. (c) Real-space and (f) Fourier-space spectra on the
spectrometer.

real-space and Fourier-space imaging is shown in Figure 4.17. In real-space imaging, light
is focused on the sample plane by an objective lens, and the reflected/emitted light forms
a Fourier image (or the far-field image) on the back focal plane of the objective lens. The
imaging lens re-focuses the light back to the real-space image. In Fourier-space image, a
lens with focal length f is placed a distance f from the back focal plane of the objective
lens. Therefore, the Fourier image is measured by the spectrometer. To gain spectral res-
olution from the image, the spectrometer slit is closed and the resulting strip of image is
dispersed by a grating onto a charge-coupled device (CCD).

A diagram of the optical setup used in this thesis is shown in Figure 4.18. For PL mea-
surements, we use a laser light source, either a Ti:Sapphire cw (Spectra-Physics Tsunami)
or pulsed (MSquared Solstis) lasers, or diode lasers (532 nm or 633 nm). For reflection
measurements, we use a fiber-coupled broadband white light source (Thorlabs SLS201L),
or a fiber-coupled supercontinuum laser (NKT photonics SuperK EXTREME). The spot
size of the white light source is around 10 µm and the supercontinuum laser is around 2
µm. If the sample area is smaller than 10 µm × 10 µm, we can use a supercontinuum
laser or spatial filtering. Spatial filtering uses a pinhole placed on the real-space confocal
plane of two lenses to only pass through certain spatial frequency components of light.
Low-temperature measurements are performed using a closed-cycle cryostat (Montana In-
struments Fusion 2). For quick imaging of the sample during measurement, we use a
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Figure 4.18: Real-space and Fourier-space spectroscopy experimental setup. L1 is the
objective lens, L2 and L3 are confocal lenses, L2, L5, and L6 are Fourier-space relay
lenses, L4 is the imaging lens for the spectrometer, and L7 is the imaging lens for the
imaging camera. f denotes the focal lengths of the lenses.

65



Θ Θ
θ

B

A

1 pixel

CCD Camera

K-space

image

Objective lens

Figure 4.19: Fourier-space imaging geometry.

white light source and expand the spot size to get a wider field of view. The real-space
image is sent to a complementary metal-oxide semiconductor (CMOS) camera (Thorlabs
DCC1545M). A motorized mirror flip mounts are used to switch from real-space and angle-
resolved measurements. The angle-resolved measurement setup has two pathways: one that
retains the orientation of the Fourier image and one that rotates it 90◦. This setup is used
for measuring photonic gratings, which are anisotropic and have different optical modes
along the direction of the grating bars versus perpendicular to the grating bars. The final
imaging lens is mounted on a motorized linear stage for spatial scanning of the sample.
When performing PL measurements, scattered laser light is filtered out using a longpass
filter. The spectrometer (Princeton Instruments SP-2500i) has a grating turret and a visible
wavelength CCD camera (Princeton Instruments PIXIS256). For typical measurements we
use the 600 g/mm grating and for measurements that require good spectral resolution we
use the 1200g/mm.

For angle-resolved measurements, the maximum collection angle Θ depends on the
numerical aperture (NA) of the objective lens. The NA is:

NA = n sin Θ, (4.10)

where n is the index of refraction of the space between the objective lens and the sample,
which is typically air (n = 1). To calculate the angle (θ) of a specific location (y) along the
y-axis of the CCD, we consider the geometry shown in Figure 4.19:

tan θ
tan Θ

=
A

B
(4.11)

θ = tan−1
[

tan
(

Θ
A

B

)]
, (4.12)
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where A is the distance between the center of the k-space image and y, and B is the radius
of the k-space image circle. The in-place wave vector at a given wavelength (λ) is:

k‖ =
2π

λ
sin θ. (4.13)

4.4.2 Time-resolved spectroscopy

Time-resolved spectroscopy gives information about the carrier relaxation dynamics. To
perform time-resolved measurements, we send the PL emission into a streak camera (Hama-
matsu C5680), which disperses the light using a grating. The emitted light is directed to a
photocathode, which excites electrons that propagates towards a phosphor screen. Along
the way, a time-varying voltage is applied in the direction perpendicular to the direction
of electron propagation. This causes a time-varying deflection (or ‘sweeping’) of the elec-
trons. The deflected electrons arrive at the phosphor screen, which converts them back into
photons. The electron sweeping is synchronized with the excitation laser pulse, which trig-
gers the beginning of the sweeping at the same frequency as the laser pulses. The resulting
image of the CCD camera has a time axis along the vertical direction and a space axis along
the horizontal direction. Temporal resolution of the streak camera is on the order of a few
picoseconds.

4.4.3 Coherence measurements

Lasers have two types of coherence: temporal and spatial. Temporal coherence is a mea-
sure of how correlated the phase of light is at different points in time. It measures how
monochromatic the light source is. Spatial coherence describes the degree of correlation
between light at one location and another location. The first order correlation function
between two field amplitudes E+(r, t) and E(−r, t+ τ) can be written as:

g(1)(r,−r; τ) =
〈E+(r, t) E(−r, t+ τ)〉√
〈|E(r, t)|2〉

√
〈|E(−r, t+ τ)|2〉

(4.14)

To measure the coherence properties, we use a Michelson interferometer setup. A
schematic of the setup in shown in Figure 4.20. First, the light is split into two equal paths
using a 50:50 beam splitter. At the end of each arm of the interferometer, there is a retrore-
flector or a mirror. The light from each arm is overlapped and the resulting interference
pattern is imaged onto a CCD camera.

For temporal coherence measurements, both arms have a retroreflector. One of the
retroreflectors is mounted on a motorized linear stage. The ‘time zero’ is when both arms
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Figure 4.20: Coherence measurement experimental setup.
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of the interferometers have the same optical path lengths. To find time zero, we use a
reference laser light which has a long coherence time and thus makes the process easier.
We scan the motorized linear stage until we start seeing interference friges on the CCD
camera. As the two beams from each arm becomes more aligned, the distance between
the fringe patterns increases. We move the retroreflector until the distance between the
fringes is maximized. Since the reference laser likely has a long coherence time, it could
be difficult to visually determine the exact time zero location. Therefore, once we obtain
an approximate location of the time zero using a laser, we use the sample PL emission to
find the exact time zero.

Once we determine the time zero location, we scan the motorized stage in small incre-
ments and collect the interference fringes on the CCD. Moving the retroreflector back by
distance L results in a time delay of τ = 2L/c, where c is the speed of light. The coher-
ence time (τc) is a value used to quantify the degree of first order temporal phase coherence
of the emission. Visibility of interference fringes imaged at CCD can be fitted to obtain
g(1)(τ). By varying τ , we can map out g(1)(τ) vs. τ . The intensity measured on the CCD
is related to g(1)(τ) in the following way:

I int (x, τ) = I1(x) + I2(x) + 2|g(1)(τ)|
√
I1(x)I2(x) cos

(
2πθ

λ0
+ φ

)
(4.15)

where I1(x) and I2(x) are Gaussian intensity profile of the two interfering beams, θ is the
angle between the beams, λ0 is the center wavelength of the laser emission and φ is the
phase difference. By fitting the interference fringes at each τ , plotting g(1)(τ) vs. τ and
fitting a Gaussian function to it, we can obtain the coherence time τc from the Gaussian
linewidth.

For spatial coherence measurements, we replace one of the retroreflectors with a planar
mirror. For alignment, it is easier to replace the one that is not mounted on the motorized
stage. The mirror changes the orientation of the image, which is now centrosymmetrically
inverted with respect to the image reflected by the retroreflector. As we scan the motorized
stage, the phase difference between the two beams change and the intensity of the image on
the CCD undergoes a sinusoidal modulation. This can be fitted with a sinusoidal function
to obtain the spatial coherence g(1)(r,−r). The intensity of the interference pattern on the
CCD can be written as:

I int(r) = I(r) + I(−r) + 2
√
I(r)I(−r) g(1)(r,−r) sin

(
2π

λ0
(z − z0)

)
. (4.16)

I(r) and I(−r) are intensities from the mirror and retroreflector arms, respectively, and
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are measured by blocking one of the arms of the interferometer. z is the position of the
retroreflector. g(1)(r,−r) is the first order spatial coherence for two positions separated by
2r, and is proportional to the visibility of the interference fringe. To obtain the visibility or
g(1)(r,−r), we scan the position z and record the sinusoidal oscillation of I int(r) vs. z at
each r.

4.5 Electrical devices

Having electrical contacts on TMDC devices adds an extra knob that can be tuned to ex-
plore new physics and engineer practical devices. In this section, we discuss the electrical
contact fabrication procedures and measurement setup.

4.5.1 Electrical contact fabrication

There are three main methods of electrical contact fabrication that we will discuss in this
thesis. The first method uses EBL to directly pattern the contacts. The second method uses
photolithography to pattern the contacts in bulk and the sample is transferred on top of the
contacts. The third method uses stencil masks to deposit large area contacts. The EBL
method is good for making precise contacts but can be time consuming and costly. The
photolithography method is fast and cost-efficient but requires careful planning and design
of the 2D material sample stack to fit onto the pre-patterned contacts. A schematic illus-
tration of the EBL and photolithography methods are shown in Figure 4.21. The physical
mask method is very fast but could expose the 2D materials to more processing steps and
is difficult to use for more complicated sample structures. Therefore, we only used this
method for initial testing devices.

4.5.1.1 Electron-beam lithography method

For the EBL method, we first need to pattern alignment markers onto a substrate. We make
a design file of the markers using KLayout. We use a 4 inch wafer of 90 nm thick SiO2 for
all of our electrical devices. The SPR220 photoresist is spun onto the substrate at 3000 rpm
and baked for 90 seconds at 115◦C. The resulting resist thickness is around 3 µm. Then, we
use direct write lithography (Heidelberg µPG 501) to pattern the photoresist and develop
the resist using the AZ726 developer. Next, we use an electron beam evaporator (Angstrom
Engineering Evovac) to deposit 5 nm of titanium followed by 200 nm of gold. Last, we lift
off the photoresist in an acetone bath overnight (8+ hours) and rinse the substrate with IPA.
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Figure 4.21: Electrical contact fabrication methods. (a) Transferred sample stack. (b) EBL
patterned contacts. (c) Gold deposition. (d) Final sample. (e) Pre-patterned contacts. (f)
Sample stack is transferred on top of the contacts.
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Figure 4.22: Image of stencil masks used to make electrical contacts. (a) and (b) show
different configurations.

Now, we exfoliate, design, and transfer a sample stack onto the marked substrate. Few-
layer graphene flakes are often used to contact the monolayers and the gold contacts are
wired to the graphene. This avoids the PL quenching that can be caused by the gold con-
tacts. Then, we design the gold contacts using KLayout. Using the alignment marker
design file and an optical image of the sample stack, we first scale the image appropriately
such that the marker sizes and pitch on the image match those in the design file. Then we
draw the contacts and set the reference alignment markers. To pattern the contacts, we first
spin the PMMA A4 resist onto the sample substrate using a spin coater at 4000 rpm for 45
seconds. We bake the substrate at 180 ◦C for 3 minutes. We use the SEM mode on the EBL
machine to locate and align to the reference markers. Then we pattern the contacts. After-
wards, we develop the exposed resist by soaking the sample a 3:1 ratio of IPA to MIBK for
90 seconds followed by an IPA soak for 60 seconds. The metal layers (5 nm Ti and 200 -
300 nm of gold) are deposited and the photoresist is lifted in an acetone bath and IPA rinse.

4.5.1.2 Photolithography method

The procedure for creating the pre-patterned contacts is identical to that used to create
alignment markers for EBL contacts. But instead of alignment markers, we draw a 5-
contact pattern. The thickness of the gold layer is only 30 nm because thicker contacts
can break the relatively thin 2D materials. We transfer the 2D material stack onto the pre-
patterned contacts using the PC transfer method described in section 4.1.3, paying special
attention not to short the contacts.
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Figure 4.23: Electrical sample carrier designs. (a) The sample is directly mounted onto
the cryostat coldfinger. (b) The sample is mounted on a chip carrier, which is connected to
a pin socket.

4.5.1.3 Stencil mask method

First, a mask is created using standard photolithography and wet etching techniques. An
image of the mask is shown in Figure 4.22. The stencil mask is mounted onto a vacuum
chuck and aligned to the 2D material sample using the transfer stage microscope. The mask
is then secured into place using a metal clip. Gold contacts are deposited using an electron
beam evaporator.

4.5.2 Electrical sample measurement

To measure the electrical samples, we must wire bond the contacts to a sample carrier.
There are two different sample carrier designs, as shown in Figure 4.23. The first design
mounts the sample directly onto the cryostat coldfinger and wire bonds it to a print circuit
board (PCB). This was our initial design, and is the simplest configuration. The second
design uses a chip carrier and is more optimized for sample exchanges.

The sample carrier is then mounted to the cryostat and the wiring is connected to the
cryostat electrical connectors. Since the 2D material samples are thin and very sensitive
to electrostatic discharge, it is crucial to keep the electrical contacts grounded when not
in use. Therefore, we built a electrical breakout box that switches from the grounded to
floating states. Voltage is applied to the contacts using an external source meter (Keithley
2634B).

73



CHAPTER 5

High-Q Microcavity Exciton-Polaritons in
TMDCs

Semiconductor microcavities with a high quality-factor are an important component for
forming exciton-polaritons. Van der Waals semiconducting two-dimensional materials
have been established as an interesting platform for studying polaritons, as they provide
strong light-matter interactions and are versatile for nanophotonic applications. While
previous studies have demonstrated polaritons in a variety of cavity structures, reliably
engineering high quality cavities for two-dimensional materials while maintaining the ma-
terial optical quality remains a challenge. This study demonstrates a high-Q distributed
Bragg reflector microcavity that has an ultra-thin, high reflectance top mirror that is non-
destructively transferred onto the two-dimensional material previously attached to the bot-
tom mirror. Our process produces cavities with Q-factor greater than 2000, and up to
11000, establishing a reliable method of fabricating high-Q cavities for van der Waals ma-
terials. The relevant publication can be found in Ref. [1].

5.1 Introduction

Optical microcavities are a powerful a tool for exploring cavity quantum electrodynam-
ics (QED) phenomena, controlling quantum information systems, and engineering photonic
devices. They tightly confine light in at least one dimension, and thus can strongly modify
the interactions between light and matter within the cavity. When the light-matter coupling
in the cavity becomes stronger than the loss and decoherence of the cavity or the medium,
the cavity effect is no longer perturbative, and new light-matter hybrid eigenmodes, polari-
tons, are formed [136, 14, 137].

A challenge in the use of microcavities is to non-destructively integrate the active me-
dia that introduces minimal defects and impurities. The challenge is especially pronounced
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for reaching the strong coupling regime. With conventional materials, such as group III-
V and II-IV semiconductors, polariton systems often require monolithically grown struc-
tures consisting of tall stacks of DBRs and embedded quantum well layers, all closely
latticed-matched. These devices are bulky and demanding to fabricate. Polaritons have
been achieved in only a handful of materials, mostly operating at low temperatures.

In recent years, 2D materials, such as TMDCs, have emerged as a new type of op-
tical media with many unique properties including room temperature stable excitons and
polaritons [138, 139, 140, 141, 142]. Contrary to conventional materials, TMDCs can be
integrated with a variety of substrates and cavity configurations, albeit heterogeneous inte-
gration is required. Among them, a closed planar Fabry-Perót cavity continues to have the
advantage as a robust structure with relatively simple cavity modes that are easy to model
and measure. Typically, the TMDCs are transferred to the bottom half of the cavity and
then enclosed by a top mirror. The top mirror can be created by direct deposition over the
TMDC [138, 143], which requires high processing temperatures and chemical reactions,
potentially introducing strain, impurity and defects to the TMDC and affecting its optical
quality. A second method is to use an open cavity system [139, 144], where the top mirror
is mounted separately and then brought close to the sample by a piezo controlled stage.
Such open cavities allow tuning of the cavity length, but it involves complex experimental
setup and bulky equipment. A third method is to break off a piece of a SiO2/TiO2 DBR
from its substrate and then directly place it on the TMDC [145, 146]. Yet, since the DBR
breaks off randomly, it can be very difficult to find a sufficiently large and clean piece,
which also limits its integration with high-quality sample with hBN encapsulation.

In this work, we present a method to reliably create high-Q microcavities for 2D ma-
terials using a transferrable DBR. We show that the DBR, made of ZnS and magnesium
fluoride MgF2, can be readily exfoliated and transferred mechanically to reliably create
high quality microcavities for 2D materials. Typical Q-factors are well above 2000 with
the highest reaching 11,000. These 2D-material microcavities are resistant against degrada-
tion and allow modification of the cavity detuning by changing the effective cavity length.
Strong coupling is observed by measuring the anti-crossing of the upper and lower po-
lariton modes in angle-resolved micro-PL and reflectance spectra. These results establish
a reproducible, high-Q 2D material exciton polariton system for observing many body
physics phenomena and developing a polariton laser with 2D materials. The method is also
applicable to other materials that require heterogeneously integrated cavities.
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Figure 5.1: Transferrable DBR cavity structure. (a) Schematic illustration of the cavity
device. (b) Optical image of the sample. The yellow solid line outlines the transferrable top
DBR. The purple dashed line outlines the encapsulated MoSe2 sample. The black circle
indicates a clean bare cavity region for reflection characterization measurements shown in
Figure 5.2. Inset: closeup image of the encapsulated MoSe2 sample. The purple dashed
lines outline the hBN layers. The orange dotted line outlines the monolayer MoSe2.

5.2 Fabrication of 2D Material Microcavity with a Trans-
ferrable DBR

A schematic of the 2D material microcavity is shown in Figure 5.1(a). It consists of a bot-
tom DBR, a top DBR, and an encapsulated monolayer placed at the cavity field maximum.
Each of the three parts are fabricated and characterized independently, then assembled via
exfoliation and dry transfer as illustrated in Figure 4.10, enabling fast and reliable sample
production.

The key to making such a cavity is to have a reproducible, high reflectance top-DBR
that can be dry transferred onto the 2D material sample stack. This is achieved with a
ZnS/MgF2 DBR [147, 148] fabricated via vacuum thermal evaporation (VTE) on a glass
substrate. The VTE process results in a relatively weak van der Waals bonding between the
DBR and the glass substrate, allowing it to be readily exfoliated. Moreover, ZnS and MgF2

have both a high index contrast, 2.4 and 1.4 respectively, and low absorption in the visible
to near-infrared range. Therefore a broadband and high reflectance mirror can be formed
with only a few pairs of alternating quarter-wavelength thick layers of ZnS and MgF2, with
a total thickness of less than a micron. The thinness of the DBR also facilitates exfoliation.

The cavity fabrication procedure is described in Chapter 4 section 4.3.1. The cavity
resonance can be controlled via the hBN and PMMA thickness during the fabrication as
discussed further in section 5.3. Figure 5.1(b) is a top-down optical image of a complete
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cavity device.

5.3 Cavity quality factor, resonance control and reproducibil-
ity

Two of the most important properties of a cavity are its quality factor and resonance energy.
To characterize these properties, we perform angle-resolved reflection measurement using
a supercontinuum white light source.

The quality factor depends mainly on the mirror reflectivity and absorption and scat-
tering loss in the DBR and cavity layers. Taking the example shown in Figure 5.1(b), we
first focus on the bare cavity without the 2D material stack, as marked by the black circle.
Its angle-resolved reflection spectrum and an example line cut are shown in Figure 5.2(a)
and 5.2(c). The line cut is fit by a Lorentzian line shape with a linewidth of 0.37 ± 0.15
meV, corresponding to a Q = 4900 ± 2000. We then measure the region with both top and
bottom hBN layers but not enclosing the monolayer of MoSe2. As shown in Figure 5.2(b)
and 5.2(c), the introduction of hBN leads to a red-shift of the cavity resonance energy, and
lowers the Q-factor due to increased inhomogeneity in the sample.

To test the reliability of our fabrication methods, we performed a systematic character-
ization of the Q-factors and cavity resonance energies of 26 samples created with different
PMMA spin speeds, as summarized in Figure 5.3(a) and 5.3(b). We can reliably reach
a Q-factor greater than 2000 for all 26 samples, ranging between 2100 – 11000, with a
median of 3700, comparable to the highest reported for 2D material cavities. There is no
statistically significant dependence of the Q-factor on the PMMA spin speed within our
sample set.

The cavity resonance energy in our device can be controlled by the combined top and
bottom hBN and PMMA thicknesses. The hBN thickness can be precisely determined in
the exfoliation step. Then the desired PMMA thickness can be controlled by the PMMA
spin speed. As shown Figure 5.3(b), higher PMMA spin speed leads to a thinner PMMA
thickness and thereby a higher cavity resonance energy. For the 26 samples, a spin speed of
1500 rpm to 3500 rpm results in about 100 meV tuning in the resonance energy. Generally
better reproducibility is obtained at higher spin speeds due to improved uniformity of the
PMMA film thickness. For our devices, 2000 rpm is the optimal spin speed for maximum
reproducibility, with the standard deviation of cavity resonance energy being 11.2 meV.
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Figure 5.2: Transferrable DBR cavity characterization. (a) Angle-resolved reflection spec-
trum of the bare cavity region of the sample. Dashed green line marks the k value of the
line-cut plot shown in Figure 5.2(c). (b) Angle-resolved reflection spectrum of the cavity
with top and bottom hBN. Dashed blue line marks the k value of the line-cut plot shown in
Figure 5.2(c).
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Figure 5.3: Systematic transferrable DBR cavity characterization. (a) A range of achiev-
able cavity Q-factors and resonances with different PMMA spin speeds. The color bar
indicates the cavity resonance energy. (b) Cavity resonance wavelength versus PMMA
spin speed. The error bars correspond to the standard deviation of the cavity resonance
energy.
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5.4 Strong coupling with a transferrable DBR and mono-
layer MoSe2

Our cavities feature high-Q, small mode-volume, and controllable, precise matching be-
tween the exciton and cavity resonances. These properties are especially important for
achieving strong coupling and performing exciton-polariton studies.

In the weak coupling regime, the hBN-MoSe2-hBN cavity mainly modifies the exciton
emission rate. To reach the strong coupling regime, the exciton-photon energy exchange
rate needs to be enhanced, by cavity confinement of near-resonant photon modes to over-
come the exciton and photon decay or decoherence rates. When the strong coupling regime
is established, coherent superposition of exciton and photon states leads to two new eigen-
states, the lower and upper polaritons, with anti-crossing of the two separate resonances.
The minimum separation, known as the vacuum Rabi splitting EUP − ELP = 2~Ω, corre-
sponds to where the exciton and photon are in resonance. The condition of strong coupling
is therefore:

2~Ω > γcav + γexc, (5.1)

where γcav (γexc) is the full width half maximum linewidth of the cavity (exciton).
For our device, we measure the cavity resonance and linewidth via angle-resolved re-

flectance at the region of the sample with top and bottom hBN but without the monolayer,
and we measure the exciton energy and PL linewidth before capping the sample stack with
the top DBR. In the example shown in Figure 5.4, the cavity resonance energy at k = 0

is 1.646 eV and the exciton energy is 1.651 eV. The linewidths are γcav = 0.6 meV, which
corresponds to Q = 2700, and γexc = 6.5 meV.

We characterize the MoSe2 exciton-polaritons using both angle-resolved reflectance
(Figure 5.4(a) and 5.4(b)) and micro-PL (Figure 5.4(c) and 5.4(d)) at 5K. Figure 5.4(a)
shows the angle-resolved reflection and its corresponding linecut in Figure 5.4(b). The
upper and lower polariton dispersions are visible by the reflection dips in the spectrum.
The reflection and PL energies of the upper and lower polariton dispersions match. By
fitting a Gaussian line shape to the PL data, we extracted the upper and lower polariton
energies and the trion energy. To determine the vacuum Rabi splitting 2~Ω, we fit the
polariton energies with:

ELP,UP =
1

2

[
Eexc + Ecav ±

√
4~2Ω2 + (Eexc + Ecav)2

]
(5.2)

with Ω as a fitting parameter. We obtain 2~Ω = 34 meV, which satisfies the strong coupling
condition (Equation 5.1): 17.2 meV > (0.6 + 6.5) meV.
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Figure 5.4: Spectral properties of the monolayer MoSe2 polariton device. (a) Angle-
resolved reflection spectrum. The orange star indicates the location of the dip in the re-
flection spectrum at a given value of k. (b) Line-cut of Figure 5.4(a) at k = 0.3. (c)
Angle-resolved micro-PL spectra. The black dot-dashed lines show the bare cavity disper-
sion, MoSe2 exciton emission and trion emission energies. The red solid lines show fitted
upper and lower polariton modes. (d) Polariton energy versus in-plane wavenumber k||.
The error bars on the energy data are 95% confidence intervals of the Gaussian fit. The
error bars for the lower polariton and trion energies have been multiplied by a factor of 6
for increased visibility.
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5.5 Conclusion

In summary, we have developed a flexible and reliable method to create high-Q DBR mi-
crocavities for van der Waals materials and have demonstrated strong coupling in the cavity
with an hBN-encapsulated monolayer of MoSe2. The high-reflectance top DBR, fabricated
via VTE on glass with high index contrast materials, can be readily exfoliated from the
glass substrate and transferred. The cavity resonance can be controlled by hBN thickness
and PMMA spin speeds. The cavity structure is one of the highest-Q DBR cavity made for
monolayer 2D materials, which will facilitate future studies of nonlinear and many-body
polariton phenomena.
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CHAPTER 6

Photon Lasing in TMDC Heterobilayers

Two-dimensional semiconductors have emerged as a new class of materials for nanopho-
tonics owing to their strong exciton–photon interaction [6, 26] and their ability to be engi-
neered and integrated into devices [149]. Taking advantage of these properties, we engi-
neer an efficient lasing medium based on direct-bandgap interlayer excitons in rotationally
aligned atomically thin heterostructures [150]. Lasing is measured from a transition-metal
dichalcogenide heterobilayer (WSe2–MoSe2) integrated in a silicon nitride grating res-
onator. An abrupt increase in the spatial coherence of the emission was observed across the
lasing threshold. The work establishes interlayer excitons in two-dimensional heterostruc-
tures as a gain medium with spatially coherent lasing emission and potential for hetero-
geneous integration. With electrically tunable exciton–photon interaction strengths [151]
and long-range dipolar interactions, these interlayer excitons promise applications as low-
power, ultrafast lasers and modulators and a way to study many-body quantum phenom-
ena [18]. The relevant publication can be found in Ref. [2].

6.1 Introduction

Semiconductor lasers are ubiquitous in today’s technology because they are compact, cover
a wide range of wavelengths, and allow efficient electrical pumping and fast electrical mod-
ulation. They are predominantly based on traditional III-V quantum wells. To achieve
lower power consumption, more compact size, and a higher degree of integration with sili-
con, there has been tremendous effort to develop alternative gain materials and structures,
such as nanowire lasers [152], spasers [153], and photonic crystal lasers [154]. However,
tunability, electrical pumping and heterogeneous integration remain as common challenges.

Recently, monolayer TMDCs have emerged as a new class of material for semiconduc-
tor lasers, as they are atomically thin and feature strong exciton emission [26, 6]. Whereas
lattice mismatch limits the choice of substrates for 3D semiconductors, 2D TMDCs do
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not have dangling bonds, and can be directly integrated with different substrates [149].
Previous studies have used two criteria to assess lasing in monolayer TMDCs: nonlinear
intensity dependence, and linewidth reduction as a function of pump power [155, 156, 157,
158, 159, 160]. However, the photon flux appears to be below the stimulated emission
threshold [161]. Spatial coherence – an important property for characterizing lasers – has
not been studied. Hence it is difficult to exclude localized excitons, such as point defects, as
the source of the observed nonlinear power dependence. Moreover, with only a monolayer
as the gain medium, tunability is limited and vertical p–n junctions are not possible without
contacting with other doped semiconductors.

In contrast, heterostructures open the door to the engineering of band structures and
exciton states. Spatially indirect excitons in heterostructures have been intensively stud-
ied [162, 151], for they feature an electrically tunable static dipole with long-range dipole
interactions, promising rich many-body quantum phenomena [18]. However, the reduced
oscillator strength of spatially indirect excitons typically renders them dark and hard to
access.

Here we show that in rotationally aligned 2D WSe2-MoSe2 heterobilayers integrated
on a SiN cavity (Figure 6.1), interlayer excitons form an efficient gain medium, supporting
lasing with extended spatial coherence at a low population inversion density. As illustrated
in Figure 6.1(b), by forming a direct bandgap between the two monolayers [150] that are
less than one nanometre apart, the interlayer excitons retain a sufficiently large oscillator
strength. With type-II band alignment, the heterobilayer forms a three-level system that
allows efficient pumping through the intralayer exciton resonances followed by rapid elec-
tron transfer to a lower-energy empty conduction band [163, 150] (Figure 6.1(c)). As a
result, population inversion is readily achieved at the reduced bandgap while avoiding fast
intralayer radiative loss of the carriers. Moreover, unlike some of the cavities used for
monolayer exciton lasers, the cavity mode in our device fully covers the heterobilayer, al-
lowing gain over the full area of the bilayer, and supporting extended spatial coherence
(Figure 6.1(a)). We observe lasing accompanied by an abrupt increase in the spatial coher-
ence length as the photon occupancy exceeds unity. The emission intensity increases non-
linearly more than 100-fold across the threshold, and then continues to increase linearly
with pump power (without saturation) up to the highest power used. Our results estab-
lish interlayer excitons in engineered TMDC heterobilayers as an efficient lasing medium,
which, compared to excitons in monolayer TMDCs, feature electrically tunable long-range
dipole interaction and oscillator strength [151], robust valley polarization [84], and a type-
II band alignment well-suited for electrical injection via an atomically thin bilayer p–n
junction [20, 21].
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Figure 6.1: Illustration of the heterobilayer/grating cavity laser system. (a) Schematic of
the laser device consisting of a heterobilayer on a grating cavity. The along-bar (cross-bar)
direction and polarization are defined as x (y) and TE (TM) respectively. Grating cavity
design parameters are the following: total SiN thickness (t), SiO2 thickness (d), grating
thickness (h), grating period (Λ), gap width (g). We define θx (θy) as the azimuthal angle
of the light beam along the x-z (y-z) plane with respect to the z-axis, as indicated by
the red arrows. (b) Illustration of the rotationally aligned heterobilayer with twist angle
θ = 0◦ (top), and the correspondingly a direct bandgap at the K-valleys (bottom). (c) Band
alignment and carrier dynamics of the heterobilayer. The heterobilayer has a type-II band
alignment, forming a three-level system for the injected carriers. Intralayer excitons are
excited by a pump laser in the WSe2 layer (solid wavy line). Some electrons transfer to the
lower MoSe2 conduction band on a fast (10 - 100 fs) time-scale (dotted line), while others
recombine as intralayer excitons with lifetimes of 1-10 ps (dash-dotted wavy line). Without
the cavity, the inter-layer excitons (dashed line) recombine with a lifetime on the order of
1 ns (IX), and, with cavity enhancement, on the order of 100 ps (IXC).
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6.2 Methods: sample fabrication and optical measurements

6.2.1 Sample fabrication

To fabricate the grating cavity, we first grew a SiN film with a SiO2 buffer on an Si sub-
strate using low-pressure chemical vapour deposition, then patterned it using electron beam
lithography and created the grating bars by plasma dry etching (Chapter 4 section 4.3.2).
The grating parameters indicated in Fig. 1a are as follows: d = 1, 475 nm, t = 113 nm,
h = 100 nm, Λ = 615 nm and g = 50 nm. The individual WSe2 and MoSe2 monolay-
ers were mechanically exfoliated onto a SiO2 substrate using PDMS polymer (Chapter 4
section 4.1.1). The exfoliated monolayers were stacked into a heterostructure using a high-
accuracy rotational alignment method (Chapter 4 section 4.2.2). First, the MoSe2 was
picked up with a PDMS/PPC stamp under an optical microscope. Second, the crystal axes
of MoSe2 and WSe2were rotationally aligned to be 0◦ or 60◦ before stacking. Third, the
stacked heterostructure was dropped down onto the PPC. Last, the polymer residue was
dissolved, and the sample was annealed at 350 ◦C for a total of 7 hours.

6.2.2 Heterobilayer twist angle

We can verify the twist angle of the heterobilayer aligned under the optical microscope
by angle-dependent SHG measurements (Chapter 4 section 4.2.1). Figure 6.2 shows an
optical microscope image of two different samples and the corresponding angle-dependent
SHG measurements. By fitting the SHG pattern with a cos2(3θ) function, where θ is the
angle between the armchair direction of the monolayer and the polarization direction of the
beam, we can obtain the twist angle. We did not measure the SHG for the heterobilayer
before putting it on the grating, but from experience, we have found that the straight edges
of exfoliated monolayers reliably correspond to the armchair axis of the crystal (Chap-
ter 4 section 4.2.2). Therefore, we aligned the two straight flake edges under the optical
microscope.

6.2.3 Time-resolved PL

To measure the decay time of the TM emission we used a Hamamatsu streak camera sys-
tem. The emission was polarization-selected for the TM direction and sent to the streak
camera. As shown in Figure 6.3, a line-cut of the streak camera spectrum was fitted with a
bi-exponential function to determine the lifetime. The fitted lifetime is around 2 ns.
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Figure 6.2: Heterobilayer twist angle. (a) Optical image and (b; open circles) angle-
resolved SHG measurements of WSe2-MoSe2 heterobilayers. (c-d) As (a-b) but for a dif-
ferent sample. The field of view of the optical images is around 60 µm. Solid lines in (b),
(d) are fits by a cos2(3θ) function, which give relative twist angles of 0.22◦ ± 1.78◦ for (b),
and 0.34◦ ± 1.5◦ for (d).

87



(a) (b)

1.25 1.3 1.35 1.4

Energy (eV)

0

500

1000

1500

T
im

e
 (

p
s
)

In
te

n
s
it
y
 (

a
.u

.)

-500 0 500 1000 1500 2000

Time (ps)

In
te

n
s
it
y
 (

a
.u

.)

Figure 6.3: Interlayer exciton lifetime. (a) Time-resolved PL spectrum for TM emission.
(b) Line-cut of a near 1.38 eV. Red line is a bi-exponential fit to the data, with a fitted
lifetime of 2 ns.

6.2.4 PL mapping of the heterobilayer device

The spatially resolved PL mapping of the heterobilayer device is shown in Figure 6.4. For
this measurement, we use a 633-nm cw laser and selected TE polarization for excitation.
The sample is mounted on an Attocube ANC 300 piezo stage and scanned as needed.
Spectral band-pass filters are used to select the emission from bilayer, WSe2 and MoSe2
regions.

6.2.5 Optical measurements of lasing characteristics

Chapter 4 section 4.4 describes the optical setup used for the angle-resolved PL reflec-
tion (section 4.4.1) and the coherence measurements (section 4.4.3) of the heterobilayer
laser device. The sample was cooled to 5 K using a Montana Instruments Fusion 2 cryo-
stat. Fourier-space imaging was used to measure angle-resolved reflection and micro-PL
of the device. For reflection, a tungsten halogen lamp was used. For micro-PL, a pulsed
Ti:sapphire laser (80 MHz repetition rate, 150 fs pulse width) near-resonant with the WSe2
A-exciton (1.7 eV) was used to excite the sample. The emission was collected using a
0.42 NA objective lens, passed through a long-pass filter to filter out the excitation laser
and a linear polarizer to selectively measure TE and TM modes, and sent to a Princeton
Instruments spectrometer with a measured spectral resolution of 0.3 nm. The entrance slit
of the spectrometer is aligned along the y direction. The slit width of 100 µm corresponds
to a range |ky| < 0.13 µm−1. The NA of the collection optics corresponds to a range
of |kx| < 2 µm−1. Spatial coherence measurement was performed using a retro-reflector
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Figure 6.4: PL spatial mapping of lasing device. The normalized intensity of PL from the
device is shown as a function of position. Spectral filters centered around their respective
exciton peak energies were applied for each image. The white contours mark the regions
of (a) heterobilayer, (b) MoSe2, and (c) WSe2.
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Figure 6.5: Temporal coherence of the lasing device. Shown are temporal coherence inter-
ference fringes at g(1)(τ = 0) measured using a two-retro-reflector Michelson interferom-
eter under cw excitation above threshold. (a) Interferogram image at τ = 0. (b) Horizontal
line-cut of a around y = 1.5 µm. The red line is a fit to the Gaussian pump beam profile
modulated by a cosine function. Here g(1)(τ = 0) = 0.78.

Michelson interferometer setup as shown in Figure 4.20. Emission rid of scattered pump
laser light was sent to a 50:50 beam splitter which divided the light into two paths, the
mirror path and the retroreflector path. In order to change the time difference (τ ) between
the two paths, the retroreflector is mounted on a stepper motor which can have a step size
as small as 50 nm (about 0.167 fs). The interference pattern was collected by a Princeton
Instruments eXcelon CCD.

The emission from our ultra-compact device is necessarily weak and the detector ef-
ficiency at 1.35 eV is poor, hence it is difficult to simultaneously achieve good time and
spatial overlap of the interference signal with the asymmetric interferometer. With a sym-
metric interferometer built with two retro-reflectors, the alignment is much less sensitive to
slight changes in the incident beam; therefore we are able to achieve good alignment of the
signal path by using an axillary alignment laser and obtain visibility for g(1)(τ = 0) close
to 0.8 (Figure 6.5).

6.2.6 Photon number

Photon occupancy per pulse (Ip(k ≈ 0)) was estimated from the total count rate on the
detector, nc. The total integration time for angle-resolved spectra was 90 s. The two values
are related by: Ip = ηρfnc(k ≈ 0). Here η ≈ 10−7 is the total detection efficiency of
the setup, which is independently calibrated by replacing the sample with a laser-coupled
single-mode fiber, ρ ≈ 1 is the number of k-space modes within the integrated region, and
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f = 80 MHz is the repetition rate of the pump laser.

6.2.7 Transparency condition

The transparency condition is defined as the number of carriers required for the energy
difference between the quasi-Fermi levels in the conduction (EF,c) and valence (EF,v) bands
to equal the lasing energy (EF,c +EF,v = 0). The quasi-Fermi levels are determined by the
electron density:

Ne = Nc

∫ ∞
0

1

1 + exp(εc − εF,c)
dεc. (6.1)

Here, εc = Ec/kBT and εF,c = EF,c/kBT , Ec is the conduction band edge, kB is the
Boltzmann constant and T is temperature. Nc is the effective density of states in two
dimensions for electrons with an effective mass m∗e:

Nc =
m∗ekBT

~2π
. (6.2)

Solving equation 6.1 for εF,c we obtain:

εF,c = ln
[

exp
(
Ne

Nc

)
− 1

]
. (6.3)

The equation for valence band Fermi energy and hole carrier density can be written in a
similar way. Assuming n = Ne = Nh and using the effective masses of K valley electron
and holes given in Ref. [164], we solve for the carrier density that satisfies the transparency
condition and obtain ntr = 8× 1010 cm−2, which is in good agreement with the threshold
carrier density nth = 5.7× 1010 cm−2.

6.2.8 Simplified rate equation model of the laser

We use the following rate equations to describe the time evolution of interlayer exciton
density N and the photon density S in the lasing mode:

dN

dt
=

ηP

~ωVa
− (1− β0)N

τsp
− aνg(N −Ntr)S (6.4)

dS

dt
= Γ

Fβ0N

τsp
− Γaνg(N −Ntr)S −

S

τp
(6.5)

Parameters in the equation are listed in Table 6.1. In the heterobilayer system, electron and
hole transfer takes place on the subpicosecond timescale, much shorter than the interlayer
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Parameter Definition Value

F Purcell factor 2.25

Γ Confinement factor 0.0208

Va Carrier injection volume 1.4× 10−3µm−3

τsp Spontaneous emission lifetime 2 ns

τp Photon lifetime 0.3 ps

η Absorption efficiency 20 %

Ntr Transparency density 8× 10−10 cm−2

β0 Spontaneous emission factor 0.046

a Absorption cross section 1.9× 10−14 cm−2

νg Group velocity 1.5× 108 m/s

Table 6.1: Rate equation model parameters.
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simulation is described in section 6.2.8.
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exciton lifetime. Therefore, we consider a pulsed pump P that creates an initial carrier
population of N(t = 0) ∝ P . The photon number Ip is proportional to the photon den-
sity, and Ip = 1 at threshold. The simulated curve of Ip versus pump power matched the
experiment well, as shown in Figure 6.6.

6.3 Results: spectral and coherence properties of the WSe2

- MoSe2 heterobilayer laser

6.3.1 Device characterization

The lasing device comprises a rotationally aligned WSe2–MoSe2 heterobilayer placed on
a SiN grating resonator, as illustrated in Figure 6.1(a). To form bright interlayer excitons,
we accurately align the crystal axes of the WSe2 and MoSe2 monolayers to within 1◦ of
relative rotation, as verified by SHG measurements (Figure 6.2). Consequently, the band
extrema at the K valleys of the two monolayers align in momentum space to form a di-
rect bandgap (Figure 6.1(b)). With type-II band alignment, carriers can be injected into
the heterobilayers efficiently via the intralayer exciton resonance, followed by rapid elec-
tron transfer to the empty conduction band of MoSe2 on a timescale of [163, 84] 10 - 100
fs (Figure 6.1(c)). As a result, band inversion can be established at the smaller, interlayer
bandgap. Once separated into the two monolayers, radiative recombination is reduced, ren-
dering long interlayer exciton lifetimes of the order of 1 ns (Figure 6.3). PL measurements
of the heterobilayer show that interlayer exciton emission is much stronger than intralayer
emission (Figure 6.7(b)), confirming efficient charge transfer and sufficient build-up of the
interlayer-exciton population. Spatially resolved PL shows uniform emission from the in-
terlayer (intralayer) excitons in the bilayer (monolayer) regions (Figure 6.4).

The grating cavity provides optical feedback when photons are coupled to its reso-
nances. The cavity modes are sensitive to the propagation and the polarization directions
of the electric field. We define the propagation (polarization) direction along the grating
bar as x (TE) and across the bar as y (TM), as illustrated in Figure 6.1(a). We tune the
grating period Λ, thickness h and fill factor g to obtain a high Q-factor for the TE mode and
match it to the exciton resonance at zero in-plane wavenumber, k = 0. The heterobilayer
lies directly on the grating where the evanescent field remains strong [142]. The TM cavity
modes are far blue-detuned from the excitons; therefore, the TM exciton modes are not
affected by the cavity (Figure 6.8).

We confirm the TE-cavity modes by measuring the empty-cavity dispersion with angle-
resolved reflectance spectroscopy; the results agree well with the simulation by rigorous
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Figure 6.7: Properties of the heterobilayer and grating cavity. (a) An optical microscope
image of the WSe2/MoSe2 heterobilayer integrated on a grating cavity. The red square
outlines the grating region, and the red circle indicates the laser spot size. Inset: direction
of the grating bars. (b) PL spectrum from the heterobilayer. The sample was pumped
with a 633-nm laser at power of 20 µW. The shaded boxes highlight the spectral range
of interlayer (IX), MoSe2 and WSe2 exciton emission. (c) TE-polarized along-bar, angle-
resolved, simulated (left and overlaid crosses in the right) and measured (right) reflectance
spectra. Inset: line-cut of the normalized reflectance spectrum around kx ≈ 1.7 µm−1 (blue
trace); The red line is a fit to the cavity mode. The star symbol marks the peak of the fitted
cavity mode. (d) PL spectrum (blue dots) near kx ≈ 0. The pump was on resonance with
WSe2 at a pump power of 0.1 µW. Red line is a Lorentzian fit, with a fitted linewidth of 2.4
meV.
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(a)

(b)

Figure 6.8: Electric field profiles of the grating cavity. Shown are simulated normalized
electric field profiles as a function of position near the center of a grating cavity with lateral
dimensions of 100 µm × 100 µm. (a) TE-polarized light at the cavity resonance at k = 0,
showing strong field enhancement in the grating layer including at its surface where the
heterobilayer is placed. (b) TM-polarized light at the same wavelength as (a) showing
negligible cavity effects. White lines outline different layers of the grating cavity. The
corresponding Purcell factor is calculated to be around 2.4.
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Figure 6.9: Power-dependence measurement reproducibility. The photon occupancy (red)
and linewidth (blue) of TE emission from the heterobilayer versus input pump power, simi-
lar to that shown in Figure 6.10(b) but measured on a different day to show the reproducibil-
ity of the device. The error bars on the photon occupancy data include the shot noise and
detector read noise. The error bars on the linewidth data correspond to the 95% confidence
interval of the Lorentzian fit.

coupled wave analysis (RCWA), as shown in Figure 6.7(c). The TE mode Q-factor from the
simulation is around 2,000. However, the actual cavity Q-factor is presumably lower, owing
to fabrication imperfections. From the reflectance spectra of the empty cavity, we estimate
a Q-factor of between 500 and 680 (Figure 6.7(c) inset), but the exact value is difficult to
determine owing to low contrast and white-light noise. The PL spectral linewidth from the
device corresponds to a Q-factor of around 630 (Figure 6.7(d)).

6.3.2 Spectral properties

The heterobilayer allows efficient optical pumping through the intralayer exciton reso-
nances, which are far above the resonances of the interlayer excitons or the cavity. With
the pump laser at 1.7 eV, the PL from the cavity mode at k ≈ 0 and energy E ≈ 1.35 eV
brightens rapidly as the pump power increases, as seen in the along-bar angle-resolved PL
(Figure 6.10(a)).

Integrating over kx = ±0.7 µm−1 and E = 1.352 to 1.359 eV, we obtain the photon
occupancy Ip(k ≈ 0) after accounting for the independently measured collection efficiency
of the optical path (section 6.2.6). As Ip(k ≈ 0) approaches one, Ip(k ≈ 0) shows clearly a
superlinear increase with pump power, consistent with the onset of stimulated emission into
the cavity mode (Figure 6.10(b)). The power-dependent PL measurement is reproducible,
as shown by a measurement performed on a different day (Figure 6.9).

96



(a) (b)

(c) (d)

-2 -1 0 1 2

k
x
 ( m

-1
)

1.34

1.36

1.38

1.4

E
n

e
rg

y
 (

e
V

)

P
L

 I
n

te
n

s
it
y
 (

a
.u

.)

x

-2 -1 0 1 2

k  ( m
-1

)

1.34

1.36

1.38

1.4

E
n

e
rg

y
 (

e
V

)

P
L

 I
n

te
n

s
it
y
 (

a
.u

.)

10
-2

10
0

10
2

Pump Power ( W)

1.6

1.8

2

2.2

2.4

2.6

L
in

e
w

id
th

 (
m

e
V

)

10
0

10
2

10
-2

I p
 (

p
h

o
to

n
 n

u
m

b
e

r)

10
-2

10
0

10
2

Pump Power ( W)

40

50

60

70

80

L
in

e
w

id
th

 (
m

e
V

)

10
0

10
2

10
-2

I p
 (

p
h

o
to

n
 n

u
m

b
e

r)

Figure 6.10: Spectral properties of the interlayer exciton laser. (a) Angle-resolved micro-
PL spectra for the along-bar TE direction at P = 0.6µW with overlaid simulated empty
cavity (crosses) and cavity with bilayer (stars) dispersions. (b) The photon occupancy (red)
and linewidth (blue) of the TE emission versus input pump power. The emission intensity
is integrated over |kx| < 0.7 µm−1, |ky| < 0.13 µm−1, and E = 1.352−1.359 eV. The dot-
dashed line indicates linear dependence, the vertical red line marks Pth, and the horizontal
purple line indicates Ip = 1. (c) Angle-resolved micro-PL spectra for the along-bar TM
direction at P = 10 µW. (d) The pump power dependence of the TM emission photon
occupancy (red) and linewidth (blue), integrated over |kx| < 2 µm−1,E = 1.340−1.400 eV
(open symbols) and |kx| < 0.7 µm−1, E = 1.352− 1.359 eV (filled symbols). Integration
over |ky| is 0.13 µm−1. The error bars on the photon occupancy data include the shot
noise and detector read noise. The error bars on the linewidth data correspond to the 95%
confidence interval of the Lorentzian fit.
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Figure 6.11: Temperature-dependent real space PL spectra of the lasing device.

The pump power at the threshold of Ip(k ≈ 0) = 1 is Pth = 0.18 µW. Considering
the typical absorption efficiency (20%) of monolayer WSe2, we obtain the threshold carrier
density nth = 5.7× 1010 cm−2, in good agreement with the density required for the trans-
parency condition ntr ≈ 8 × 1010 cm−2 (section 6.2.7). Far above threshold, the output
intensity becomes linear with pump power and does not saturate up to P = 28Pth, the high-
est power used for TE measurements. The nonlinear increase of the intensity is reproduced
by a simplified rate equation model, as described in section 6.2.8 (Figure 6.6).

Accompanying the superlinear increase in the emission intensity at threshold, the linewidth
of the emission drops sharply, as shown in Figure 6.10(b), signifying the increase of tem-
poral coherence. The linewidth at excitation powers below ∼ 0.05 µW may be broader,
but our detectors are not sufficiently sensitive to detect the emission. The saturation and
slight increase of linewidth with increasing power above threshold may be due to interac-
tions among the carriers and spatial mode competition [165]. The sharp lasing emission
decreases in intensity as we increase temperature, but persists up to 70 K, suggesting that
lasing may survive at 70 K or higher (Figure 6.11).

In stark contrast with the TE emission, TM-polarized emission is not coupled to the
cavity mode and does not show threshold behavior. The emission becomes detectable only
at high pump powers. An example is shown in Figure 6.10(c) for P = 10µW. The emission
spreads uniformly in k over the numerical aperture of our collection optics and over a broad
energy range of about 70 meV. With increasing pump power, the total integrated emission
intensity increases sublinearly with pump power (Figure 6.10(d)) and is a few times weaker
than that of the TE intensity. When integrated over the same small ranges of k and E near
the lasing mode, the TE and TM output intensities differ by several orders of magnitude
(filled diamonds in Figure 6.10(b) and 6.10(d)). In other words, while the TM emission is
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suppressed and remains broadly distributed in k and E, the TE emission is concentrated
in ranges of energy and k that are one to two orders of magnitude smaller, as a result of
stimulated emission.

6.3.3 Coherence properties

To confirm the extended coherence expected of a laser with a 2D gain medium, we study
the first-order spatial coherence function g(1)(r1, r2) defined as follows:

g(1)(r1, r2) =
G(1)(r1, r2)√

G(1)(r1, r1)G(1)(r2, r2)
. (6.6)

Here G(1) is the first-order correlation function and corresponds to:

G(1)(r1, r2) = Tr{ρE(−)(r1)E(+)(r2)} (6.7)

where Tr indicates the trace, ρ is the density matrix operator, and E(+) and E(−) are field
creation and annihilation operators, respectively.

Although spatial coherence properties have been extensively studied in semiconduc-
tor photon lasers, exciton–polariton lasers [166] and plasmon lasers [167], coherence of
TMDC lasers have not been studied thus far, making it difficult to rule out localized exci-
tons as a source of lasing. However, the large spatial area of the grating resonator, and the
large photon flux above threshold, allow us to investigate the spatial coherence of the inter-
layer exciton emission. First-order spatial coherence measurements were performed using a
continuous wave excitation laser and a retroreflector Michelson interferometer setup [168],
where an image of the sample interferes with a centro-symmetrically inverted version of
itself at the output with an intensity distribution I int(r) (Figure 6.12(a)). Because of a small
angle difference between the two beams, interference fringes are formed (Figure 6.12(b))
that correspond to slightly varying path length differences 2πz0(r)/λ0 at different positions
r across the images; z0 is the initial position of the retroreflector.

Varying the path length of the interferometer, I int(r) of each r oscillates, with the con-
trast of the oscillation proportional to the first-order spatial coherence, g(1)(r,−r) (Fig-
ure 6.12(c)). We thus obtain spatial maps of g(1)(r,−r). Below threshold, the emission is
too weak for g(1)(r,−r) measurements. Near threshold, the map is rather noisy without a
clear pattern of g(1)(r,−r) versus r (Figure 6.13(a), top panel). Above threshold, a clear
pattern emerges, showing a high g(1)(r,−r) near r ≈ 0 that decays with increasing r and
extends above the background fluctuations to about twice the laser spot size (Figure 6.13(b),
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Figure 6.12: Michelson interferometer setup. (a) Left, schematic of the Michelson inter-
ferometer setup. Right, illustration of centro-symmetrically interfered images. (b) Typi-
cal interference pattern above Pth (20 µW). (c) Intensity plots of single pixels (labeled as
squares 1 and 2 in (b)) as the retro-reflector position is scanned over a phase of 4π.
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Figure 6.13: First-order coherence of the interlayer exciton laser. (a-b) Top, maps of
g(1)(r,−r) (a) near Pth (0.3 µW) and (b) above Pth (10 µW). Bottom, horizontal line-cuts
of g(1)(r,−r) integrated between the dashed lines in the maps above. The red line is the
Gaussian fit used to extract the coherence length λc. The error bars correspond to the 95%
confidence intervals of the sinusoidal fit, such as the ones shown in Figure 6.12(c). Inset in
(a): illustration of the grating bar direction.
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Figure 6.14: First-order coherence power dependence of the interlayer exciton laser. The
coherence length λc versus the pump power. The error bars correspond to the 95% confi-
dence interval of the Gaussian fit, such as the ones shown in Figures 6.13(a) and 6.13(b).

top panel).
To study the functional dependence of g(1)(r,−r), we average over y = ±0.2µm and

obtain g(1)(x,−x). As shown in the bottom panels of Figure 6.13(a) and 6.13(b), the decay
of g(1)(x,−x) with x is clearly slower above threshold than below threshold. The plot of
g(1)(x,−x) versus x is fitted well by a Gaussian function with the standard deviation σ as
a fitting parameter. From the fits, we obtain the coherence length λc =

√
2πσ. As seen

in Figure 6.14, λc increases abruptly across the threshold, from 2.38 µm near threshold to
about 5 µm above threshold, confirming the formation of extended spatial coherence in the
laser. Above threshold, the λc value remains largely unchanged, possibly limited by the
laser spot size and carrier diffusion length. The λc value decreases slightly at the highest
powers, possibly because of competition of multiple spatial modes in the absence of lateral
confinement potentials. We note that the measured g(1)(x,−x) is much lower than the
actual value, owing to difficulty in achieving good alignment.

6.4 Conclusion

We have demonstrated a 2D WSe2-MoSe2 heterobilayer laser on a grating cavity. A nonlin-
ear increase in the output intensity and narrowing of the emission linewidth are measured
as the photon number in the lasing mode reaches the order of unity. The carrier density at
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threshold matches that for the transparency condition. The full coverage of gain medium
by the cavity field enables a relatively large photon flux above threshold and a measure-
ment of the extended spatial coherence of the device originating from the 2D gain medium.
An abrupt increase of the spatial coherence to around 5 µm above threshold is measured,
confirming that the lasing emission originates from an extended 2D gain medium – the
interlayer excitons.

The injected carrier density at threshold is within an order of magnitude of the estimated
transparency condition, suggesting band inversion between the MoSe2 conduction band and
the WSe2 valence band as the gain mechanism. The type-II band alignment, resulting in
charge separation and longer exciton lifetimes, may have facilitated the establishment of
a population inversion. In addition, for heterobilayers, moiré lattices are expected [113,
19, 114, 115, 169]. By analogy to quantum dot lasers [170], localization of the interlayer
excitons in a moiré lattice may lead to increased phase space density in the lasing mode
for the same carrier density, as well as reduced non-radiative loss of the trapped interlayer
excitons, enhancing the performance of heterobilayer lasers.

Future studies may clarify the role of moiré lattices in heterobilayer lasers. The present
heterobilayer laser could be improved by reducing the inhomogeneous broadening of the
gain medium via encapsulation with hexagonal boron nitride, improving the cavity Q, and
reducing mode competition with lateral confinement of the cavity modes. Also, differ-
ent combinations of van der Waals materials in the heterobilayer could be used to create
interlayer exciton lasers of different wavelengths. Using cavities with lateral rotational
invariance would allow a valley-polarized interlayer exciton laser to be realized. Finally,
electrical tuning of the oscillator strength might allow fast modulation of the laser, and elec-
trical injection could be implemented via atomically thin, bilayer p–n junctions [20, 21].
Adiabatic electrical tuning [171] might be used to explore coherent indirect exciton gases.
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CHAPTER 7

Electrical and Structural Control of TMDC
Monolayers and Heterobilayers

The versatility of 2D materials comes from the ability to change and control their properties
using electrical field or band structure engineering. In this chapter, we present a collection
of preliminary work on electrical gate tuning and bandgap engineering of TMDCs. We will
discuss the gate-depenendent optical properties of monolayer and heterobilayer samples
and introduce WS2/MoSe2 hybrid excitons.

7.1 Monolayer MoSe2 gate control of exciton species

In monolayer TMDCs, introduction of charges can form stable lower energy trion states.
Using gate contacts that change the doping density of the monolayer, we can control the
relative emission intensities of the exciton and trion [102]. Here, we demonstrate gate-
dependent changes in the relative PL emission intensities between exciton and trion in
monolayer MoSe2.

Figure 7.1(a) shows a schematic of the gated monolayer MoSe2 device. Monolayer
MoSe2 was transferred onto a SiO2 substrate using a dry transfer technique (Chapter 4
section 4.1.3). A stencil mask was aligned to the monolayer using a transfer stage and
secured onto the substrate using a metal clip. 5 nm thick titanium adhesion layer and 200
nm thick gold layer were deposited onto the exposed regions on the sample. For the back
gate contact, we deposited gold onto a small corner of the sample, and used silver paint
to electrically connect the gold contact to the Si layer. The contacts were wire bonded
to a PCB and connected to a source meter. An image of the final sample is shown in
Figure 7.1(b).

We characterized the device at 5 K by performing a gate-dependent PL measurement.
As shown in Figure 7.1(c) and 7.1(d), the sample is negatively doped at 0 V, as shown
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Figure 7.2: WS2/MoSe2 hybridized excitons. (a) Band alignment of the uncoupled and
coupled heterobilayer. XMoSe2 (XWS2) is the MoSe2 (WS2) A exciton transition. HX1 and
HX2 are the hybridized exciton transitions. (b) PL and reflection spectra of the hybridized
exciton.

by the dominant trion emission peak. At negative gate voltages, exciton emission is more
dominant and the sample is close to charge neutral. These results demonstrate the in situ

controllability of the exciton species using gate contacts.

7.2 WS2/MoSe2 hybridized excitons

The diversity of available TMDC materials and their bandgaps (Figure 2.9) in addition to
the ease of forming heterostructures allow us to mix-and-match materials and change the
electronic and optical properties. In particular, WS2/MoSe2 heterobilayer is unique be-
cause the conduction bands of the two materials are closely aligned in energy. This results
in tunneling of the electrons between the conduction bands, which leads to coupling and
hybridization of the intralayer and interlayer exciton states [172]. The hybridized excitons
inherit strong oscillator strength from intralayer excitons and large interaction strength and
gate tunability from interlayer excitons.

Figure 7.2 shows a band alignment diagram of the hybridized WS2/MoSe2 exciton
states and the PL and reflection contrast measurements. In this example, HX1 is the
intralayer-like exciton and HX2 is the interlayer-like exciton. PL measurement alone is
insufficient to determine whether hybridized exciton states are formed because the trion
emission is indistinguishable from the hybridized exciton emission and there could also
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Figure 7.3: WS2/MoSe2 gated device. (a) Schematic illustration of the top and bottom-
gated heterobilayer. E is the electricl field across the heterobilayer. (b) Optical microscope
image of the device. The scale bar is 50 µm.

be defect-related emission. However, trion has a smaller oscillator strength than the hy-
bridized excitons and does not produce a strong absorption signal in the reflection contrast
measurements. Thus, two distinct signals in the reflection contrast near the MoSe2 exciton
resonance energy signals the formation of hybridized excitons (Figure 7.2(b)).

7.2.1 Electrical control

The conduction bands are closely aligned in WS2/MoSe2 heterobilayer and applying an
external electric field will induce a Stark shift of the conduction and valence bands to
change the excitonic states to switch from interlayer-like to intralayer-like exctions [111,
173]. This can be useful for controlling the light-matter and many-body interactions in 2D
photonic devices.

Here, we demonstrate some preliminary results on electrically controlled WS2/MoSe2
devices. The sample consists of a hBN encapsulated, rotationally aligned WS2/MoSe2
heterobilayer with a few-layer graphene top and bottom contacts. The graphene contacts
are connected to a gold contact pad patterned using EBL (Chapter 4 section 4.5). Figure 7.3
shows the schematic diagram and the optical image of the device.

As external electric field is applied to the device, the interlayer exciton energy levels
shift proportionally to the magnitude of the electric field, whereas the intralayer exciton
energy stays the same. When the conduction bands of WS2 and MoSe2 are near reso-
nant, the hybridization of the energy levels manifests as anti-crossings of the interlayer
and intralayer exciton energies. Figure 7.4 shows the voltage-dependent reflection contrast
measurements. Note that the linewidths of the reflection dips are large, possibly due to
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Figure 7.4: WS2/MoSe2 gate-dependent reflection contrast measurement. (a) Reflection
contrast spectra at different gate voltages. (b) Gate-dependent interlayer and intralayer
exciton energies.

the inhomogeneity introduced during the fabrication procedure. More work is required to
optimize the fabrication and testing procedures to produce a sample with higher optical
quality.

7.2.2 Cavity control

Another way of modifying and controlling the WS2/MoSe2 hybridized excitons is to use a
cavity. The formation of moiré excitons in the heterobilayer combined with the cavity con-
finement can result in moiré exciton-polaritons confined in all three dimensions with strong
nonlinearity [174]. Using the transferrable DBR cavity with a high Q-factor could enable
sufficient thermalization of exciton-polaritons to allow condensation. Here, we present the
preliminary result that demonstrates cavity coupling of WS2/MoSe2. It is critical to have a
clean sample with very few impurities or bulk 2D material flakes. We used the PC transfer
method (Chapter 4 section 4.1.3) to deposit a hBN encapsulated WS2/MoSe2 heterobilayer
onto the SiO2/TiO2 bottom DBR. After performing PL and reflection contrast measure-
ments to characterize the sample, we transferred the ZnS/MgF2 transferrable DBR on top
(Chapter 4 section 4.3.1). The dispersion of the WS2/MoSe2 hybridized excitons coupled
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Figure 7.5: Angle-resolved PL spectrum of WS2/MoSe2 coupled to a transferrable DBR
cavity. Dashed white lines are the cavity and exciton dispersions and the dashed red lines
are the upper, middle, and lower polariton dispersions.

to a cavity can be modeled by a coupled oscillator model with a Hamiltoninan:

H =


EHX1 0 Ω1

0 EHX1 Ω2

Ω1 Ω2 Ec

 . (7.1)

Here,EHX1,2 are hybridized exction resonances,Ec is the cavity resonance energy, and Ω1,2

are coupling strengths. This results in a upper, middle and lower polariton dispersions. Fig-
ure 7.5 shows the angle-resolved PL spectrum of the cavity-coupled WS2/MoSe2. Detailed
material characterization, modeling, and measurements are required to correctly identify
the different states.

7.3 Conclusion

We have demonstrated several ways of controlling the properties of TMDC monolayers and
heterobilayers. Doping monolayer MoSe2 can be used to switch the excitonic state from
neutral excitons to trions and vice versa. Electrial gating of heterobilayer WS2/MoSe2 can
tune the energies of the hybridized excitons, and cavities can be used to form exciton-
polariton states. Building off of these preliminary results, we can further demonstrate con-
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trollable 2D photonics.

110



CHAPTER 8

Conclusion and Outlook

8.1 Summary

Atomically-thin 2D semiconductor materials serve as a promising platform for the next
generation of photonic devices that are more compact and efficient than existing technol-
ogy. Specifically, this thesis focused on developing techniques for fabricating high quality
TMDC samples, engineering new types of cavities, and performing optical measurements
to characterize the photonic devices. We demonstrate novel strong coupling and photon
lasing devices with TMDC monolayers and heterobilayers.

First, we developed a new method of creating high-Q microcavities for TMDC mate-
rials. Reliably producing high-Q DBR cavities for TMDCs is challenging, and previously
has not been demonstrated for fully hBN encapsulated TMDCs. We demonstrate a high-Q
DBR cavity with a transferrable, high-reflectance top DBR. Systematic cavity characteri-
zation measurements show that our method reliably produces DBR cavities with Q-factors
greater than 2,000 and up to 10,000. Reflection and PL measurements show strong coupling
with a fully hBN encapsulated monolayer MoSe2.

We also demonstrated a novel semiconductor photon laser with a WSe2-MoSe2 hetero-
bilayer. This is one of the first demonstration of lasing in TMDC heterobilayers. To verify
lasing, we measured a nonlinear increase of the emission intensity as a function of pump
power, accompanied by a linewidth narrowing at the threshold power. The lasing device
shows a sudden increase in the spatial coherence length at threshold power, indicating the
formation of extended spatial coherence.

8.2 Future work

Exciton-polariton condensation occurs when many polaritons occupy the same quantum
state. Due to their light effective mass, exciton-polariton condensation can have a critical
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temperature up to four orders of magnitude higher than that of atomic BECs, theoretically
allowing condensation at room temperature. From a practical aspect, exciton-polaritons can
provide highly coherent and monochromatic light with a very low lasing threshold, making
them energy efficient. Exciton-polariton condensation has been explored extensively in
GaAs but still remains elusive in the TMDC system.

This thesis lays the groundwork for exploring exciton-polariton condensation in TMDCs,
but more work is needed to realize condensation, and better yet, room temperature conden-
sation. The high-Q transferrable DBR cavity exciton-polariton could be an ideal platform,
and careful power dependence measurements under various pumping conditions could re-
veal more information about the nonlinearity of the polariton emission.

Another possibility is to utilize the moiré lattice confinement potential to enhance the
nonlinearity of the exciton-polaritons and encourage condensation. In Chapter 7, we show
preliminary work on using a WS2/MoSe2 hybridized excitons to utilize the strong oscilla-
tor strength of the hybrid excitons and the formation of a moiré superlattice. Systematic
optical studies and careful optimization of fabrication procedures are required to take a step
closer to condensation. Another direction, not shown in this thesis, is to use a type-I band
alignment of molybdenum ditelluride (MoTe2)/WSe2 heterobilayer to demonstrate cavity
coupling of an intralayer moiré lattice exciton. Some work has been done to prepare the
MoTe2/WSe2 sample and perform cursory measurements, but more work is needed to build
the measurement setup for this device.

Combining electrical and cavity controls in one device provides a powerful tool that
expands the parameter space of measurements and increases the chances of finding the
ideal conditions that will lead to exciton-polariton condensation. However, incorporating
metal contacts to cavity structures is challenging because the metal absorption can destroy
the cavity mode. Thus, finding ways to overcome this challenge is an important next step.
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