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interpretation is subject to large uncertainties. . . . . . . . . . . . . . . . . 39
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5.1 We constrain gaγγgaee ≲ 1.3×10−25 GeV−1 at 95% confidence for low ma from

the non-observation of X-rays from the MWD RE J0317-853. We translate

this result to constraints on gaγγ assuming: (i) a tree-level axion-electron cou-

pling with Caee = Caγγ, and (ii) the loop-induced Caee ≈ 1.6 · 10−4Caγγ that

represents a conservative W -phobic axion (the loop-induced Caee is generi-

cally larger). The expected 68% (95%) containment region for the power-

constrained 95% upper limit is shaded in green (gold) for the W -phobic sce-

nario. Previous constraints are shaded in grey [26]. . . . . . . . . . . . . . . 41

5.2 The binned counts over 1–9 keV from our ∼40 ks Chandra observation of the

MWD RE J0317-853. No counts are observed within the vicinity of the source,

whose location is indicated along with intermediate locations at various stages

in the astrometric calibration process (see text for details), and also no more

than one count is observed in any pixel. The dashed circle indicates the extent

of the ROI used in our analysis. The inset panel illustrates the signal template

in grey scale, for the first energy bin, over the analysis ROI. . . . . . . . . . 43

5.3 The energy spectrum found from our analysis of the Chandra data from the

MWD RE J0317-853. In each of the four energy bins the best-fit fluxes are

consistent with zero (the 68% containment intervals are shown). We also

illustrate the predicted axion-induced signal that would be seen from an axion

with the indicated couplings and ma ≪ 10−5 eV. . . . . . . . . . . . . . . . 46

5.4 The 95% one-sided limit on the axion-photon and axion-electron coupling

from this chapter |gaeegaγγ| < 1.3×10−25 GeV−1 assuming ma ≪ 10−5 eV. For

ma ≳ 10−7 eV the leading constraint on gaγγ is from the CAST experiment [27]

and HB star cooling [28], while forma ≲ 10−10 eV it is fromX-ray observations

of SSCs [29]. The leading limits on gaee are from WD cooling [30] and TRGB

observations [31, 32], while the 68% containment region for explaining stellar

cooling anomalies [33], along with the best-fit coupling, is also indicated and

in tension with our null results. In the regime that is excluded by WD cooling,

our analysis should be modified to account for stellar energy loss into axions.

Dashed diagonal lines show the relations Caee/Caγγ = 1 and also Caee/Caγγ =

1.6 × 10−4, the latter corresponding to the W -phobic loop-induced axion-

electron coupling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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6.1 The background-subtracted X-ray spectrum of RX J1856.6-3754 for each of

the three cameras individually and combined. The data points were con-

structed by stacking all available exposures from the source, with best-fit

spectral points and associated 68% confidence intervals indicated. In all three

cameras there is a clear and consistent excess above the background in the

hard X-ray range of 2 keV to 8 keV, and because of the complementary

strengths of the individual cameras we believe this excess is robust. The solid

curves denote the best-fit thermal spectra with hydrogen absorption fit from

0.5 keV to 1 keV, and as can be seen the extrapolations of these spectra to

the hard energy range does not account for the observed excess. . . . . . . . 61

6.2 χ2 maps (summed over 2-8 keV and all exposures) for each camera centered

around the location of RX J1856.6-3754. In each case, the inner red ring

denotes the radius within which the source data is extracted. The background

data is extracted from the annulus between the inner and outer red rings.

The maps are presented down-binned for presentation purposes only. Blue

rings, where present, indicate the location of point sources identified in a joint

analysis of PN and MOS data with a local TS greater than 9. Masking the

identified point sources has little effect on the spectrum. Pixels that do not

reside within signal or background extraction regions are displayed in grey.

(Left) The PN data shows a significant excess in the signal region. Due to

the large XMM PSF it is not confined to a single full-resolution pixel and

is only apparent after down-binning. (Center) The MOS data shows a less

clear excess as compared to the PN data. (Right) The Chandra data shows a

central pixel excess with no other clear point sources visible in the background

region appearing with approximately 3σ significance. Note that the axis scale

for Chandra is much smaller than for the XMM cameras due to Chandra’s

improved PSF: in fact, the entire Chandra map would fit within the XMM

source regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.3 A comparison of the observed distributions of counts in the background regions

summed over energies from 2 to 8 keV with the expected counts distribution

under the best-fit uniform background model for PN (left) and MOS (right).

Fitted distributions and observed counts are shown both with and without

the application of a point source mask, and p-values are indicated. . . . . . . 66
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6.4 (Upper Left) The results of the fiducial analysis procedure. Results shown for

PN, MOS, and Chandra, with p-values corresponding to our goodness-of-fit

test of the background model in the background region in the upper right

corner. The excess can be seen in all bins for PN and Chandra, while such an

excess, if present, is not clearly visible in MOS. (Upper Center) Identical signal

and background extraction regions as in the fiducial analysis but fitting the

background using the astrophysical exposure, which accounts for vignetting,

within signal and background extraction regions. (Upper Right) The fiducial

analysis with the inclusion of a point source (PS) mask. The p-value for

the goodness-of-fit in the PN data has markedly improved while the spectra

remain largely unchanged. (Lower Left) As in the fiducial analysis, but with

the signal extraction region increased to 75% of the energy-averaged 90%

EEF radius. For PN and MOS, the background extraction radius is doubled

but is unchanged for the Chandra extraction. Limits and fits do not change

significantly, but the p-values for the goodness of fit in PN and MOS show

tension, perhaps attributable to nearby point sources. (Lower Center) An

analysis using the larger extraction regions and the point source mask. The

p-values increase, demonstrating an improved goodness-of-fit after masking.

(Lower Right) An analysis using the larger extraction regions and point source

mask but using a background template linearly varying in RA and Dec. . . . 82

6.5 (Top) The best-fit I2−8 in [10−14 erg/cm2/s] for the individual exposures (left,

PN; right, MOS) for RX J1856.6-3754 plotted against the flaring rate for

that exposure, if flaring was observed. (Middle) The best-fit I2−8 in [10−14

erg/cm2/s] (left, PN; middle, MOS; right, Chandra) plotted against the count

rate in the central pixel for that exposure. (Bottom) The best-fit I2−8 in [10−14

erg/cm2/s] (left, PN; right, MOS) plotted against the surface temperature

determined from the 0.3-2 keV data in the same exposure. . . . . . . . . . . 83
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6.6 The MARX simulation results compared to the real Chandra data, shown in

gray. The red curve shows the input spectrum to MARX with the additional

flux dF/dE = 10−15 ergs/cm2/s/keV, from which we recover the red data

points. The blue curve (with recovered blue data points) does not include this

additional flux. The pileup of the soft emission does not appear to significantly

impact the detection of the hard flux in this case, as we accurately recover it

even with reduced statistical errors by inflating the exposure time to 10 Ms.

When we input the spectrum with no high-energy tail, we again recover the

input spectrum, as shown in blue. Pileup is unable to artificially reproduce

the observed hard X-ray excess. . . . . . . . . . . . . . . . . . . . . . . . . 84

6.7 The best-fit 2-8 keV intensities for RX J1856.6-3754 in [erg/cm2/s] in the

PN and MOS cameras fit from the individual exposures. The bands cover

the 1σ confidence intervals for the joint datasets. (Left) The PN results for

the 40 individual exposures used in our analysis and the MOS results for the

18 individual exposures used in our analysis. For PN, there appears to be

no evidence for variability on the timescale shown. Between approximately

2008 and 2010, the ∼five I2−8 values are low by approximately 1σ, but this

may simply be a statistical fluctuation. It could also be due to the flaring

of a source in the background region. (Right) The Chandra results for the 9

individual exposures used in our analysis. The limits are highly one-sided due

to the low number of counts. . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6.8 The summed exposure times in each camera for each NS in our analysis. We

have chosen not to analyze Chandra data from NSs RX J1308.6+2127, RX

J0720.4-3125, and RX J1605.3+3249 due to pileup concerns. Note that for

RX J2143.0+0654 no MOS data is available that both passes our SP flaring

cut and fully contains the signal and background regions in the images. . . 85

6.9 As in Fig. 6.6. (Left) The MARX simulation results for RX J0806.4-4123.

We see that the simulation correctly recovers the true flux when the high

energy tail is input into the spectrum; however, when there is no high-energy

tail, pileup generates slightly more flux in the 2-4 keV bin than expected.

This energy bin is excluded from our analysis, though, because of concerns

about contamination from thermal emission from the NS surface. (Right) The

MARX simulation results for RX J0420.0-5022. In this case, our analysis of

both the simulation results recovers the input flux. We include all three high-

energy bins in our analysis of this NS. Pileup is less of a concern for this NS

because of the low thermal flux. . . . . . . . . . . . . . . . . . . . . . . . . 85
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6.10 As in Fig. 6.6 but for RX J0720.4-3125. In this case, the MARX simulations

indicate that pileup can generate a significant excess in the 2-4 keV bin, well

above the input spectrum, regardless of the existence of a hardX-ray tail. The

same is true in the 4-6 and the 6-8 keV bins, so we completely remove this

NS from the Chandra analyses. We find similar results for MARX simulations

of RX J1308.7+2127 and RX J1605.3+3249 and exclude these NSs from the

Chandra analyses as well. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.11 A summary of the results for all of the XDINSs. (Left) The total intensity

in [erg/cm2/s] recovered from the power-law fits to each of the XDINSs for

the indicated instruments. For RX J1856.6-3754 and RX J0420.0-5022 we fit

the model to data between 2-8 keV and so report I2−8. For all other NSs,

we only use data between 4-8 keV and so report I4−8. Note that in all cases

we show the best-fit intensities and the 68% confidence intervals. (Right)

The significances of any intensity excesses, determined through the procedure

in Sec. F.3. We also quote the significance of the joint fit across all three

instruments for each NS. RX J1856.6-3754 and RX J0420.0-5022 are the two

NSs where we find significant hard X-ray excesses. . . . . . . . . . . . . . . 86

6.12 As in Fig. 6.1, but for all XDINSs. Note that the black (grey) (red) curves

show the fits of the blackbody models to the low-energy (0.5-1 keV) data from

PN (MOS) (Chandra) and extrapolated to higher energies. For the PN data

only the extrapolations also include pileup. We find significant evidence for

hard X-ray excesses from RX J1856.6-3754 (∼4.5 σ) and RX J0420.0-5022

(∼2.5 σ). Note that the joint spectra, determined from combining the data

from all three cameras, are shown when more than one dataset is available.

Our hard X-ray searches use either the 2-8 keV or 4-8 keV energy ranges,

depending on the NS. We include the 2-4 keV energy bin for RX J1856.6-

3754 and RX J0420.0-5022 but not for the other NSs because of concerns

about contamination to this bin from NS atmosphere emission (see Sec. 6.3.2).

However, the evidence for hard X-ray flux from RX J1856.6-3754 and RX

J0420.0-5022 remains robust even without this energy bin. . . . . . . . . . . 87

6.13 The spin-down luminosities Lsd = 4π2IṖ /P 3, calculated using Tab. 9.1, plot-

ted against the joint observed 4-8 keV luminosities L4−8 in [erg/s]. The dotted

line indicates the correlation observed in [34]. Note that we do not show RX

J1605.3+3249 because its period is unknown. . . . . . . . . . . . . . . . . . 88
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6.14 The radio luminosity limits for the XDINSs in [mJy kpc2] plotted against

the observed joint 2-8 keV luminosities L2−8 in [erg/s] in this chapter. The

dotted line indicates the correlation observed in [35], and the shaded region

indicates the 1σ uncertainty on this relation. Note that we do not show RX

J1605.3+3249 because its hard X-ray luminosity is negative at over 1σ, and

we do not show RX J0420.0-5022 because there are no radio measurements

for this NS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.15 The best-fit optical/UV luminosities L1500−4700 in [36] integrated from 1500 -

4700 Å plotted against the L4−8 found in this chapter. There is no observable

correlation. This is perhaps not surprising considering that likely at least

some of the optical/UV excess can be explained by NS atmosphere models.

We note that RX J1605.3+3249 does not appear because it has a negative

reconstructed hard X-ray luminosity at over 1σ. . . . . . . . . . . . . . . . 89

7.1 The energy spectrum from 2 to 8 keV for NS J1856 as measured by combining

PN, MOS, and Chandra data, with 68% statistical uncertainties [15]. We also

show the best-fit axion model spectrum from a fit to this NS only, with the

core temperature fixed to the central value in Tab. 7.1. . . . . . . . . . . . . 95

7.2 95% exclusion limit and best fit 1 and 2σ regions from a joint likelihood

analysis over all of the M7 and combining PN, MOS, and Chandra data. We

compare our result to existing limits from CAST2017+NS cooling. All curves

and regions continue to arbitrarily small ma. Note that the QCD axion model

is too weakly coupled to appear in this figure. Accounting for systematic

uncertainties may allow for smaller values of gaγγgann, by approximately an

order of magnitude, as discussed in the Appendix. . . . . . . . . . . . . . . 96

7.3 Best-fit intensities I2−8 and I4−8 for all M7. The green (yellow) bands indicate

the 68% (95%) confidence intervals from the X-ray intensity measurements,

with best-fit intensities marked by vertical green lines. Black and gray er-

ror bands denote the 68% and 95% confidence intervals for the axion model

predictions at the global best-fit coupling gaγγgann and ma ≪ 10−5 eV, with

uncertainties arising from uncertain aspects of the NSs. . . . . . . . . . . . 98

7.4 As in Fig. 7.3 but for the best-fit core temperature T∞
b for J1856 and J0420. 98
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8.1 The stacked and pixelated background-subtracted count data (10 - 80 keV)

from the NuSTAR observations of the Quintuplet SSC. The locations of the

stars are indicated in black, while the 90% energy containment region for

emission associated with the SSC is indicated by the black circle, accounting

for the NuSTAR point spread function (PSF). RA0 and DEC0 denote the

locations of the cluster center. We find no evidence for axion-induced emission

from this SSC, which would follow the spatial counts template illustrated in

the inset panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

8.2 The spectra associated with the axion-induced templates from the Quintuplet

and Wd1 SSCs constructed from the NuSTAR data analyses, with best-fit

points and 1σ uncertainties indicated. In red we show the predicted spectra

from an axion with ma ≪ 10−11 eV and indicated gaγγ. Note that for Wd1 we

do not analyze the 10 - 15 keV energy bin because of ghost-ray contamination. 107

8.3 The 95% upper limits (black) on gaγγ as a function of the axion mass from

the Quintuplet and Wd1 data analyses. We compare the limits to the 1σ

(green band) and 2σ (yellow band) expectations under the null hypothesis,

along with the median expectations (dotted). The joint 95% upper limit,

combining Quintuplet and Wd1, is also indicated (expected joint limit not

shown). At low masses our limits may be surpassed by those from searches

for X-ray spectral modulations from NGC 1275 [37], though we caution that

those limits have been called into question recently, as discussed further in

the text [38]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

9.1 The luminosity and age data for each of the NSs considered in this chapter

(see Tab. 9.1). We show the best-fit cooling curves computed in this chapter

for each of these NSs under the null hypothesis and with the axion mass fixed

to ma = 16 meV, which is our 95% upper limit on the QCD axion mass in

the context of the KSVZ model. . . . . . . . . . . . . . . . . . . . . . . . . 111

9.2 The luminosity production from neutrinos, axions, and surface radiation for

an example NS with the KSVZ axion at ma = 16 meV. The NS parameters

have been chosen to be those found in the profile likelihood procedure for

J1605 with this axion mass: the BSk22 EOS, SBF-0-0 superfluidity model,

MNS = 1.0 M⊙, and ∆M/M⊙ = 10−12. . . . . . . . . . . . . . . . . . . . . . 113
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9.3 Upper limit from this chapter on the DFSZ axion mass ma as a function of

tan β, which controls the relative coupling of the axion to neutrons and pro-

tons. The width of the shaded red band reflects the uncertainty on the upper

limit by varying over superfluidity and EOS models. We compare our upper

limits to existing constraints and the projected IAXO discovery sensitivity. . 117

10.1 Constraints on the axion-photon coupling gaγγ arise from searches for axion-

induced X-rays from super star clusters [29] and a nearby MWD [39] in ad-

dition to gamma-rays from SN1987A [40], searches for spectral irregularities

with Fermi-LAT [41,42] and H.E.S.S. [43], the CAST axion helioscope [27], HB

star cooling [28], and constraints from SHAFT [44], ABRACADABRA [45,46],

ADMX [47, 48], and RBF+UF [49, 50] that are contingent on the axion be-

ing dark matter. The fiducial 95% upper limit from this chapter from the

non-observation of linear polarization from SDSS J135141 is computed as-

suming the most conservative (at 1σ) magnetic field strength, MWD radius,

and orientation. The shaded orange region shows how the limits change when

considering astrophysical uncertainties; the dominant uncertainty is the incli-

nation angle. The limit found using the best-fit astrophysical parameters for

the MWD is also indicated. . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

10.2 The MWD emits thermal, unpolarized light, but this light may acquire a

linear polarization when traversing the magnetosphere by photon-to-axion

conversion. Photons polarized along the direction of the transverse magnetic

field may convert to axions, while those polarized in the orthogonal direction

are unaffected. Note that the conversion process may take place well away

from the MWD surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

10.3 (Top) The wavelength of the 3d−1 − 2p0 absorption line as a function of mag-

netic field. The red shaded region indicates the range of field strengths present

on the surface, assuming the best-fit dipole field of 761 MG from [16]. (Mid-

dle) In solid black is the 3d−1 − 2p0 line template for a 761 MG dipolar field;

in dashed black for 400 MG. (Bottom) The flux of SDSS J135141 as measured

by SDSS DR7 (gray). In solid black is the best fit spectrum assuming a 761

MG dipole field. In dashed black is the best fit spectrum assuming a 400 MG

dipole field. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

xxii



10.4 The linear polarization data as a function of wavelength towards the MWD

SDSS J135141 as observed by [51] with the SAO 6-m telescope. We use a

Gaussian likelihood to fit a model to the data with three components: (i) the

axion signal, (ii) the astrophysical background, and (iii) an instrumental sys-

tematic contribution. We assume that the axion signal and the instrumental

systematic are wavelength-independent, while the astrophysical background

depends on wavelength as described in Sec. 10.2.1. The axion signal and the

instrumental systematic contributions would be completely degenerate, given

that the systematic normalization parameter can take either sign, but for the

prior on the systematic nuisance parameter. The best fit model, along with

the axion contribution to that model, are illustrated, along with the best-fit

statistical uncertainties on the data; the statistical uncertainty is treated as a

hyperparameter that is determined by maximum likelihood estimation. The

red band illustrates the allowed axion contribution at 1σ confidence. At the

best-fit point the astrophysical normalization is zero. Still, we illustrate the

astrophysical linear polarization model, with an arbitrary normalization. . . 140

10.5 (Left) The Gaia EDR3 data set in the three bandpasses (dots), G, GBP, and

GRP, for SDSS J135141. The model from cooling sequences is shown as error

bars in each bandpass at the best fit WD mass of 0.7 M⊙ and age. (Right)

The same as the left panel, but now for Grw+70◦8247 at the best fit WD

mass of 1.0 M⊙. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
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10.6 (Left) The axion-induced linear polarization fraction Lp for SDSS J135141 as

a function of the inclination of the magnetic dipole moment relative to the

line-of-sight. The polarization fraction vanishes for i = 0◦ and 180◦ because

in these cases there is no preferred direction for the linear polarization to

point. We highlight in orange the inclination angles preferred at 1σ by the

analysis in [16]. In our fiducial analysis we fix the inclination angle at the

value, indicated by vertical orange, within the 1σ band that leads to the

weakest limit. Note that in the figure we also fix the magnetic field at the

lowest value allowed at 1σ, and also the polarization fraction is illustrated for

the indicated value of gaγγ. Since Lp ≪ 1, however, the polarization fraction

scales approximately quadratically with gaγγ. (Right) As in the left panel, but

illustrating the dependence of Lp on the dipole magnetic field strength. Note

that the inclination angle is fixed at the conservative value indicated in the

left panel. The shaded orange region is that preferred at 1σ by [16]; in our

fiducial analysis we fix the magnetic field at the value corresponding to the

lower edge of this region to be conservative. In both panels that axion mass

is ma ≪ 10−7 eV such that Lp is independent of ma. . . . . . . . . . . . . . 145

10.7 As in the left panel of Fig. 10.6 but for the MWD Grw+70◦8247. As in

Fig. 10.6 we fix gaγγ = 10−12 GeV−1. We illustrate the dependence of Lp on

the inclination angle for both the dipole fit presented in [52], which has polar

field strength Bp = 347 MG, and for the best-fit harmonic model (out through

ℓ ≤ 4) from [52]. The best-fit inclination angles for both fits are indicated by

the vertical lines (solid for harmonic and dashed for dipole). Note that the

harmonic model does not lead to vanishing Lp at i = 0◦ and i = 180◦ because

their magnetic field profile is not symmetric about the magnetic axis in this

case. Ref. [52] does not present uncertainties on their fit parameters, so we

estimate that the leading uncertainty arises from the inclination angle. We

estimate this uncertainty using the difference between the inclination angles

from the dipole and harmonic fits. In particular, we take the uncertainty on

the inclination angle to be twice the difference between the inclination angles

measured between the dipole and harmonic fits. To be conservative we then,

in our fiducial analysis, fix the inclination angle in the harmonic model at the

indicated value (solid, vertical orange) that leads to the smallest value of Lp. 149
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10.8 As in Fig. 10.1 but for the MWD Grw+70◦8247. We compute the upper

limit on gaγγ using the harmonic magnetic field model. The orange region

arises from varying the inclination angle over the region shown in Fig. 10.7;

the fiducial upper limit is that computed with the inclination angle shown

in solid vertical in that figure. The upper limit computed with the best-fit

inclination angle in [52] is also indicated. Note that we fix the MWD radius

at Rstar = 6.7 × 10−3 R⊙, which is the smallest value allowed at 1σ in our

analysis, in order to be conservative. . . . . . . . . . . . . . . . . . . . . . . 151

10.9 The linear polarization data from [53] for PG 1031+234 presented as ratios

of the Stokes parameters Q (left) and U (right) relative to the intensity I.

We fit a model consisting of an axion, astrophysical, and systematic contri-

butions to the joint Q/I and U/I data, treating the statistical uncertainty

as a nuisance parameter. We display the best-fit joint model, in addition to

the best-fit components. The uncertainties on the data points are the best-fit

uncertainties from maximum likelihood estimation of the associated hyperpa-

rameter. The magnetic field model consists of two dipoles, with one being

offset, and thus the axion and astrophysical contributions have varying phase

differences over the rotational phase of the MWD. We estimate the constraint

|gaγγ| ≲ 8.8 × 10−12 GeV−1 at 95% confidence for ma ≪ 10−7 eV, subject

to the caveat that the magnetic field model is fixed at the best-fit model

from [53]. The best-fit axion coupling, corresponding to the illustrated curve,

is gaγγ ≈ 7.4× 10−12 GeV−1. . . . . . . . . . . . . . . . . . . . . . . . . . . 153

11.1 Left Panel The internal temperature (black) and density (red) profiles of the

0.79 M⊙ star when it is 13 Gyr old. Right Panel The central temperature

(black) and central density (red) of the 0.79 M⊙ star as a function of time

during the RGB phase, which spans the x-axis of the plot. . . . . . . . . . . 161

11.2 Main Plot The luminosity of the 0.79 M⊙ star as a function of time during

the RGB phase, which spans the x-axis of the plot. Inset The same as the

main plot but zoomed in around the red giant bump. . . . . . . . . . . . . . 162
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11.3 Top Panels: The maximum ignition parameter, ζ, described in Eq.(11.10),

for a simulated DM trajectory assuming an initial angular momentum ℓ0 =

10−4c × 1010 cm, where 1010cm = 0.14 R⊙, and the benchmark mass M

star. In light grey are constraints from non-observation of DM-induced Type

Ia supernova in WDs [54, 55](triangular shape) and from microlensing [56]

(vertical line). Top Left: 100 Myr before the expected HF ( total RGB phase

duration is TRGB ∼ 590 Myr). Top Right: 1 Myr remaining in the RGB

phase. Bottom Panels: The rate of DM induced HF ignition ΓM [Gyr−1],

with correction factor c(t) set to 1 for comparison purposes, see Eq. (11.13).

Bottom Left: 100 Myr before the nominal HF. Bottom Right: Ignition

rate 1 Myr before HF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

11.4 The M15 LF (black data points) with uncertainties given by
√
Ni. In red, we

show the best-fit LF with no DM ignition. In black, we show the LFs with

mχ = 3× 1018 g and σχn = 4× 103 cm2 (dashed), σχn = 4× 104 cm2 (dotted),

σχn = 105 cm2 (solid). The hatched region indicates those four bins around

the RGB bump which are masked in the analysis. . . . . . . . . . . . . . . . 168

11.5 The red line is the 95% limit on macroscopic DM from the non-observation

of DM-induced He flashes in the GC M15 LF; the region inside this line is

excluded. The dashed line is the Asimov expectation with green (yellow)

bands denoting the 1σ (2σ) containment region. We assume that the M15

DM is dominantly from the MW halo. We additionally show constraints from

the non-observation of DM-induced Type Ia supernova in WDs [54, 55] and

from microlensing [56]. Macroscopic DM is bounded from above from CMB

observations [57] and the non-observations of gas cloud heating [58], although

at too large cross-section to be shown on this plot. We also show as a dotted

line where the DM is nuclear density ρ0 = 2× 1014 g/cm3. . . . . . . . . . . 171

A.1 Results of the synthetic signal test. We inject an artificial DM signal to the

data, with mixing angle sin2(2θinj) as indicated on the x-axes, and recover

values sin2(2θrec), shown on the y-axes. In (A), we show the results for 6.8

keV; (B), for 7.0 keV; (C), for 7.3 keV. The red curves show the power-

constrained 95% one-sided upper limits that we find on the analysis of the

hybrid datasets, consisting of the real data plus the synthetic signal. The

bands show the mean (black), 1σ (green) and 2σ (yellow) expectations for the

95% one-sided upper limit. The injected signal strength is never excluded, as

indicated by the red line never dropping below the dashed black diagonal line. 184
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A.2 The effects of a different DM profile. As in Fig. A.1, we add a fake DM

signal to the real data, with mixing angle sin2(2θinj) as indicated on the x-

axis. Here we have fixed ms = 7.0 keV. We show the TS assuming the NFW

DM profile (red), which was used in the production of the synthetic signal,

and the Burkert profile (black dashed) with a 9 kpc core. The TS is almost

insensitive to the DM profile assumed. . . . . . . . . . . . . . . . . . . . . . 186

A.3 A map of the exposure times. Exposure times for the exposures included in

the fiducial analysis on a map of galactic coordinates, where l is longitude and

b is latitude. In cases where multiple exposures occur at the same position,

we only show the longest exposure time. . . . . . . . . . . . . . . . . . . . . 186

A.4 Maps of the maximum TSs. The maximum TSs for the individual exposures

illustrated in Fig. A.3 at three different mass points 6.88 keV (A), 7.11 keV

(B), and 7.28 keV (C). The high-TS exposures appear randomly distributed

about the region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

A.5 The distribution of δχ2/DOF for the MOS (A) and PN (B) exposures con-

sidered in our fiducial analysis for ms = 7.1 keV. The number of degrees of

freedom is 98 (95) for the MOS (PN) exposures. Under the null hypothesis,

these distributions should follow the appropriate χ2-distributions, which are

shown in dashed red. The vertical error bars on the black data points are the

1σ Poisson counting uncertainties, while the horizontal error bars show the

bin ranges. The observed data are consistent with the null hypothesis model. 189

A.6 Limits from individual exposures. (A) The one-sided power-constrained 95%

limits (red) from the 10 most constraining exposures, which are listed in Ta-

ble A.1. The shaded regions and pre-existing constraints are as labeled in Fig.

1. (B) The maximum TSs (red) for the 10 exposures. The distribution of TSs

observed is consistent with the null hypothesis. The green and yellow regions

indicate 1σ and 2σ detections, respectively. . . . . . . . . . . . . . . . . . . . 189

A.7 Results for our most constraining exposure. (A) An example spectrum ob-

tained from the PN camera of observation ID 0653550301, our most constrain-

ing exposure, as listed in Table A.1. In addition to the data (black circles)

we show the best-fitting QPB and astrophysical models (red line and dashed

black line respectively), under the assumption of no UXL. The energy range

shown corresponds to that in our fiducial analysis, and the individual energy

bins are 0.015 keV wide. (B) The profile likelihood for the strength of the

3.55 keV signal for the dataset shown on the left, in terms of the mixing angle.193
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A.8 Limits with different DM density profiles. The parameter space from Fig.

1, compared to our limits for different assumptions about the DM density

profile. In additon to the fiducial NFW profile (solid red), we consider the

NFW profile with a 1 kpc core (dot-short dashed red), an NFW with rs = 16

kpc and ρ0 = 0.47 GeV/cm3 [59] (dot-long dashed red), and the Burkert

profile with a 9 kpc core (dashed red). See text for details. . . . . . . . . . . 193

A.9 Exploring the results from individual cameras. Variations to the limit (A)

and TS (B) arising from performing independent analyses on the MOS (solid

black) and PN (dashed black) datasets, to test for possible systematic effects

present in one camera but not in the other. These can be compared to the

fiducial results (red). We find that both limits are independently inconsistent

with the decaying DM interpretation of the UXL. . . . . . . . . . . . . . . . 195

A.10 Variations to the limits arising from different selection criteria that determine

which exposures are included in the joint likelihood. In (A) we vary the cuts

on the exposures while in (B) we vary the regions considered. The various

criteria are summarized in Table A.2. In all cases the decaying DM origin of

the UXL is inconsistent with the resulting limits. . . . . . . . . . . . . . . . 195

A.11 The effects of down-binning the data. As in Fig. A.7, except here we have

down-binned the output energy channels of the PN detector forward modeling

matrix. (A) we down-bin to to 0.1 keV output energy channels across the 0.5

keV energy window and show the fitted model. In red we show the QPB

counts as data points and the model as a solid line, respectively. The X-ray

data we show as black data points, and we show the model for the astronomical

counts in dotted black. The sum of the two models, which is fitted to the X-

ray counts, is shown in solid black. (B) we compare the profile likelihood for

a UXL at 3.55 keV obtained from this analysis (solid black line), compared to

the fiducial profile likelihood in Fig. A.7 (red). The two profile likelihoods are

very similar, as expected given that the PN energy resolution is ∼0.1 keV. We

also show the result of using a single 0.15 keV wide output energy bin (dotted

black line) centered at 3.55 keV. . . . . . . . . . . . . . . . . . . . . . . . . 197
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A.12 The effects of adding extra lines on the profile likelihood. (A) The profile

likelihood for a Monte Carlo-generated dataset with no DM decay signal.

The solid black line indicates the results using our fiducial analysis, while

the dotted red line indicates the results when including the lines at 3.31 keV

and 3.69 keV. The analysis with extra lines sets weaker limits on the sterile-

active mixing angle, due to the partial degeneracy between the background

and signal models. (B) The profile likelihood for a Monte Carlo-generated

dataset with an injected signal of sin2(2θ) = 1.8 × 10−10, indicated by the

vertical dotted black line. Again, the analysis with the extra lines sets weaker

limits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

A.13 The effects of adding extra lines on the fitted model. The best-fitting models

assuming a DM mass of 7.1 keV for fixed signal strengths (A, sin2(2θ) =

1.8 × 10−10; B, sin2(2θ) = 3.6 × 10−10; C, sin2(2θ) = 5.4 × 10−10) for the

fiducial background model (red line) and the background model with extra

lines (black line). The data shown (black points) is the Monte Carlo data

analyzed in the left side of Fig. A.12. . . . . . . . . . . . . . . . . . . . . . 201

A.14 The effects of adding extra lines on the limits and TS. (A) The one-sided

power-constrained 95% limits on sin2(2θ) as a function of the DM mass ms

with the analysis with extra lines, compared to the fiducial limit and the

parameter space from Fig 1. We show the extra-line limits for the MOS

and PN datasets independently and combined. The fiducial limit is stronger

than the limit when including the extra lines. Nevertheless, the latter limit

remains inconsistent with the detections shown in Fig. 1, and the best-fitting

parameters in [60] (red point). Our conclusions are not dependent on our

choice of background model. (B) The test statistic (TS) in favor of a decaying

DM interpretation of the UXL as a function of the DM mass ms with the

analysis with extra lines (black), compared to the fiducial TS (red). The green

and yellow regions indicate 1σ and 2σ detections, respectively. No evidence

for decaying DM in either analysis is found. . . . . . . . . . . . . . . . . . . 203

A.15 The effects of adding extra lines on the χ2 . For the 7.1 keV mass point,

we show a histogram of the individual χ2
fid − χ2

lines values from each individ-

ual exposure in our fiducial analysis, with error bars calculated from Poisson

statistics. We show the MOS (red) and PN (blue) data separately and our

fiducial data (black) from Fig. 3B, with the appropriate χ2 distributions with

2 degrees of freedom illustrated by the solid curves. . . . . . . . . . . . . . . 203
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A.16 Dividing the analysis into 4 concentric regions around the Galactic Center.

(A) Distribution of TS values obtained from four independent regions, with

three mass points considered for each, are shown in black, with error bars from

Poisson statistics. The different regions are our fiducial region used in the

main chapter, as well as observations with 45◦ < r < 62.2◦, 62.2◦ < r < 74.0◦,

and 74.0◦ < r < 83.4◦, where r is the angle from the Galactic Center. These

regions have approximately 30.6 Ms of exposure each, with our fiducial set

of flux and QPB cuts. We also show in red the expectation from statistical

fluctuations of the null hypothesis, as determined by the χ2 distribution. Note

the bin with TS = 0 is excluded from the figure, but the values are stated in

the text. (B) The best fitting values (black circles) of sin2(2θ) for each of our

four regions, identified by their minimum angle from the Galactic Center, for

ms = 7.1 keV. The green and yellow regions indicate 1σ and 2σ containment

for these values, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 205

A.17 Dividing the analysis into 45 concentric regions around the Galactic Center.

(A) The limits from the inner four rings, obtained from analyses in sub-regions

consisting of concentric rings starting at 5◦ from the Galactic Center that have

approximately 3 Ms of exposure per ring, compared with the parameter space

from Fig 1. The limits from the first ring is presented in solid black, the second

in dashed black, the third in dotted black, and the fourth in dashed-dotted.

These can be compared to our fiducial limit, plotted in red. (B) As in A.16,

but for analyses in the concentric circle sub-regions used in the left panel. . 208

A.18 Analysis of stacked data. The stacked MOS (A) and PN (B) data as presented

in Fig. 2. The red curves are the sums of the best-fit null-hypothesis models

from the analyses of the individual exposures, as presented in Fig. 2, while

the dashed black curves are the best-fit null-hypothesis models from fits of the

quadratic background model to the stacked data. (C) The profile likelihoods

as functions of the signal-strength parameter sin2(2θ), including negative val-

ues, from analyses of the stacked data with the quadratic background model.

Results are shown for MOS and PN individually as well as combined. . . . . 208
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B.1 Examples of the signal region spectra for MOS (top panels) and PN (bottom

panels) in Ring 1 (left panels) and Ring 8 (right panels) with and without

background subtraction in red and black, respectively. The background-region

spectra are shown in grey. Many of the large instrumental features that are

removed when looking at the background-subtracted data. Note that for

visual clarity these spectra have been down-binned by a factor of 4. . . . . . 215

B.2 The same background-subtracted data sets illustrated in Fig. B.1 (also down-

binned), but now shown along with their best-fits under the null hypothesis.

The best-fit model prediction is shown in black, which may be decomposed

into the contribution from the GP model (dark red) and the contributions from

the individual background lines (colored curves). Note that the background

lines to include in the analysis are determined independently in each annulus,

as described in the text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

B.3 The spurious-signal hyperparameter σ2
spur,m (labeled MOS Sys. and PN Sys.),

as computed in (B.9), as a function of the DM mass. For both MOS and

PN the nuisance parameter Aspur is predominantly active at low energies,

and it plays a more significant role in PN than in MOS. We compare the

hyperparameter to the statistical uncertainties (labeled MOS Stat. and PN

Stat.), which are computed from the Hessian of the log-likelihood (without

the spurious-signal) about the best-fit mixing angle at a fixed energy. We

note that several of the sharp variations of the expected sensitivity shown in

Fig. 3.3 arise as a result of the variations of the spurious signal hyperparameter

shown here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
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B.4 (Left) The survival function of the test statistic for discovery in the analysis of

the MOS data. Under the null hypothesis, and for a large number of samples,

the survival fractions are expected to follow the χ2 distribution, as verified

by MC (as labeled). At a finite number of samples the expected chi-square

distributions are found from MC to be expected to be contained within the

green and gold shaded regions at 68% and 95% confidence, respectively. The

negligible effect of the systematic nuisance parameter can be seen by com-

paring the survival function without the nuisance parameter (red, labelled

“Data”) and with the nuisance parameter (blue, labeled “Data w/ Nuisance

Parameter”). (Center) As in the left panel, but for the PN analysis. (Right)

The survival function for the joint analysis of MOS and PN data. In blue, the

survival function for the joined PN and MOS analysis without systematic nui-

sance parameters; in red, the survival function for the joint analysis when the

PN and MOS results are corrected by their independently-tuned systematic

nuisance parameters prior to joining. . . . . . . . . . . . . . . . . . . . . . . 222

B.5 As in Fig. 3.3, but for the MOS (left panel) and PN (right panel) analyses

individually and with and without the spurious-signal nuisance parameter.

The 1σ and 2σ expectations are shown only for the case with the spurious-

signal nuisance parameter. The limits without the nuisance parameter are

slightly stronger at low masses. The sharp variations in the expected sensi-

tivity, especially visible in the PN results, arise from how the spurious-signal

hyperparameter is determined through the sliding window procedure. . . . . 223

B.6 A comparison of all results obtained in the joint analysis of PN data with and

without the inclusion of Ring 3, which may be subject to systematic mismod-

eling. Note that for this comparison we do not profile over the spurious-signal

nuisance parameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

B.7 As in Fig. 3.3, but interpreted as limits on the DM lifetime. This figure applies

for DM whose decays produce a single mono-energetic photon at energymχ/2.

If the DM decay produces two photons (as in an axion model), then the lifetime

limits are twice as strong. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

B.8 (Upper Left) The best-fit signal flux, and 1 and 2σ uncertainties, as a function

of the central UXL energy across our full energy range for the innermost MOS

ring. (Lower Left) The corresponding significance in favor of the signal model,

multiplied by the sign of the best fit UXL normalization at that energy, along

with the 1/2σ expectations under the null hypothesis. (Right Panel) As in

the left panel but for the innermost PN annulus. . . . . . . . . . . . . . . . . 225
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B.9 As in Fig. B.8 but for annulus 2. . . . . . . . . . . . . . . . . . . . . . . . . 226

B.10 As in Fig. B.8 but for annulus 3. . . . . . . . . . . . . . . . . . . . . . . . . 227

B.11 As in Fig. B.8 but for annulus 4. . . . . . . . . . . . . . . . . . . . . . . . . 228

B.12 As in Fig. B.8 but for annulus 5. . . . . . . . . . . . . . . . . . . . . . . . . 229

B.13 As in Fig. B.8 but for annulus 6. . . . . . . . . . . . . . . . . . . . . . . . . 230

B.14 As in Fig. B.8 but for annulus 7. . . . . . . . . . . . . . . . . . . . . . . . . 231

B.15 As in Fig. B.8 but for annulus 8. . . . . . . . . . . . . . . . . . . . . . . . . 232

B.16 As in Fig. B.4 but for the individual MOS annuli. Note that the systematic

nuisance parameter has not been applied since that is only incorporated in

the joint likelihood that combines the results from the individual annuli. . . 233

B.17 As in Fig. B.16 but for the PN data sets. . . . . . . . . . . . . . . . . . . . . 234

B.18 The results of the analysis of the hybrid data that consists of the real MOS

and PN data plus a synthetic DM signal. The DM signal is generated with

mass mχ = 7.0 keV and mixing angle sin2(2θ) = 2.5 × 10−11 as described in

the text. The top, middle, and third rows are analogous to Figs. B.4 and B.5,

but for the hybrid data set. The last row shows the 1, 2, and 3 σ recovered

parameter space for the signal in the mass and mixing angle plane. The best-

fit recovered signal is indicated in dark blue, while the red star denotes the

true value injected. The synthetic signal is appropriately recovered, adding

confidence that our analysis procedure has the ability to detect real DM signals

if present in the data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
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B.19 (Top Row) In red, the median 95th percentile upper limit on the recovered

signal as a function of the injection signal strength at two neutrino masses

evaluated on synthetic data. We additionally indicate the 1 and 2σ contain-

ment intervals for the ensemble of upper limits realized at each injected signal

strength. Note that these upper limits are not power constrained. These

results demonstrate that our analysis framework places robust upper limits

that do not rule out an injected signal. (Bottom Row) In black, the median

recovered detection test statistic for a signal injected in the synthetic data

as a function of the injected signal strength, with the 1 and 2σ containment

intervals also indicated. Under the null hypothesis, the detection test statistic

should follow a χ2-distribution; the median and 1σ and 2σ percentile val-

ues of the χ2-distribution are indicated by dashed grey lines. These results

demonstrate that our detection test statistic follows its theoretically expected

distribution under the null hypothesis (sin2(2θinj) = 0) and that our analysis

framework can robustly identify a signal which is present in the data. The

results are smoothed with a Savitzky–Golay filter for clarity. . . . . . . . . . 237

B.20 As in Fig. 3.3, but for three different DM density profiles, all based upon

Ref. [61]. In solid curve we show our fiducial results, corresponding to the

uncontracted NFW profile with a conservative density. The dashed curve

then shows our results using the best fit NFW profile, whereas in dashed

we show the stronger limits that would be obtained with a contracted DM

distribution. Details of the distributions are provided in the text. . . . . . . 238

B.21 The analogues of Figs. B.4 and B.5, but changing the kernel correlation length

to σE = 0.2 (c.f. our fiducial value of σE = 0.3). The differences between the

σE = 0.2 and 0.3 results are minor. . . . . . . . . . . . . . . . . . . . . . . . 239

B.22 As in Fig. B.21 but with σE = 0.4. The limit is slightly strengthened, although

again the differences are not significant. . . . . . . . . . . . . . . . . . . . . . 240

B.23 As in Fig. B.21 but with σE treated as a profiled nuisance parameter. The

results demonstrate that even providing our background model this additional

freedom does not have a significant impact on the limit. . . . . . . . . . . . . 241

B.24 As in Fig. B.21 but with the alternate GP kernel, in (B.10), with σ2 = 0.5 keV2.242

B.25 As in Fig. B.24 but with σ2 = 1.0 keV2. Adopting a large scale length again

slightly strengthens the limits, although again the systematic variation of our

results with the kernel is relatively small. . . . . . . . . . . . . . . . . . . . . 243
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B.26 A comparison of the limits obtained across the full mass range for each vari-

ation of the GP correlation-length hyperparameter considered. In particular

we show results for variations of the relative-scale and fixed-scale kernels (de-

noted σE and σ2 respectively), as well as the relative-scale kernel where the

scale profiled independently in each annulus. . . . . . . . . . . . . . . . . . . 244

B.27 As in Fig. B.21, but with the fiducial GP kernel at σE = 0.3 and the inclusion

of 3.32 and 3.68 keV lines in all analyzed annuli. The newly masked region

associated with these two lines is highlighted in light red. . . . . . . . . . . . 245

B.28 A close inspection of the limits set in our fiducial analysis and the modified

analysis that includes a 3.32 and 3.68 keV line in each annulus. We compare

the limits set in these two analyses both with (solid lines) and without (dashed

lines) the inclusion of our systematic nuisance parameter designed to test for

and correct possible mismodeling. . . . . . . . . . . . . . . . . . . . . . . . . 246

B.29 The same results as presented in Figs. B.4 and B.5, however on a modified

data set where instead of analyzing the signal ROI divided into eight individual

rings, we stack the inner three rings into a single annulus. As in our primary

approach, we subtract the background ROI flux from the signal-region data.

The results are comparable to, although slightly weaker than, those from our

fiducial approach, consistent with the reduced information available. . . . . 247

B.30 As in Fig. B.29, however considering the stacked signal ROI without sub-

tracting the background. The limit is noticeably worse, and several excesses

appear, highlighting the importance of the background subtraction. . . . . . 248

B.31 Here we compare our fiducial results using a GP model, shown in black, to the

result of an approach where the continuum background contribution is mod-

eled with a second order polynomial, shown in red, as described in the text.

Both results are shown without imposing a systematic nuisance parameter.

While our fiducial approach uses the background-subtracted signal-ROI data,

the alternate approach uses the un-subtracted data. We see that in both cases

the expected and resulting limits are in qualitative agreement, demonstrating

that our choice of GP modeling in our fiducial analysis does not drive the

sensitivity of our results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

C.1 The probability pa→γ for axion to convert into X-ray photons in the presence

of a dipole magnetic field with surface transverse field strength BT,0. We

use (C.9) with ma = 0, gaγγ = 10−11 GeV−1, RWD = 0.00405 R⊙, and E =

10 keV. In general pa→γ ∝ g2aγγ. . . . . . . . . . . . . . . . . . . . . . . . . 256
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C.2 The axion-photon conversion probability, pa→γ, for different models of the

magnetic field around RE J0317-853. Left: We assume a magnetic dipole

field with polar field strength B0 = 400MG (200 MG at θ = π/2), and we

calculate pa→γ for axion trajectories that propagate radially outward from the

star’s center (blue) as a function of the angle θ between the magnetic pole

and the propagation direction. We also show an average over trajectories that

originate throughout the star’s interior (red, dashed). Right: We assume the

offset-dipole model of [22] and calculate the trajectory-averaged conversion

probability as a function of the azimuthal angle ϕ measured from the star’s

rotation axis, which corresponds to the phase over the ∼725 s period. For

both panels, we have taken ma = 10−9 eV, gaγγ = 10−11GeV−1, ω = 10 keV,

and RWD = 0.00405R⊙. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258

C.3 The limit on |gaγγ gaee|, calculated using two different models for the back-

ground magnetic field. The alternate B-field model, with the displaced dipole,

gives a comparable result at low axion masses and slightly improved sensitivity

at high axion masses, due to the increased magnetic field strength. . . . . 259

C.4 As in Fig. 4.2, except we have broadened the Suzaku and (projected) Chan-

dra limits to encompass the systematic uncertainty that follows from the un-

certainty in the WD parameters, such as temperature, and as described in

Tab. C.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

C.5 A quantitative assessment of the robustness of our results under various WD

cooling models. Left: The models in [62–65] predict the WD core temperature,

Tc, in terms of its photon luminosity, Lγ. Additionally the black-dashed line

shows (4.5) and the vertical gray line indicates the fiducial luminosity for

RE J0317-853. Right: As in Fig. 4.2, except that we have broadened the limit

curves to reflect the uncertainty in the WD model that we use to infer Tc from

the measured Lγ for RE J0317-853. . . . . . . . . . . . . . . . . . . . . . . 262

C.6 The predicted emission spectra of primary axions (dashed blue) and secondary

X-rays (red) from RE J0317-853 with gaee = 10−13, ma = 10−9 eV and gaγγ =

10−11GeV−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

C.7 Our upper limits (from Suzaku data and projected) on |gaγγ gaee| from the

main chapter are expressed here as upper limits on |gaγγ| alone by assuming

a reasonable range of values for gaee. For instance, the blue band is our upper

limit on |gaγγ| derived from Suzaku observations of RE J0317-853, which did

not observe any X-ray flux. The upper (lower) edge of the band corresponds

to the smaller (larger) value of gaee in (C.15). . . . . . . . . . . . . . . . . . 266
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C.8 This figures summarizes upper limits on the couplings of axions with photons

and electrons for low mass axions where these limits become insensitive to ma.

The CAST helioscope provides both an upper limit on |gaγγ| from axions pro-

duced in the Sun through the Primakoff process, as well as an upper limit on

|gaγγgaee| from axions produced through the BCA processes: bremstrahlung,

Compton, and axio-recombination. We also highlight the region of parameter

space that is favored by the various stellar cooling hints [33] with the best-fit

point indicated with a gray dot, and the 1σ confidence region indicated by

a gray-dotted curve. Observations of SN1987a [40] imply an upper limit on

|gaγγ| for ma < 10−9 eV at the level shown by the gray-dashed line, but this

limit becomes weaker than the CAST limit above ma ≈ 10−8 eV. . . . . . . 267

D.1 As in Fig. 5.1 but projecting future sensitivity from deeper observations of

RE J0317-853. A factor of 10 increase in Chandra exposure time would lead

to the projected expected 95% upper limits indicated, while in the future the

LynxX-ray observatory will allow for a significant increase in sensitivity. Note

that in this figure the axion-induced luminosity scales with the axion-photon

coupling as g4aγ, so that in the no-background limit a factor of 10 increase in

exposure time strengthens the limit by a factor ∼1.8. To generate the Lynx

projections, we use the package SOXS to generate expected counts maps,

exposure maps, and the Lynx PSF. We then run our Chandra pipeline with

the Lynx files. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

D.2 As in Fig. 5.1 but showing the 95% upper limits from this chapter interpreted

in the context of limits on gaγγ assuming loop-induced couplings to Caee for the

W -phobic (Caee = 1.6× 10−4Caγγ) and W -philic (Caee = 4.8× 10−4Caγγ) UV

completions. Models that couple to both SU(2)L and U(1)Y will generically

have loop-induced couplings between these two extremes, assuming no fine-

tuned cancellations (for example, models that couple in a way that preserve

the Grand Unification group symmetry may have Caee ≈ 2.7×10−4Caγγ). Note

that UV contributions to Caee may also exist. We compare these limits to the

projected sensitivity from the ALPS-II experiment. We also show our limits

only accounting for the electro-Primakoff process, which does not involve Caee

– this process is seen to be subdominant compared to the bremsstrahlung

process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

D.3 As in Fig. C.6 but comparing the bremsstrahlung (red) and electro-Primakoff

(dashed blue) production rates, for the indicated couplings. . . . . . . . . . 271
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D.4 As in Fig. 5.1 but comparing theW -phobic loop-induced upper limit (red) for

our fiducial stellar model to that for the alternate stellar model that differs in

two ways: (i) the MWD mass in assumed to be higher at 1.29M⊙, and (ii) the

temperature is taken at the upper value of the 1σ containment interval from

fitting the stellar model to the Gaia luminosity data. The difference between

these two limits gives an estimate for the magnitude of the astrophysical

uncertainties, which are around 10%. . . . . . . . . . . . . . . . . . . . . . . 272

D.5 Feynman graphs used to evaluate the loop-induced axion-electron coupling.

A sum over the SU(2) isospin index is performed. . . . . . . . . . . . . . . 273

D.6 (Left) A color-magnitude diagram with RE J0317-853’s Gaia DR2 data shown

with the black error bars. We show the curves predicted by the cooling sim-

ulation for three masses: 1.16, 1.22, and 1.29M⊙. Note that MG refers to the

absolute G-band magnitude, while the color BP−RP = GBP −GRP. (Right)

The likelihood profile for the 1.22M⊙ model as a function of Tc. The best fit

Tc is shown as the dashed vertical line, while the 1 and 2σ containment re-

gions on Tc are shown as green and yellow bands, respectively. We also show,

on the right y-axis, the axion luminosity (dashed red) as a function of Tc for

gaee = 10−13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

D.7 (Left) The carbon, oxygen, neon, and magnesium mass abundances in the

MESA simulation for the model most closely matching the observed luminos-

ity of RE J0317-853. The x-axis is the mass coordinate i.e., enclosed mass.

(Right) The density profile in [g/cm3] for the same model as a function of

mass coordinate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

D.8 (Left) The F -profile evaluated for the 1.22 M⊙ star, evaluated using the

parametrization provided by [66], considered in our emissivity calculation.

(Right) The sum in (5.3) evaluated for both mass models (1.22 M⊙ and 1.29

M⊙). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

D.9 (Upper left) The axion bremsstrahlung luminosity spectrum in erg/s emitted

from the WD at the fiducial parameters in our analysis and gaee = 10−13. (Up-

per right) The conversion probability as a function of energy at the fiducial pa-

rameters in our analysis and gaγγ = 1012 GeV−1. (Lower left) The Chandra ef-

fective area as a function of energy. (Lower right) The expected Chandra count

rate from axion bremsstrahlung in our observation at gaeegaγγ = 10−25 GeV−1. 286

D.10 The Feynman graph for axion production via the electro-Primakoff channel. 286
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E.1 χ2 maps as in Fig. 6.2 but for RX J0806.4-4123 in PN, MOS and Chandra

computed using counts from the 4-8 keV energy range. No excess is observed

in the signal region for any instrument. A nearby point source is found in the

joint analysis of PN and MOS data, whose point source mask would remove

a small number of pixels from the background extraction region. . . . . . . . 297

E.2 The χ2 maps for RX J0420.0-5022 in PN, MOS, and Chandra computed using

counts from the 2-8 keV energy range. Evidence for an excess in the central

pixel is observed for the Chandra and MOS maps, while the most significant

excesses for the PN map is displaced from the center by one pixel. This

one-pixel displacement of the most significant pixel from the source center is

consistent with the spread expected given the angular resolution and the ∼3σ

detection significance for PN (see Tab. 6.3). See the text for an expanded

discussion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300

E.3 The χ2 maps for RX J1308.6+2127 in PN and MOS. There is a nearby point

source, but its mask does not include any of the signal or background extrac-

tion regions. There is no strong evidence for an excess in the central pixel. . 300

E.4 The χ2 map for RX J0720.4-3125 as observed by the PN and MOS instru-

ments. There is no evidence for a central-pixel excess. There is a somewhat

nearby point source. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

E.5 The χ2 maps for RX J1605.3+3249 for observations using the PN and MOS

instruments. No relevant point sources are detected, and there is no evidence

for a central-pixel excess in either instrument. . . . . . . . . . . . . . . . . . 301

E.6 The χ2 map for RX J2143.0+0654 for observations using the PN instrument.

No relevant point sources are detected, and there is no significant evidence for

a central-pixel excess. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

E.7 As in Fig. 6.3 but for RX J0806.4-4123. In particular, we show the distribution

of background counts by pixel for RX J0806.4-4123 with and without point

source masking in both PN (left) and MOS (right) instruments. The point

source mask only narrowly overlaps with the background extraction regions

and therefore has marginal impact on the goodness of fit. . . . . . . . . . . . 302

E.8 As in Fig. 6.4 but for RX J0806.4-4123. Because the point source mask only

narrowly overlaps with the background extraction regions, the effect of its

inclusion on the reconstructed fluxes and limits is negligible. . . . . . . . . . 303

E.9 The distribution of background counts by pixel for RX J0420.0-5022 in the PN

(left) and MOS (right) instruments. No point source was found near enough

to the signal or background extraction regions to require masking. . . . . . . 303
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E.10 Systematic variations on the analysis procedure on the reconstructed fluxes

and limits at each energy bin for RX J0420.0-5022. A statistically significant

excess in the power-law fit is found for this NS. . . . . . . . . . . . . . . . . 304

E.11 The distribution of background counts by pixel for RX J1308+2127 in both

PN (left) and MOS (right) instruments. No nearby point sources are detected

that required masking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

E.12 Systematic variations on the analysis procedure on the reconstructed fluxes

and limits at each energy bin for RX J1308+2127. . . . . . . . . . . . . . . . 306

E.13 The distribution of background counts by pixel for RX J0720.4-3125 in both

PN (left) and MOS (right). A nearby point source is detected, but masking

it has marginal impact on the goodness of fit. . . . . . . . . . . . . . . . . . 307

E.14 Systematic variations on the analysis procedure on the reconstructed fluxes

at each energy bin for RX J0720.4-3125. . . . . . . . . . . . . . . . . . . . . 307

E.15 The distribution of background counts by pixel for RX J1605.3+3249 in the

PN (left) and MOS (right) instrument. . . . . . . . . . . . . . . . . . . . . . 308

E.16 Systematic variations on the analysis procedure on the reconstructed fluxes

at each energy bin for RX J1605.3+3249. . . . . . . . . . . . . . . . . . . . . 308

E.17 The distribution of background counts by pixel for RX J2143.0+0654 in the

PN instrument. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

E.18 Systematic variations on the analysis procedure on the reconstructed fluxes

at each energy bin for RX J2143.0+0654. . . . . . . . . . . . . . . . . . . . . 310

E.19 (Left) The 68% confidence intervals for the reconstructed intensities in the

8-10 keV bin only in each instrument and for each NS. (Right) The p-values

for observing a pixel-by-pixel background with a likelihood less than the one

observed in the data assuming the fitted background rate as its true rate,

indicating the goodness-of-fit of the background model to the data. In this

figure we restrict to counts at energies between 8 and 10 keV. The p-value for

PN data from RX J1856.6-3754 is quite poor, while the rest of the p-values

are above 0.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 311

F.1 An illustration of the uncertainty on the determination of Tb, given the sur-

face temperature Ts, arising from the uncertainties in the surface gravity

and the amount of accreted matter. The black curve shows the average

value of Tb for each given Ts if one assumes flat priors in 2 ≤ g14 ≤ 6 and

−20 ≤ log(Mac/Mtot) ≤ −10, whereas the gray band shows the 68% contain-

ment region on Tb given Ts. . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
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F.2 (Left) The full energy spectrum from NS J1856 as predicted by the best fit

of the axion model with the joint likelihood procedure performed in the main

analysis at energies below 8 keV. The black dashed curve is the fiducial model

we use in the main analysis, where no superfluidity is active, while the solid

black curve shows the spectrum corresponding to our fiducial superfluidity

model. The gray curves show the predictions from other superfluid models

that we tested and the gray shaded region demonstrates the uncertainty as

a result of the different superfluid models. Note that there are three models

that predict no enhancement and are overlapped with the black dashed curve.

(Right) As in the left panel, but zoomed in below 8 keV and binned in 2 keV

energy bins to provide a direct comparison to the X-ray data, which is also

shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

F.3 As in Figs. 7.2, 7.3, and 7.4 except combining the data from PN, MOS, and

Chandra separately, as indicted. We find non-trivial and consistent evidence

for the axion model between datasets. . . . . . . . . . . . . . . . . . . . . . . 322

F.4 As in Fig. 7.2 and Fig. 7.3 but with variations to the choices of energy bins

included in the analysis. (Top Left) We use the fiducial energy bin choices

plus the 8 - 10 keV bin for all NSs. (Top Right) We use the energy bins 4 - 6

keV, 6 - 8 keV, and 8 - 10 keV for all NSs. (Bottom) We use the energy bins

4 - 6 keV and 6 - 8 keV for all NSs. . . . . . . . . . . . . . . . . . . . . . . 323

F.5 As in Fig. 7.2 but (left) only including J1856 and J0420 and (right) only

including the other five NSs. In the right panel we find less than ∼1σ evidence

(with two degrees of freedom) for the axion model when fitting to the other

five neutron stars. Only the 95% upper limit is shown in this case. . . . . . 324

F.6 Best fit 1 and 2σ parameter space in our fiducial analysis under the assumption

of vanishing axion mass (ma ≪ 10−5 eV). In the left panels we relax the

constraint gapp = gann and in right panels we disentangle gann (with gapp = gann

fixed) and gaγγ. The bottom row is the same as the top row but assuming

nucleon superfluidity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

F.7 As in Fig. 7.2 and Fig. 7.3 but (left) assuming superfluidity model II and

(right) assuming superfluidity model I. Model II produces similar results to

our fiducial analysis, which neglected superfluidity all together, while Model

I leads to larger inferred axion couplings. . . . . . . . . . . . . . . . . . . . 326

F.8 As in Fig. 7.2, Fig. 7.3, and Fig. 7.4 but (left) for the alternate core tem-

perature values given in Tab. F.2 and (right) for the alternate magnetic field

values shown in Tab. F.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
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G.1 (Left) The HR diagram for the Quintuplet template star of mass 85 M⊙ and

initial surface rotation of 300 km/s. The coloring indicates the year before the

run was stopped, approximately a few years from supernova. We mark with

black squares, in order of occurrence, when the star enters the WNh phase,

when it is 3 Myr old, when its core undergoes helium ignition, when it enters

the WN, WC, and WO phases, and finally when the run ends at 3.85 Myr.

(Right) A logT-log ρ diagram for the template star with the same points of

interest marked. We also show the relevant degeneracy zones, showing that

the star is entirely in the nonrelativistic nondegenerate regime. . . . . . . . 331

G.2 (Left) The abundances of hydrogen (black), helium (red), carbon (yellow), and

oxygen (green) in the center of the star as a function of time, for the simulation

described in Fig. G.1. With dashed-black vertical lines, we mark several points

of interest: “WNh” indicates the time the star enters the WNh phase, “He

ignition” when its core undergoes helium ignition, and “WN”,“WC”, and

“WO” indicate the beginning of the WN, WC, and WO phases, respectively.

(Right) The same as in the left panel, but for surface abundances. . . . . . 332

G.3 (Left) The stellar core temperature as a function of time for the simulation

described in Fig. G.1. (Right) The hydrogen and helium luminosities in the

core through the CNO cycle and the triple-alpha process, respectively. The

dashed-black vertical lines retain their meanings from Fig. G.2. . . . . . . . 333

G.4 The stellar mass (black) and radius (red) as a function of time from the

simulation described in Fig. G.1. The dashed-black vertical lines retain their

meanings from Fig. G.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

G.5 (Left) Axion volume emissivity over the interior of the star. In this figure

we have taken the stellar model to be the one at the start of the WC stage

and fixed gaγγ = 10−12 GeV−1. For comparison purposes, we also show the

temperature profile. (Right) Axion luminosity spectrum for those same stages

marked in Fig. G.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 334
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G.6 We denote the projections of the Galactic magnetic field onto the plane normal

to the propagation direction by B1, B2. (Left) The transverse magnetic field

components in our fiducial model (the JF12 model, black) and alternate model

(PTKN11, orange) towards the Quintuplet and Arches clusters. Note that in

our fiducial B-field model we extend the JF12 model to distances less than

1 kpc from the GC using the field values at 1 kpc. The true magnetic field

values in the inner kpc almost certainly surpass those from this conservative

model (see text for details). (Right) The two field components towards the

Wd1 cluster, which is taken to be at a distance of 2.6 kpc from the Sun. The

conversion probabilities towards Wd1 are much larger in the alternate model

(PTKN11) than in our fiducial model (JF12), though we stress that random

fields are not included and could play an important role in the conversion

probabilities towards Wd1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

G.7 (Left) The free electron density ne towards the GC in our fiducial model

(YMW16) and the alternate model (ne2001). (Right) As in the left panel

but towards the Wd1 cluster. The free-electron density gives the photon an

effective mass and thus affects the axion-photon conversion probability. . . . 337
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G.8 (Left Column) The axion-photon conversion probabilities pa→γ, assuming gaγγ =

10−12 GeV−1, computed as a function of the axion energy E (and assuming

ma ≪ 10−10 eV) using the formula given in (G.5). (Top Left) The conver-

sion probabilities for axions produced in the Quintuplet or Arches clusters

for different modeling assumptions for the Galactic magnetic field and free-

electron density. Our fiducial result is shown in solid black. Note that the

plasma mass, induced by the free-electron density, becomes more important at

lower axion energies and induces the lower-energy features. The dashed black

curve shows the effect of changing from the YMW16 free-electron model to

the ne2001 model. Removing the B-field within the inner kpc leads to the

results in red, while only modeling a 50 µG field in the inner 400 pc leads to

the results in blue. Changing to the PTKN11 model (and masking the inner

kpc) gives the results in orange. We estimate that if the axions traverse the

GC radio arc, located near the Quintuplet and Arches clusters, the conversion

probabilities could be enhanced to the values shown in grey. (Bottom Left)

As in the top left panel but for axions emitted from the Wd1 cluster. (Right

Column) The effects of the different conversion probability models on the 95%

upper limits on gaγγ for Quintuplet (top right) and Wd1 (bottom right). Note

that Arches is similar to Quintuplet, since they are both assumed to have the

same conversion-probability models. . . . . . . . . . . . . . . . . . . . . . . 347

G.9 (Left) As in Fig. 10.2, but for the total observed counts between 10 - 80 keV

instead of the background-subtracted counts. (Right) The best-fit background

model, summed from 10 - 80 keV, for the Quintuplet data set shown in the left

panel. (Right) The predicted axion-induced signal template from Quintuplet,

in counts, normalized for an axion with gaγγ = 7 × 10−12 GeV−1 and ma ≪
10−11 eV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

G.10 (Upper Left) The Quintuplet axion spectrum assuming gaγγ = 10−12 GeV−1

(black) plotted against the NuSTAR effective area (blue). The analysis range,

from 10 - 80 keV, is shaded in red. (Upper Right) The individual contributions

of each stellar classification to the Quintuplet axion spectrum. The analysis

range is again shaded. (Bottom) The 10-80 keV luminosity distribution as-

signed to each stellar classification (per star) in Quintuplet. In red we show

the frequency with which each luminosity occurs, while the black error bars

show the mean and 1σ band. . . . . . . . . . . . . . . . . . . . . . . . . . . 348
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G.11 (Left) We inject a synthetic axion signal into the Quintuplet NuSTAR data

with axion coupling ginjaγγ. We then pass the hybrid synthetic plus real data

through our analysis pipeline and show the best-fit coupling grecaγγ, along with

the recovered 1σ and 2σ uncertainties. (Middle) The discovery TS for the

axion signal for the test illustrated in the left panel. The square root of

the TS is approximately the discovery significance. (Right) The 95% upper

limit recovered for the injected signal test. Importantly, the 95% upper limit is

above the injected signal value, for all injected signal strengths, and the upper

limit is consistent with the 68% and 95% expectations for the upper limit

under the null hypothesis, which are indicated in green and gold, respectively. 349

G.12 As in Fig. 8.2, except for different ROI sizes, as indicated. . . . . . . . . . . 349

G.13 As in Fig. G.9, but for the Wd1 cluster NuSTAR analysis. The red star indi-

cates the location of the magnetar CXOU J164710.2–45521, which is masked

at 0.5’. Also shown is the background-subtracted count data, as in Fig. 10.2. 350

G.14 (Upper Left) The Wd1 axion spectrum assuming gaγγ = 10−12 GeV−1 (black)

plotted against the NuSTAR effective area (blue). The analysis range, from

15 - 80 keV, is shaded in gray. (Upper Right) The individual contributions

of each stellar classification to the Wd1 axion spectrum. The analysis range

is again shaded. (Bottom) The 10-80 keV luminosity distribution assigned to

each stellar classification in Wd1. In red we show the frequency with which

each luminosity occurs, while the black error bars show the mean and 1σ band. 351

G.15 As in Fig. G.12 but for the Wd1 analysis. Note that we only include energies

above 15 keV in our analysis because of ghost-ray contamination. . . . . . . 352

G.16 (Upper Left) The Arches axion spectrum assuming gaγγ = 10−12 GeV−1

(black) plotted against the NuSTAR effective area (blue). The analysis range,

from 20 - 80 keV, is shaded in gray. (Upper Right) The individual contribu-

tions of each stellar classification to the Arches axion spectrum. The analysis

range is again shaded. (Bottom) The 10-80 keV luminosity distribution as-

signed to each stellar classification in Arches. In red we show the frequency

with which each luminosity occurs, while the black error bars show the mean

and 1σ band. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

G.17 (Top Panel) As in Fig. G.9, but for the Arches cluster. (Bottom left) We

show the best-fit emission associated with the halo template that describes

emission from the nearby molecular cloud. (Bottom right) As in in Fig. 10.2,

but for Arches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353
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G.18 (Left) The Arches spectrum measured with and without the halo template.

Note that we use the spectrum with the halo template in our fiducial analysis,

though the difference between the two results is relatively minor above ∼20

keV. (Right) As in Fig. G.12 but for the Quintuplet analysis. Note that these

spectra are computed while profiling over halo emission. Above ∼20 keV the

different ROIs produce consistent results. . . . . . . . . . . . . . . . . . . . 353

G.19 As in Fig. 8.3 but from the analysis towards the Arches SSC. No evidence for

axions is found from this search. . . . . . . . . . . . . . . . . . . . . . . . . 354

G.20 (Left) The evolution of the nitrogen abundance Z(N) over time from MESA

simulations of a non-rotating 85 M⊙ star with initial metallicity Z = 0.01 to

Z = 0.04. The bolded sections of the lines correspond to the WNh phase.

The gray shaded region indicates the measurements of nitrogren abundances

of the Arches WNh stars from [67]. . . . . . . . . . . . . . . . . . . . . . . . 355

G.21 (Left) The variation to the 95% upper limit found by varying the initial metal-

licity and rotation in the range Z ∈ (0.018, 0.035) and µrot ∈ (50, 150) km/s

for the Quintuplet analysis. The blue region indicates the maximum and min-

imum limit found, while the black curve shows our fiducial limit. (Right) As

in the left panel but for Wd1. . . . . . . . . . . . . . . . . . . . . . . . . . . 355

H.1 Left: The density-dependent neutron effective mass m∗
n compared to the vac-

uum mass mn for the BSk22 EOS. Right: The density-dependent correction

factors that are added to the axion and neutrino emissivity calculations to

account for the medium-dependent effective couplings. At low density, all of

these factors asymptote to 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 364

H.2 The MC distributions used to determine the detection significance of the ax-

ion model (left panel) and the 95% upper limit (right panel) for the KSVZ

analysis that leads to the weakest 95% upper limit (BSk22 EOS and SFB-0-0

superfluidity model). We determine the detection significances and 95% upper

limits through MC procedures by repeated simulations of the null and signal

hypotheses. The detection significances are similar to those that would be

obtained by assuming Wilks’ theorem but the upper limits tend to be more

conservative by ∼50% when obtained by MC, as illustrated in the right panel.

See text for details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366
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H.3 Green and gold bands show the containment regions (at indicated confidence)

for the NS mass and radius as constructed in [68]. That work made use

of simultaneous mass-radius measurements of two NSs, PSR J0030 [69] and

PSR J0740 [68], with NICER data, in conjunction with gravitational wave

data from NS mergers. On top of the containment regions we illustrate the

mass-radius predictions from the five EOS considered in this chapter. The

APR and BSk26 EOS are not consistent within 90% with the mass-radius

data and are thus not considered in our fiducial analyses, though results with

these EOS are presented in this chapter. . . . . . . . . . . . . . . . . . . . . 369

H.4 The test statistic for upper limits, defined in (H.29) and in the context of the

KSVZ axion model, for the individual NSs. These curves assume the SFB-0-0

superfluidity model and the BSk22 EOS. Assuming Wilks’ theorem, the 95%

upper limit is given by where the test statistic is equal to ∼2.71, as indicated.

The most constraining NS is J1605. . . . . . . . . . . . . . . . . . . . . . . . 372

H.5 The one-sided 95% upper limits from this chapter in the plane of axion-neutron

(gann) and axion-proton (gapp) couplings. The shaded region is excluded by

our analysis; see text for details. . . . . . . . . . . . . . . . . . . . . . . . . 373

H.6 As in Fig. H.4 but including the five younger NSs we consider in this chapter,

whose properties are given in Tab. H.7. Note that unlike in Fig. H.4 here

we display the test statistics for the EOS and superfluidity combinations that

lead to the weakest limits for the individual NSs not the combination that

leads to the weakest limit in a joint analysis. . . . . . . . . . . . . . . . . . 375

H.7 As in Fig. 9.1 except for an example NS with parameters, unless otherwise

stated, M = 1.4M⊙, ∆M/M⊙ = 10−12, the BSk24 EOS, and the SFB-0-0

superfluidity model. Each panel varies the indicated parameter, and no axions

are included in the simulations. On top of the cooling curves we indicated the

age and luminosity data for the isolated NSs considered in this chapter. The

old NSs considered in our fiducial analysis are in black, while the data for the

younger NSs that we analyze in this chapter are in grey. . . . . . . . . . . . 376
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H.8 3P2 superfluidity leads to rapid cooling of the NSs, as illustrated in the right

panel of Fig. H.7. (Left panel) We show the effects of including axions (for

the KSVZ model) with 3P2 superfluidity, for the
3P2 gap models considered in

this chapter. Note that the SCGF model has the lowest gap and model ‘c‘ has

the highest gap. The axion PBF process results in the NSs being much more

sensitive toma, but on the other hand the 3P2 models appear inconsistent with

the isolated NS data. (Right panel) Here, for the case ma = 0, we show the

neutrino PBF luminosity relative to the neutrino bremsstrahlung and thermal

surface luminosities. When the neutrino PBF luminosity dominates the NS

will undergo rapid cooling. Note that for this figure we fix M = 1.4 M⊙. . . 378

H.9 As in the right panel of Fig. H.8 but for the BSk22 EOS, a 1.0 M⊙ NS, and
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Abstract

Despite the overwhelming success of the Standard Model of particle physics, there are several

outstanding issues, perhaps most notably the lack of a dark matter candidate. In this thesis,

we develop novel astrophysical probes to search for evidence of a few of these candidates.

In the first part of this thesis, we make use of the 20-year dataset of the XMM-Newton

telescope to search for evidence of sterile neutrino dark matter decays. Sterile neutrino dark

matter can decay to an active neutrino and a photon, the latter of which would appear in X-

ray datasets if the sterile neutrino mass is on the keV-scale. We first show that the previously-

observed 3.5 keV line does not originate from dark matter decay. We then constrain dark

matter decays across the 5-16 keV mass range, setting the strongest limits to-date up to 12

keV in sterile neutrino mass.

In the second part of this thesis, we detail several searches for low-mass axion-like par-

ticles, although they do not have to be dark matter. We spend the majority of this section

looking for evidence of excess hard X-ray emission in nearby magnetic neutron stars and

white dwarfs. When an axion is produced inside the core of a compact object, it will free-

stream out of the star and may convert into an X-ray photon in the magnetosphere of the

star. This process will lead to an approximately thermal X-ray signature at the temperature

of the star’s core. Intriguingly, we find an excess roughly consistent with that expected from

an axion in a set of nearby neutron stars known as the Magnificent Seven. However, the lack

of such a signal in a nearby white dwarf somewhat disfavors the axion interpretation of that

excess. We also search for axions at super star clusters, and through polarization signals

at magnetic white dwarfs, and we use NS cooling observations to constrain the QCD axion

mass.

Finally, we investigate macroscopic dark matter. We show that macroscopic dark matter

can ignite fusion in the cores of red giant stars, leading to a distinct signal at globular

clusters. We search for this signal at the globular cluster M15 to set a novel constraint on

macroscopic dark matter.

lii



Chapter 1

Introduction

The ordinary matter described by the Standard Model (SM) of particle physics accounts

for approximately only one-sixth of the total matter in our universe. A plethora of diverse

astrophysical and cosmological measurements indicate that the vast majority of the matter

in the universe is dark, but the precise microscopic properties of this dark matter (DM)

is unknown. Although DM experiences gravitational interactions—these interactions form

the complete basis for our existing knowledge of its properties—we do not know what other

interactions it may have or indeed even its mass. Discerning the particle nature of DM is

one of the primary goals of the particle physics program, and success on this front would

open up a slew of measurements of physics beyond the SM.

The first evidence for the existence of DM was provided in 1933 by Fritz Zwicky [72]. The

classical technique to measure the mass M of an astrophysical body is relatively straightfor-

ward: one multiplies the luminosity L of the object by its mass-to-light ratio M/L, leading

to the trivial equation

M = L×M/L. (1.1)

Clearly one needs an independent estimate of the mass-to-light ratio. Estimates of the mass-

to-light ratio from nearby stars in our galaxy [73] indicate that this ratio in solar units is

about 1-10 for the stellar populations in galaxies, depending on the exact stellar properties.

On the other hand, Zwicky measured the velocity dispersion in the Coma galaxy cluster,

and computed that the mass-to-light ratio of Coma is roughly 60 times that of the stellar

matter under the assumption of the virial theorem. From this he deduced that there must

be additional mass beyond stellar material that makes up the majority of the mass of the

Coma cluster. In fact, there are additional baryonic contributions to the ordinary matter

beyond stars, for example hot X-ray emitting gas, but even including these does not nearly
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fully account for the discrepancy.

Much later, in the 1970s Rubin measured the rotation speed of the Andromeda galaxy [74]

(among others), and found that the rotation speeds were constant as a function of distance

from the center of the galaxy. From Newtonian mechanics, the circular velocity v(r) of stars

at a distance r from a galactic center, enclosing mass M(r), is

v(r) =

√
GM(r)

r
. (1.2)

If the total enclosed mass has converged, i.e. for distances beyond the Galactic disk, M(r)

is constant so v ∝ 1/
√
r. However, in many galaxies, v is constant even at radii much larger

than the disk radius, such that the enclosed mass must be still increasing M(r) ∝ r; this

mass is attributed to DM.

The above evidence points to that the DM exists and is dark, but does not say much about

its interactions with itself. One of the most famous pieces of evidence that DM is weakly

interacting with itself is that of the Bullet Cluster, which is a set of two galaxy clusters

that are immediately post-merger. The bulk of the luminous ordinary (and self-interacting)

matter is traced by the hot X-ray gas, while weak gravitational lensing probes map the

distribution of the total matter in the cluster. However, observations show that these two

reservoirs of matter are spatially separated, and the luminous matter traveled slower than

the total mass distribution post-merger. So, while the luminous matter experienced friction

due to its self-interactions, the DM component appears not to have any such self-interaction

(or at most a small one).

Perhaps the most robust evidence for the existence of DM comes from measurements of

the two-point correlation function of the Cosmic Microwave Background (CMB). The Planck

telescope has now measured the dark matter component to have energy density

ΩDMh
2 = 0.120± 0.001, (1.3)

just over five times that of the baryonic component [75].

In the following two sections we turn to examining particular particle models for DM and

more generically physics beyond the SM. DM particle candidates are particularly interesting

when they can also address additional unsolved problems in particle physics. For example,

the first candidate discussed in this thesis, sterile neutrino DM, can simultaneously solve

the problem of the neutrino masses, which are set to zero in the SM. Similarly, the second

candidate, the axion, solves the strong CP problem.
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1.1 Sterile Neutrino Dark Matter

The existence of neutrino oscillations has firmly established that the SM neutrinos have

mass [76], with a present-day upper bound on the sum of neutrino masses ∼0.15 eV [77]. If

they get their mass from the Higgs mechanism, then the neutrino mass term (simplified to

the one-generation case) is

LDirac = −m(νRνL + νLνR) (1.4)

where the R and L subscripts refer to the right- and left-handed neutrino states. In the

SM the right-handed neutrinos do not appear in the Lagrangian as they are SM singlets, so

it is not clear that they exist. However, if the neutrino mass is Dirac, then right-handed

neutrinos do exist.

Another curiosity about this mass term is that the neutrino masses are much smaller

than that of the other fermions which obtain mass via the Higgs mechanism. The massive

states in the SM broadly speaking have Yukawa couplings of O(10−3), within a few orders

of magnitude. On the other hand, to generate such a small Dirac mass for the neutrinos,

the neutrino Yukawa couplings must be ≲ 10−12. The discrepancy between these sets of

Yukawa couplings, while not explicitly disallowed, is strange and points to perhaps another

mechanism of mass generation for the neutrinos.

There is another type of mass term allowed by gauge invariance, called the Majorana

mass term, which is formed out of two SM singlets: the right-handed neutrino νR and the

left-handed antineutrino νcR, where here the c superscript indicates that the charge and parity

operations have been applied to νR. This term looks like

LMajorana = −M
2
(νcRνR + νRν

c
R). (1.5)

In general one can have both types of mass terms, and in that case the Lagrangian can

be rewritten as

LSeesaw = −1

2

(
νL νcR

)( 0 m

m M

)(
νcL
νR

)
. (1.6)

Here the mass matrix is written in the chiral basis, but the physical states are given in

the mass-diagonal basis. Of particular interest is that the eigenvalues of the mass matrix

in the limit m ≪ M are approximately given by m2/M and M . By adding this term to

the SM, the light neutrino states (that are dominantly the left-handed neutrinos in the SM)

acquire a mass m2/M . Under this scenario, neutrinos may be given a Dirac mass by the
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Higgs mechanism, but end up with a much smaller physical mass. On the other hand, the

heavy neutrino states (that are dominantly the right-handed neutrinos) have a large mass

M , and dubbed the “sterile neutrinos” as they only weakly interact with the SM through

their mixing with the light states, suppressed by m/M . For O(1) Yukawa neutrino couplings

and GUT-scale M , this scenario, known as the Seesaw mechanism, explains the existence of

neutrino masses and why they are so small relative to that of the other SM fermions.

Intriguingly, if the mass of the sterile neutrino is instead at the keV scale, then it can

be dark matter. In this case, one does not get much Seesaw effect, but in many sterile

neutrino extensions of the Standard Model, such as the νMSM [78], one introduces three

sterile neutrino states, two of which Seesaw to realize the atmospheric and solar neutrino

mass scales, while the third state does not so that it can be the dark matter. The sterile

neutrinos are dark and only weakly interact with the SM. For sterile neutrinos to be a

DM candidate, they must also be able to take on the observed abundance in the universe

today, and as a corollary they must be stable over cosmological timescales. Although a

variety of production mechanisms exist for sterile neutrinos, we will provide a brief overview

of the simplest mechanism, called the Dodelson-Widrow mechanism [79]. This mechanism

is a freeze-in production of DM, so that the initial abundance of sterile neutrinos is null.

However, when the active neutrinos interact with the SM bath in the early universe, there is

a small probability of order the active-sterile neutrino mixing angle that a sterile neutrino is

produced in the interaction. Because the active neutrino abundance is in equilibrium with

the SM bath, it is not reduced by this process, and in principle the sterile neutrino production

can happen continuously. In practice, it is cut off when the active neutrino interaction rate

with the SM bath becomes too small for many interactions to occur, and the sterile neutrino

abundance freezes out at that time. This mechanism is able to produce the observed DM

abundance, although the required active-sterile neutrino mixing angles are now excluded by

X-ray searches for sterile neutrino DM decay. Resonant production mechanisms, such as

the Shi-Fuller mechanism [80], in which the sterile neutrino production is enhanced in the

early universe because of an MSW-effect arising from lepton asymmetries, can produce the

required DM abundance while still living in allowed parameter space. Even sterile neutrinos

produced via resonant mechanisms are extremely constrained due to the BBN limit on the

lepton chemical potential [81], and searches like those outlined in this thesis may soon probe

the entire parameter space.

Once the sterile neutrino abundance is produced, it must not decay away before today.

Sterile neutrino DM has two decay channels, νs → νaγ and νs → νaνaνa, where νs and νa

refer to sterile and active neutrinos respectively. Of these two, the latter decay is much

faster, and requiring that the decay time is larger than the age of the universe leads to the
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bound ms < 40 keV [82]. Although the former decay is slower, it produces a monochromatic

X-ray signal, and searches for this signal, such as those described later in this thesis, provide

the leading constraints on sterile neutrino DM parameter space.

1.2 Axions and Axion-Like Particles

The axion is a hypothetical pseudoscalar particle that was originally introduced to solved

the Strong CP problem, i.e., the problem of why the neutron has no electric dipole moment

(EDM). Classically, one would generically expect that the neutron has an EDM of order the

product of its charge of its constituents and their charge separation,

dn ≈ 10−13 e × cm, (1.7)

if the constituent quarks are arbitrarily distributed throughout the neutron. On the other

hand, experiments designed to detect a neutron EDM have probed far beyond this naive

expectation, with the current upper limit dn < 10−26 e × cm [83] and no evidence for a

neutron EDM.

Fundamentally, the neutron EDM arises from the term in the QCD Lagrangian

LQCD ⊃ − θg2s
32π2

Ga
µνG̃

µν,a (1.8)

where gs is the strong coupling constant, Ga
µν is the gluon field strength tensor running over

the gluon labeled by a ∈ {1, ..., 8}, and G̃µν,a =
1

2
ϵµνλσGa

λσ is its Hodge dual. To satisfy the

neutron EDM constraints, this parameter θ is required to be less than 10−10. In principle

this is possible, but this term can be generated through divergent loop corrections, so θ is

needed to renormalize the divergence. Furthermore, there is an additional contribution from

this term. Under a chiral rotation of the quark fields that diagonalizes their mass matrix M ,

q → exp(iθ′Mγ5)q, q → q exp(iθ′γ5), (1.9)

because the path integral measure is not invariant under this rotation, we have θ → θ−θ′ ≡ θ.

In that case, we are left with a CP violating term

LQCD ⊃ − θg2s
32π2

Ga
µνG̃

µν,a (1.10)

that contains two phases, one from QCD and one from the weak sector. Either of these

phases could take on values in (−π, π], but their difference must be less than 10−10, which
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seems very unlikely. This is the essence of the Strong CP problem.

One can come to the axion solution by looking at the Chiral Lagrangian, which contains

a term

LχL ⊃ Λ3
QCDtr

[
MU +M †U †] . (1.11)

If we use a chiral rotation to put all of the CP violation in the Yukawa couplings, we

get complex quark masses, so that the vacuum energy from this term depends on θ as

−Λ3
QCD cos θ, which is minimized at θ = 0. θ is not dynamical, but what if it was?

Peccei and Quinn suggested to solve the strong CP problem by making θ a dynamical

parameter of the theory by introducing a new particle called the axion a, which couples to

QCD in the same way as does θ [84]:

La ⊃ −
(
θ +

a

fa

)
g2s

32π2
Ga
µνG̃

µν,a. (1.12)

Here fa is the PQ scale of the the UV completion, taken to be much higher than the weak

scale. Now the same term in the that originally only contributed to the vacuum energy

contributes a potential to the axion that, when worked out in detail, gives [85]

V (a) = −m2
πf

2
π

√
1− 4mumd

(mu +md)2
sin2

(
a

2fa
+
θ

2

)
. (1.13)

When the axion minimizes its potential in the early universe, a/fa → −θ, and the neutron

EDM vanishes. The axion which has such a coupling to QCD is known as a QCD axion.

This potential also generates a mass for the QCD axion approximately given by

ma ≈ 10−6 eV

(
1012 GeV

fa

)
. (1.14)

Furthermore, the QCD axion mixes with the neutral pion, which induces an axion coupling

to electromagnetism analogously to the axion-gluon coupling. Finally, derivative couplings

to fermions are induced by renormalization group evolution if they are zero at tree level.

Throughout most of this thesis we will not be probing the QCD axion, which is largely

too weakly coupled to be probed through astrophysics unless its mass is larger than a few

meV. We will study a broader class of axions, known as axion-like particles (ALPs), which

do not couple to gluons and therefore do not solve the strong CP problem, but still have the

other couplings. Such theories may be motivated by string theory constructions that predict

many ALPs arising from the compactification. These ALPs have small masses, typically
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much smaller than that of the QCD axion. Later in this thesis we will make use of the ALP

couplings to electromagnetism and matter to devise searches for axions. Furthermore, both

the QCD axion and ALPs can be the DM of the universe, although throughout this thesis I

will not make any such assumption.

1.3 Thesis Overview

Chapter 2: The dark matter interpretation of the 3.5-keV line is inconsistent with blank-sky

observations with Nicholas L. Rodd and Benjamin R. Safdi. Science 367 (2020) 6485, 1465-

1467; 1812.06976 [astro-ph.CO]

In the first two chapters of this thesis, we discuss efforts to detect sterile neutrino DM.

We use astrophysical X-ray observations of the inner Milky Way (MW) galaxy with the

XMM-Newton telescope to search for evidence of a putative DM signal known as the 3.5

keV line. The 3.5 keV line is a narrow, emission line-like feature observed in some X-ray

spectra of galaxies and galaxy clusters at 3.5 keV that has no obvious astrophysical expla-

nation. Intriguingly, the line could be explained by decaying DM with a mass around 7

keV—in particular, sterile neutrino DM. Most previous detections of (and null searches for)

this line had been at galaxies and galaxy clusters. In this chapter, we make the general

argument that the MW halo is the most sensitive target at which to search for evidence

of decaying DM, both because the expected signal size is similar to or larger than those at

clusters, and because the astrophysical background is smaller. Furthermore, we use every

existing XMM-Newton observation of the inner 45◦ of the MW halo, totaling about 30 Ms

of exposure time, to search for evidence sterile neutrino DM decays into the 3.5 keV line.

We find no evidence of the 3.5 keV line in that dataset and set an upper limit on the sterile

neutrino-active neutrino mixing angle that precludes the explanation of the 3.5 keV line as

a product of sterile neutrino DM decay.

Chapter 3: Deep Search for Decaying Dark Matter with XMM-Newton Blank-Sky Ob-

servations with Joshua W. Foster, Marius Kongsore, Yujin Park, Nicholas L. Rodd, Kyle

Cranmer, and Benjamin R. Safdi. Phys.Rev.Lett. 127 (2021) 5, 051101

We use a similar dataset to that in Chapter 2 to search for signals of decaying sterile

neutrino DM across a broad mass range of 5-16 keV. We use in sum 547 Ms of XMM-Newton

exposure time to analyze background-subtracted spectra of the inner MW halo, where the

background is determined by the data near the Galactic anti-Center. This work is the
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first time that the non-parametric Gaussian process modeling technique has been applied

to astrophysical data. Because the spectral analysis is non-parametric, the modeling of the

astrophysical background has increased flexibility and improved robustness to mismodeling,

which is particularly important due to the extreme amount of data incorporated into the

analysis. We find no evidence for decaying sterile neutrino dark matter and set the strongest

constraints on the sterile neutrino-active neutrino mixing angle in most of the search param-

eter space. This work also provides a confirmation of the non-observation of the 3.5 keV line

with an alternate analysis strategy from that discussed in Chapter 2.

Chapter 4: X-ray Signatures of Axion Conversion in Magnetic White Dwarf Stars with

Andrew J. Long and Benjamin R. Safdi. Phys.Rev.Lett. (2019) 6, 061104

Starting from chapter 4, we shift focus to indirect detection of axions. We propose for the

first time that magnetic white dwarf (WD) stars may produce hard X-ray emission if there is

an axion in the theory. WDs have been probes of axions for decades because they may cool

excessively quickly due to axion emission from the hot stellar core. These axions are emitted

by axion bremsstrahlung in electron-nucleon scattering. In this chapter, we show that these

axions may convert into photons as they traverse the stellar magnetosphere, leading to an

excess of hard X-rays originating from the magnetic WD. We use an archival Suzaku obser-

vation of a magnetic WD RE J0317-853 to set the strongest constraints on the product of

the axion-electron and axion-photon couplings. We show that future Chandra observations

of this WD could again increase the sensitivity to that coupling product by over an order of

magnitude.

Chapter 5: No Evidence for Axions from Chandra Observation of the Magnetic White

Dwarf RE J0317-853 with Andrew J. Long and Benjamin R. Safdi. Phys.Rev.Lett. 128

(2022) 7, 071102

We observed the magnetic WD RE J0317-853 with the Chandra X-ray telescope for 40

ks to search for evidence of axion emission as described in Chapter 4. This observation

detected no X-ray signal from RE J0317-853, from which we placed the strongest constraints

on the product of the axion-electron and axion-photon couplings by two orders of magni-

tude in total. These constraints disfavor the axion-based explanation of several astrophysical

anomalies, including some of the parameter space explaining the increased transparency of

the universe to TeV-energy gamma-rays, and of that explaining the observation of increased

stellar cooling in WDs and horizontal branch stars.
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Chapter 6: Hard X-ray Excess from the Magnificent Seven Neutron Stars with Joshua

W. Foster and Benjamin R. Safdi. Astrophys.J. 904 (2020) 1, 42

We analyze the hard X-ray spectra of seven nearby isolated neutron stars (NS), known

as the Magnificent Seven, because they are the only known seven NSs that are pure thermal

emitters. Although naively unrelated to axion detection, as we will show in Chapter 7, the

search we perform here can be adapted to probe axions. We use all of the available X-ray

data on each NS, from the telescopes XMM-Newton and Chandra, to search for evidence of

any nontrivial hard X-ray emission. We find significant hard X-ray excesses from two of the

seven NSs, RX J1856.6-3754 and RX J0420.0-5022. We show that these excesses are likely

not due to the main possible systematics such as co-linear point sources or detector pileup,

and that there are no known astrophysical mechanisms that can replicated the observations.

Chapter 7: Axion Emission Can Explain a New Hard X-Ray Excess from Nearby Iso-

lated Neutron Stars with Malte Buschmann, Raymond T. Co, and Benjamin R. Safdi.

Phys.Rev.Lett. 126 (2021) 2, 021102

Axions can be produced via axion bremsstrahlung in nucleon-nucleon scattering inside

NS cores, free-stream out of the star, and convert into X-rays in the NS magnetosphere, in

a process nearly identical to that operating in WDs as discussed in Chapters 4 and 5. In

this work we interpret the data analyzed in Chapter 6 in the context of this scenario. We

discuss our modeling of the NS star with the NS cooling code NSCool and the theoretical

uncertainties, including those arising from the modeling of the NS, such as superfluidity,

equation of state, and core temperature. We find that the hard X-ray excess observed from

the Magnificent Seven NSs can be explained by an axion with couplings sufficiently small

that it would not have been previously observed in any laboratory or astrophysical experi-

ment.

Chapter 8: X-ray Searches for Axions from Super Star Clusters with Joshua W. Foster

and Benjamin R. Safdi. Phys.Rev.Lett. 125 (2020) 26, 261102

We focus on a novel target for axion indirect detection: super star clusters. Super star

clusters (SSCs) are thought to be the precursors of globular clusters, and are home to hun-

dreds of young, hot, and massive stars. Axions can be produced in these stars via the

Primakoff process. Although these stars have no or small magnetic fields, so that conver-
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sion to photons in the stellar magnetosphere is small, the axions may be converted as they

traverse the galactic magnetic field on the way to Earth. SSCs are optimal targets for axion

searches because of the hot interiors of the stars and the fact that they host many of the

stars, so that the expected axion luminosity can be approximately multiplied by the number

of stars in the SSC as compared to searches at a single star. We use NuSTAR data of two

SSCs, Quintuplet and Westerlund 1, to search for evidence of axions, and model the stars

using the stellar modeling package Modules for Experiments in Stellar Astrophysics.

We find no evidence in favor of the axion model and place the most stringent constraints on

axions with masses less than 10−10 eV.

Chapter 9: Upper Limit on the QCD Axion Mass from Isolated Neutron Star Cooling with

Malte Buschmann, Joshua W. Foster, Andrew J. Long, Benjamin R. Safdi. Phys.Rev.Lett.

128 (2022) 9, 091102

We focus on developing robust and statistically-grounded probes of the axion via NS

cooling, focusing in particular on the QCD axion. In particular, we examine the cooling of

five NSs with precise surface luminosity measurements and kinematically-derived ages under

the QCD axion model. We model the cooling of these NSs with the NS cooling code NSCool,

which we have modified to incorporate axion emission, and we profile over the equation of

state, NS masses, surface composition, and superfluidity models. We additionally update

NSCool to reflect the latest calculations of axion and neutrino emissivities. We develop an

analysis framework to set frequentist limits on the axion mass, which has been somewhat

neglected in previous literature. We find no evidence for the axion model, and constrain the

KSVZ axion to have mass less than 16 meV at 95% confidence.

Chapter 10: Upper limit on the axion-photon coupling from magnetic white dwarf polar-

ization with David Dunsky and Benjamin R. Safdi. Phys.Rev.D 105 (2022) 10, 103034

It has been previously realized that polarization measurements of magnetic WDs can

probe axions. The thermal radiation of the WD leaves the surface nearly unpolarized, but the

photons polarized parallel to the magnetic field may convert into axions so that the radiation

at Earth has an effective linear polarization perpendicular to the magnetic field. In fact this

process could operate at all types of stars, but in this chapter, we make a generic argument

that magnetic WDs would have the largest polarization of all stellar types. We then analyze

archival linear polarization data from many magnetic WDs to showcase possible future anal-

ysis frameworks. Of all the magnetic WDs with archival data, SDSS J135141.13+541947.4
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provides the most stringent constraints on axions. Those limits disfavor the entire axion

parameter space explaining the TeV transparency hints. We identify future magnetic WD

targets that may have improved sensitivity to axions but have no existing linear polarization

data, and suggest future improvements to the modeling of the astrophysically-induced linear

polarization.

Chapter 11: Red-Giant Branch Stellar Cores as Macroscopic Dark Matter Detectors with

Zachary Johnson. arXiv:2112.06949 [hep-ph]

In this final chapter we turn to indirect detection of macroscopic DM. Macroscopic DM

is much less abundant (in number density) than either axions or sterile neutrinos, and to

observe even one event requires enormous exposure. Here we use the stellar cores of red-

giant branch (RGB) stars, with exposures of around 1033 kT yr, to search for macroscopic

DM. In particular, we show that if macroscopic DM elastically scatters on the degenerate

core of an RGB star with geometric cross-section, helium fusion can be prematurely ignited

in the core. The ignition of the RGB core transitions the star to a horizontal branch star

over an astrophysically-quick timescale. This process modifies the RGB luminosity function

of globular clusters (GCs), and we analyze the luminosity function of the GC M15 in the

context of this model. We use the stellar modeling package Modules for Experiments

in Stellar Astrophysics to model the M15 RGB stars, and construct RGB luminosity

functions in the presence of macroscopic DM. We find no evidence for macroscopic DM

and constrain DM with masses around 1017−20 g and cross sections 102−7 cm2 assuming the

dominant DM density in M15 is sourced by that in the MW halo.
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Chapter 2

The Dark Matter Interpretation of

the 3.5-keV Line is Inconsistent with

Blank-Sky Observations

A plethora of cosmological and astrophysical measurements indicate that dark matter (DM)

exists and makes up ∼80% of the matter in the Universe, but its microscopic nature is

unknown. If DM consists of particles that can decay into ordinary matter, the decay process

may produce photons that are detectable with X-ray telescopes. Some DM models, such

as sterile neutrino DM, predict such X-ray emission lines [86]. If the sterile neutrinos exist

with a mass-energy of a few kilo–electron volts, they may explain the observed abundance

of DM [79, 80, 87]. The detection of an unidentified X-ray line (UXL) around 3.5 keV in a

stacked sample of nearby galaxy clusters [88] and an independent detection in one of those

clusters and a galaxy [89] have been interpreted as evidence for DM decay [25]. Other less-

exotic explanations have also been proposed, such as emission lines of potassium or argon,

from hot gas within the clusters [90], or charge-exchange lines from interactions of the hot

intracluster plasmas and cold gas clouds [91,92].

The 3.5-keV UXL (hereafter just UXL) has been confirmed by several groups using

different astrophysical targets and telescopes. These include observations of the Perseus

cluster using the Chandra [88] and Suzaku [93] telescopes, observations of the Galactic Center

of the Milky Way with XMM-Newton (X-ray Multi-Mirror Mission) [94], and observations

of the diffuse Milky Way halo with Chandra deep-field data [95]. Several non-detections of

the UXL have also been reported [96–100]. It is possible for a decaying DM model to be

consistent with both the positive detections and negative results. Fig. 2.1 shows the existing

detections and upper limits for the UXL, in the plane of sterile neutrino DM mass ms and

sterile-active mixing parameter sin2(2θ), which characterizes (and linearly scales with) the
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decay rate of the sterile neutrino DM state [101].
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Figure 2.1: Our upper limits on sterile neutrino decay. The one-sided 95% upper limit on
the sterile neutrino DM mixing parameter sin2(2θ) as a function of the DM massms from our
analysis of XMM-Newton BSOs (black squares). We compare with the expected sensitivity
from the Asimov procedure (1σ shown in green and 2σ in yellow), and previous constraints
(gray lines) and parameters required for DM decay explanations of previous UXL detections
(3σ in dark gray, 2σ in gray, and 1σ in light gray). We also show several existing detections
(labelled 1 to 5) and constraints (6 to 10) [25].

We seek to constrain the DM decay rate in the mass range relevant for the UXL by using

XMM-Newton blank-sky observations (BSOs). Our analysis utilizes ∼103 BSOs, which we

define as observations away from large X-ray emitting regions, for a total of 30.6 Ms of

exposure time. We focus on the line signal predicted from DM decay within the Milky Way,

which should be present at every point in the sky. The sensitivity of this technique can

be estimated in the limit of large counts, in other words, detected photons. Then the test

statistic (TS) in favor of detection of DM decay (related to the significance σ ∼
√
TS), scales
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as TS ∼ S2/B, where S is the number of signal photons from DM decay and B is the number

of background photons. The number of signal photons expected from a given location in

the sky is proportional to the product of the decay rate of DM and the integrated column

density of DM along the line of sight, which is quantified by the D factor, D =
∫
ds ρDM(s)

where ρDM is the DM density and s is the line-of-sight distance.

We use these scalings to estimate the expected sensitivity of a BSO analysis, given the

previous UXL observations. For example, the UXL has been detected with a 320-ks obser-

vation of the Perseus cluster using the XMM-Newton Metal Oxide Semiconductor (MOS)

camera at roughly the 4σ level (TS ∼ 16) [88]. The background X-ray flux from Perseus is

much higher than that for the BSOs, typically by a factor of 50. Averaged over the field

of view of XMM-Newton, the D factor of the Perseus cluster is DPers ∼ 3 × 1028 keVcm−2,

which is approximately the same as DBSO, the D factor within the Milky Way halo for ob-

servations ∼45◦ away from the Galactic Center. We calculated both D factors assuming a

Navarro-Frenk-White (NFW) DM profile [102]. Although the signal power should therefore

be the same between Perseus and the BSO, we expect the same sensitivity to the UXL with

a 6 ks BSO observation—assuming a DM origin—because the BSO background is expected

to be lower than that of Perseus. Our analysis below uses ∼ 30 Ms of BSO exposure time,

which implies that the UXL would be seen with a TS ∼ 105, corresponding to a detection

significance of > 100σ, if it is caused by decaying DM with the same properties as that in

the Perseus cluster.

We analyzed all publicly-available archival XMM-Newton observations that pass a set

of quality cuts. For our fiducial analysis, we first restrict to the observations used to those

between 5◦ and 45◦ of the Galactic Center. Within this region there are 1492 observations,

with 4303 total exposures, for ∼86 Ms of exposure time. These observations are distributed

quite uniformly through our fiducial region, although there is a bias towards the Galactic

plane. There are more exposures than observations because each of the European Photon

Imaging Cameras charged coupled devices (CCDs) onboard XMM-Newton [two MOS and

one positive-negative (PN)] [103, 104] records a separate exposure, and each camera may

have multiple exposures in a single observation if the data taking was interrupted. For

each observation we process and reduce the data using the standard tools for extended

emission [101]. In addition to the photon-count data, we also extract the quiescent particle

background (QPB). The QPB is an instrumental background caused by high-energy particles

interacting with the detector, rather than true photon counts. The magnitude of the QPB

contribution is estimated from parts of the instrument that are shielded from incident X-rays;

we refer to this as the QPB data.

We then perform a background-only analysis of each of the exposures to determine prop-
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erties that are used for further selection. We calculate the QPB contribution and the astro-

physical flux over the energy range of 2.85 to 4.2 keV. The QPB rate is estimated from the

QPB data, whereas the astrophysical flux is measured using the likelihood analysis described

below. We rescale the astrophysical flux measured in the restricted energy range to a wider

energy range of 2 to 10 keV by assuming a power-law spectrum of dN/dE ∼ E−1.5 where

N is the photon flux and E is energy. The cosmic X-ray background has a 2 to 10 keV

intensity of I2−10 ≈ 2 × 10−11 erg cm−2 s−1 deg−2 [105, 106]. In our fiducial analysis we

remove exposures with I2−10 > 10−10 erg cm−2 s−1 deg−2 to avoid including exposures with

either extended emission or flux from unresolved point sources. Approximately 58% of the

exposures pass this cut, whereas ∼13% of the exposures have I2−10 < 3×10−11 erg cm−2 s−1

deg−2. Because the individual exposures are in the background-dominated regime and the

signal we are searching for is restricted to a narrow energy range, even a clearly detectable

DM line would have no effect on this selection criterion. We further remove exposures with

anomalously high QPB rates; for our fiducial analysis, we keep the 68% of exposures with

the lowest QPB rates. We apply this criterion separately to the MOS and PN exposures.

Lastly, we remove exposures with < 1 ks of exposure time, because these exposures do not

substantially improve our sensitivity and the associated low photon counts reduce the relia-

bility of the background estimates. After these cuts, we are left with ∼30.6 Ms of exposure

time distributed between 1397 exposures and 752 distinct observations.

We analyze the ensemble of exposures for evidence of the UXL by using a joint likelihood

procedure. Individual exposures are not stacked. To evaluate the UXL hypothesis for a

given ms, we first construct profile likelihoods for the individual exposures as functions of

the DM-induced line flux F . The X-ray counts are analyzed with a Poisson likelihood, from

the number of counts in each energy channel. The associated model is a combination of

the DM-induced flux represented by an X-ray line broadened by the detector response and

two independent power laws for the background astrophysical emission and the instrumental

QPB, where the normalization and spectral indices of each power law are free parameters.

This same QPB power-law contribution is also fitted to the estimated QPB data using a

Gaussian likelihood. Both datasets are restricted to the energy range ms/2 ± 0.25 keV,

which was chosen to be wider than the energy resolution of the detector (∼0.1 keV) but

small enough that our power-law background models are valid over the whole energy range.

The two likelihoods for the X-ray counts and the QPB estimate are then combined, pro-

viding a likelihood that, for a given ms, is a function of five parameters: the DM-induced

line flux F and the normalization factors and spectral indices of the astrophysical and QPB

power laws. The last four of these are treated as nuisance parameters; that is, we maxi-

mize the individual likelihoods over the valid ranges of these parameters. Each dataset was
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therefore reduced to a profile likelihood as a function of F . This flux can be converted to a

lifetime and, hence, sin2(2θ) [86, 101], once the D factor for this region of the sky is known.

In our fiducial analysis we compute the D factors by assuming that the DM density profile

of the Milky Way is an NFW profile with a 20 kpc scale radius. We normalize the density

profile, assuming a local DM density of 0.4 GeVcm−3 [107], and take the distance between

the Sun and the Galactic Center to be 8.13 kpc [108].

Joining the resulting likelihoods associated with each exposure yields the final joint likeli-

hood that is a function of only sin2(2θ) for a givenms. This likelihood is then used to calculate

the one-sided 95% confidence limit on the mixing angle and to search for evidence for the

UXL using the discovery TS, which is defined as twice the log-likelihood difference between

the maximum likelihood and the likelihood at the null hypothesis [assuming the likelihood

is maximized at a positive value of sin2(2θ)]. For statistical consistency, we must include

negative values of sin2(2θ) in the profile likelihood, which correspond to under-fluctuations

of the data.

To calibrate our expectation for the sensitivity under the null hypothesis, we construct

the 68 and 95% expectations for the limit using the Asimov procedure [109]. The Asimov

procedure requires a model for the data under the null hypothesis; we compute this model by

performing the likelihood fits described above under the null hypothesis [sin2(2θ) = 0]. We

use this to set one-sided power-constrained limits [110]. The measured limit is not allowed to

go below the 68% containment region for the expected limit, so as to prevent setting tighter

limits than expected because of downward statistical fluctuations.

In Fig. 2.2, we show the summed spectra over all exposures included in the analysis for

the MOS and PN data separately. We emphasize that we do not use the summed spectra

for our fiducial data analysis; instead we use the joint likelihood procedure described above.

However, the summed spectra are shown for illustrative purposes. We also show the summed

best-fitting background models. Because our full model has independent astrophysical and

QPB power-law models for each exposure, these curves are not single power laws but sums

over 2794 independent power-laws. The summed data closely match the summed background

models. Fig. 2.2 also shows the expected signal for ms = 7.105 keV and sin2(2θ) = 10−10,

which are values we chose to be in the middle of the parameter space for explaining the

observed UXL (Fig. 2.1). Fig. 2.2 shows that this model is inconsistent with the data.

Our fiducial one-sided power-constrained 95% upper limit is shown in Fig. 2.1 along with

mean, 1σ, and 2σ expectations under the null hypothesis. The upper limit is consistent with

the expectation values and strongly disfavors the decaying DM explanation of the UXL. Our

results disagree with the parameters required to explain the previous UXL observations as

decaying DM by over an order of magnitude in sin2(2θ). In Fig. 2.3, we show the TS for
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Figure 2.2: The summed spectra. The summed MOS (A) and PN (B) spectra (black data
points) for the exposures used in our fiducial analysis. We also show the summed best-
fitting background (back.) models (red solid line) and an example signal contribution with
ms = 7.105 keV and sin2(2θ) = 10−10 (red dashed line).

decaying DM as a function of DM mass, with the 1 and 2σ expectations under the null

hypothesis; we find no evidence for decaying DM.

Fig. 2.3 shows the TS for the joint-likelihood analysis over the ensemble of exposures.

However, we can also calculate a TS for decaying DM from each individual exposure. Under

the null hypothesis, Wilks’ theorem states that the distribution of TSs from the individual

exposures should asymptotically follow a χ2 distribution. In the inset of Fig. 2.3, we show the

histogram of the number of exposures that are found for a given TS, for our reference mass

of ms = 7.105 keV. The distribution matches the expectation under the null hypothesis. We

also performed a Kolmogorov-Smirnov test comparing the observed TSs with the expected

one-sided χ2 distribution, and found a P value of 0.77, which indicates that the TS data is

consistent with the null hypothesis.

Although Fig. 2.3 shows that our results appear to be consistent with the expected

statistical variability, there remains the possibility that systematic effects such as un-modeled

instrumental lines could conspire to hide a real line. We test for such systematics in A.9 by

analyzing the data from the individual cameras separately [101], in Fig. A.14 by explicitly

allowing for extra possible instrumental lines in the background model [101], and in Figs. A.16

and A.17 by looking at the data in sub-regions increasingly far away from the Galactic
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Center [101]. Accounting for these possible systematics in a data-driven way may weaken

our limits to as much as sin2(2θ) < 2× 10−11 (Fig. A.17, Reg. 4), which still strongly rules

out the decaying DM interpretation of the UXL. We also analyze the summed X-ray count

data shown in Fig. 2.2 directly [101], and found, again, that the decaying DM interpretation

of the UXL was excluded (see Fig. A.18).

We have analyzed ∼30 Ms of XMM-Newton BSOs for evidence of DM decay in the energy

range of 3.35 to 3.7 keV. We found no evidence for DM decay. Our analysis rules out the

decaying DM interpretation of the previously observed 3.5 keV UXL because our results

exclude the required decay rate by more than an order of magnitude.
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Figure 2.3: No evidence for the decaying DM interpretation of the UXL. (A) The TS for the
UXL as a function of the DM mass ms from the joint likelihood analysis. The black curve
shows the result from the data analysis, whereas the green and yellow shaded regions indicate
the 1σ and 2σ expectations, respectively, under the null hypothesis. (B) A histogram of the
TSs from the individual exposures, with vertical error bars from Poisson counting statistics
and horizontal error bars bracketing the histogram bin ranges.
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Chapter 3

A Deep Search for Decaying Dark

Matter with XMM-Newton Blank-Sky

Observations

In this chapter we present one of the most sensitive searches for sterile neutrino DM, along

with other DM candidates that may decay to monochromatic X-rays, over the mass range

mχ ∈ [5, 16] keV. We do so by searching for DM decay from the ambient halo of the Milky

Way using all archival data from the XMM-Newton telescope collected from its launch until

September 5, 2018.

This chapter builds heavily off the method developed in the previous chapter [111], which

used XMM-Newton blank-sky observations (BSOs) to strongly disfavor the decaying DM

explanation of the previously-observed 3.5 keV unidentified X-ray line (UXL). This UXL

was found in nearby galaxies and clusters [88–90,93,95]. However the analysis performed in

Chapter 1 was able to robustly rule out the DM decay rate required to explain the previous

3.5 keV UXL signals [112]. (For additional non-observations, see Refs. [96–100, 113, 114].)

We extend the search in Chapter 1 to the broader mass range mχ ∈ [5, 16] keV, and in

doing so implement the following notable differences: (i) we use a data-driven approach

to construct stacked, background-subtracted data sets in rings around the Galactic Center

(GC), while previously we performed a joint-likelihood analysis at the level of individual

exposures, and (ii) we use Gaussian Process (GP) modeling to describe continuum residuals,

instead of parametric modeling as used in [111].

We do this for several reasons. As we increase the mass range—the previous chapter’s

search was over less than a keV, while this chapter’s is 11 keV—it becomes more difficult

to ensure all systematics are under control, so we must implement more careful treatments

of the data. In the previous chapter, our background was consistent with the power-law
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description of the data at the level of individual observations. As we will see, in this chapter,

we find significant evidence for astrophysical and instrumental lines in our energy range of

interest. The background subtraction will mitigate some of this contamination of our BSOs;

the instrumental lines will be nearly fully subtracted by this procedure. Secondly, the GP

modeling of the continuum allows the background significantly more freedom to describe the

data, and we can analyze the full energy range at once rather than using our sliding window

approach of Chapter 1. In contrast to previous searches which use parametric models of X-

ray emission in plasmas (e.g. [88,89], the GP model at any one location is not fixed by data

from a far-away location, so we do not need to be as worried about background mismodeling

(although we implement a number of consistency checks, detailed later in the Chapter).

As demonstrated in [111], BSO searches for DM decaying in the Milky Way halo can

be both more sensitive and more robust than extra-galactic searches, because (i) the ex-

pected DM flux, even at angles ∼45◦ away from the GC, rivals the expected flux from the

most promising extra-galactic objects, such as M31 and the Perseus cluster; (ii) promising

extra-galactic targets have continuum and line-like X-ray features that are confounding back-

grounds for DM searches (dwarf galaxies being an exception [113,115]), while BSOs instead

focus on the lowest-background regions of the sky; (iii) extra-galactic targets require pointed

observations, while in principle any observation collected by XMM-Newton is sensitive to

DM decay in the Milky Way, opening up considerably more exposure time.

The limits presented in this chapter represent the strongest found using the XMM-Newton

instrument over the energy range ∼2.5–8 keV. At higher energies our limits are superseded

with those found using the NuSTAR satellite [116–120]. Ref. [118] performed a search similar

in spirit to that in this chapter (though with NuSTAR) in that they looked for DM decay

from the Milky Way halo near the GC (∼10◦ away in their case), while Ref. [120] searched

for DM decay from M31 with NuSTAR.

Our results put in tension efforts to explain the abundance of DM with sterile neutrinos.

For example, in the Neutrino Minimal Standard Model (νMSM) [78, 121, 122], which may

simultaneously explain the observed neutrino masses, DM density, and baryon asymmetry,

the Standard Model is supplemented by three heavier sterile neutrino states, the lightest of

which is the DM candidate. The DM abundance is generated through the mixing of ster-

ile and active neutrinos [79], which can further be resonantly enhanced by a finite lepton

chemical potential [80, 81, 122–127], though other production mechanisms are also possi-

ble [87, 128, 129]. DM models such as axion-like-particle DM [130] and moduli DM [131]

predict similar UXL signatures from DM decay.

21



3.1 Data reduction and processing

We process and analyze all publicly-available data collected before 5 September 2018 by

the metal oxide semiconductor (MOS) and positive-negative (PN) cameras on board XMM-

Newton. Note that in the previous chapter we focused only on the set of observations in

the inner Galaxy. We subject each exposure to a set of quality cuts, which are described

shortly. Those exposures satisfying the quality cuts are included in our angularly-binned data

products. In particular, we divide the sky into 30 concentric annuli centered around the GC,

each with a width of 6◦ in angular radius from the GC, rGC, where cos(rGC) = cos(l) cos(b)

in terms of the Galactic longitude, l, and latitude, b. We label these from 1 to 30, starting

from the innermost ring. We further mask the Galactic Plane such that we only include the

region |b| ≥ 2◦. In each ring we then produce stacked spectra where, in each energy bin, we

sum over the counts from each exposure whose central position lies within that annulus. We

produce separate data sets for the MOS and PN cameras, which have 2400 and 4096 energy

channels, respectively. In addition to stacking the counts in each ring and energy channel,

we also construct the appropriately weighted detector response matrices in every ring for

forward modeling an incident astrophysical flux. The full-sky maps and associated modeling

data are provided as Supplementary Data [132] in both the annuli and in finer-resolution

HEALPix binning [133]. We analyze the MOS data from 2.5 to 8 keV and the PN data from

2.5 to 7 keV, in order to exclude intervals containing large instrumental features.

3.2 Data analysis

Having constructed our data in all 30 rings, we divide the full sky into two regions of interest

(ROI): a signal ROI, consisting of annuli 1 through 8 (0◦ ≤ rGC ≤ 48◦ with |b| ≥ 2◦),

inclusive, and the background ROI, consisting of annuli 20 through 30 (114◦ ≤ rGC ≤ 180◦

with |b| ≥ 2◦). The regions are illustrated in Fig. 3.1. The MOS (PN) exposure time in the

signal ROI is 25.27 Ms (5.56 Ms), whereas in the background ROI it is 62.51 Ms (17.54 Ms).

The signal flux is proportional to the D-factor, which is defined by the line-of-sight integral of

the Galactic DM density ρDM, D ≡
∫
ds ρDM. In Fig. 3.1 we show the appropriately weighted

D-factor in each annuli. The motivation for the two ROIs is that the signal should dominate

in the inner regions of the Galaxy and become progressively weaker further away from the

GC. The background ROI is chosen to be large enough to have significantly more exposure

time than the signal ROI, so that using the background-subtracted data does not significantly

broaden the statistical uncertainties. We stack the data over the full background ROI, which

has D-factor Dbkg, and use this as an estimate of the instrumental and astrophysical baseline
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Figure 3.1: Our fiducial D-factor, which is proportional to the expected DM signal flux.
Values are given in all 30 annuli, which are 6◦ wide in angular distance from the GC (with
|b| > 2◦), and we define a signal and background ROI as shown. In each ring, we compute
the D-factor of all MOS or PN exposures, weighted according to the observation time and
field of view. The horizontal line indicates Dbkg, the mean D-factor in the background ROI.

fluxes by subtracting this data from the data in each ring of the signal ROI. This subtraction

mostly removes large instrumental lines, as illustrated in the Appendix Fig. B.1.

We analyze the background-subtracted data in each annulus for evidence of a UXL. The

data is modeled as a combination of narrow spectral features at the locations of known as-

trophysical and instrumental lines, and a continuum flux which we account for using GP

modeling. Note that the instrumental lines need not be completely removed by the data-

subtraction procedure, leaving a residual flux or flux deficit that must be modeled. Astro-

physical emission lines from the Milky Way plasma should be brighter in the signal ROI, and

so are also expected to appear in the background-subtracted data. For both astrophysical

and instrumental lines, the lines are modeled using the forward modeling matrices for MOS
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and PN. We allow the instrumental lines to have either positive or negative normalizations,

while the astrophysical lines are restricted to have positive normalizations. To decide which

lines to include in our residual background model we start with an initial list of known in-

strumental and astrophysical lines. The instrumental lines are determined from an analysis

of the background ROI data, while the astrophysical lines are those expected to be produced

by the Milky Way. In each ring, and for MOS and PN independently, we then determine

the significance of each emission line, keeping those above ∼2σ. As a result, every ring has

a different set of lines included in the analysis. We note that it is conceivable that a UXL

might be inadvertently removed by an overly-subtracted instrumental line at the same en-

ergy; however, it would be highly unlikely for such a conspiracy to occur in every ring, given

the varying D-factor. The effects of sub-threshold instrumental lines are mitigated through

a spurious-signal nuisance parameter [134], as discussed in the Appendix.

The unprecedented data volume incorporated into this analysis necessitates a flexible

approach to modeling the residual continuum emission, which is accomplished with GP

modeling, in order to minimize background mismodeling. As opposed to parametric model-

ing, where the model is specified by a specific functional form and associated list of model

parameters, GP modeling is non-parametric: the model expectations for the data at two dif-

ferent energies, E and E ′, are assumed to be normally distributed with non-trivial covariance.

Taking the model expectation to have zero mean, the GP model is then fully specified by the

covariance kernel, K(E,E ′). We model the mean-subtracted data using the non-stationary

kernel K(E,E ′) = AGP exp [−(E − E ′)2/(2EE ′σ2
E)], implemented in george [135], where σE

is the correlation-length hyperparameter and AGP is the amplitude hyperparameter. We fix

σE such that it is larger than the energy resolution of the detector, which is δE/E ∼ 0.03

across most energies for MOS and PN, while ensuring σE is kept small enough to have the

flexibility to model real variations in the data. The goal is to balance two competing effects.

If σE approaches the lower limit imposed by the energy resolution of the detector, then the

GP model would have the flexibility to account for line-like features, which would reduce

our sensitivity when searching for such features over the continuum background. On the

other hand, if σE is too large then the GP continuum model may not accurately model real

small-scale variations in the data. In our fiducial analysis we fix σE = 0.3, though in the

Appendix we show that our results are robust to variations not only in this choice, but also

to modifications to the form of the kernel itself. In contrast, the hyperparameter AGP is

treated as a nuisance parameter that is profiled over when searching for UXLs.

We then follow the statistical approach developed in [136], which used GP modeling

to perform an improved search for narrow resonances over a continuum background in the

context of the Large Hadron Collider. In particular, we construct a likelihood ratio Λ between
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the model with and without the signal component, where the signal is the UXL line at fixed

energy Esig. The null model is as above, the combination of a GP model with a single

nuisance parameter AGP, and a set of background lines, whose amplitudes are treated as

nuisance parameters. We use the marginal likelihood from the GP fit in the construction

of the likelihood ratio [136]. Note that as the number of counts in all energy bins is large

(≫ 100), we are justified in assuming normally-distributed errors in the context of the GP

modeling. We then profile over all nuisance parameters. Finally, the discovery significance is

quantified by the test statistic (TS) t = −2 lnΛ. We verify explicitly in the Appendix that

under the null hypothesis t follows a χ2-distribution. The 95% one-sided upper limits are

constructed from the profile likelihood, as a function of the signal amplitude.

We implement this procedure and scan for a UXL from 2.5 to 8 keV in 5 eV intervals.

At each test point we construct profile likelihoods for signal flux independently for each

ring using the background-subtracted MOS and PN data. We then combine the likelihoods

between rings – and eventually cameras – in a joint likelihood in the context of the DM

model, as discussed shortly. As an example, Fig. 3.2 illustrates the signal and null model

fits to the innermost MOS background-subtracted signal-annulus data for a putative UXL

at 3.5 keV (indicated by the vertical dashed line). Note that while the fit is performed over

the full energy range (2.5−8 keV) for clarity we show the data zoomed in to the range 3 to

4 keV. In this case the data have a deficit, which manifests itself as a signal with a negative

amplitude.

3.3 DM interpretation

We combine together the profile likelihoods from the individual annuli to test the decaying

DM model. In the context of sterile neutrino DM with mass mχ and mixing angle θ, the

DM decay in the Galactic halo produces an X-ray flux at energy mχ/2 that scales as Φ ∝
m4
χD sin2(2θ) [137]. Note that the D-factors, appropriately averaged over observations in the

individual annuli, are illustrated in Fig. 3.1. Thus, at fixed DM mass mχ we may construct

profile likelihoods as functions of sin2(2θ) to appropriately combine the profile likelihoods as

functions of flux in the individual annuli. We subtract off Dbkg from the D-factors in each

signal ring since any UXL would also appear in the background ROI and thus be included

in the background subtraction.

The D-factors may be computed from the DM density profile of the Milky Way. Modern

hydrodynamic cosmological simulations indicate that the DM density profile in Milky Way

mass halos generally have a high degree of spherical symmetry (for a review, see Ref. [138]).

Further, the presence of baryons contracts the inner ∼10 kpc of the profile away from the
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Figure 3.2: The background-subtracted MOS data for the innermost annulus, downbinned
by a factor of four for presentation purposes. The indiciated best fit null and signal models,
for a 3.5 keV UXL, are constructed using the GP modeling described in the text.

canonical Navarro, Frenk, and White (NFW) DM distribution [102, 139], so that there is

an enhancement of the DM density at smaller radii versus the NFW expectation [140–145],

though cores could develop on top of this contraction at radii≲ 2 kpc [146–149]. For example,

in Milky Way analogue halos within the Fire-2 simulations the DM-only and hydrodynamic

simulations produce DM density profiles that agree within ∼25% at 10 kpc, but with baryons

the density profiles are typically around twice as large as the NFW DM-only expectation

at distances ∼1 kpc away from the GC [144]. To be conservative we assume the canonical

NFW density profile for all radii, though in the Appendix we discuss how our results change

for alternate density profiles.

The NFW profile is specified by a characteristic density ρ0 and a scale radius rs: ρDM(r) =

ρ0/(r/rs)/(1+r/rs)
2. We use the recent results from [61], who combined Gaia DR2 Galactic

rotation curve data [150] with total mass estimates for the Galaxy from satellite observa-

tions [151, 152]. These data imply, in the context of the NFW model, a virial halo mass

MDM
200 = 0.82+0.09

−0.18 × 1012 M⊙ and a concentration c = r200/rs = 13.31+3.60
−2.68, with a non-trivial

covariance betweenMDM
200 and c [61] such that lower concentrations prefer higher halo masses.

Within the 2D 68% containment region for MDM
200 and c quoted in Ref. [61], the lowest DM

density at r ≈ 0.5 kpc, and thus the most conservative profile for the present analysis, is

obtained for ρ0 = 6.6 × 106 M⊙/kpc
3 and rs = 19.1 kpc. We adopt these values for our
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Figure 3.3: (Upper) The power-constrained 95% upper limit on the DM lifetime from this
chapter, presented in the context of the sterile-neutrino mixing angle sin2(2θ), as a function
of the DM mass mχ. The dark grey regions correspond to theoretical bounds for DM
underproduction in the νMSM or bounds from previous X-ray searches (1)–(5); see text
for details. (Lower) The associated sign-weighted significance for the UXL. Vertical grey
regions denote background lines and are at least partially masked. Green and gold regions
indicate 1/2σ expectations under the null hypothesis. These results are shown in the context
of more general DM models as constraints on the DM lifetime in SM Fig. S6.

fiducial analysis. With our choice of NFW DM parameters the local DM density, at the

solar radius, is ∼0.29 GeV/cm3, which is consistent with local measurements of the DM

density using the vertical motion of tracer stars perpendicular to the Galactic plane, see,

e.g., Refs. [153,154].

We search for evidence of decaying DM in 10 eV intervals in mass between 5−16 keV,

masking 0.1 keV windows around the locations of known lines, as indicated in Fig. 3.3.

We construct the joint likelihoods for the MOS and PN data sets. We test and account

for additional background mismodeling in the MOS and PN analyses by looking at the

distribution of best-fit mixing angles in the energy side-bands, using a technique similar to
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the “spurious signal” used by ATLAS in the search for the Higgs boson [134]. This procedure

is described in the Appendix and only has a small effect at low masses. We then combine,

at a given mass, the resulting MOS and PN profile likelihoods to obtain the final profile

likelihood used to construct the limit and discovery significance shown in Fig. 3.3. In that

figure we show the one-sided 95% upper limit on sin2(2θ) in the upper panel, along with the

1 and 2σ expectations for the power-constrained upper limit [110] under the null hypothesis

(shaded green and gold, respectively).

We find no evidence for decaying DM signals above our pre-determined significance

threshold of 5σ global significance (corresponding to ∼6σ local significance), as shown in

the bottom panel. In that figure we compare our upper limit to previous limits in the litera-

ture, adjusted to our fiducial DM model for the Milky Way where appropriate. In the context

of the νMSM it is impossible to explain all of the observed DM in the region marked “DM

under production” because of the big bang nucleosynthesis bound on the lepton chemical

potential [81, 123, 124]. Note that the νMSM also predicts that the DM becomes increas-

ingly warm for decreasing mχ, which leads to tension with Milky Way satellite galaxy counts

for low mχ: data from the Dark Energy Survey and other Galactic satellite surveys [155]

constrains mχ greater than ∼15–20 keV in the νMSM [156] (which can be strengthened

further when combined with strong lensing measurements [157]), though we note that our

results apply to more general DM production mechanisms that do not predict modifications

to small-scale structure. In Fig. 3.3 we also show previous X-ray limits from (1) [111], (2) a

Chandra search for DM decay in the Milky Way [158], (3) a Chandra search for DM decay in

M31 [96], and (4) combined NuSTAR searches for DM decay: in the Milky Way [116–118],

the Bullet Cluster [119], and M31 [120]. Note that the results from Milky Way searches have

been adjusted to use the same DM density profile as in our fiducial analysis.

3.4 Discussion

We find no significant evidence for decaying DM, which leads us to set some of the strongest

constraints to-date on the DM lifetime. We confirm the results of Dessert et al. [111] for the

non-observation of a DM decay line near 3.5 keV using a more robust and flexible analysis

strategy, leaving little room for a decaying DM explanation of the previously-observed 3.5

keV anomalies [88–90,93,95]. (See the Appendix for further discussion.)

Given the data volume incorporated into this analysis it is unlikely that further analyses

of XMM-Newton data, or Chandra data, could produce qualitatively stronger results on the

DM lifetime in the mass range considered here. However, the approach taken in this chapter

may lead to a powerful advancement in discovery power with future data sets from surveys

28



such as those by the upcoming Athena [159] and XRISM [160] telescopes. A combination of

the data collected by those missions and the analysis framework introduced in this chapter

may lead to the discovery of decaying DM in the few-keV mass range at lifetimes beyond

those probed in this chapter.
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Chapter 4

X-Ray Signatures of Axion

Conversion in Magnetic White Dwarf

Stars

We now switch focus to searches for the axion-like particles (ALPs) overviewed in the In-

troduction. The quantum chromodynamics (QCD) axion, originally proposed to solve the

strong CP problem [161–164], is a well-motivated extension of the Standard Model of particle

physics. The QCD axion is a light pseudoscalar particle that couples to the QCD operator

GG̃, with G the QCD field strength. Additionally, the axion has dimension-5 couplings to

electromagnetism and to matter. Studies of string compactifications show that, in addition

to the QCD axion, there may exist a number of additional light pseudoscalar particles, with

couplings to electromagnetism and matter but not to QCD [165, 166]. These pseudoscalars

are called axion-like particles, though throughout this chapter we will refer to all such par-

ticles as axions. In this chapter we present a novel method, using X-ray observations of

magnetic white dwarf (WD) stars (MWDs), to probe the existence of axions.

WDs have long been used as probes of axions by studying the possibility of energy loss

from axion emission [167]. Axions are emitted by axion bremsstrahlung in electron-nucleon

scattering. The extra energy loss would modify WD cooling and thus change the luminosity

function of WDs. Comparisons to the observed luminosity function have been used to set

stringent constraints on the axion-electron coupling [30, 168, 169]. Moreover, it has been

suggested that the observed WD luminosity function actually prefers the existence of an

axion [168,169], a claim further supported by period-drift measurements of WDs undergoing

pulsations [170].

In this chapter we propose to use X-ray observations of MWDs to detect the small

fraction of emitted axions that convert to X-ray photons outside of the MWD in the strong
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ga��
<latexit sha1_base64="3CMWvG1c8OoGiM522Sb7mUFdZ4g=">AAAConiclVFNa9wwENW6X+n2a7c55iK6LfRQYrsU2mOgOZRCIKHdbGC1LGNZdkT0YaRxN8b4p/Ta/qb+m8gbH5qklw5IPN7MY4b3skpJj0nyZxTdu//g4aOdx+MnT589fzGZvjz1tnZczLlV1p1l4IWSRsxRohJnlROgMyUW2cXnvr/4IZyX1nzHphIrDaWRheSAgVpPpuW6BVaC1sPfrSezZD/ZFr0L0gHMyFDH6+moYbnltRYGuQLvl2lS4aoFh5Ir0Y1Z7UUF/AJKsQzQgBZ+1W5v7+ibwOS0sC48g3TL/q1oQXvf6CxMasBzf7vXk//qLWssPq1aaaoaheHXi4paUbS0N4Lm0gmOqgkAuJPhVsrPwQHHYNeNLfHcByoGkzuxUdaU8aGzVWYv4yPpeaybYdB3/ycLi3TQjJkRG26D9yZv2eKwaxmKS2yZ55T1phSgpWraCnXHQtLh6q1Vm7zrw0pvR3MXnL7fTwM++TA7eDfEtkP2yCvylqTkIzkgX8gxmRNONuQn+UV+R6+jr9FJ9O16NBoNml1yoyJ2BbgJ07M=</latexit><latexit sha1_base64="3CMWvG1c8OoGiM522Sb7mUFdZ4g=">AAAConiclVFNa9wwENW6X+n2a7c55iK6LfRQYrsU2mOgOZRCIKHdbGC1LGNZdkT0YaRxN8b4p/Ta/qb+m8gbH5qklw5IPN7MY4b3skpJj0nyZxTdu//g4aOdx+MnT589fzGZvjz1tnZczLlV1p1l4IWSRsxRohJnlROgMyUW2cXnvr/4IZyX1nzHphIrDaWRheSAgVpPpuW6BVaC1sPfrSezZD/ZFr0L0gHMyFDH6+moYbnltRYGuQLvl2lS4aoFh5Ir0Y1Z7UUF/AJKsQzQgBZ+1W5v7+ibwOS0sC48g3TL/q1oQXvf6CxMasBzf7vXk//qLWssPq1aaaoaheHXi4paUbS0N4Lm0gmOqgkAuJPhVsrPwQHHYNeNLfHcByoGkzuxUdaU8aGzVWYv4yPpeaybYdB3/ycLi3TQjJkRG26D9yZv2eKwaxmKS2yZ55T1phSgpWraCnXHQtLh6q1Vm7zrw0pvR3MXnL7fTwM++TA7eDfEtkP2yCvylqTkIzkgX8gxmRNONuQn+UV+R6+jr9FJ9O16NBoNml1yoyJ2BbgJ07M=</latexit><latexit sha1_base64="3CMWvG1c8OoGiM522Sb7mUFdZ4g=">AAAConiclVFNa9wwENW6X+n2a7c55iK6LfRQYrsU2mOgOZRCIKHdbGC1LGNZdkT0YaRxN8b4p/Ta/qb+m8gbH5qklw5IPN7MY4b3skpJj0nyZxTdu//g4aOdx+MnT589fzGZvjz1tnZczLlV1p1l4IWSRsxRohJnlROgMyUW2cXnvr/4IZyX1nzHphIrDaWRheSAgVpPpuW6BVaC1sPfrSezZD/ZFr0L0gHMyFDH6+moYbnltRYGuQLvl2lS4aoFh5Ir0Y1Z7UUF/AJKsQzQgBZ+1W5v7+ibwOS0sC48g3TL/q1oQXvf6CxMasBzf7vXk//qLWssPq1aaaoaheHXi4paUbS0N4Lm0gmOqgkAuJPhVsrPwQHHYNeNLfHcByoGkzuxUdaU8aGzVWYv4yPpeaybYdB3/ycLi3TQjJkRG26D9yZv2eKwaxmKS2yZ55T1phSgpWraCnXHQtLh6q1Vm7zrw0pvR3MXnL7fTwM++TA7eDfEtkP2yCvylqTkIzkgX8gxmRNONuQn+UV+R6+jr9FJ9O16NBoNml1yoyJ2BbgJ07M=</latexit><latexit sha1_base64="3CMWvG1c8OoGiM522Sb7mUFdZ4g=">AAAConiclVFNa9wwENW6X+n2a7c55iK6LfRQYrsU2mOgOZRCIKHdbGC1LGNZdkT0YaRxN8b4p/Ta/qb+m8gbH5qklw5IPN7MY4b3skpJj0nyZxTdu//g4aOdx+MnT589fzGZvjz1tnZczLlV1p1l4IWSRsxRohJnlROgMyUW2cXnvr/4IZyX1nzHphIrDaWRheSAgVpPpuW6BVaC1sPfrSezZD/ZFr0L0gHMyFDH6+moYbnltRYGuQLvl2lS4aoFh5Ir0Y1Z7UUF/AJKsQzQgBZ+1W5v7+ibwOS0sC48g3TL/q1oQXvf6CxMasBzf7vXk//qLWssPq1aaaoaheHXi4paUbS0N4Lm0gmOqgkAuJPhVsrPwQHHYNeNLfHcByoGkzuxUdaU8aGzVWYv4yPpeaybYdB3/ycLi3TQjJkRG26D9yZv2eKwaxmKS2yZ55T1phSgpWraCnXHQtLh6q1Vm7zrw0pvR3MXnL7fTwM++TA7eDfEtkP2yCvylqTkIzkgX8gxmRNONuQn+UV+R6+jr9FJ9O16NBoNml1yoyJ2BbgJ07M=</latexit>

gaee
<latexit sha1_base64="QSeXYP5rHZpu6aQedFAFpd9NrlQ=">AAAClniclVFNaxRBEO0do8b1K4kXIZfGRfAgmRkR9CSBRPQS2ICbDewsS09PzabZ/hi6a9wMzfwIr/rL/Df2bOaQDy8paHi8eo+qrpdXUjhMkr+D6MHWw0ePt58Mnz57/uLlzu7emTO15TDhRhp7njMHUmiYoEAJ55UFpnIJ03x11PWnP8E6YfQPbCqYK7bUohScYaCmy4VnAO1iZ5QcJJuid0HagxHpa7zYHTRZYXitQCOXzLlZmlQ498yi4BLaYVY7qBhfsSXMAtRMgZv7zb4tfRuYgpbGhqeRbtjrDs+Uc43Kg1IxvHC3ex35v96sxvLz3Atd1QiaXw0qa0nR0O7ztBAWOMomAMatCLtSfsEs4xhOdGNKPHGBipkuLKyl0cv42JoqN5fxiXA8Vk0vdO39bGGQCp5hpmHNjVJB6bPpceszhEv0meM0645SMiVk4ytUbRbSDVtvTrUu2i6s9HY0d8HZh4M04NOPo8P3fWzbZJ+8Ie9ISj6RQ/KdjMmEcLIiv8hv8id6HX2JvkbfrqTRoPe8IjcqGv8D7x7PKg==</latexit><latexit sha1_base64="QSeXYP5rHZpu6aQedFAFpd9NrlQ=">AAAClniclVFNaxRBEO0do8b1K4kXIZfGRfAgmRkR9CSBRPQS2ICbDewsS09PzabZ/hi6a9wMzfwIr/rL/Df2bOaQDy8paHi8eo+qrpdXUjhMkr+D6MHWw0ePt58Mnz57/uLlzu7emTO15TDhRhp7njMHUmiYoEAJ55UFpnIJ03x11PWnP8E6YfQPbCqYK7bUohScYaCmy4VnAO1iZ5QcJJuid0HagxHpa7zYHTRZYXitQCOXzLlZmlQ498yi4BLaYVY7qBhfsSXMAtRMgZv7zb4tfRuYgpbGhqeRbtjrDs+Uc43Kg1IxvHC3ex35v96sxvLz3Atd1QiaXw0qa0nR0O7ztBAWOMomAMatCLtSfsEs4xhOdGNKPHGBipkuLKyl0cv42JoqN5fxiXA8Vk0vdO39bGGQCp5hpmHNjVJB6bPpceszhEv0meM0645SMiVk4ytUbRbSDVtvTrUu2i6s9HY0d8HZh4M04NOPo8P3fWzbZJ+8Ie9ISj6RQ/KdjMmEcLIiv8hv8id6HX2JvkbfrqTRoPe8IjcqGv8D7x7PKg==</latexit><latexit sha1_base64="QSeXYP5rHZpu6aQedFAFpd9NrlQ=">AAAClniclVFNaxRBEO0do8b1K4kXIZfGRfAgmRkR9CSBRPQS2ICbDewsS09PzabZ/hi6a9wMzfwIr/rL/Df2bOaQDy8paHi8eo+qrpdXUjhMkr+D6MHWw0ePt58Mnz57/uLlzu7emTO15TDhRhp7njMHUmiYoEAJ55UFpnIJ03x11PWnP8E6YfQPbCqYK7bUohScYaCmy4VnAO1iZ5QcJJuid0HagxHpa7zYHTRZYXitQCOXzLlZmlQ498yi4BLaYVY7qBhfsSXMAtRMgZv7zb4tfRuYgpbGhqeRbtjrDs+Uc43Kg1IxvHC3ex35v96sxvLz3Atd1QiaXw0qa0nR0O7ztBAWOMomAMatCLtSfsEs4xhOdGNKPHGBipkuLKyl0cv42JoqN5fxiXA8Vk0vdO39bGGQCp5hpmHNjVJB6bPpceszhEv0meM0645SMiVk4ytUbRbSDVtvTrUu2i6s9HY0d8HZh4M04NOPo8P3fWzbZJ+8Ie9ISj6RQ/KdjMmEcLIiv8hv8id6HX2JvkbfrqTRoPe8IjcqGv8D7x7PKg==</latexit><latexit sha1_base64="QSeXYP5rHZpu6aQedFAFpd9NrlQ=">AAAClniclVFNaxRBEO0do8b1K4kXIZfGRfAgmRkR9CSBRPQS2ICbDewsS09PzabZ/hi6a9wMzfwIr/rL/Df2bOaQDy8paHi8eo+qrpdXUjhMkr+D6MHWw0ePt58Mnz57/uLlzu7emTO15TDhRhp7njMHUmiYoEAJ55UFpnIJ03x11PWnP8E6YfQPbCqYK7bUohScYaCmy4VnAO1iZ5QcJJuid0HagxHpa7zYHTRZYXitQCOXzLlZmlQ498yi4BLaYVY7qBhfsSXMAtRMgZv7zb4tfRuYgpbGhqeRbtjrDs+Uc43Kg1IxvHC3ex35v96sxvLz3Atd1QiaXw0qa0nR0O7ztBAWOMomAMatCLtSfsEs4xhOdGNKPHGBipkuLKyl0cv42JoqN5fxiXA8Vk0vdO39bGGQCp5hpmHNjVJB6bPpceszhEv0meM0645SMiVk4ytUbRbSDVtvTrUu2i6s9HY0d8HZh4M04NOPo8P3fWzbZJ+8Ie9ISj6RQ/KdjMmEcLIiv8hv8id6HX2JvkbfrqTRoPe8IjcqGv8D7x7PKg==</latexit>

Tc
<latexit sha1_base64="OItltzJEg9yvYNsKkmbVjaf3cWo=">AAACr3iclVFNaxRBEO0dv+L6tdGjII2L4EEyO0HQY8AcvAgRstnA9rr29NRsmvTH0F3jZmjm5q/xqn/Gf2PPZA4m8WJBw+NVVdfjvbxS0uNs9nuU3Lp95+69nfvjBw8fPX4y2X164m3tBMyFVdad5tyDkgbmKFHBaeWA61zBIj//0PUX38B5ac0xNhWsNN8YWUrBMVLryYvA+k+Cg6KlLNf0eM00x7O8DKJt15PpbG/WF70JsgFMyVBH691Rwworag0GheLeL7NZhavAHUqhoB2z2kPFxTnfwDJCwzX4Veg1tPRVZApaWhefQdqzf28Err1vdB4nO43+eq8j/9Vb1li+XwVpqhrBiMtDZa0oWtq5QgvpQKBqIuDCyaiVijPuuMDo3ZUr6dxHKuWmcLBV1mzSQ2er3F6kn6QXqW6GQd/+31o8pOPOmBnYCqt1nAxscdgGhnCBgXlBWWdKybVUTahQtyzGHlX3Vm2LPqzsejQ3wcn+Xhbx57fTgzdDbDvkOXlJXpOMvCMH5CM5InMiyHfyg/wkv5IsWSRfkq+Xo8lo2HlGrlQi/wAZsNlF</latexit><latexit sha1_base64="OItltzJEg9yvYNsKkmbVjaf3cWo=">AAACr3iclVFNaxRBEO0dv+L6tdGjII2L4EEyO0HQY8AcvAgRstnA9rr29NRsmvTH0F3jZmjm5q/xqn/Gf2PPZA4m8WJBw+NVVdfjvbxS0uNs9nuU3Lp95+69nfvjBw8fPX4y2X164m3tBMyFVdad5tyDkgbmKFHBaeWA61zBIj//0PUX38B5ac0xNhWsNN8YWUrBMVLryYvA+k+Cg6KlLNf0eM00x7O8DKJt15PpbG/WF70JsgFMyVBH691Rwworag0GheLeL7NZhavAHUqhoB2z2kPFxTnfwDJCwzX4Veg1tPRVZApaWhefQdqzf28Err1vdB4nO43+eq8j/9Vb1li+XwVpqhrBiMtDZa0oWtq5QgvpQKBqIuDCyaiVijPuuMDo3ZUr6dxHKuWmcLBV1mzSQ2er3F6kn6QXqW6GQd/+31o8pOPOmBnYCqt1nAxscdgGhnCBgXlBWWdKybVUTahQtyzGHlX3Vm2LPqzsejQ3wcn+Xhbx57fTgzdDbDvkOXlJXpOMvCMH5CM5InMiyHfyg/wkv5IsWSRfkq+Xo8lo2HlGrlQi/wAZsNlF</latexit><latexit sha1_base64="OItltzJEg9yvYNsKkmbVjaf3cWo=">AAACr3iclVFNaxRBEO0dv+L6tdGjII2L4EEyO0HQY8AcvAgRstnA9rr29NRsmvTH0F3jZmjm5q/xqn/Gf2PPZA4m8WJBw+NVVdfjvbxS0uNs9nuU3Lp95+69nfvjBw8fPX4y2X164m3tBMyFVdad5tyDkgbmKFHBaeWA61zBIj//0PUX38B5ac0xNhWsNN8YWUrBMVLryYvA+k+Cg6KlLNf0eM00x7O8DKJt15PpbG/WF70JsgFMyVBH691Rwworag0GheLeL7NZhavAHUqhoB2z2kPFxTnfwDJCwzX4Veg1tPRVZApaWhefQdqzf28Err1vdB4nO43+eq8j/9Vb1li+XwVpqhrBiMtDZa0oWtq5QgvpQKBqIuDCyaiVijPuuMDo3ZUr6dxHKuWmcLBV1mzSQ2er3F6kn6QXqW6GQd/+31o8pOPOmBnYCqt1nAxscdgGhnCBgXlBWWdKybVUTahQtyzGHlX3Vm2LPqzsejQ3wcn+Xhbx57fTgzdDbDvkOXlJXpOMvCMH5CM5InMiyHfyg/wkv5IsWSRfkq+Xo8lo2HlGrlQi/wAZsNlF</latexit><latexit sha1_base64="OItltzJEg9yvYNsKkmbVjaf3cWo=">AAACr3iclVFNaxRBEO0dv+L6tdGjII2L4EEyO0HQY8AcvAgRstnA9rr29NRsmvTH0F3jZmjm5q/xqn/Gf2PPZA4m8WJBw+NVVdfjvbxS0uNs9nuU3Lp95+69nfvjBw8fPX4y2X164m3tBMyFVdad5tyDkgbmKFHBaeWA61zBIj//0PUX38B5ac0xNhWsNN8YWUrBMVLryYvA+k+Cg6KlLNf0eM00x7O8DKJt15PpbG/WF70JsgFMyVBH691Rwworag0GheLeL7NZhavAHUqhoB2z2kPFxTnfwDJCwzX4Veg1tPRVZApaWhefQdqzf28Err1vdB4nO43+eq8j/9Vb1li+XwVpqhrBiMtDZa0oWtq5QgvpQKBqIuDCyaiVijPuuMDo3ZUr6dxHKuWmcLBV1mzSQ2er3F6kn6QXqW6GQd/+31o8pOPOmBnYCqt1nAxscdgGhnCBgXlBWWdKybVUTahQtyzGHlX3Vm2LPqzsejQ3wcn+Xhbx57fTgzdDbDvkOXlJXpOMvCMH5CM5InMiyHfyg/wkv5IsWSRfkq+Xo8lo2HlGrlQi/wAZsNlF</latexit>

L�a
<latexit sha1_base64="HUBdQkM/b+6FLC0QE8C9awq8EwI=">AAACm3iclVFNSxxBEO2dfOnmS5OjBJosgZycGRGSo6CHIAYMZFxhe1lqenrWxv6iu8d1aOZveI1/K/8mPescouaSgoLHq3pU8V5pBHc+y36PkidPnz1/sbE5fvnq9Zu3W9vvzpxuLGUF1ULb8xIcE1yxwnMv2LmxDGQp2LS8POzn0ytmHdfqp28Nm0tYKl5zCj5S5GQRyBKkhAV0i61JtputCz8G+QAmaKjTxfaoJZWmjWTKUwHOzfLM+HkA6zkVrBuTxjED9BKWbBahAsncPKyf7vCnyFS41ja28njN/q0IIJ1rZRk3JfgL93DWk/+azRpff50HrkzjmaJ3h+pGYK9x7wCuuGXUizYCoJbHXzG9AAvUR5/uXUkLF6kUVGXZSmi1TI+sNqW+Tr9zR1PZDouu+z9ZPCSjZkwUW1Ed3VdVINOjLhDPrn0gjmLSm1KD5KINxsuOxIjj12urVlXXh5U/jOYxONvbzSP+sT852Bti20A76CP6jHL0BR2gb+gUFYgig27QL3SbfEgOk+Pk5G41GQ2a9+heJcUfwWfROw==</latexit><latexit sha1_base64="HUBdQkM/b+6FLC0QE8C9awq8EwI=">AAACm3iclVFNSxxBEO2dfOnmS5OjBJosgZycGRGSo6CHIAYMZFxhe1lqenrWxv6iu8d1aOZveI1/K/8mPescouaSgoLHq3pU8V5pBHc+y36PkidPnz1/sbE5fvnq9Zu3W9vvzpxuLGUF1ULb8xIcE1yxwnMv2LmxDGQp2LS8POzn0ytmHdfqp28Nm0tYKl5zCj5S5GQRyBKkhAV0i61JtputCz8G+QAmaKjTxfaoJZWmjWTKUwHOzfLM+HkA6zkVrBuTxjED9BKWbBahAsncPKyf7vCnyFS41ja28njN/q0IIJ1rZRk3JfgL93DWk/+azRpff50HrkzjmaJ3h+pGYK9x7wCuuGXUizYCoJbHXzG9AAvUR5/uXUkLF6kUVGXZSmi1TI+sNqW+Tr9zR1PZDouu+z9ZPCSjZkwUW1Ed3VdVINOjLhDPrn0gjmLSm1KD5KINxsuOxIjj12urVlXXh5U/jOYxONvbzSP+sT852Bti20A76CP6jHL0BR2gb+gUFYgig27QL3SbfEgOk+Pk5G41GQ2a9+heJcUfwWfROw==</latexit><latexit sha1_base64="HUBdQkM/b+6FLC0QE8C9awq8EwI=">AAACm3iclVFNSxxBEO2dfOnmS5OjBJosgZycGRGSo6CHIAYMZFxhe1lqenrWxv6iu8d1aOZveI1/K/8mPescouaSgoLHq3pU8V5pBHc+y36PkidPnz1/sbE5fvnq9Zu3W9vvzpxuLGUF1ULb8xIcE1yxwnMv2LmxDGQp2LS8POzn0ytmHdfqp28Nm0tYKl5zCj5S5GQRyBKkhAV0i61JtputCz8G+QAmaKjTxfaoJZWmjWTKUwHOzfLM+HkA6zkVrBuTxjED9BKWbBahAsncPKyf7vCnyFS41ja28njN/q0IIJ1rZRk3JfgL93DWk/+azRpff50HrkzjmaJ3h+pGYK9x7wCuuGXUizYCoJbHXzG9AAvUR5/uXUkLF6kUVGXZSmi1TI+sNqW+Tr9zR1PZDouu+z9ZPCSjZkwUW1Ed3VdVINOjLhDPrn0gjmLSm1KD5KINxsuOxIjj12urVlXXh5U/jOYxONvbzSP+sT852Bti20A76CP6jHL0BR2gb+gUFYgig27QL3SbfEgOk+Pk5G41GQ2a9+heJcUfwWfROw==</latexit><latexit sha1_base64="HUBdQkM/b+6FLC0QE8C9awq8EwI=">AAACm3iclVFNSxxBEO2dfOnmS5OjBJosgZycGRGSo6CHIAYMZFxhe1lqenrWxv6iu8d1aOZveI1/K/8mPescouaSgoLHq3pU8V5pBHc+y36PkidPnz1/sbE5fvnq9Zu3W9vvzpxuLGUF1ULb8xIcE1yxwnMv2LmxDGQp2LS8POzn0ytmHdfqp28Nm0tYKl5zCj5S5GQRyBKkhAV0i61JtputCz8G+QAmaKjTxfaoJZWmjWTKUwHOzfLM+HkA6zkVrBuTxjED9BKWbBahAsncPKyf7vCnyFS41ja28njN/q0IIJ1rZRk3JfgL93DWk/+azRpff50HrkzjmaJ3h+pGYK9x7wCuuGXUizYCoJbHXzG9AAvUR5/uXUkLF6kUVGXZSmi1TI+sNqW+Tr9zR1PZDouu+z9ZPCSjZkwUW1Ed3VdVINOjLhDPrn0gjmLSm1KD5KINxsuOxIjj12urVlXXh5U/jOYxONvbzSP+sT852Bti20A76CP6jHL0BR2gb+gUFYgig27QL3SbfEgOk+Pk5G41GQ2a9+heJcUfwWfROw==</latexit>
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Figure 4.1: Axions are produced inside of a WD star and convert into X-ray photons as
they pass through the star’s magnetic field. The axion-induced X-rays have energy around
the core temperature Tc, which is much higher than the WD surface temperature Teff .

surrounding magnetic field, as illustrated in Fig. 4.1. The conversion of axions to photons

utilizes the axion-photon coupling. The proposed method uses the following key properties of

isolated MWDs. First, the surrounding magnetic fields can be quite high, ∼109 G [20,171],

enhancing the axion-photon conversion probability. Second, while the core temperature

of WDs is typically in the X-ray band, Tc ∼ 107K, the effective surface temperature is

significantly lower, Teff ∼ 104K (see, e.g., Ref. [64]). Therefore an isolated MWD should

not produce X-rays in the absence of axions. X-ray energy axions may escape the core and

then convert into real X-ray photons in the magnetic field surrounding the WD, leading to

a nearly thermal X-ray flux at the temperature of the core. In this chapter, we show that

X-ray telescope observations of MWDs have the potential to probe a wide range of axion

masses and couplings. However, as we will show, the X-ray observations are only sensitive

to low-mass ALPs and not to the QCD axion, as the axion-photon conversion probability is

suppressed for large axion masses.
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A similar approach to axion detection was previously suggested for neutron stars (NSs)

[172]. In that case, nuclear bremsstrahlung in the NS generates an outgoing flux of axions,

which may convert into X-rays in the strong magnetic field surrounding the NS. However,

it was pointed out in Ref. [173] that vacuum birefringence effects from quantum electrody-

namics (QED), in the presence of strong magnetic fields, stymie the axion-photon conversion

process. The result is that the axion-induced X-ray flux from NSs is expected to be negligi-

ble for a KSVZ [174–176] or DFSZ [177,178] QCD axion, but the flux may still be significant

for ALPs [179,180]. We will discuss these QED effects for MWDs below.

In many ways our proposal is reminiscent of the CAST experiment [27, 181, 182], which

looks for axions produced within the Sun. These keV-energy axions travel to Earth where

they are converted into X-ray photons by the strong magnetic field of the CAST experiment

and detected with X-ray optics. The key conceptual difference between our MWD proposal

and CAST, in addition to using MWDs as the axion source instead of the Sun, is that the

conversion to X-rays takes place not in the lab but rather in the magnetosphere surrounding

the MWD itself. A similar approach has in fact been suggested for the Sun (see, e.g.,

Ref. [183]), whereby one looks at spectral and morphological distortions to the solar X-ray

spectrum from axion-photon conversion in the solar magnetic field, but this is complicated

by the fact that the Sun is already a strong X-ray source.

We note that a host of additional astrophysical probes of axions and axion dark mat-

ter (DM) have been proposed. These include radio signatures of axion DM conversion in

NSs [184–187] and radio signatures of axion decay [188], supernova cooling [189,190], energy

loss in horizontal branch stars in globular clusters [191], and photon-axion oscillations lead-

ing to increased transparency of TeV gamma rays [192–195]. Axion DM is also the subject

of significant laboratory efforts at present [45, 196–209].

4.1 X-ray flux calculation

It is useful to recall how an axion interacts with matter (see Ref. [210] for a review). The QCD

axion couples to gluons through the operator L ⊃ −aαsGG̃/(8πfa), where a is the axion field,

αs is the strong fine structure constant, fa is the axion decay constant, and G is the QCD

field strength tensor. The axion may also couple to electromagnetism through the operator

L ⊃ −gaγγaF F̃/4, where gaγγ is the axion-photon coupling with units of GeV−1, and F is the

QED field strength tensor. Finally the axion can interact with electrons through the operator

L ⊃ gaee/(2me)ēγ
µγ5e∂µa, where gaee is the dimensionless axion-electron coupling, me is the

32



electron’s mass, and e is the electron field. It is customary to write gaγγ = Cγαem/(2πfa)

and gaee = Ceme/fa, where αem is the electromagnetic fine structure constant, and Cγ and

Ce are dimensionless parameters.

The coupling of axions to matter allows axions to be emitted from WDs. WDs have dense

cores that are supported by electron degeneracy pressure and consist predominantly of a hot

plasma of carbon, oxygen, and electrons. The temperature of this isothermal plasma, which

makes up the bulk of the matter of the WD, can be Tc ≈ 107 K or higher, depending on

the WD. Axions are emitted most efficiently in WDs from bremsstrahlung off of electrons

in electron-nuclei scattering, through the diagram illustrated in Fig. 4.1. The luminosity

radiated from a WD in axions, denoted by La, is calculated in Refs. [66, 167, 211] (see also

Ref. [212]), and for a carbon-oxygen WD with mass density ratio 0.5 and total mass MWD,

we find

La
L⊙

≈ 1.6× 10−4
( gaee
10−13

)2(MWD

1M⊙

)(
Tc

107 K

)4

, (4.1)

where L⊙ andM⊙ are the luminosity and mass of the Sun, respectively. The energy spectrum

of the axion emission is found to be thermal at temperature Tc: dLa/dE ∝ E3/(eE/Tc − 1) [66].

The emitted axions may be converted into X-ray photons in the magnetic field surround-

ing the MWD. Under the approximation where we assume all axions travel along radial

trajectories originating from the MWD center, we may derive a simple analytic expression

for the conversion probability. Note that in the Appendix we derive and numerically solve

the relevant equations of motion for the more general trajectories and field configurations

appropriate for a realistic MWD with finite extent, but the results are similar to those found

by assuming radial trajectories. The axion-photon mixing equations in the presence of an

external magnetic field can be reduced to a system of first-order differential equations using

a WKB approximation. This approximation assumes that the scale of variation in the mag-

netic field is much larger than the axion’s de Broglie wavelength. By working in the Weyl

gauge, A0 = 0, and focusing on axion trajectories along which the angle with respect to the

magnetic field does not change, these equations take the form [173][
i∂r + E +

(
∆∥ ∆B

∆B ∆a

)](
A∥

a

)
= 0 , (4.2)

where E is the axion’s energy. Here A∥(r) denotes the vector potential component in the

plane normal to the direction of propagation and parallel to the external magnetic field,

as a function of the radial coordinate r, while a(r) is the axion field. The probability for

an axion to convert into a photon pa→γ is determined by solving Eq. (4.2) and comparing
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the magnitude squared of an initial pure axion state with the asymptotic solution for the

electromagnetic vector potential. In the background magnetic field, the axion-photon in-

teraction induces a mixing, which is parametrized by ∆B(r) = (gaγγ/2)B(r) sinΘ, where

B(r) is the strength of the magnetic field at radius r and Θ is the angle between the

radial propagation direction and the magnetic field, which is r-independent. The term

∆a = −m2
a/(2E) incorporates the axion mass and is responsible for the slightly differ-

ent momenta between the axion and photon states. Strong-field QED effects in vacuum

give rise to the term ∆∥(r) = (7/2)Eξ(r) sin2Θ, with ξ(r) = (αem/45π)[B(r)/Bcrit]
2 with

Bcrit = m2
e/e ≈ 4.41 × 1013 G the critical field strength. In general ∆∥ also contains a

term related to the photon’s effective plasma mass ωpl, ∆∥ = −ω2
pl/(2E), but this term is

subdominant to the QED one for the systems that we consider.

Since the B field strength decreases as we move farther away from the surface of the

MWD, it is important to solve the equation of motion Eq. (4.2) including the changing mag-

netic field profile with r. In the weak-mixing limit we can solve Eq. (4.2) using the formalism

of time-dependent perturbation theory, and the axion-photon conversion probability is found

to be [173,180]

pa→γ =
∣∣∣∫ ∞

RWD

dr′∆B(r
′) e

i∆ar′−i
∫ r′
RWD

dr′′∆∥(r
′′)
∣∣∣2 . (4.3)

The integral starts at the star’s surface, r = RWD, since it is assumed that X-ray photons

produced inside the MWD cannot escape. To first approximation we may model the magnetic

field outside of the MWD as a magnetic dipole, such that B(r) = (RWD/r)
3B0 with B0 the

field at the surface and r > RWD. In the Appendix we consider more general magnetic

field configurations, but the results are largely the same. In general, we evaluate Eq. (4.3)

numerically. Note that for typical MWD parameters and asymptotically small ma, the

conversion probabilities are of order 10−4 × (gaγγ/10
−11 GeV−1)2.

Having calculated both the spectrum of axion radiation, dLa/dE, and the axion-to-

photon conversion probability, pa→γ, the flux of axion-induced X-ray photons at Earth is

calculated as

dFγa
dE

(E) =
dLa
dE

(E)× pa→γ(E)×
1

4πd2WD

, (4.4)

where dWD is the distance between Earth and the MWD. Note that for a typical MWD

dWD ≈ 30 pc away, combining Eq. (4.4) with the conversion probability estimate and the

axion luminosity Eq. (4.1) leads to axion-induced X-ray fluxes of order Fγa ∼ 10−15 ×
(gaeegaγγ/10

−24 GeV−1)2 erg/cm2/s at low axion masses, though in practice we compute
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dFγa/dE precisely using the above formalism given the properties of the MWD under con-

sideration. In practice we compute the integrated flux F2−10, defined as the integral of

Eq. (4.4) from 2 to 10 keV, to compare to data.

The only parameter that appears in Eq.(4.4) that cannot be measured directly for a

given MWD is the core temperature, Tc, which affects the axion luminosity through Eq.(4.1).

The core temperature is not directly observable, since the thin WD atmosphere is largely

opaque to radiation. The effective temperature Teff of the atmosphere, which determines

the observed luminosity Lγ, is much smaller than the temperature of the isothermal core

Tc. Understanding the relation between Lγ and Tc requires detailed modeling of the layers

connecting the atmosphere to the degenerate core (see e.g., Refs. [62–65]). We use the result

of models presented in Ref. [64], which finds that for luminosities above Lγ ∼ 10−3.8 L⊙ and

below ∼10−1.5 L⊙ the luminosity-core temperature relation is well approximated by

Tc ≃
(
3× 106 K

)( Lγ
10−4L⊙

)0.4

. (4.5)

As we discuss further in the Appendix, the WD models in Refs. [62–65] agree to within

O(10%) uncertainty.

It is important to note that while the effective temperatures Teff are often at the level

of 104 K, the emission from the WD does not follow a pure thermal distribution at this

temperature since higher frequencies probe deeper within the WD atmosphere [213]. Still,

for the hot WDs we consider, the expected thermal hard X-ray flux (e.g., from 2 to 10 keV)

is negligible compared to the axion-induced fluxes that will be probed.

4.2 X-ray data analysis and projections

Although there are over 70000 known WD stars within approximately 100 pc of Earth [21],

the total number of known MWDs with well-measured properties is only around 200 [20].

In the Appendix we list several MWDs that are expected to have the largest axion-induced

X-ray flux, while in this section we focus on the most promising candidate.

The magnetic WD RE J0317-853 [214] is especially hot, has a strong magnetic field, and

is relatively nearby, making it an excellent target for X-ray searches for axions. Optical

and UV observations suggest an effective temperature between Teff = 30000 K and 60000 K,

while at the same time being incredibly massive, MWD ∼ 1.3 M⊙, and compact, RWD ∼
0.003 − 0.004 R⊙ [22, 214]. Note that the best-fit temperature presented in Ref. [214] is
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Teff = 4.93+0.22
−0.12 × 104 K, though a wider range was considered in Ref. [22]. The MWD

rotates with a period of ∼725 s, and over this period the surface magnetic field strength

is seen to oscillate. Reference [215] used time-resolved far-UV spectroscopic data from the

Hubble Space Telescope to study the variations in the locations and magnitudes of Lyman

α transition to measure the magnetic field profile. They found that the observable surface

magnetic field varies between 200 and 800 MG over the WD rotation period, which is well

fit by an offset dipole model [215]. They also find a best-fit temperature Teff ∼ 40000 K.

In the Appendix we model in detail the magnetic field structure of this MWD and assess

the sensitivity of our results to uncertainties in the value of Teff , for example. Here, however,

we simply calculate the predictedX-ray flux using Eq. (4.3) with the most conservative choice

of parameters for the magnetic field strength and effective temperature of RE J0317-853. We

use a central dipole field with surface-field value B0 = 200 MG and sinΘ = 1, corresponding

to the lowest surface-field value observed in Ref. [215] anywhere on the WD surface over

its period. We also take the fiducial values Teff = 30000 K, MWD = 1.32 M⊙, and RWD =

0.00405 R⊙ [22], which let us infer Lγ = 0.0120 L⊙ from the Stefan-Boltzmann law and

Tc = 2.0 × 107 K from Eq. (4.5). We note that higher Teff lead to higher flux rates, and

our fiducial value for Teff is the lowest end of the range discussed in Refs. [22,214]. Parallax

measurements from Gaia-DR2 [21] place RE J0317-853 at a distance of dWD = 29.54±0.04 pc

from Earth.

The axion-induced X-ray spectrum from RE J0317-853 should peak around E ∼ 3Tc ∼
5 keV. Observations with Suzaku, using approximately 60 ks of exposure time, detected no

astrophysical X-ray emission from this MWD and set a flux limit in the 2-10 keV range of

F2−10 < 1.7× 10−13 erg/cm2/s at 95% confidence [216]. We note that the limit in Ref. [216]

required background subtraction and modeling; the limit itself is dominated by systematic

uncertainties in modeling the cosmic X-ray background and the non-X-ray background. We

also caution that the limit in Ref. [216] is formally only valid for an energy spectrum that

resembles the above backgrounds, given the energy-dependence of the Suzaku effective area,

though we have checked that this only induces a ∼10% difference in the predicted counts

and thus can be ignored for our purposes. We translate the flux limit into a 95% constraint

on the axion coupling constants |gaγγ gaee| using the fiducial values for RE J0317-853 and

the formalism for axion-photon conversion developed above. Our results are presented in

Fig. 4.2, which shows our constraint on the axion parameter space; the region above the blue

curve is excluded at 95% confidence for the fiducial stellar parameters (Teff , B0, etc) given

above. Note that the nontrivial structure in the limit at high ma is due to transitioning

across the regime where ∆a ≪ ∆∥ and then again to the regime where ∆a ≫ RWD.

We compare our result to the previous best limits on this coupling combination. By
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searching for axions produced inside of the Sun though the axion-electron coupling, the

CAST experiment obtains a direct limit on |gaγγ gaee| [217]. Our constraints are approxi-

mately 2 orders of magnitude stronger than those from CAST at low axion masses. Several

experiments derive upper limits on |gaγγ| alone. CAST provides an upper limit on |gaγγ| from
axions produced in the Sun through the Primakoff process [27]. Similarly an upper bound on

|gaγγ| is derived from the nonobservation of a gamma ray flux coincident with SN 1987A [40],

which is expected to be seen if axions are produced during the core-collapse supernova and

subsequently convert into γ-ray photons in the intergalactic magnetic field. By combining

these limits on gaγγ with the limit |gaee| < 2.8× 10−13, which arises from modeling the WD

luminosity function [30], we obtain a second 95% confidence upper limit, which is stronger

than CAST’s direct limit on |gaγγ gaee|.
In Fig. 4.2 we also show the best-fit value for gaγγ×gaee (“cooling hints”) found in Ref. [33]

from a global fit to the available stellar cooling data, which slightly favors nonzero axion-

electron and axion-photon couplings. Unfortunately the global fits say little about the axion

mass, since the stellar cooling probes are not sensitive to the mass of the particle causing

the cooling (at least up to the temperature of the stellar cores, which are O(1 keV). From

our work we are able to say that the axion mass at these best-fit couplings needs to be above

∼2 × 10−5 eV. The coupling-mass relations for the DFSZ [177, 178] and KSVZ [174–176]

QCD axion models are also shown in Fig. 4.2.

The Suzaku observations of MWD RE J0317-853 from [216] are not ideal for searching for

the proposed axion-induced X-ray signal. This is because Suzaku has a rather poor point-

source sensitivity in the ∼2-10 keV band compared to other telescopes like XMM-Newton or

Chandra. For instance, we estimate that a ∼400 ks observation with Chandra would yield

a 95% confidence flux sensitivity in the 2-10 keV band at the level of 6 × 10−16 erg/cm2/s

[218], which is over 2 orders of magnitude better than the sensitivity achieved in [216] with

Suzaku. (Specifically, this flux sensitivity estimate includes X-ray and particle backgrounds

as estimated in [218] and is for the ACIS-I instrument in the timed exposure mode with

no grating and with CCD I3, along with Very Faint telemetry.) This projected sensitivity

appears in Fig. 4.2 as the red dashed curve. Note that this sensitivity projection assumes

that the MWD does not produce X-ray emission in the energy range of interest at the flux

levels that would be probed by XMM-Newton and Chandra. This assumption is justified

because the thermal emission is exponentially suppressed in the energy range 2-10 keV and

well below the levels that would be probed by future observations. Possible nonthermal

emission mechanisms include synchrotron and curvature radiation in the strong magnetic

field surrounding the MWD. However, these processes are suppressed by the rather large

spin period of the MWD, which leads to a small accelerating potential compared to e.g.

37



the fast-spinning cataclysmic variable (CV) MWD AE Aquarii, for which pulsed nonthermal

emission has been possibly observed [216,219].

4.3 Discussion

In this chapter we used Suzaku observations of the nearby MWD RE J0317-853 to set the

strongest limits to date on |gaγγ gaee| for axion masses ≲ meV. Dedicated observations, with

existing telescopes such as XMM-Newton, Chandra, or NuSTAR of this MWD and others

have the potential to improve the sensitivity by over an order of magnitude and perhaps more.

If the previously observed stellar cooling hints are due to low-mass axion-like particles, X-ray

observations of MWDs should detect excess hard X-ray flux.

If a hard X-ray signal is seen from a MWD, the first question should be if the MWD is

accreting, which would be the case for a CV star. CVs, which often emit hard X-ray spectra

are distinguishable from e.g. their variability and emission line spectra. It is also possible

that some MWDs emit hard X-rays due to chromospheric activity, though this has yet to

be observed [220]. Our predicted axion signal has the unique feature of having an order

unity modulation fraction over the MWD period for most alignment angle configurations, as

discussed more in the Appendix, which could help differentiate it from other backgrounds.

The signal discussed in this chapter requires the axion to interact with both electromag-

netism and electrons. While both interactions are expected in a generic ALP theory, from an

effective field theory point of view, this fact makes it hard to directly compare our sensitivity

to e.g. the CAST limits on gaγγ alone. However, in the Appendix we show that even if one

assumes that the axion-electron operator is generated through the renormalization group

alone due to W and Z-boson loops, the constraints from this chapter may be translated to

constraints on gaγγ that are comparable to those from CAST.

In addition to the axion-electron coupling, a generic axion is also expected to interact

derivatively with quarks. These interactions cause NSs to radiate ∼keV axions, as in the

WD case described in this chapter. NSs are also promising targets for axion-induced hard

X-ray signals, and this will be explored in future work [221].
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Figure 4.2: The 95% C.L. upper limit on the axion couplings |gaγγ gaee| as a function of
the axion mass ma are inferred from the nonobservation of X-ray emission from the MWD
RE J0317-853 by the Suzaku telescope with ∼60 ks of exposure (solid blue line). We also
show the 95% C.L. projected sensitivity from Chandra observations of the same MWD with
a 400 ks exposure (dashed red line). The limits extend to ma = 0 outside of the plotted
range. The nontrivial structure in the limit at high ma arises from the transition probability
becoming suppressed in this regime by the axion-photon momentum mismatch (see text for
details). Additionally, we show the strongest upper limit on this parameter space before this
work from the nonobservation of gamma rays from SN 1987A, searches for axions with the
CAST experiment, and constraints on the WD luminosity function. Stellar cooling hints
suggest an axion may be present in the spectrum with |gaγγ gaee| ∼ 2× 10−24, as indicated,
though this interpretation is subject to large uncertainties.
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Chapter 5

No Evidence for Axions from Chandra

Observation of the Magnetic White

Dwarf RE J0317-853

In the previous chapter, we pointed out that axions could produce X-ray signatures through

axion-photon conversion in magnetic WD (MWD) magnetospheres [222] (see [172, 173, 179,

180, 221, 223–227] for related discussions in neutron star (NS) magnetospheres). In that

chapter, we used archival data from the Suzaku telescope to constrain this process. However,

Suzaku is not the optimal telescope for such a search, because it has relatively weak angular

resolution and therefore point-source sensitivity. By contrast, the Chandra X-ray telescope

boasts the leading point-source sensitivity of available X-ray telescopes. We applied to

NASA and the Smithsonian Institute for time on Chandra to observe MWD RE J0317-853,

the MWD we computed was the most axion-emissive known white dwarf in the previous

Chapter. We were awarded this time and the observation was taken in December 2020. In

this Chapter we analyze Chandra data of the MWD RE J0317-853 to look for evidence of

axion production and conversion at that MWD.

The couplings of the axion a with mass ma to electromagnetism and electronic matter

are described through the Lagrangian terms

Lint ⊃ −1

4
gaγγaFµνF̃

µν +
gaee
2me

(∂µa)ēγ
µγ5e , (5.1)

with F (F̃ ) the (dual) quantum electrodynamics (QED) field strength, e the electron field,

and me the electron mass. It is convenient to parameterize the coupling constants by

gaγγ = CaγγαEM/(2πfa) and gaee = Caeeme/fa, where the C’s are dimensionless. Most labo-

ratory and astrophysical searches for axions focus on the axion-photon coupling, with current
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Figure 5.1: We constrain gaγγgaee ≲ 1.3 × 10−25 GeV−1 at 95% confidence for low ma from
the non-observation of X-rays from the MWD RE J0317-853. We translate this result to
constraints on gaγγ assuming: (i) a tree-level axion-electron coupling with Caee = Caγγ, and
(ii) the loop-induced Caee ≈ 1.6·10−4Caγγ that represents a conservativeW -phobic axion (the
loop-induced Caee is generically larger). The expected 68% (95%) containment region for
the power-constrained 95% upper limit is shaded in green (gold) for the W -phobic scenario.
Previous constraints are shaded in grey [26].

constraints illustrated in Fig. 5.1. Low-mass constraints arise from the non-observation of

photons from super star clusters (SSCs) [29] (see also [228]) and SN1987A [40] and searches

for spectral modulations with Fermi [195], H.E.S.S. [229], and Chandra [37] (but see [38]).

The constraints from the solar axion search with the CAST experiment [27] and from Hori-

zontal Branch (HB) star cooling [28] are equally strong and extend over the whole mass range

in Fig. 5.1, which also shows the predicted coupling-mass relations in the DFSZ [174,175] and

KSVZ [177, 178] QCD axion models. The additional constraints shown in Fig. 5.1 require

the axion to be dark matter [44–46,198,230–235] (see [26] for a summary).
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As described in [222] axions may be produced within the cores of MWD stars through

electron bremsstrahlung off of ions, using the gaee coupling, and converted to X-rays in

the stellar magnetospheres with the gaγγ term in (5.1). Ref. [222] identified RE J0317-853

as being the most promising currently-known MWD because of a combination of (i) the

close distance d = 29.38 ± 0.02 pc, as measured by Gaia [236], (ii) the large magnetic field

Bpole ∼ 500 MG, and (iii) the high core temperature Tcore ∼ 1.5 keV. The predicted axion-

induced X-ray signal is expected to be roughly thermal at the core temperature, meaning

that it should peak at a few keV where Chandra is the most sensitive currently-operating

X-ray telescope.

5.1 Analysis of Chandra observation of RE J0317-853

We observed the MWD RE J0317-853 on 2020-12-18 using the Chandra ACIS-I instrument

with no grating for a total of 37.42 ks (PI Safdi, observation ID 22326). After data reduction

– see the Appendix – we produce pixelated counts maps in four energy bins from 1 to

9 keV of width 2 keV each. Each square pixel in right ascension (RA) and declination

(DEC) has physical length of ∼0.′′492 (note in the RA direction this is the width in RA ×
cos(Dec)). In Fig. 5.2 we show the binned counts over 1–9 keV in the vicinity of the MWD;

note that in this region no pixel has more than one count. The figure is centered at the

current location of the MWD, labeled ‘Dec. 2020 (calib.)’: RA0 ≈ 49◦ 18′ 37.′′77, DEC0 ≈
−85◦ 32′25.′′81. Fig. 5.2 also shows intermediate source locations determined during the

astrometric calibration process (see the Appendix). The 68% energy containment radius at

1 keV (9 keV) is approximately 0.′′5 (0.′′6). The inset illustrates the expected template for

emission associated with the MWD at 1 keV. No photon counts are observed near the MWD.

The circle in Fig. 5.2 has radius 5′′ and is the extent of our region of interest (ROI); that is,

we exclude pixels whose centers are beyond this radius in our analysis.

We analyze the pixelated data d = {ni,j}, with ni,j the number of counts in energy bin

i and pixel j, in the context of the axion model, which is discussed more shortly, using the

joint Poisson likelihood

p(d|M,θ) =
4∏
i=1

Npix∏
j=1

µi,j(θ)
ni,je−µi,j(θ)

ni,j!
, (5.2)

with M denoting the joint signal and background model, with model parameters θ =

{Abkg, gaeegaγγ,ma}, and Npix the number of spatial pixels. The model predicts µi,j(θ)

counts in energy and spatial pixel i, j. The background parameter vector Abkg consists of a
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Figure 5.2: The binned counts over 1–9 keV from our ∼40 ks Chandra observation of the
MWD RE J0317-853. No counts are observed within the vicinity of the source, whose
location is indicated along with intermediate locations at various stages in the astrometric
calibration process (see text for details), and also no more than one count is observed in
any pixel. The dashed circle indicates the extent of the ROI used in our analysis. The inset
panel illustrates the signal template in grey scale, for the first energy bin, over the analysis
ROI.

single normalization parameter in each of the four energy bins that re-scales the background

counts spatial template. For our background template, which we profile over, we use the

exposure map, which is flat to less than 0.5% over our ROI. The signal model has the two

parameters {gaeegaγγ,ma}, which predict the counts in each of the four energy bins. The

signal template is centered on the MWD and accounts for the point spread function (PSF),

as illustrated in the inset of Fig. 5.2.
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At a fixed ma we construct the profile likelihood for gaγγgaee by maximizing the log-

likelihood over Abkg at each gaγγgaee. Our 95% upper limit on gaγγgaee is constructed directly

by Monte Carlo simulations of the signal and null hypotheses instead of relying on Wilks’

theorem, since we are in the low-counts limit (see e.g. [109] for details). A priori we decided

to power constrain [110] our limits to account for the possibility of under fluctuations, though

this was not necessary in practice.

We also analyze the data using the Poisson likelihood in the individual energy bins to

extract the spectrum dF/dE, which is illustrated in Fig. C.6. In that figure we overlay

the axion model prediction, which we now detail. For production via axion bremsstrahlung

from electron-ion scattering [211, 212], we broadly follow the formalism developed in [222],

though we make improvements thanks to updated WD models and luminosity data from

Gaia. Firstly, we improve our modeling of the density profile and composition of RE J0317-

853 using MESA [237] version 12778. We simulate a WD of RE J0317-853’s mass from

stellar birth until it has cooled below RE J0317-853’s observed luminosity. These simulations

account for core electrostatic effects including ionic correlations and crystallization in the

core that modify the profiles from that of a fully degenerate ideal electron gas, which were

neglected in [222]. We find RE J0317-853 has a predominantly oxygen-neon core because it

completed carbon-burning while ascending the asymptotic giant branch, typical for a WD

of its mass undergoing single-star evolution. We take as our fiducial profiles those density

and composition profiles from the model for which the luminosity matches the observed

luminosity of RE J0317-853 (see Sec. IV of the Appendix for further details).

The second improvement we make is in estimating the core temperature of RE J0317-

853. In the previous chapter we estimated the core temperature from an empirical core

temperature-luminosity relation using an assumed luminosity from [238]. Ref. [238] used

Hubble parallax and photometric data along with WD cooling sequences to estimate the

luminosity of RE J0317-853. Here, we estimate the core temperature from WD cooling

sequences [239] which predict Gaia DR2 band magnitudes. These cooling sequences are

improved over those of [238] because they better account for ionic correlation effects than

previous sequences, and our use of Gaia data rather than Hubble represents an improve-

ment because of smaller uncertainties on the magnitudes, partly due to improved parallax

measurements. In particular, we fit the models in [239] over cooling age and mass to the

measured RE J0317-853 Gaia DR2 data [240]. Although previous measurements indicated a

mass for RE J0317-853 of ≳ 1.26M⊙, we find that the 1.22M⊙ model provides the best fit to

the data. In the context of that model, we find that the Gaia data prefers a core temperature

Tc = 1.388 ± 0.005 keV. Therefore we use this model and to be conservative assume a core

temperature at the lower 1σ allowed value, Tc = 1.383 keV, since the emissivity increases
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with increasing Tc.

5.2 MWD modeling and axion interpretation

Axion emission from the stellar interior primarily results from the bremsstrahlung scattering

e+(A,Z) → e+(A,Z)+a where an electron is incident on a nucleus with atomic number Z

and mass number A. The electrons in a WD core are strongly degenerate with a temperature

T ≪ pF that is much smaller than the Fermi momentum pF . In this regime, the axion

emissivity spectrum is thermal and given by [66,211,212,222]

dεa
dω

=
α2
EMg

2
aee

4π3m2
e

ω3

eω/T − 1

∑
s

Z2
sρsFs
Asu

, (5.3)

which includes a sum over the species s of nuclei that are present in the plasma; Zs is the

atomic number, As is the mass number, ρs is the mass density, and u ≃ 931.5 MeV is the

atomic mass unit. The species-dependent, order-one dimensionless factor Fs accounts for

medium effects, including screening of the electric field and interference between different

scattering sites. For a strongly-coupled plasma [241] we use the empirical fitting functions

provided by [66]. Whereas Ref. [66] assumes a one-component plasma, we follow [242] and

generalize to a multi-component plasma in (5.3) by summing over the constituent ionic

species; this approach assumes that possible interference effects can be neglected. Note that

the axion luminosity is given by the integral of the emissivity over the WD core.

Our fiducial WDmodel leads to the predicted axion luminosity La ≈ 8·10−4L⊙(gaee/10
−13)2.

Accounting for modeling uncertainties on RE J0317-853 we estimate the limit on gaγγ may

be ∼10% stronger, as illustrated in SM Fig. S4. Axions may also be produced by the gaγγ

coupling from electro-Primakoff production, which we compute in the Appendix, though as

we show in SM Figs. S2 and S3 this process is subdominant compared to bremsstrahlung for

RE J0317-853.

The axions then undergo conversion to X-rays in the MWD magnetic fields. The con-

version probability pa→γ may be calculated numerically for arbitrary magnetic field configu-

rations and axion masses ma by solving the axion-photon mixing equations in the presence

of gaγγ, though it is important to incorporate the Euler-Heisenberg Lagrangian term which

modifies the propagation of photons in strong magnetic fields and suppresses the mixing [173].

The magnetic field of the MWD is found to vary over the rotation period between 200 MG

and 800 MG [215]; we follow [222] and assume a dipole field of strength 200 MG, to be

conservative. Note that at low axion masses and high B-field values the dependence of the

conversion probability on magnetic field is mild: pa→γ ∝ B2/5 [222]. Using the offset dipole
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Figure 5.3: The energy spectrum found from our analysis of the Chandra data from the MWD
RE J0317-853. In each of the four energy bins the best-fit fluxes are consistent with zero
(the 68% containment intervals are shown). We also illustrate the predicted axion-induced
signal that would be seen from an axion with the indicated couplings and ma ≪ 10−5 eV.

model from [215] increases the conversion probabilities by up to ∼50% [222] at low masses,

which may increase the limit by ∼10% relative to our fiducial case. Numerically the con-

version probabilities are O(10−4) ×
(
gaγγ/10

−11GeV−1
)2

for ma ≪ 10−5 eV and drop off

for higher masses. The distance is fixed at the central value measured by Gaia d = 29.38

pc [236] because the distance uncertainty only leads to a ∼0.1% uncertainty on the flux. In

Fig. C.6 we illustrate the energy-binned spectrum prediction from axion-induced emission

from the MWD for ma ≪ 10−5 eV and gaeegaγγ = 10−25 GeV−1. Note we neglect conversion

in the Galactic magnetic fields, which we estimate to be subdominant to that in the WD

magnetosphere.

We find no evidence for the axion model, with the best-fit coupling combination being zero

for all masses. We thus set 95% one-sided upper limits on the coupling combination gaeegaγγ
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the relations Caee/Caγγ = 1 and also Caee/Caγγ = 1.6× 10−4, the latter corresponding to the
W -phobic loop-induced axion-electron coupling.

at fixed axion masses ma using the profile likelihood procedure. For low masses ma ≪ 10−5

eV the limit is gaeegaγγ ≲ 1.3× 10−25 GeV−1. This limit is around three orders of magnitude

stronger than that set by the CAST experiment on this coupling combination [27]. Our limit

also severely constrains the low-mass axion explanation of stellar cooling anomalies [33],

which prefer gaγγgaee ∼ 2 × 10−24 GeV−1 as illustrated in Fig. 5.4, where we show our

low-mass limit in the gaγγ − gaee plane, along with current constraints.
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It is instructive to translate our limit to one on gaγγ alone by assuming a relation be-

tween the dimensionless coupling constants Caee and Caγγ. Note that in the DFSZ QCD axion

model there is a tree-level coupling between the axion and electron, such that Caee ∼ Caγγ,

while in the KSVZ model no ordinary matter is charged under the Peccei-Quinn (PQ)

symmetry and so Caee = 0 at tree level, though it is generated at one loop [176]. The

loop-induced value of Caγγ depends on the relative coupling of the axion to SU(2)L versus

hypercharge U(1)Y . If the axion couples only to SU(2)L (U(1)Y ) then we expect, at one

loop, Caee ∼ 4.8× 10−4Caγγ (Caee ∼ 1.6× 10−4Caγγ) for fa ≈ 109 GeV−1 (see [176, 222, 243]

and the Appendix). To be conservative we assume in Fig. 5.1 the W -phobic axion scenario,

where the axion only couples to U(1)Y (but see SM Fig. S2). We also show the limit on

gaγγ for axion models with Caee = Caγγ, which is nearly two orders of magnitude stronger

than the loop-induced limit. Note, however, that assuming Caee = Caγγ allows constraints

on gaee from WD cooling [30] and tip of the red giant branch (TRGB) observations [31, 32]

to be recast as constraints on gaγγ at the level of few × 10−13 GeV−1, which are not shown

on Fig. 5.1. Couplings Caee ∼ Caγγ may arise naturally in models with ultraviolet operators

of the form aēγ5e.

5.3 Discussion

Our results have strong implications for a number of astrophysical anomalies and planned

laboratory experiments. For example, the WD cooling anomaly prefers gaee ∼ 1.6×10−13 [33].

In order for a low mass axion to explain this result and be compatible with our upper limit,

one would need Caγγ ≲ 2.2Caee (gaγγ ≲ 8.1 × 10−13 GeV−1), which would not be able to

also explain the axion-photon coupling gaγγ ∼ 10−11 GeV−1 suggested by the global fit to

stellar cooling data [33] (see Fig. 5.4) or the TeV transparency anomalies, which prefer

gaγγ ≳ 2 × 10−11 GeV−1 for ma ≪ 10−8 eV [244]. Anomalous X-ray emission from nearby

isolated Magnificent Seven NSs may be interpreted as low-mass (ma ≪ 10−5 eV) axion

production from nucleon bremsstrahlung in the NS cores and conversion to X-rays in the NS

magnetospheres [221,245]. The required coupling combination to explain the X-ray excesses

is gaγγgaNN ≳ 10−21 GeV−1, with gaNN = CaNNmN/fa the axion-nucleon coupling, with mN

the nucleon mass and CaNN the dimensionless coupling. The non-observation of X-rays in

this chapter from the MWD implies that if axions explain the Magnificent Seven excess they

must be electro-phobic, with Caee ≲ 4CaNN . Lastly, we note that our results are especially

relevant for the upcoming ALPS II light-shining-through-walls experiment [208]. The last

stage of the experiment will have sensitivity to gaγγ ≳ 2 · 10−11 GeV−1 for ma ≲ 10−4 eV,

meaning that much of the axion parameter space to be probed is constrained by the current
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analysis (see SM Fig. S2).

As evident in e.g. Fig. 5.2 with ∼40 ks of Chandra data we are able to perform a nearly

zero-background search; an additional order of magnitude in exposure time would allow us to

improve the sensitivity to gaγγ by a factor ∼1.5. The proposed Lynx X-ray Observatory [246]

aims to improve the point source sensitivity by roughly two orders of magnitude compared

to Chandra. A ∼400 ks observation with Lynx or a similar future telescope of RE J0317-853

(see SM Fig. S1) may be sensitive to axions with gaγγ ∼ 10−13 GeV−1 for Caee ∼ Caγγ, which

may probe photo-philic QCD axion models [247–250] in addition to vast regions of uncharted

parameter space for the hypothetical Axiverse.
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Chapter 6

Hard X-ray Excess from the

Magnificent Seven Neutron Stars

The Magnificent Seven neutron stars (NSs) are a group of seven nearby X-ray dim isolated

NSs (XDINSs) that emit near-thermal soft X-ray emission with relatively low luminosities.

They were first discovered in the ROSAT All Sky Survey data (RX J1856.6-3754 [251], RX

J0720.4-3125 [252], RX J0806.4-4123 [253], RX J1308.6+2127 [254], RX J1605.3+3249 [255],

RX J0420.0-5022 [256], and RX J2143.0+0654 [257]) and identified as a distinct class of

objects by their spectral and temporal properties (see, e.g., [258] for a review). Until now,

no hard X-ray flux has been observed from the XDINSs. In this chapter we use archival

XMM-Newton (hereafter XMM) and Chandra data to search for hard X-ray excesses in the

2-8 keV energy range from the XDINSs. We find that such excesses exist for the NSs RX

J1856.6-3754 and RX J0420.0-5022. We characterize the spectral shapes of the hard excesses,

search for evidence of variability and time dependence, and discuss possible origins of the

flux.

Each of the XDINSs is radio-quiet (but see [259]) and characterized by a near-blackbody

continuum in soft X-rays with distortions due to attenuation by the interstellar medium

as well as potential absorption lines from the NS atmospheres. The near-thermal emission

suggests we are viewing the NS surfaces, with temperatures ranging from approximately 50

eV to 100 eV. The low interstellar attenuation implies that the XDINSs are within hundreds

of pcs of Earth, confirmed in some cases by parallax measurements [260]. The origin of the

absorption lines is thought to be cyclotron resonance absorption [261]. Each NS also has

an optical counterpart with a flux larger than expected from the Rayleigh-Jeans tail of the

X-ray blackbody [36], although this may be associated with the NS atmosphere.

Six of the NSs are known to pulsate in X-rays with spin periods on the order of seconds.

Assuming the NSs were born with millisecond spin periods, spin down via magnetodipole
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radiation suggest large magnetic fields ∼1013 G and ages of around 106 years [262]. Coher-

ent timing solutions have confirmed the field strengths, which roughly agree with the field

strengths inferred from the absorption lines assuming they are due to cyclotron resonance

by protons. The ages, along with the proper motions, point to a single birth place in the

Gould Belt [263].

The hard X-ray excesses identified in this chapter could have a variety of physical origins.

One exotic origin, which we discuss in the next chapter [264], is that the excesses arise due

to the presence of a new ultralight particle of nature called the axion. The axions may be

produced thermally in the cores of the NSs, which are expected to have temperatures of a

few keV. The axions then escape the NSs and convert into X-rays in the strong magnetic

fields surrounding the stars. The resulting spectrum is then nearly thermal at the core tem-

perature, though some deviations away from the thermal spectrum are expected [173]. Less

exotic explanations of the excess flux include non-thermal emission from charged-particle ac-

celeration in the magnetospheres and X-ray emission from accretion of surrounding material.

However, we point to issues with these explanations later in this chapter.

The remainder of this chapter is organized as follows. First, we describe our data reduc-

tion and analysis procedure. Then, we present detailed results for RX J1856.6-3754, the NS

in which we find the most significant hard X-ray excess with a statistical significance around

5σ. Then we present our main results for the hard X-ray spectra of the remaining XDINSs,

showing that while an excess is found robustly for RX J0420.0-5022 we cannot conclusively

say whether similar excesses exist for the other five XDINSs. We conclude by considering

possible origins of the flux.

6.1 X-ray data reduction and analysis

We use archival XMM and Chandra data to investigate the hard X-ray fluxes from the

XDINSs. It is valuable to use data from both instruments because each is optimized for a

different objective. A priori, Chandra should be the superior instrument for observation of

the XDINSs with its excellent point source sensitivity in the hard X-ray range, which can

be attributed to its small point spread function (PSF). However, the instrument is highly

susceptible to X-ray pileup, which can artificially raise the event energies reported in an

observation. This is potentially an issue when searching for hard X-ray flux in the presence

of a significant soft X-ray spectrum. Meanwhile, XMM has the superior effective area and

collectively the most exposure time of the XDINSs. Additionally, pileup is likely to be an

insignificant contributor to the hard XMM spectra for these relatively dim NSs. However,

the large PSF of XMM also allows for contamination due to nearby sources, which could
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bias either our estimates of the signal or background spectra.

The fact that the hard XDINS spectra are consistent between the two instruments, as we

show, is a promising sign that the reported excesses are not due to systematic effects. It is

unlikely that a point source in the XMM spectra would also contaminate the Chandra spectra.

Also, the consistency between the XMM and Chandra spectra suggests that pileup, which

strongly depends on the source count rate, is not responsible for the excesses. Nevertheless,

we incorporate systematic tests for these issues into our analysis.

In this section, we outline our data reduction procedures for XMM and Chandra. We

further discuss our MARX simulations of the Chandra detector, which diagnose possible

pileup effects and which we use to cut data if it appears pileup could be significant. We then

discuss our analysis procedures for reconstructing the XDINS 2-8 keV spectra.

6.1.1 Data reduction

Here we describe the methods we use to process the publicly-available data from XMM and

Chandra into the spectra and images analyzed in this chapter. The observation identification

numbers for the observations used in this chapter are given in App. E.1, and the reduced

data is given is given in App. E.2.

XMM-Newton Observations

The data products for XMM are downloaded from the XMM-Newton Science Archive. To

perform the processing, we use XMM-Newton Science Analysis System (SAS) [265] version

17.0.

We first generate summary information for the dataset by generating the Calibration

Index File (CIF) using the SAS task cifbuild, which locates the Current Calibration File

(CCF). The CCF provides information about the state of the detector at observation time,

which is necessary for future processing. We then run the task odfingest, which generates

the Observation Data Files (ODF) containing general information on the detector.

For any individual observation, there may be multiple exposures for each camera, which

are individual datasets taken during the observation time. Only a subset, called the “science

exposures,” are useful for analysis. The relevant science exposures for each observation ID

to use for data reduction are determined from the Pipeline Processing Subsystem summary

file. We only use science exposures in imaging mode, which we refer to simply as exposures

for the remainder of the text.

From this information, we reprocess the ODF for the MOS and PN cameras with the

tasks emproc and epproc, respectively. These tasks create calibrated and concatenated but
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otherwise unfiltered event lists. We then generate the filtered event lists for each science

exposure with the task espfilt, which filters the light-curves for soft proton (SP) con-

tamination, which can significantly enhance the count rates for short periods of time. An

observation affected by SP will have a count rate histogram that is approximately Gaussian

with a peak at the unaffected rate but with a long high-count rate tail due to the contami-

nation. espfilt establishes thresholds at ±1.5σ of the count rate distribution and creates a

good time interval (GTI) file containing the time intervals where the count rate is contained

within the thresholds. espfilt returns a filtered event list, which contains only the events

arriving during the GTIs. We then use only the filtered events in the analysis going forward.

We create images with evselect in the energy bins 2-4, 4-6, and 6-8 keV with the

standard pixel sizes, 4.1′′ for PN and 1.1′′ for MOS. For the PN camera, we select only

events with FLAG==0 and PATTERN<=4 (i.e., single and double events) while for the MOS

camera we select events with PATTERN<=12. We run a point source detection algorithm,

edetect chain, simultaneously on the images, which returns a list of point source locations.

We use this source detection to determine the location of the NS in each exposure—the

coordinates are subject to variations between exposures due to calibration uncertainties

and the NS proper motion. In addition to a list of resolved point sources, this task returns

exposure maps. We then run rmfgen and arfgen, which compute the detector redistribution

matrix file (RMF) and the ancillary response file (ARF). The former accounts for the energy

resolution of the detector while the latter accounts for the energy-dependent effective area.

We correct the RMF for pileup in the case of the PN camera with the parameter setting

correctforpileup=yes; however, a correction for MOS is not possible at this time. In

its place, we run the task epatplot which estimates the amount of pileup in a spectrum.

However, it is of limited use in our specific case. Epatplot compares the observed spectrum of

the single and quadruple events in a single observation to the theoretical spectrum assuming

no pileup. For the XDINSs, while there are significant counts below 2 keV, there are very

few counts above 2 keV. With so few counts in individual observations, any deviations from

the no pileup spectrum are not statistically significant. However, we do run the pileup test

of [23], which estimates several measures of pileup in the XMM cameras.

To fit for the X-ray spectra, we begin with the image files around the NSs. We use the

images created by evselect/edetect chain. We create images for each exposure e: counts

images cp,ei (units [counts]) and exposure images wp,ei (units [cm2 s keV]) for each of the

energy bands i, where p indexes the pixels. In the high-energy analysis we stack the images

over exposures on a uniform RA-Dec grid, while for the low-energy analyses we use a joint

likelihood over the individual exposures since the instrument responses are more important

at low energies where the energy resolution plays an important role. To create the stacked
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images, we separately stack the images in each detector (MOS or PN) over the individual

exposures in each energy band in the following way. In each image, we first redefine the

coordinate system such that the origin is at the source location (RA0,Dec0). To correct

for astrometric errors, the source location in the image is determined through PSF-based-

template fitting to the counts data in the low energy data (<2 keV). Because each NS is

bright in soft X-rays, this permits the localization of the NS in each image with sub-pixel

accuracy. This corrects for the fact that the NS location may not be identical in each image

due to a combination of calibration errors and proper motions. We then down-bin the images

Ie = {ce, we} from the individual exposures into the stacked images I = {c, w} on a uniform

grid of RA and Dec according to

cp
′

i =
∑
e

∑
p∈p′

cp,ei (6.1)

wp
′

i =
∑
e

∑
p∈p′ w

p,e
i∑

p∈p′
, (6.2)

where the pixel sums are over pixels p that have coordinates contained within the downbinned

pixel indexed by p′.

The above stacking procedure leaves us with images in each energy band for each NS and

detector with which we perform our fiducial high-energy analyses. To extract the spectra

in each energy band we define a signal region RS and a background region RB. Extraction

regions are defined relative to the energy-averaged 90% encircled energy fraction (EEF)

radius. The signal region is a circle centered at the source location with radius 50% of the

energy-averaged 90% EEF radius whereas the background region is an annulus centered at

the source location extending from the edge of the signal region to an outer radius of 75% of

the energy-averaged 90% EEF radius. We keep the background region compact to mitigate

possible contamination from point sources. For the XMM EEF model, we use the ‘Medium’

mode PSF description assuming an on-axis source. Using the EEFs, we compute that in RS

there is a fraction of the signal χS,i while in RB there is a signal fraction χB,i.

Energy containment fractions are calculated by a Monte Carlo procedure in which test

counts are placed with displacements from source location are drawn from the angular ra-

dius distribution specified by the PSF, then binned at our downbinned pixel resolution. The

fraction of test counts placed within signal (background) region pixels defines the signal con-

tainment of the signal (background) region. Note that these fractions are energy-dependent

because the region sizes are energy-independent, and that 50% of energy-averaged 90% EEF

radius is inequivalent to the energy-averaged 50% EEF radius. For instance, while 100%

of the energy-averaged 90% EEF radius of 0.6 arcminutes for PN corresponds to a signal
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containment of 88% in the 2-4 keV bin, 50% of that energy-averaged 90% EEF radius cor-

responds to a signal containment of 74% in that same bin.

Chandra Observations

For the Chandra analyses we use the Chandra Interactive Analysis of Observations (CIAO)

[266] version 4.11. We choose all ACIS Timed Exposure observations of the XDINSs for

analysis irrespective of the grating and the spectral (-S) or imaging (-I) component. We

will refer to these observations as Chandra observations for the remainder of the text. We

use the CIAO task download chandra obsid to download the observations and reprocess

them using chandra repro. This task yields a filtered events file. We run fluximage on the

events file to create images in the same bands as for XMM, along with exposure maps with

pixel sizes of 0.492′′. We then run the source detection algorithm celldetect on the images,

yielding the source coordinates. We use the specextract task to produce the detector

response matrices.

We create Chandra images using the task fluximage. The signal and background regions

are defined analogously to XMM, except that for Chandra the outer radius of the background

region is taken to be 250% of the 90% energy-averaged EEF radius, since for Chandra nearby

point sources are less of a concern given the superior PSF. For the Chandra EEF model, we

use the CIAO tool psf.

6.1.2 MARX simulations

In this section we discuss our Model of AXAF Response to X-rays (MARX) [267] simulation

framework. We use MARX version 5.4.0 to perform two simulations for each Chandra

observation—each with the best-fit soft thermal spectrum from the data, but one with a hard

X-ray tail of constant 10−15 erg/cm2/s/keV and one without. To create the spectral file, we

use Interactive Spectral Interpretation System version 1.6.2 [268] to generate a parameter

file, and then we use the MARX tool marxflux to convert it to the MARX-friendly format.

In order to reproduce the observation conditions as closely as possible to negate systematic

errors, we simulate the NS with marx at the same detector coordinates and with the detector

configuration as in the original observation. We create an events file and then an aspect

solution file, ARF, and RMF with marx2fits, marxasp, mkarf, and mkrmf, respectively.

At this point, images can be created with fluximage as in the Chandra processing.

For grating observations, the dispersed events must be order sorted with the CIAO tool

tg create mask and then filtered out with tg resolve events to create events files com-

patible with fluximage. The resultant images will not include the effects of pileup. To
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simulate pileup effects, we run marxpileup and then convert the results to an events file and

image with marx2fits and fluximage as before.

6.1.3 Data analysis

We bin the data in 25 energy bins, with bin widths of 0.05 keV from 0 to 1 keV, one bin

from 1 to 2 keV, and 4 bins of width 2 keV from 2 to 10 keV. Because of the energy range

of the calibration on both instruments, we do not analyze data outside the range 0.5 keV

to 8 keV. We also exclude observations that have a flaring time greater than 50%. In some

detector operating modes (e.g., Small Window), due to the placement of the source in the

detector there is a limited extraction region available for background estimation within the

vicinity of the source, and we exclude these as well. Furthermore, some XMM observations

are excluded due to the presence of spurious source detections in the wings of the PSF.

In this subsection, we discuss our analysis of the soft spectra, including our computation

of the 0.5-2 keV spectra and the analysis of the 0.5-1 keV data, in which the NSs are

significantly thermally emitting. We then outline our analysis of the 2-8 keV data, in which

we search for hard X-ray emission. Both analyses are of a frequentist nature.

Soft Spectral Analysis

We measure the soft X-ray spectra from 0.5-1 keV from the XDINSs both to confirm that

we reproduce the previously observed spectra and so that we may fit the soft spectra and

extrapolate into the hard X-ray band. That is, we fit for the soft thermal flux in order

to verify that the exponential tail of the surface blackbody cannot account for the hard

X-ray excesses. We find that although extrapolating the best-fit blackbody suggests the

2-8 keV bins are not contaminated by thermal surface emission, pileup of the soft photons

can impact the hard spectra for some NSs and instruments. Furthermore, modeling the soft

flux instead with NS atmosphere models indicates that depending on the NS and the NS

surface composition, the 2-4 keV flux may be partially contaminated by thermal emission.

We discuss these points later in this chapter.

For the soft analysis we use different extraction regions RS and RB relative to the high-

energy analysis, since in the low-energy analysis we are more concerned with mismodeling

the PSF than with misestimating the background. As such we take RS to be 150% of the 90%

EEF radius, and for RB we take 250% of the 90% EEF radius, for both XMM and Chandra.

We perform the following procedure for each detector (MOS, PN, or Chandra) independently.

First we construct the NS soft spectrum from 0.5-2 keV in the following manner. We let

the data in RS in [counts] be denoted deS = {ceS,i}, where i runs over the 10 relevant energy
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bins and e runs over the number of exposures passing the quality cuts for a specific detector.

Similarly we let the background data in [counts] be denoted deB = {ceB,i}. Recall that we do

not work with the images stacked over exposures in the low-energy analyses. We use this

background data to compute the mean expected background counts within the signal region,

µeB,i =
ΩS

ΩB
ceB,i, where ΩS (ΩB) is the solid angle of RS (RB).

Having obtained the source spectrum, we must now put our source spectral model in

the same form. Assuming a source flux S(E|θS) in [counts/cm2/s/keV] where θS are generic

model parameters describing the soft flux, we obtain the expected source counts using forward

modeling

µeS,i(θS) = te
∫
dE ′RMFei (E

′)ARFe(E ′)S(E ′|θS) . (6.3)

Above we have designated te the observation time for the exposure in [s]. The ARF (a

function of true X-ray energy E ′) represents the effective area of the detector in [cm2]

and the RMF (dimensionless) is a probability distribution function for the probability to

observe an X-ray photon in (reconstructed) energy bin i given its true energy E ′—in short,

it accounts for the energy resolution of the detector.

To fit the data d we use the Poisson likelihood

L(d|θS) =
∏
e,i

(
µeS,i(θS) + µeB,i

)ceS,i e−(µeS,i(θS)+µeB,i)

ceS,i!
(6.4)

joint over all exposures and energy bins. Note a slight subtlety: we may consider µeB,i to

be known since the background region from which it is measured is much larger than the

signal region. This is not true in the high-energy analysis. In the high-energy analysis the

background counts also play a more important role, so we treat them more carefully.

Except when discussing more complicated atmosphere models, we limit ourselves to the

three signal parameters θS = {I, T,NH}, which are the intensity and surface temperature of

the NS in [ergs/cm2/s] and [keV], respectively, along with the integrated hydrogen column

density NH in [atoms/cm2]. That is, we assume a blackbody spectrum dN/dE ∼ E2/(eE/T−
1) with the hydrogen absorption model presented in [269]. Deviations from pure thermal

spectra have been observed in the XDINSs, however, and we study this further in Sec. 6.3.2.

Hard Spectral Analysis

In the high-energy analyses we assume that the background is Poisson distributed with a

flux {Bi} in each energy bin. Assuming the source has source fluxes {Si}, the expected
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number of counts in RB in energy bin i is µB,i =
∑

p∈RB
wpiBi + χB,iw

q
iSi, where q is the

pixel at the source location. We compare this to the number of counts in RB, which we

denote cB,i =
∑

p∈RB
cpi . Note that we present the explicit numbers of counts in App. E.2.

We then expect that the counts in RS is similarly µS,i =
∑

p∈RS
wpiBi + χS,iw

q
iSi, where

again the former is the background contribution and the latter is the signal contribution.

Letting the number of counts in the signal region be cS,i =
∑

p∈RS
cpi leads to the joint

Poisson likelihood over both RS and RB:

Li,hard({cS,i, cB,i}|Si, Bi) =
(µS,i)

cS,ie−µS,i

cS,i!
×

(µB,i)
cB,ie−µB,i

cB,i!
.

(6.5)

In each energy bin, we construct the profile likelihood over the signal flux Si treating the

background flux Bi as a nuisance parameter, leading to

Li,hard({cS,i, cB,i}|Si) = max
Bi

Li,hard(d|Si, Bi) . (6.6)

The best-fit flux in energy bin i, which we denote by Ŝi, is then given by the value of Si that

maximizes the profile likelihood.

6.1.4 Statistical analysis

We determine the confidence intervals on the fluxes in the individual energy bins using the

test statistic (TS)

qi,hard(Si) = 2×
[
logLi,hard({cS,i, cB,i}|Ŝi)−

logLi,hard({cS,i, cB,i}|Si)] .
(6.7)

The 1σ frequentist confidence interval for the flux is asymptotically given by the range of Si

in which the q is within one of its minimum (see, e.g., [109]). Note that for consistency we

must consider negative Si values. To more accurately compute the confidence intervals we

must compute the distribution of TSs from Monte Carlo, given that the number of counts

may be small for some observations so that we are not in the asymptotic limit.

Away from the asymptotic limit, we wish to determine the nσ confidence interval for

a parameter of interest S with best-fit parameter Ŝ. The confidence interval is defined as

the range of values below the nσ upper limit S+n and above the nσ lower limit S−n. The

upper limit S+n is defined by the maximum value of the parameter such that simulated data
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generated by the model with that parameter would satisfy the condition P (Ŝ ′ ≥ Ŝ) = Φ(n),

where Ŝ ′ denotes the best-fit values from the simulated data, Φ is the cumulative distribution

function of the normal distribution, and P (Ŝ ′ ≥ Ŝ) is the probability that Ŝ ′ ≥ Ŝ. The lower

limit S−n is defined similarly.

We apply this frequentist confidence interval procedure to our data in the following way.

Given our data, we maximize the likelihood profile, which is profiled over nuisance parameters

θ, to determine Ŝ.

To determine the upper limit, we first consider a particular value S ′ ≥ Ŝ and maximize

our likelihood at this fixed S ′ to find the best-fit nuisance parameters θ̂′. We then generate

many Monte Carlo realizations of the data under the model defined by S ′ and θ̂′. From the

simulated data we determine the distribution of the best-fit Ŝ ′. In this way, we are able to

determine the percentile of the observed best-fit Ŝ (from the actual data) in the distribution

of Ŝ ′ generated under {S ′, θ̂′} and ultimately determine Ŝ+n. An analogous procedure using

S ′ ≤ Ŝ enables the determination of Ŝ−n. In practice we find that this procedure reproduces

the asymptotic expectation except in a few specific cases, such as those with Chandra data,

where the number of counts is low.

In addition to determining the fluxes in the individual energy bins, we also fit power-

law spectral models across energy bins. As will be described more later, these models have

parameters of interest I and n, where I denotes an intensity over the full energy range and n

is the spectral index. The parameters I and n may be constrained in the frequentist way by

constructing the joint likelihood over the relevant energy bins and datasets. The confidence

intervals on these parameters are determined using the Monte Carlo method described above,

which matches the asymptotic expectation in most, though not all, cases.

When fitting the spectral models we are also interested in the evidence for the non-

trivial spectral model over the null hypothesis of no hard X-ray flux from the source. To

quantify the statistical significance of the model (i.e., the evidence) we need to define a TS

for discovery:

TS = 2×
[
logLhard(d|Î)− logLi,hard(d|0)

]
, (6.8)

unless the best-fit intensity Î < 0 in which case TS = 0. Note that 0 denotes the null

hypothesis I = 0 and Lhard(d|Î) is the profile likelihood for the intensity over all energy bins,

with the index n also profiled over, evaluated at the best-fit intensity (i.e., the maximum

log-likelihood for the signal hypothesis). Here d denotes the combination of datasets un-

der consideration. In the asymptotic limit the TS may be straightforwardly interpreted in

terms of significance, considering that our signal model has two model parameters of interest
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(see [109]). However, as we are often away from the asymptotic limit we determine the sig-

nificance directly through Monte Carlo. To do so, we first determine the best-fit null model,

and then we generate Monte Carlo data from the null model parameters. We calculate the

distribution of the TS on that Monte Carlo data using (6.8). The fraction of TSs generated

under Monte Carlo which exceed the TS evaluated on the observed data defines a p-value

with standard interpretation in terms of detection significance. Again, we find that in most

(but not all) fits the recovered p-value matches the asymptotic expectation.

6.1.5 Point Source Detection

As a systematic test we consider the effect that nearby point sources might have on the

recovered spectra for our sources of interest. Point sources within the signal or background

extraction regions of the PN and MOS data could potentially bias our determinations of

the source spectra. While in principle point sources could also be an issue for Chandra

observations, the superior angular resolution of that detector means that the issue is much

more important for XMM. We search for sources by first constructing a high-density (RA,

Dec) grid within the vicinity of the source and background regions. At each (RA, Dec) point

we determine a signal and background region as we do for our source of interest. We identify

point sources by calculating a TS at each grid point for excess counts. Because point sources

are expected to appear across a range of energies, we sum the counts maps over the 2-8 keV

range. The point source discovery TS is defined analogously to (6.8). We join the PN and

MOS TSs together to form a joint test statistic at each (RA, Dec) point. We identify point

sources at those locations where the joint test statistics is greater than or equal to nine and

the TS is the maximum TS on a region with an angular extent of the 50% of the 90% EEF

radius. We then construct a point source mask by masking out regions with radius 50% of

the 90% EEF radius centered at any location where a point source was identified. Later we

demonstrate that the impact of masking point sources on the recovered spectra is relatively

minor.

6.2 Hard X-ray excess in RX J1856.6-3754

In this section we show results for the NS RX J1856.6-3754, for which the hard X-ray excess

is detected with the greatest significance. Note that departures from a thermal model have

previously been observed around 1 keV [270]; here, we focus on the 2-8 keV range. In Fig. 6.1,

we show the background-subtracted X-ray spectrum dF/dE over the energy range from 0.5

to 8 keV for PN, MOS, and Chandra. More precisely, what is shown is the observed number
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Figure 6.1: The background-subtracted X-ray spectrum of RX J1856.6-3754 for each of the
three cameras individually and combined. The data points were constructed by stacking
all available exposures from the source, with best-fit spectral points and associated 68%
confidence intervals indicated. In all three cameras there is a clear and consistent excess
above the background in the hard X-ray range of 2 keV to 8 keV, and because of the
complementary strengths of the individual cameras we believe this excess is robust. The
solid curves denote the best-fit thermal spectra with hydrogen absorption fit from 0.5 keV
to 1 keV, and as can be seen the extrapolations of these spectra to the hard energy range
does not account for the observed excess.

of counts per second in each energy channel divided by the diagonal entry on the forward

modeling matrix that gives the effective area at that energy. This subtlety is important below

∼1 keV, because at these energies the observed thermal spectrum is significantly affected by

the energy resolution of the detector. For this reason, it is not correct to interpret Fig. 6.1

as a plot of the true flux, since that would require inverting the forward modeling matrix

which is very much not diagonal at the low energies. On the other hand, we are primarily

61



interested in energies above 2 keV, and at these energies with our energy binning the forward

modeling matrix is effectively diagonal, so that Fig. 6.1 is effectively a plot of the true flux

at these energies.

We also emphasize that these data points arise from joining all of the exposures from

the individual cameras together into one single counts map per camera. This is important

because, as discussed more later in this chapter, the individual exposures do not have high

enough statistics to detect the hard X-ray excess. To construct this spectrum we used 40

observations for a total of 1.0 Ms of exposure for PN, 18 for a total of 0.69 Ms for MOS,

and 9 for a total of 0.23 Ms for Chandra. We fit a thermal model, including the effect of

hydrogen absorption at low energies, to the spectrum from 0.5 to 1 keV. We find best-fit

temperatures T = 71.1 ± 0.2 eV (T = 66.2 ± 0.3 eV) (T = 67.8 ± 0.9 eV) for PN (MOS)

(Chandra). We note that these uncertainties are statistical only and do not capture possible

systematic discrepancies in the true spectrum from thermal, in possible variations of the

surface temperature over time, or in systematic uncertainties in the detector response. For all

cameras we use the forward modeling matrices, constructed for each individual exposure, that

account for both the effective area and the distribution of true flux to observed flux between

energy channels in the low-energy analyses. However, only the PN forward modeling matrix

includes the effect of pileup. We do not investigate the surface temperature uncertainties

in more detail because it is not the main focus of this chapter. Rather, as we illustrate in

Fig. 6.1, the thermal distribution, whose best-fit background-subtracted spectra are shown

as solid curves, is able to account for the emission seen at and below ∼2 keV but is not

able to account for the high-energy emission above 2 keV. We will show later on that this

statement remains true even for more complicated NS atmosphere models.

Below, we provide more detail for the spectral characterization of the high-energy flux

and systematic tests that investigate the robustness of the signal.

6.2.1 Spectral characterization of the RX J1856.6-3754 hard X-

ray emission

We fit a power-law model dF/dE ∝ En to the data to measure both the intensity of the

signal and the hardness of the signal as indicated by the spectral index n. We quantify the

intensity through I2−8 =
∫ 8 keV

2 keV
dE dF/dE in units of erg/cm2/s.1 The statistical procedure

that we use for constraining I2−8 and n is outlined in Sec. F.3.

The results of the spectral fits for the three different cameras are given in Table 6.1.

1Note that later in this chapter we will consider, for some NSs, only the energy range 4-8 keV. In these

cases we will quote I4−8 =
∫ 8 keV

4 keV
dE dF/dE.
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Interestingly, all three cameras give consistent flux measurements for I2−8, and moreover

camera I2−8 [10−15 erg/cm2/s] n σ

PN 2.1+0.9
−0.9 −0.03+0.89

−1.1 3.0

MOS 1.4+1.1
−0.7 < −0.93 2.9

Chandra 3.8+2.6
−1.8 −0.28+1.71

−1.89 3.4

Joint 1.53+.70−.63 −0.28+0.65
−0.75 4.6

Table 6.1: Our best-fit results for the 2-8 keV flux I2−8 and spectral index n assuming a
power-law spectrum for the hard X-ray excess in RX J1856.6-3754. The fluxes and spectral
indices are consistent between cameras, although the latter is not well constrained. We also
show the results from the joint-likelihood analysis over all cameras. For the fit to the MOS
data, we are only able to place upper limits on the power-law index and report the 84th

percentile upper limit.

for PN and Chandra the detection is at high statistical significance. The computations

of statistical significance are summarized in Sec. F.3. The consistency between the three

cameras is important because each has its own strengths and weaknesses. The fact that

the high-energy signal is detected in each camera thus gives confidence that the high-energy

signal is real and arises from the NS itself.

The spectral index n is not well constrained by any of the individual cameras, which is

perhaps not too surprising given the modest significance of the detections and the fact that

we only have three independent energy bins to constrain the power-law. However, combining

the results from all three cameras we find the relatively hard energy index n = −0.28+0.65
−0.75.

This index suggests that the emission is not the high-energy tail of the thermal surface

emission, which should have a soft spectrum in this energy range.

6.2.2 Systematic tests for the RX J1856.6-3754 hard X-ray excess

The hard X-ray excess, suggesting non-thermal2 X-ray emission from RX J1856.6-3754, is

detected at high statistical significance with PN and Chandra and at marginal significance

with MOS. However, each of these instruments is subject to systematic uncertainties, which

we now examine in more detail.

Test statistic maps and nearby point sources

One of the central differences between the Chandra and XMM detectors is the significantly

better angular resolution of Chandra as compared to XMM. This is important because it is

2More appropriately, if the spectrum is thermal then the temperature would need to be significantly
higher than the NS surface temperature.
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possible that the observed hard X-ray excess arises not from RX J1856.6-3754 but rather

from a nearby source that is unrelated to RX J1856.6-3754 but happens to be at a similar

angular position on the sky. Relatedly, it is also possible that the hard X-ray excess is the

result of misinterpreting the background statistics. That is, if a significant fraction of the

background flux arises from relatively bright point sources, then the assumption that we may

use the observed number of counts in the background region to infer the mean number of

background counts in the signal region, with the probability distribution then being Poisson

distributed about this mean, could break down. It is reassuring that, for these reasons, we

observe the excess both with Chandra and XMM. Still, it is worth investigating visually and

quantitatively the XMM counts maps to make sure that they do not show significant nearby

point source emission or other sources of emission that would violate our assumptions.

In Fig. 6.2 we show pixel-by-pixel χ2 maps, with down-binned pixels, within the vicin-

ity of the NS, which is located at RA0 and Dec0. The χ2 value in pixel i is defined by

S−1
χ (Sp(Oi|Ei)), where Ei is the expected number of counts, Oi is the observed number of

counts, Sp is the Poisson-distribution survival function, and S−1
χ is the inverse survival func-

tion for the chi-square distribution with one degree of freedom. We have down-binned the

maps for visualization purposes. This figure uses the sum of the counts from 2-8 keV. The

background flux level is estimated from the background region, which is the region between

the outer dashed circle and the inner solid circle. As a reminder, the actual pixel sizes that

we use are significantly smaller than indicated for both XMM and Chandra. The predicted

background flux level elsewhere in the map is calculated by assuming that the background

flux is simply proportional to the exposure template (without accounting for vignetting), as

would be expected if the background is predominantly from particle background. Accounting

for vignetting, as would be the case if the background was dominantly from astrophysical

X-rays, leads to virtually indistinguishable results since all source observations were on-axis.

In a given pixel we may then compute the expected number of background counts. The

higher the χ2 value, the more likely that the photon flux within that pixel arose from source

emission and not a statistical fluctuation of the background – explicitly, the p-value is given

by Sχ(χ
2), where Sχ is the survival function for the chi-square distribution with one degree

of freedom.

In the right panel of Fig. 6.2, which shows the results for the Chandra observations,

it is clearly seen that there is a significant excess of X-ray counts over the background in

the central pixel within the extraction region, which is the inner circle. In this case, the

extraction region is approximately 1.1′′ in radius, while the outer circle of the background

region is approximately 11.5′′ in radius. The Chandra image strongly suggests that there is

indeed excess hard X-ray flux arising from this NS between 2-8 keV. On the other hand,
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Figure 6.2: χ2 maps (summed over 2-8 keV and all exposures) for each camera centered
around the location of RX J1856.6-3754. In each case, the inner red ring denotes the radius
within which the source data is extracted. The background data is extracted from the
annulus between the inner and outer red rings. The maps are presented down-binned
for presentation purposes only. Blue rings, where present, indicate the location of point
sources identified in a joint analysis of PN and MOS data with a local TS greater than 9.
Masking the identified point sources has little effect on the spectrum. Pixels that do not
reside within signal or background extraction regions are displayed in grey. (Left) The PN
data shows a significant excess in the signal region. Due to the large XMM PSF it is not
confined to a single full-resolution pixel and is only apparent after down-binning. (Center)
The MOS data shows a less clear excess as compared to the PN data. (Right) The Chandra
data shows a central pixel excess with no other clear point sources visible in the background
region appearing with approximately 3σ significance. Note that the axis scale for Chandra
is much smaller than for the XMM cameras due to Chandra’s improved PSF: in fact, the
entire Chandra map would fit within the XMM source regions.

the Chandra images are the most subject to pileup. As we show shortly, however, we do not

believe that pileup is responsible for the Chandra results. It is useful, though, to examine

the image for PN, which is less subject to pileup and also shows a significant excess, but has

much worse angular resolution. The corresponding image for the PN data is given in the

left panel. Note that in this case the source extraction region (inner circle) has a radius of

18.0′′ while the background region has an outer radius of 27.0′′. In this case, a visual excess

is still observable within the signal region, as compared to the background region, which is

the region between the two circles, and a less prominent excess can also be seen in the MOS

image in the central panel.

Validating PN and MOS background extraction regions

Due to the comparatively worse angular resolution of the PN and MOS instruments, the

signal and background extraction regions used in the analysis of PN and MOS data are
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necessarily larger in angular extent than in the corresponding Chandra analyses. Our treat-

ment of the background count rate, which assumes a uniform particle background resulting

in a pixel-by-pixel count rate which depends only on the total exposure in each pixel, may

be violated by the presence of point sources.3 In order to validate our assumptions for the

MOS and PN data, we perform a goodness-of-fit test on the pixelated counts data for both

instruments.
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Figure 6.3: A comparison of the observed distributions of counts in the background regions
summed over energies from 2 to 8 keV with the expected counts distribution under the
best-fit uniform background model for PN (left) and MOS (right). Fitted distributions and
observed counts are shown both with and without the application of a point source mask,
and p-values are indicated.

In our goodness-of-fit test, we sum over energies to obtain the set {cp} of total counts

over energies 2-8 keV at the pth pixel in the background extraction region. Likewise, we

obtain the total exposure map summed over energies 2-8 keV at each pixel, denoted {wp}.
Assuming a uniform Poisson rate for events in the background region, the best-fit expected

mean number of counts in the pth pixel is λwp, with λ = (
∑

p c
p)/(

∑
pw

p). We compute a

likelihood value for the data assuming the best-fit parameter λ by

L(λ|{cp}) =
∏
p

(λwp)c
p
eλw

p

cp!
. (6.9)

We can then determine the p-value for the observed data by generating Monte Carlo data

under the assumed background rate λ, then determining the fraction of likelihood values in

the Monte Carlo ensemble which are less than the likelihood as evaluated on the observed

data. This fraction then represents a p-value, where smaller values indicate a worse goodness

of fit of the data under the fitted model. We emphasize that this Monte Carlo test is

3Later we attempt to mitigate this possibility with point source identification and masking and show that
it has a minimal effect on the spectrum.
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performed on the pixelated data directly, with the joint likelihood over pixels as given in (6.9),

and not on the higher-level photon-count histogram data shown in e.g. Fig. 6.4.

In Fig. 6.3, we compare the observed and fitted counts distributions for PN and MOS

data with and without the application of a point source mask, with associated p-values

indicated. Note that for this test we use the high-resolution pixels and not the down-binned

pixels. Some tension between the data and the fitted background is observed in the PN

data without the point source mask4. The tension is at the ∼3.9σ level, although this

falls to the marginal ∼1.9σ level after the application of the point source mask. The MOS

data shows good consistency with the fitted background model both before and after the

application of the mask. As we will subsequently show, the reconstructed fluxes in PN and

MOS are robust with respect to the applied mask. In particular, because the excess appears

in the PN data before the application of the mask, the exclusion of high count pixels from

the background extraction region will only serve to increase the reconstructed intensity and

associated significance of the fit to the signal model.

Systematic tests of the XMM X-ray spectrum

We test the robustness of the observed hard X-ray excesses in XMM data for RX J1856.6-

3754 by systematically varying our analysis procedure. The results of the different analyses

are shown in Fig. 6.4. In the top left panel we show our fiducial recovered spectrum for PN,

MOS, and Chandra, along with the joint spectrum from combining all three datasets (68%

confidence intervals indicated). We also indicate the p-values for the background-only fits

in the background regions for the PN and MOS datasets. The other five panels consider

various systematic analysis variations, which in principle should all return consistent spectra

if large systematic uncertainties are not present. Indeed, we find that this is the case. In

the top row middle column we change the assumption that the background is dominantly

particle background to the assumption that the background is dominantly astrophysical. The

difference between the two is that for the astrophysical background we include the vignetting

correction. This is seen to make a minimal difference, which arises from the fact that the

vignetting correction is small over our region of interest.

The top right panel of Fig. 6.4 investigates the spectrum when the point source mask is

included. The spectral points move up slightly, as expected since we are masking high-flux

background pixels, but the spectra are broadly consistent with the unmasked versions. Note

that the background p-values improve greatly relative to the unmasked case, as previously

4We formally define a relation between p-values and equivalent significance as measured in standard
deviations by Z = Φ−1(1 − p) where Φ−1 is the inverse of the standard normal cumulative distribution
function. This does not assume statistics following an underlying standard normal distribution and merely
serves the purpose of enabling easy qualitative comparison of significances.
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noted. In the bottom left panel we increase the radius of the background region to 1.5 times

the EEF radius. The background p-values decrease, suggesting that our recovered spectra

are more susceptible to systematic biases in this case, but again the spectra become slightly

larger relative to our fiducial case. Masking point sources with the large background region,

as shown in the middle lower panel, increases the p-values but at the same time leads to a

similar spectrum as in the unmasked case. Lastly, in the bottom right panel we consider

an alternative analysis approach where we allow the background model to vary linearly in

the RA and Dec directions. That is, our background model in this case has three nuisance

parameters instead of one. We profile over these nuisance parameters when determining

the recovered spectra. Note that we apply this analysis to the large-background region and

with the point source mask. As expected, given the additional model parameters, the p-

values improve relative to the case where the background model only has a single nuisance

parameter. In this case the spectra becomes even larger relative to our fiducial analysis,

though still consistent within uncertainties.

Note that we do not show the results of these tests on Chandra data since e.g. point

sources are less of a concern in this case, though we have still checked that similar systematic

analysis variations return consistent results in that case as well.

Flaring

The XMM satellite is subject to periods of considerable soft proton (SP) flaring when the

count rate increases. Although we filter out periods of strong SP flaring, there is still residual

flaring in the remaining data that can potentially affect the results. In the left panel of

Fig. 6.5, we plot I2−8 in individual exposures against the count rate in the source region

during the times excised from the data due to flaring concerns. There is no trend in the data

that would indicate that the observed excess is due to SP flaring. Note that it is well known

that the PN flares can be more intense than the MOS flares.

Pileup

Pileup of low-energy X-rays may generate spurious high-energy signatures if not accounted

for. Pileup refers to the phenomenon in a CCD detector in which more than one photon

arrives in a single frame time in the same region. The detector cannot distinguish the events

and reconstructs them as a single event with energy approximately the sum of the individual

photon energies. There are two major effects on a spectrum associated with pileup: event

loss and spectral hardening. The former occurs for multiple reasons: first, a multiphoton

event is detected as a single photon; second, the event energy may exceed the on-board
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energy threshold and be rejected; third, the deposited charge-cloud shape (known as grade

for Chandra or as pattern for XMM) may become inconsistent with an X-ray photon. The

spectral hardening occurs because there is a loss of low-energy events along with an increase

in high-energy events. Although the amount of pileup in all of the observations analyzed in

this chapter is relatively low, the observed tail is potentially susceptible to influence from

pileup. For this reason it is necessary to verify that the hard X-ray excess is not due to

pileup, and also to verify that if a hard X-ray excess is present its observed features would

not be biased by pileup effects.

The amount of pileup directly depends on the count rate—the number of photons per

CCD readout frame per image region. If the hard X-ray tail is due to pileup effects, we

expect to see an increase in the count rate of hard source photons with increased total count

rates as we vary over exposures. In the right panel of Fig. 6.5, we plot I2−8 against the

count rate in the central pixel from 0-2 keV for individual exposures. The wide variance

in count rates is due primarily to the fact that the three different cameras have different

frame times: PN ∼tens of milliseconds, MOS ∼1 second, and Chandra 3.2 s, depending on

the observation submode. PN does have a higher effective area than the other two cameras,

which somewhat increases the count rate. However, the XMM cameras have a much larger

PSF-to-pixel-size ratio than Chandra, which further reduces the XMM count rate. For these

reasons, PN is expected to be least affected by pileup while Chandra is the most affected.

In Fig. 6.5, the Chandra count rates are similar to MOS because the Chandra exposures

are in a mode that reduces the frame time. For the other NSs, Chandra is in the 3.2 s

frame time mode and the count rates are higher than for the XMM exposures. In any case,

we observe no significant correlation between the count rate and the reconstructed I2−8 in

individual exposures, suggesting that pileup does not strongly influence our results for RX

J1856.6-3754.

As mentioned above, we are able to generate a forward modeling matrix including pileup

for the PN observations, which are also the ones that should be least affected by pileup,

and we find, as seen in Fig. 6.1, that pileup is not responsible for the observed excess from

2-8 keV. On the other hand, MOS and Chandra are expected to be more affected by pileup

than PN. Later in this section we show results for Chandra simulations that include the

effect of pileup, and in this case we also find that pileup of the thermal spectrum is not able

to generate the observed excess. Since MOS is expected to be less affected by pileup than

Chandra, we believe that the MOS high-energy spectrum is also likely not due to pileup

effects. To that end, we have used the results of [23], which provides a method to estimate

pileup in the XMM cameras. The results, presented in Tab. E.2, support the claim that

pileup is unlikely to explain the observed hard X-ray flux in RX J1856.6-3754 for both MOS
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and PN.

Surface Temperature

We now investigate whether the observed excess is related to spectral variability of the

surface emission of RX J1856.6-3754. Note that previous studies have found no or small

variability in RX J1856.6-3754 [271]. In the bottom panel of Fig. 6.5, we plot I2−8 in

individual exposures against the surface temperature of the NS found in that observation.

To obtain the surface temperature, we fit the 0.3-2 keV data from individual observations in

XSPEC [272] with an absorbed thermal model with an additional 1.5% systematic included

to account for instrumental systematics such as detector location. We see no indication of

a correlation between the surface temperature and the hard X-ray excess. Note that when

comparing fluxes between MOS and PN, there is an additional ∼ 3% systematic uncertainty

in the 0.5-1 keV range, coming from cross-calibration uncertainties [273]. Note that this

systematic is energy-dependent and varies between ∼ 1 and 5% over that range, and thus

the systematic uncertainty on the temperatures themselves is likely larger.

Chandra pileup simulation

To assess the effect of pileup on the high-energy excess observed for RX J1856.6-3754 in

Chandra, we perform MARX simulations [267] for each observation of this source, under two

assumptions for the underlying spectrum of the source. Our MARX simulation procedure is

described in Sec. 6.1.2. In both cases, we use the best-fit thermal spectrum at low energies,

but in one case we also include a constant spectrum dF/dE = 10−15 erg/cm2/s/keV. In

order to separate systematic effects that may be due to pileup from statistical fluctuations,

we artificially increase the exposure time to 10 Ms. We then pass the simulated data through

the same analysis pipeline used on the real data.

It is important to clarify the limitations of the MARX software with regards to simulating

pileup effects on a hard X-ray tail. MARX implements the John Davis pileup model [274],

a probabilistic model which uses Poisson statistics to describe the probability that pileup

occurs in a given frame and the probability that in the event of pileup, the piled event will

be registered as an X-ray photon (due either to energy or grade migration). However, these

probabilities are generally difficult to estimate due to the fact that many high-grade events

are thrown out in-flight and the lack of a detailed photon-silicon interaction model. The

latter probability, in particular, is entirely uncalibrated.

It is unlikely that the statistical model used here can describe the data at the accuracy

level required to definitively conclude that the observed hard tail is not due to pileup. Fur-
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thermore, due to these limitations, the MARX software does not assess pileup involving

background photons, which could more significantly boost the event energies than the soft

thermal photons. Nevertheless, the MARX simulations estimates the basic effects of pileup

on the NS spectrum.

The results of these simulations are shown in Fig. 6.6. In that figure we show the spectrum

measured in the real data, from 2-8 keV, in grey. The red data points show the spectrum that

we extract from the simulation that includes the high-energy tail. The simulated spectrum

in this case is shown as the solid red curve. We emphasize that this simulation includes the

effects of pileup. The recovered spectrum is able to accurately describe the true underlying

spectrum, which gives confidence that pileup does not affect our ability to measure a high-

energy excess for this NS. As a second cross-check, we also perform a simulation without

the high-energy tail. In this case, the recovered spectrum is shown by the blue data points.

This clearly shows that an artificial high-energy tail is not generated by pileup, at least as

modeled by the MARX simulation framework.

In Sec. 6.3.1 we show results of the same tests on the remaining Chandra XDINSs obser-

vations, and we find that for some NSs the effects of pileup are much more pronounced.

Variability

It is possible that the hard X-ray signal is strongly variable in time, which would constrain

the possible production mechanisms for the excess. In order to search for signs of strong

variability, we analyze the individual exposure images independently, instead of working

with the combined image. We stress that this search will be most sensitive to variations on

timescales of years; since both instruments were launched in 1999, our data is taken over

nearly 20 years. We leave searches for variability on the timescale of the NS period, which is

difficult due to the low number of signal counts, to future work. In the left panel of Fig. 6.7

we show the I2−8 recovered from the individual exposures versus time for PN and MOS,

with the analogous result for Chandra shown in the right panel. In the Chandra case, the

uncertainties are strongly one-sided because the number of signal and background counts

tends to be quite low and often zero.

As before, we determine the I2−8 intensities by fitting the 2-8 keV spectra to a power-law.

The bands in Fig. 6.7 show the best-fit intensities from the analyses on the joint images over

all exposures. In the PN and Chandra data, we do not observe any individual exposures

with a reconstructed intensity in tension with that found in the joint image analysis. We do

observe that one significant intensity deficit appears in a MOS exposure at modest global

significance, although this could be due to systematic effects in that particular MOS exposure

such as pileup. In this exposure, we find a soft 2-8 keV spectrum in the signal region with
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a typical (among other MOS exposures) spectrum in the background region. This might

be expected if pileup heavily affects the observation, where in the signal region the counts

are suppressed at high energies by energy or grade migration while the background region is

unaffected. In fact, inspection of the epatplot results suggest that pileup affected the 0-2

keV spectrum of the observation, but there were not enough counts above 2 keV to make a

definitive determination on whether pileup affected the hard spectrum. Overall, the evidence

does not suggest that the hard X-ray excess in RX J1856.6-3754 is highly variable.

6.3 Search for hard X-ray excesses in the XDINSs

In Sec. 6.2, we analyzed in detail the hard X-ray excess in RX J1856.6-3754. We found

evidence for such an excess in Chandra and PN data and a hint for the excess also in MOS

data. In this section we investigate to what extent similar excesses exist in the rest of the

XDINSs. However, it should be noted that RX J1856.6-3754 is special in that it has, by

far, the most exposure time across all of the X-ray cameras that we consider. The total

exposure times that we use for each of the XDINS are shown in Fig. 6.8. Note that Chandra

data is available for RX J1308.6+2127, RX J0720.4-3125, and RX J1605.3+3249, but as we

show in the next subsection we believe that these observations are too severely affected by

pileup to reliably make a statement about the presence of a hard X-ray excess. On the other

hand, we show that none of the PN observations should be limited by pileup. For MOS, the

situation is less clear, as no pileup simulation framework is readily available and, while these

observations should be less subject to pileup than Chandra, they should be more affected by

pileup than the PN observations. To estimate the level of pileup in MOS, we use the results

of [23], which also applies to PN. The results for each of the XDINSs are shown in App. E.1.

We find that pileup is unlikely to explain the observed hard X-ray excesses in any case.

6.3.1 Chandra pileup simulations

In Sec. 6.2.2, we showed that pileup likely does not affect the high-energy tail observed for

RX J1856.6-3754 with Chandra data. In this section we repeat this exercise for the other

XDINSs which have Chandra observations. To perform these simulations, we first fit the

thermal model to the low-energy data (0.5-1 keV). We then generate simulated datasets

using this thermal spectrum, as in Sec. 6.2.2, that do and do not include a possible high-

energy tail. As for RX J1856.6-3754, we model the high-energy tail as dF/dE = 10−15

erg/cm2/s/keV over all energies.

In Fig. 6.9 we show the results of the pileup simulations for RX J0806.4-4123 and RX
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J0420.0-5022. As in Sec. 6.2.2, we artificially increase the exposure time in the simulations

to 10 Ms. The NS RX J0420.0-5022, which is shown in the right panel, is the NS with the

lowest 0.5-1 keV flux of all the XDINSs. This NS is, correspondingly, the least affected by

pileup. The pileup simulation shows clearly that when no high-energy tail is included (blue),

then no high-energy flux is recovered, and when the high-energy tail is included (red), the

correct flux is recovered. The same is also true in the left panel for RX J0806.4-4123, though

pileup does have a small effect on the flux in the 2-4 keV energy bin. As we discuss more

later, this energy bin is excluded from the analysis for this NS because of concerns about

contamination from thermal surface emission.

The simulations shown in Fig. 6.9 should be contrasted with those in Fig. 6.10, which show

simulation results for the NS RX J0720.4-3125. This NS is significantly affected by pileup.

Pileup generates an artificial, though rather soft, high-energy spectrum in the scenario where

the true spectrum has no high-energy tail. When the high-energy tail is present in the

simulation, pileup actually suppresses the flux in the energy bin from 6-8 keV. This likely

arises from low-energy photons hitting the CCD in coincidence with true high-energy photons

and then those photon pairs being rejected. For this reason, we are unable to use the RX

J0720.4-3125 Chandra data for a high-energy search. The situation for RX J1308.6+2127

and RX J1605.3+3249 is similar, and so out of caution we do not analyze the Chandra data

from any of these NSs.

6.3.2 NS surface modeling

In our fiducial analyses we assume that the 0-2 keV NS spectra are blackbody in order to

verify that its extrapolation does not produce the observed 2-8 keV excesses. However, at

least some of the XDINSs likely have a thin (∼1 cm) atmosphere, leading to a modified spec-

trum (for a comprehensive review, see [275] or [276]). The surface composition is unknown,

although due to the high surface gravity a hydrogen atmosphere is expected if hydrogen is

present on the surface, usually due to accretion at formation. Moreover, the strong surface

magnetic field significantly complicates the spectrum. The atomic binding energies increase

and cause the absorption lines observed in some of the XDINSs. For the XDINSs’ surface

temperatures, hydrogen is expected to be partially ionized. Additionally, photons propagate

preferentially along the field lines. Finally, the field will induce temperature inhomogeneities

across the NS surface by suppressing the thermal conductivity perpendicular to the field. In

general, the NS atmosphere can significantly harden the spectrum [277].

If no accretion occurred after the NS formation, a heavy element atmosphere or bare

surface may exist instead. This may be the case for RX J1856.6-3754 and possibly RX
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J0720.4-3125 and RX J1308.6+2127 [275], in which case a condensed iron surface model is

appropriate. These models predict a blackbody-like spectrum with most of the deviations

at low energies, and thus the hard X-ray spectrum is similar to the blackbody extrapola-

tion. This is also the case for the thin hydrogen atmosphere model in [278] that accurately

reproduces the RX J1856.6-3754 spectrum.

In this subsection, we investigate the expected contribution of the NS atmosphere spec-

tra to the 2-4 keV bin in our analysis. We use NS magnetic atmosphere models accounting

for the effects discussed above, NSMAXG [279–281], to fit the 0.5-1 keV spectra jointly to the

phase-averaged PN spectra for each NS with the X-ray fitting software XSPEC [272]. Note

that this procedure accounts for pileup through the PN response matrix. We account for

the uncertainty in the surface composition by fitting four models: the hydrogen atmosphere

model (HB1300Thm90g1420 in XSPEC, hereafter referred to as model H90), the carbon at-

mosphere model CB1300ThB00g1438, the oxygen atmosphere model OB1300ThB00g1438, and

the neon atmosphere model NeB1300ThB00g1438. Each assumes a dipolar magnetic field of

1013 G, although only model H90 includes the anisotropic temperature surface distribu-

tion. Model H90 assumes that the angle between the direction to Earth and the magnetic

axis is 90◦; to estimate the uncertainty associated with this assumption we also fit a mode

HB1300Thm00g1420l where this angle is taken to be 0◦. Finally, we fit hydrogen model

HB1350ThB00g1438 where the magnetic field strength is taken to be 3 × 1013 G, since the

XDINSs typically have larger magnetic fields than assumed in the previous models. However,

this model does not account for the surface temperature and magnetic field distributions. If

any of these models predict a 2-4 keV intensity I2−4 greater than 10−16 erg/cm2/s we exclude

that bin from further analysis in each camera for that NS.

In practice, we find that model H90 consistently suggests the highest 2-4 keV intensity

I2−4 for each NS, so we report only these flux values. This is consistent with the fact that the

mid-Z element atmospheres are known to be softer than their hydrogen counterparts [279].

In Tab. 6.2, we show the results of the predicted maximum fluxes in the 2-4 keV energy bin

for each NS. We also computed the 4-6 keV intensity, but in no case was it larger than 10−19

erg/cm2/s, and so we did not remove any higher energy bins from the analysis. Since the

condensed iron atmospheres are similar at high energies to the blackbody spectra, we do not

expect that these models would suggest I2−4 ≥ 10−16 erg/cm2/s.

6.3.3 Characterization of the XDINSs’ high-energy excess

We follow the same analysis procedure used for RX J1856.6-3754 to analyze the PN, MOS,

and Chandra data from all of the XDINSs. A summary of the results of these analyses is
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XDINS I2−4 [10−16 erg/cm2/s]

RX J1308.6+2127 4.0

RX J0420.0-5022 0.008

RX J0720.4-3125 11.8

RX J1605.3+3249 17.8

RX J0806.4-4123 4.0

RX J2143.0+0654 7.4

RX J1856.6-3754 0.01

Table 6.2: The intensity I2−4 in [10−16 erg/cm2/s] for each of the NSs from 2-4 keV deter-
mined via a fit of model H90 to the 0.5-1 keV PN data. If I2−4 ≥ 10−16 erg/cm2/s, the 2-4
bin is discarded for the remainder of the analysis for all cameras from that NS. As such, we
only analyze the 2-4 keV bin for RX J1856.6-3754 and RX J0420.0-5022.

XDINS PN MOS Chandra Joint

RX J0806.4-4123 1.16 0 0 0

RX J1856.6-3754 3.03 2.96 3.41 4.57

RX J0420.0-5022 3.09 1.05 2.80 3.32

RX J1308.6+2127 0.0 2.90 N/A 1.76

RX J0720.4-3125 1.14 0.0 N/A 1.0

RX J1605.3+3249 0.0 0.0 N/A 0.0

RX J2143.0+0654 1.41 N/A N/A N/A

Table 6.3: The joint and individual instrument discovery significances measured in σ for a
hard excess at each of the seven XDINS as presented in Fig. 6.11.

shown in Fig. 6.11. In the left panel we show the best-fit intensities from the fits of the

spectra to the power-law model. Note that for RX J1856.6-3754 and RX J0420.0-5022 we

show I2−8, since we include the 2-4 keV energy bins for these analyses, while for the other five

NSs we show I4−8. The significances of these detections, determined through Monte Carlo

simulations as described in Sec. F.3, are given in the right panel. The spectra, along with

the fits to the low-energy thermal models, are shown in Fig. C.6. Note that in Fig. C.6 only

the PN thermal model has pileup accounted for in the blackbody spectra extrapolations.

Non-trivial hard X-ray flux is observed from RX J1856.6-3754 at 4.5σ significance in the

joint power-law model fit over all datasets and at 2.5σ significance from RX J0420.0-5022.

Below, we elaborate on the observations for each of the XDINSs, setting aside RX J1856.6-

3754 which was discussed in the previous section. We also note that extended systematic
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tests and analysis results for each of the XDINSs are provided in the appendices E.3, E.4,

and E.5.

RX J0806.4-4123. There is no evidence for an anomalous hard X-ray excess from this

NS in the 4-8 keV energy range analyzed. As seen in Fig. 6.11 with corresponding data

presented in Tab. 6.3, there is modest (<1σ) evidence for an excess in the PN data but no

such evidence in the Chandra and MOS data. The PN and Chandra data intensities are

consistent, though the MOS intensity is recovered to be negative at marginal significance.

This is the result of the negative 6-8 keV energy bin seen in Fig. C.6 for MOS. Since pileup

has a larger impact on the MOS spectrum, the recovered MOS spectrum in this bin may

be a result of energy or grade migration. There is a somewhat nearby point source, but the

point source mask, which we do not apply in our fiducial analysis but do apply in App. E.4,

only narrowly intersects the background extraction region and so its application does not

affect our results.

RX J0420.0-5022. This NS is expected to be the least affected by pileup, considering

that it has by-far the lowest intensity thermal flux. Varying the surface model shows that

the presence of an atmosphere would not account for the observed emission in the 2-4 keV

bin and so this bin is included in the analysis. The hard X-ray excess is detected from this

NS from all cameras, as seen in Fig. 6.11. The best-fit spectral index for RX J0420.0-5022

combining all datasets is n = −0.61+1.6
−2.1, which also suggests a hard spectrum like in RX

J1856.6-3754. It is also interesting to note that the 1-2 keV datapoint for RX J0420.0-5022

is above the thermal model prediction for all three cameras, though we find that some of the

mid-Z atmosphere models, particularly the oxygen atmosphere, can come close to explaining

this datapoint. No nearby point source was detected for this NS.

RX J1308.6+2127. We cut the Chandra data due to concerns about pileup arising

from the MARX simulations. We additionally cut the 2-4 keV bin in the XMM data due to

concerns about emission from the NS atmosphere. We observe no significant excess in the

remaining bins in PN, while the MOS excess is approximately ∼2σ in significance. The joint

intensity over PN and MOS data is I4−8 = 2.3+1.7
−1.7 × 10−15 erg/cm2/s. We detect a nearby

point source, but not near enough to require any masking of the extraction regions in the

masked analysis.

RX J0720.4-3125. We mask the 2-4 keV bin in our analysis and only consider PN

data. Although the atmosphere models do not explain the entire flux in the 2-4 keV bin,

there are other systematics to consider. It is well-established that the surface temperature

of RX J0720 changes on the timescale of years from around 85 eV to 94 eV [282–284]. Since

we jointly fit the spectra with the surface models, our procedure does not capture this time-

dependence. The hotter observations may contribute the majority of the observed flux in
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this bin. On the other hand, RX J0720.4-3125 has been previously suggested to have a

condensed surface, where the NS atmosphere models do not apply. We find no evidence for

a hard X-ray excess. We detect a nearby point source, but not near enough to require any

masking of the extraction regions in the masked analysis.

RX J1605.3+3249. The NS atmosphere models are consistent with the entire 2-4 keV

flux as observed by PN and MOS, so we mask this bin in our analysis. We find no significant

hard X-ray excess. We detect a nearby point source, but not near enough to require any

masking of the extraction regions in the masked analysis.

RX J2143.0+0654. Since hydrogen atmosphere models suggested a large thermal flux

in the 2-4 keV bin, we eliminate this bin from our analysis despite seeing no significant

excess. In the remaining two bins we find I4−8 = 3.2+3.0
−3.4 × 10−15 erg/cm2/s from the PN

data. This NS has the least exposure time; accumulating more would help understand the

nature of the excess, if any. We detect no nearby point sources.

All together, the ensemble of evidence presented strongly suggests that it is likely that at

least some of the XDINSs, namely RX J1856.6-3754 and RX J0420.0-5022, produce hard X-

ray flux in the energy range from 2-8 keV through a mechanism independent of the thermal

surface emission. In the next section we discuss various possibilities for the source of this

flux.

6.4 Possible origins of the XDINS hard X-ray excess

In this section we discuss possible production mechanisms for hard X-ray flux from the

XDINSs consistent with the X-ray observations presented above. We consider only the

4-8 keV flux in all NSs for simplicity. Many pulsars are in fact observed to have two-

component X-ray spectra, consisting of low-energy thermal emission from the surface and

then a second harder non-thermal power-law component [285]. The non-thermal emission is

commonly accepted to be rotation powered. Indeed, a tight correlation is observed between

the spin-down luminosity of pulsars and the hard X-ray luminosity (see, e.g., [34]), although

no pulsars in the sample had spin-down luminosities less than 1032 erg/s. This relation

includes the hard X-ray emission from a possible pulsar wind nebula [286,287]. The emission

mechanism may, for example, be synchrotron emission from accelerated charge particles in

the outer regions of the magnetosphere [288]. With that said, radio emission, which is also

beamed, typically accompanies non-thermal X-ray emission. No radio emission has been

conclusively observed from the XDINSs [35]. Under the hypothesis that the XDINSs are

normal pulsars whose radio emission is not observed because we are not in the line-of-sight

of the beam, then it would also be expected that no non-thermal X-ray emission would be
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observed. This is supported by estimates of the viewing angles of RX J1308.6+2127 [289]

and RX J0720.4-3125 [9]. Still, it is worth asking the question of whether the energetics of

the hard X-ray emission observed from the XDINSs are consistent with a rotation-powered

origin.

In Fig. 6.13 we show the spin-down luminosity Lsd of the XDINSs versus their observed

luminosities L4−8 between 4 and 8 keV from this chapter. To calculate the luminosities

we use the hard X-ray intensities from joint fits over the available PN, MOS, and Chandra

data. The X-ray luminosities L4−8 are then calculated using the observed intensities and the

distances in Tab. 9.1. Where our lower 1σ bound is above the lower limit of the plot, we show

the 1σ confidence interval on the luminosity as determined by Monte Carlo; in the others

we plot the 1σ upper limit. The spin-down luminosities are calculated by Lsd = 4π2IṖ /P 3,

where I is the moment of inertia of the NS, assumed to be 1045 g cm2, and P (Ṗ ) is the

period (period derivative). A summary of the XDINSs’ properties is shown in Tab. 9.1.

Note that since there is no known spin period for RX J1605.3+3249, we do not include it in

Fig. 6.13.

XDINS P Ṗ d

J0806 11.37 5.5× 10−14 240± 25

J1856 7.06 3× 10−14 123+11
−15

J0420 3.45 2.8× 10−14 345± 200

J1308 10.31 1.1× 10−13 663± 137

J0720 16.8 7× 10−14 361+172
−88

J1605 — — 393± 219

J2143 9.43 4.1× 10−14 430± 200

Table 6.4: The properties of the XDINSs used to compute the spin-down and 2-8 keV
luminosities; the NS period P is in [s], the period derivative Ṗ is unitless, and the distance
d is in [pc]. There are no known pulsations in RX J1605.3+3249. Note that the distance
measures for RX J0420.0-5022, RX J1308.6+2127, and RX J2143.0+0654 are uncertain from
existing observations and we have estimated large errors to be maximally conservative. The
data was compiled from [1–13].

Fig. 6.13 suggests that the hard X-ray excesses likely do not have non-thermal rotation-

powered origins. The best-fit correlation between the spin-down and X-ray luminosity

from [34] is shown as the dashed line. In that work it was shown that the 2-10 keV lu-

minosities of pulsars (we have converted to 4-8 keV luminosities assuming a typical spectral

index from that paper) typically correlate with the spin-down luminosities by that relation,

with pulsars scattered typically around an order of magnitude above and below the line in
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L4−8. At least three of the XDINSs (RX J1856.6-3754, RX J1308.6+2127, and RX J0420.0-

5022) show large deviations, at greater than 1σ, from this best-fit correlation, and we stress

that RX J1856.6-3754 and RX J0420.0-5022 are high-significance (≳2.5σ) detections, again

suggesting that the hard X-ray excesses are not rotation-powered.

Since the 4-8 keV emission observed from the XDINSs is very small compared to that from

the typical pulsar, we might expect that we see no radio signal because it is also small. [290]

has observed a correlation between the 1400 MHz luminosity L1400 and the 2-10 keV X-ray

luminosity of radio pulsars (again, here we convert to 4-8 keV luminosities), albeit with large

scatter. In Fig. 6.14 we show the radio limits for all of the XDINSs [35] except RX J0420.0-

5022 (because it has no radio luminosity measurement) and RX J1605.3+3249 (because its

hard X-ray luminosity is negative at 1σ) against their measured 4-8 keV X-ray luminosities

L4−8. We have rescaled the limits in [35] to their values assuming the distances in Tab. 9.1.

We see that the radio limits on the XDINSs would imply smaller 4-8 keV X-ray luminosities

for at least RX J1856.6-3754 and RX J1308.6+2127 than those observed. This is true in

particular for the NS with the highest significance hard X-ray detection, RX J1856.6-3754.

This suggests that the XDINS hardX-ray excess is likely not due to magnetospheric emission

with a corresponding radio counterpart.

Excesses above the Rayleigh-Jeans tail of the thermal surface emission have previously

been observed in the optical and UV in all of the XDINSs [36, 291–293] by a factor 5-

50. One plausible explanation of both the optical/UV and X-ray spectra is that there is

a inhomogeneous temperature distribution on the surface such that cold spots explain the

optical/UV emission. However, power-law fits to the optical/UV spectra deviate from the

expected thermal slope, which suggests the existence of a non-thermal component. [36] notes

that the extrapolation of the optical/UV data to theX-ray band, assuming a pure power-law,

could potentially produce similar hard X-ray luminosities as observed here. That reference

comes to the same conclusion that such luminosities are unlikely to have the magnetospheric

origin common in pulsars and that there is no motivated model at present that would produce

such a power-law non-thermal flux. Additionally, such power-law models are in tension with

phase-resolved spectra and the absorption features; magnetized NS atmosphere models can

potentially account for both the optical/UV excess and the X-ray blackbody (see, e.g. [278]),

although this subject is still an area of debate.

In Fig. 6.15 we illustrate the optical luminosities integrated from 1500 - 4700 Å with the

best-fit fluxes and spectral indices from [36], L1500−4700, against the 4-8 keV luminosities L4−8.

Given the low sample size and non-detections in five of the seven, it is difficult to determine

any possible correlation between the two. However, improved future measurements may

reveal a connection, which would point to a unified emission mechanism. Again, we stress
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that the optical/UV excesses could possibly be explained by a NS atmosphere model.

Another possible source of X-ray flux, besides from thermal surface emission and non-

thermal rotation-powered emission, is X-ray emission from accretion of the interstellar

medium (see, e.g., [294]). The typical luminosities expected from accretion of the inter-

stellar medium, assuming that the NS is in the accretion phase, which is itself nontrivial to

achieve, are ≲1031 erg/s [294]. The emission is expected to be nearly thermal at a tempera-

ture ∼40 - 400 eV, depending on the luminosity, the magnetic field, and the accretion rate.

If the temperature is on the higher side of this interval and the accretion luminosity is near

1031 erg/s, then the accretion emission could potentially contribute to the hard X-ray obser-

vations from some of the XDINSs. On the other hand, the low expected temperatures mean

that the flux would, at best, be falling exponentially in the 2-8 keV energy range and only

significantly contribute in the 2-4 keV energy bin. These expectations appears inconsistent

with the rather hard spectra observed from e.g. RX J1856.6-3754. Furthermore, the high

proper motions of the XDINSs make accretion unlikely to occur [7].

6.5 Discussion

In this chapter we use data from XMM and Chandra to provide evidence for hard X-ray

emission from some of the XDINSs in the energy band from 2-8 keV. It is possible to extend

the spectral analyses to 10 keV for Chandra and XMM-Newton (see App. E.5), though

we have not included the 8-10 keV bin because of concerns about modeling the detector

responses and backgrounds at these energies. Previously, the only X-ray emission seen from

these NSs was at lower energies and consistent with thermal emission from the NS surfaces.

No radio or hard X-ray emission has previously been observed. Our results suggest that

at least RX J1856.6-3754 and RX J0420.0-5022 produce hard X-rays by some other means

than thermal surface emission. The hard X-ray excess observed from RX J1856.6-3754 is the

most significant and is seen with the PN, MOS, and Chandra cameras. It has a hard spectral

index that appears inconsistent with e.g. being the tail of the thermal surface emission. The

excess appears, as far as we are able to test, robust from pileup effects with Chandra and

point sources with PN and MOS, though each of these concerns is real and may have a larger

effect than we are able to account for in this chapter.

If the XDINS hard X-ray excesses survive further scrutiny, there appears to be no

compelling astrophysical explanation for their existence at present. Rotation-powered non-

thermal emission scenarios fail to explain the observed relation, or lack thereof, between the

hard X-ray luminosity and the spin-down luminosity. Moreover, no radio signal has been

observed from the XDINSs, which suggest that if the NSs are producing rotation-powered
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non-thermal emission, this emission is not beamed towards Earth. Furthermore, the hard

X-ray signal observed in this chapter is large enough that if it was rotation-powered non-

thermal emission and being beamed towards Earth, a radio signal should have been observed

in some of the XDINSs. The XDINSs have previously been discussed in the literature as

being candidates to observe emission from accretion of the interstellar medium, but the pre-

dicted spectra from this emission is thought to be too soft to contribute substantially in

the 2-8 keV energy range, especially with the spectral index observed from e.g. RX J1856.6-

3754. In addition, the XDINSs are thought to have proper motions too large for significant

accretion.

One possible exotic origin for the hard X-ray flux is the emission of hypothetical particles

called axions within the NS cores and the subsequent conversion of these axions into hard

X-rays in the magnetosphere. The predicted spectrum from this scenario is hard and con-

sistent with the index observed from e.g. RX J1856.6-3754. This possibility was the original

motivation for the analyses described in this chapter and is discussed in more depth in the

next chapter [264]. On the other hand, this scenario is by far the most drastic, as it requires

the existence of a new fundamental particle of nature.

Additional data would be useful to help verify or better understand the XDINS hard X-

ray excess. For example, a long exposure by NuSTAR towards e.g. RX J1856.6-3754 could

both confirm the excess below ∼10 keV and determine if the excess continues above 10 keV.

Additional Chandra data would also be useful from e.g. RX J0806.4-4123, RX J1856.6-3754,

and RX J0420.0-5022 to gather additional statistics on the hard X-ray spectra in the 2-8

keV energy ranges for these NSs.
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Figure 6.4: (Upper Left) The results of the fiducial analysis procedure. Results shown for PN,
MOS, and Chandra, with p-values corresponding to our goodness-of-fit test of the background
model in the background region in the upper right corner. The excess can be seen in all
bins for PN and Chandra, while such an excess, if present, is not clearly visible in MOS.
(Upper Center) Identical signal and background extraction regions as in the fiducial analysis
but fitting the background using the astrophysical exposure, which accounts for vignetting,
within signal and background extraction regions. (Upper Right) The fiducial analysis with
the inclusion of a point source (PS) mask. The p-value for the goodness-of-fit in the PN
data has markedly improved while the spectra remain largely unchanged. (Lower Left) As
in the fiducial analysis, but with the signal extraction region increased to 75% of the energy-
averaged 90% EEF radius. For PN and MOS, the background extraction radius is doubled
but is unchanged for the Chandra extraction. Limits and fits do not change significantly, but
the p-values for the goodness of fit in PN and MOS show tension, perhaps attributable to
nearby point sources. (Lower Center) An analysis using the larger extraction regions and the
point source mask. The p-values increase, demonstrating an improved goodness-of-fit after
masking. (Lower Right) An analysis using the larger extraction regions and point source
mask but using a background template linearly varying in RA and Dec.
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Figure 6.5: (Top) The best-fit I2−8 in [10−14 erg/cm2/s] for the individual exposures (left,
PN; right, MOS) for RX J1856.6-3754 plotted against the flaring rate for that exposure,
if flaring was observed. (Middle) The best-fit I2−8 in [10−14 erg/cm2/s] (left, PN; middle,
MOS; right, Chandra) plotted against the count rate in the central pixel for that exposure.
(Bottom) The best-fit I2−8 in [10−14 erg/cm2/s] (left, PN; right, MOS) plotted against the
surface temperature determined from the 0.3-2 keV data in the same exposure.

83



1 2 3 4 5 6 7 8
E [keV]

10−19

10−18

10−17

10−16

10−15

10−14

10−13

10−12

10−11

d
F
/d
E

[e
rg

/c
m

2
/s

/k
eV

]

RX J1856.6-3754

real data

sim: no high-E tail

sim: high-E tail

Figure 6.6: The MARX simulation results compared to the real Chandra data, shown in gray.
The red curve shows the input spectrum to MARX with the additional flux dF/dE = 10−15

ergs/cm2/s/keV, from which we recover the red data points. The blue curve (with recovered
blue data points) does not include this additional flux. The pileup of the soft emission does
not appear to significantly impact the detection of the hard flux in this case, as we accurately
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Figure 6.7: The best-fit 2-8 keV intensities for RX J1856.6-3754 in [erg/cm2/s] in the PN
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intervals for the joint datasets. (Left) The PN results for the 40 individual exposures used
in our analysis and the MOS results for the 18 individual exposures used in our analysis.
For PN, there appears to be no evidence for variability on the timescale shown. Between
approximately 2008 and 2010, the ∼five I2−8 values are low by approximately 1σ, but this
may simply be a statistical fluctuation. It could also be due to the flaring of a source in the
background region. (Right) The Chandra results for the 9 individual exposures used in our
analysis. The limits are highly one-sided due to the low number of counts.
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Figure 6.8: The summed exposure times in each camera for each NS in our analysis. We
have chosen not to analyze Chandra data from NSs RX J1308.6+2127, RX J0720.4-3125, and
RX J1605.3+3249 due to pileup concerns. Note that for RX J2143.0+0654 no MOS data is
available that both passes our SP flaring cut and fully contains the signal and background
regions in the images.
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Figure 6.9: As in Fig. 6.6. (Left) The MARX simulation results for RX J0806.4-4123. We
see that the simulation correctly recovers the true flux when the high energy tail is input into
the spectrum; however, when there is no high-energy tail, pileup generates slightly more flux
in the 2-4 keV bin than expected. This energy bin is excluded from our analysis, though,
because of concerns about contamination from thermal emission from the NS surface. (Right)
The MARX simulation results for RX J0420.0-5022. In this case, our analysis of both the
simulation results recovers the input flux. We include all three high-energy bins in our
analysis of this NS. Pileup is less of a concern for this NS because of the low thermal flux.
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Figure 6.10: As in Fig. 6.6 but for RX J0720.4-3125. In this case, the MARX simulations
indicate that pileup can generate a significant excess in the 2-4 keV bin, well above the
input spectrum, regardless of the existence of a hard X-ray tail. The same is true in the
4-6 and the 6-8 keV bins, so we completely remove this NS from the Chandra analyses. We
find similar results for MARX simulations of RX J1308.7+2127 and RX J1605.3+3249 and
exclude these NSs from the Chandra analyses as well.
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Figure 6.11: A summary of the results for all of the XDINSs. (Left) The total intensity
in [erg/cm2/s] recovered from the power-law fits to each of the XDINSs for the indicated
instruments. For RX J1856.6-3754 and RX J0420.0-5022 we fit the model to data between 2-
8 keV and so report I2−8. For all other NSs, we only use data between 4-8 keV and so report
I4−8. Note that in all cases we show the best-fit intensities and the 68% confidence intervals.
(Right) The significances of any intensity excesses, determined through the procedure in
Sec. F.3. We also quote the significance of the joint fit across all three instruments for each
NS. RX J1856.6-3754 and RX J0420.0-5022 are the two NSs where we find significant hard
X-ray excesses.
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Figure 6.12: As in Fig. 6.1, but for all XDINSs. Note that the black (grey) (red) curves
show the fits of the blackbody models to the low-energy (0.5-1 keV) data from PN (MOS)
(Chandra) and extrapolated to higher energies. For the PN data only the extrapolations
also include pileup. We find significant evidence for hard X-ray excesses from RX J1856.6-
3754 (∼4.5 σ) and RX J0420.0-5022 (∼2.5 σ). Note that the joint spectra, determined
from combining the data from all three cameras, are shown when more than one dataset
is available. Our hard X-ray searches use either the 2-8 keV or 4-8 keV energy ranges,
depending on the NS. We include the 2-4 keV energy bin for RX J1856.6-3754 and RX
J0420.0-5022 but not for the other NSs because of concerns about contamination to this bin
from NS atmosphere emission (see Sec. 6.3.2). However, the evidence for hard X-ray flux
from RX J1856.6-3754 and RX J0420.0-5022 remains robust even without this energy bin.
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Figure 6.13: The spin-down luminosities Lsd = 4π2IṖ /P 3, calculated using Tab. 9.1, plotted
against the joint observed 4-8 keV luminosities L4−8 in [erg/s]. The dotted line indicates the
correlation observed in [34]. Note that we do not show RX J1605.3+3249 because its period
is unknown.
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Figure 6.14: The radio luminosity limits for the XDINSs in [mJy kpc2] plotted against the
observed joint 2-8 keV luminosities L2−8 in [erg/s] in this chapter. The dotted line indicates
the correlation observed in [35], and the shaded region indicates the 1σ uncertainty on this
relation. Note that we do not show RX J1605.3+3249 because its hard X-ray luminosity
is negative at over 1σ, and we do not show RX J0420.0-5022 because there are no radio
measurements for this NS.
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Figure 6.15: The best-fit optical/UV luminosities L1500−4700 in [36] integrated from 1500 -
4700 Å plotted against the L4−8 found in this chapter. There is no observable correlation.
This is perhaps not surprising considering that likely at least some of the optical/UV excess
can be explained by NS atmosphere models. We note that RX J1605.3+3249 does not appear
because it has a negative reconstructed hard X-ray luminosity at over 1σ.
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Chapter 7

Axion Emission Can Explain a New

Hard X-ray Excess from Nearby

Isolated Neutron Stars

In the previous chapter, we detailed a search at the Magnificent Seven neutron stars for

emission in hard X-rays. As detailed later in this Chapter, we found nontrivial evidence for

hard X-ray emission that has no astrophysical explanation. In this Chapter, we outline a

possible explanation in terms of axion emission and conversion to X-ray photons. Neutron

stars (NSs) have long been recognized as excellent laboratories for searching for new light

and weakly coupled particles of nature. This is because such particles may be produced

abundantly in the hot cores of the NSs, escape, and thus provide a pathway by which the

NSs may cool. Some of the strongest constraints on the ultralight pseudo-scalar particles

known as axions arise from NS cooling [295–299]. Axions may be produced through nu-

cleon bremsstrahlung in various combinations of proton and neutron scattering in the NS

cores [300, 301]. It has also been suggested the axions produced in the NS cores may con-

vert into X-rays in the magnetospheres surrounding the NSs and that these X-rays may be

observable [172,173,179].

In this chapter we provide a consistent interpretation of the recently-observed hard X-ray

excess from the nearby Magnificent Seven (M7) X-ray dim isolated NSs [15] in the context

of an axion model. Ref. [15] found significant excesses of hard X-ray emission, in the 2 -

8 keV energy range, from the M7 using data from the XMM-Newton and Chandra X-ray

telescopes. In particular, [15] found that the NS RX J1856.6-3754 (J1856) has around a

5σ excess, RX J0420.0-5022 (J0420) has a ∼3σ excess, and RX J1308.6+2127 (J1308) has a

∼2σ excess. The NSs RX J2143.0+0654 (J2143) and RX J0720.4-3125 (J0720) have marginal

∼1σ excesses, while RX J1605.3+3249 (J1605) has a small deficit and is consistent with zero
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hard X-ray flux. We show that the M7 hard X-ray data may be explained in the context of

an axion model where the axion couples to both nucleons and photons. The fact that hard

X-ray emission is observed from some NSs and not others is consistent with the axion model

because (i) the exposure times vary across the M7, (ii) the predicted fluxes at fixed axion

parameters vary between NSs, given their different properties, and (iii) these properties are

uncertain at present. We also provide one of the most competitive constraints to-date on

the axion-photon times axion-nucleon coupling for axion masses ma ≲ 10−4 eV.

The M7 were discovered in soft X-rays with the ROSAT All Sky Survey (see, e.g., [258]).

Their soft spectra are well described by near-thermal distributions with surface temperatures

∼50-100 eV. No non-thermal emission, for example in radio, has been previously observed

from the NSs. As such, they are expected to produce negligible hardX-ray flux, making them

background-free from the point of view of the analysis described in this chapter. Moreover,

they are all observed to have strong magnetic fields [3,5,6,8,9,12,302,303] and to be relatively

nearby, at distances of order hundreds of pc.

The quantum chromodynamics (QCD) axion is a hypothetical ultralight particle that

solves the strong CP problem of the neutron electric dipole moment [161–164] and may

also make up the observed dark matter [304–306]. The QCD axion and axion-like parti-

cles (ALPs) more generally also appear to be a relatively generic expectation from string

compactifications [165, 166], and the ALP masses in particular may be significantly lighter

than the ∼10−4 eV threshold relevant for this chapter (see, e.g., [307,308]). Both the QCD

axion and ALPs are expected to couple derivatively to matter and also couple to electro-

magnetism, allowing them to be produced inside of the hot NSs and converted into photons

in the strong magnetic fields surrounding the NSs. Thus in this chapter we refer to both

particles simply as axions. Intriguingly, recent string theory constructions suggest that the

ALP photon couplings may be slightly smaller than current limits and within reach of the

search discussed in this chapter [309].

Axions have also been discussed in the context of white dwarf, red giant, and horizontal-

branch (HB) star cooling [28, 30, 33, 167–170, 310–312]. In white dwarf (WD) and red giant

stars the dominant production modes involve the axion-electron coupling while in HB stars

the axion-photon production dominates. Recently it was proposed that X-ray observations

of magnetic WD stars may probe axion scenarios, since the hot axions produced in the WD

cores may convert into X-rays in the magnetic fields surrounding the WDs [222]. Axion-

photon conversion within NS magnetospheres has been discussed recently in the context of

dark matter axions [184,186,187,313]. Axions and axion dark matter are also the subject of

considerable laboratory searches [45,197–209,314,315].

This chapter takes the M7 hard X-ray spectra from the previous chapter as a starting
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point. Additional analysis details and systematic tests relevant for the axion model are

presented in the Appendix.

7.1 Axion-induced X-ray flux from NSs

The central idea behind the proposed signal is that while the cores of the M7 are quite

hot (T ∼ 1 − 10 keV) the surfaces are relatively cool with T ∼ 0.1 keV. Axions may

be emitted from hot NS interiors, escape the NSs, and then convert into hard X-rays in

the strong magnetic fields surrounding the NSs. To calculate the expected signal we both

account for the axion production rate in the NS cores and the conversion probability in the

magnetospheres.

The axions are produced in the NS cores through the axion couplings to fermionic

matter. The coupling of the axion a to a fermion ψf is denoted by (see, e.g., [210])

L = (Cf/2fa)ψ̄fγ
µγ5ψf∂µa, with fa the axion decay constant. Scattering amplitudes in-

volving this operator are generally functions of the dimensionless coupling combination

gaff = Cfmf/fa, with mf the fermion mass and Cf the dimensionless Lagrangian coupling

(we use Cp and Cn for the proton and neutron, respectively). Note that the axion-fermion

operators are generated in the infrared through the renormalization group, given an axion-

photon coupling, even if such operators are absent in the ultraviolet [176,222,316].

The axion production mechanisms relevant for this chapter mostly occur in the NS

core through axion bremsstrahlung in fully degenerate nucleon-nucleon scattering N1N2 →
N1N2a, where the N1,2 are either neutrons or protons. The emissivities for these processes

are functions of the couplings gann, gapp, the local NS core temperature T , and the neutron

and proton Fermi momenta (see the Appendix and [300, 301]). As shown in [300], the local

energy spectrum of axions emitted from these processes follows the modified thermal distri-

bution dF/dE ∝ z3(z2+4π2)/(ez−1), where z = E/T , E is the local axion energy, and F is

flux. We note that the nucleon bremsstrahlung rates may be suppressed at low temperatures,

below the critical temperature for Cooper pair formation, by nucleon superfluidity [296,317].

Recent analyses of NS cooling [14] indicate that the critical temperatures are likely too low

to be relevant for this work, and so we ignore possible nucleon superfluidity in our fiducial

analyses. However, given that the critical temperatures are uncertain at present, we discuss

their possible effects in depth in the Appendix.

To compute the production rates in the NS cores, given the emissivity formulae, we need

to know the temperature profiles in the cores, the metric, the critical temperature profiles (if

including superfluidity), and the profiles of neutron and proton Fermi momenta, which all

depend on the NS equation of state (EOS). We use the code package NSCool [318] to perform
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the thermal evolution of the NSs, in full general relativity and assuming spherical symmetry.

For our fiducial analysis we use the APR EOS [319] and assume NS masses of 1.4 M⊙. The

thermal evolution is used to obtain a relation between the effective surface temperature and

the isothermal core temperature T∞
b , which is the redshifted temperature infinitely far from

the NS’s potential well. The surface temperatures and associated statistical uncertainties are

taken from the recent compilation in [14], which accounts for the effects of NS atmospheres

in lowering the surface temperature for many NSs relative to the observed single-blackbody

temperature.

The relation between the surface and core temperatures is known to be strongly affected

by accretion and magnetic fields, and moreover strong magnetic fields may make the surface

temperature inhomogeneous (see, e.g., [320]). In fact it is the anisotropic surface tempera-

tures that are thought to lead to the observedX-ray pulsations of the M7 [321]. Additionally,

NS atmospheres may distort the spectra away from perfect blackbodies [275, 276]. We ac-

count for these possibilities through a systematic uncertainty on the core temperatures, as

described in the Appendix. We combine all T∞
b uncertainties, statistical and systematic,

into single Gaussian priors, with standard deviations given in Tab. 7.1, with the restriction

that T∞
b > 0.

The core temperatures may also be estimated from the kinematic ages of the NSs. The

local temperature at the outer boundary of the core Tb is expected to evolve as Tb ≈
109(t/yr)−1/6 K over times t ≫ yr, neglecting effects such as ambipolar diffusion, which

may provide additional heating to the core [322]. The kinematic core temperature estimates

agree with those in Tab. 7.1 within uncertainties when the NS ages are available, though

there are minor differences which, as shown in Supp. Fig. S8, lead to slightly lower inferred

axion couplings when using core-temperature priors from age estimates.

We then consider the conversion of the axions into X-rays in the NS magnetic fields. Here

we follow closely the framework outlined in [222] for axion-photon conversion in WD mag-

netospheres. The axion-photon mixing is induced through the operator L = −gaγγaF F̃/4,
where F is the electromagnetic field strength tensor, F̃ is its dual field, and gaγγ is the

axion-photon mixing parameter. The parameter gaγγ is related to fa through the relation

gaγγ = CγαEM/(2πfa), with αEM the fine structure constant and Cγ a dimensionless coupling

constant. In the presence of a strong magnetic field this operator may cause an initially

pure axion state to rotate into an electromagnetic wave polarized parallel to the external

magnetic field. However, the axion-photon conversion is suppressed by the Euler-Heisenberg

term for strong field quantum electrodynamics [173].

In the limit of low axion mass, which for our applications is roughly ma ≲ (ωR−1
NS)

1/2

(and approximately 10−4 eV at axion frequencies ω ∼ keV and NS radii RNS ∼ 10 km), the
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Name B0 T∞
s T∞

b d Ix−8 Refs.

J0806 5.1 100± 10 15± 9 240± 25 0.0+1.6
−0.3 [2, 303,323]

J1856 2.9 50± 14 5± 3 123± 13 1.5+0.7
−0.6 [3, 4, 270,278,324]

J0420 2.0 45± 10 3± 2 345± 200 0.7+1.0
−0.5 [2, 5, 323]

J1308 6.8 70± 20 8± 6 380± 30 2.3+1.8
−1.7 [6, 7, 289]

J0720 6.8 92± 10 13± 8 286± 25 0.9+1.1
−1.6 [9, 325]

J1605 2.0 78± 42 9± 11 174± 52 −0.5+1.3
−0.7 [12, 326]

J2143 4.0 72± 32 8± 8 430± 200 3.1+3.0
−3.4 [2, 302,327]

Table 7.1: The M7 properties used in this chapter. The magnetic field strength at the
pole B0 is in 1013 G; the surface temperature at infinity T∞

s is in eV; the core boundary
temperature at infinity T∞

b is in keV; the distance d is in pc; the hard X-ray intensity Ix−8

is in 10−15 erg/cm2/s, integrated from x keV to 8 keV, with x = 4 for all NSs but J0420 and
J1856, for which x = 2. We obtain the NS properties from the catalog of cooling NSs [14],
and the Ix−8’s from Ref. [15].

conversion probability pa→γ is approximately [173,179,222]

pa→γ ≈1.5× 10−4
( gaγγ

10−11 GeV−1

)2(1 keV

ω

)4/5

(
B0

1013 G

)2/5(
RNS

10 km

)6/5

sin2/5 θ ,

(7.1)

independent of the axion mass. Above, B0 is the surface magnetic field strength at the mag-

netic pole, assuming a dipole field configuration, and θ is the polar angle from the magnetic

axis. At large axion masses the conversion probability becomes additionally suppressed and

must be computed numerically (see, e.g., [222]).

We assume dipolar magnetic field strengths calculated from the spindown of the NSs [3,

5, 6, 8, 9, 302, 303] via magneto-dipole radiation. (Note that the statistical uncertainties on

the dipole field strengths are sub-leading.) In the case of J1605, there is no spin-down

measurement and we adopt 2× 1013 G as considered in [12]. Measurements of the magnetic

field from spectral fitting of cyclotron resonance lines or atmosphere models generally predict

larger fields, which we consider in the Appendix. We account for the unknown alignment

angle θ by profiling over θ with a flat prior.
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7.2 Data analysis

Ref. [15] analyzed all available archival data from XMM-Newton and Chandra towards each

of the M7 for evidence of hard X-ray emission. For XMM-Newton they reprocessed data

from both the MOS and PN cameras and treated these datasets independently, since they

are subject to different sources of uncertainty from e.g. pileup. The data were binned into

three high-energy bins from 2 - 4, 4 - 6, and 6 - 8 keV. Ref. [15] computed likelihood profiles

for flux from the M7 in each one of these energy bins; these likelihoods are provided as

Supplementary Data in [15] and are the starting points for the analyses presented in this

chapter. As an illustration, in Fig. 7.1 we show the energy spectrum from J1856, which is
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Figure 7.1: The energy spectrum from 2 to 8 keV for NS J1856 as measured by combining
PN, MOS, and Chandra data, with 68% statistical uncertainties [15]. We also show the
best-fit axion model spectrum from a fit to this NS only, with the core temperature fixed to
the central value in Tab. 7.1.

the NS with the most significant hard X-ray excess. Note that we show the best-fit fluxes

and associated 68% confidence intervals from the joint analyses over all three cameras.

Ref. [15] showed that the 2 – 4 keV energy bin may be contaminated by the high-energy

tail of the thermal emission from the NS surfaces, depending on the atmosphere model, for

all NSs except J1856 and J0420. The predicted thermal surface emission is negligible for all

NSs in the last two energy bins. As such in this analysis we use all three available energy

bins for J1856, which has by far the most exposure time of all M7, and J0420, but only the

last two energy bins for the other five NSs. Ref. [15] only provides Chandra data for J1856,
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J0420, and J0806, because for the other NSs they found that pileup may affect the observed

high-energy spectrum. For J2143 only PN data is available.

We interpret the M7 hard X-ray spectra in the context of the axion model by using a

joint likelihood over all of the M7 and available datasets with a frequentist profile likelihood

analysis procedure. Our parameters of interest are {ma, gaγγ, gann, gapp} and our nuisance

parameters, which describe uncertain aspects of the NSs, are the set of parameters {θ, d, T∞
b }

for each NS, where d is distance. Each of the nuisance parameters is taken to have a Gaussian

prior with uncertainty given in Tab. 7.1, except for θ, which is given a flat prior from 0 to π.

Uncertainties arising from the NS superfluidity model are described in the Appendix. For

our fiducial analysis we fix gapp = gann. We construct a joint likelihood over all of the M7

and available datasets, and we use this likelihood to constrain our parameters of interest.

7.3 Results

The resulting best-fit parameter space in the ma-gaγγgann plane and 95% one-sided upper

limit are shown in Fig. 7.2. Interpreting the data in the context of the axion model, we find
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Figure 7.2: 95% exclusion limit and best fit 1 and 2σ regions from a joint likelihood analysis
over all of the M7 and combining PN, MOS, and Chandra data. We compare our result to
existing limits from CAST2017+NS cooling. All curves and regions continue to arbitrarily
small ma. Note that the QCD axion model is too weakly coupled to appear in this figure.
Accounting for systematic uncertainties may allow for smaller values of gaγγgann, by approx-
imately an order of magnitude, as discussed in the Appendix.
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approximately 5σ evidence for the axion-induced flux over the null hypothesis of no non-

thermal hard X-ray flux from the M7. The global fit prefers a low axion mass and a coupling

at and slightly below previous limits, which are also indicated. In particular we combine the

CAST constraints on gaγγ (gaγγ < 6.6× 10−11 GeV−1 at low masses) [27] with the SN 1987A

constraints on gann, taking gapp = gann, gann < 1.4×10−9 [328] (but see [329] which questions

these constraints). Constraints on gann from cooling of the NS Cas A [296,298,299] may all

be relevant, though these constraints are subject to both instrumental [24] and theoretical

systematic uncertainties. Thus the current constraints on gaγγgann in Fig. 7.2 should be

taken as suggestive.

It is interesting to investigate whether the high-energy flux observed between the indi-

vidual NSs is consistent with the expectation from the axion hypothesis. In Fig. 7.3 we

show the observed intensities I2−8 (I4−8) between 2 - 8 keV (4 - 8 keV) for each of the M7

after combining the MOS, PN, and Chandra datasets. These intensities are determined by

fitting the low-mass axion spectral model uniquely to the data from each NS, with model

parameters T∞
b and I2−8 (I4−8). Note that for the NSs where we include the 2 - 4 keV energy

bin we report I2−8, while for those where we do not include this bin we instead report I4−8.

(We obtain qualitatively similar results if we only use the 4 - 8 keV bins for all NSs, as shown

in the Appendix.) The green (yellow) bands indicate the 68% (95%) confidence intervals for

the intensities from the X-ray measurements. The black and gray error bands, on the other

hand, denote the 68% and 95% confidence intervals for the axion model predictions, fixing

the axion model parameters at the best-fit point from the global fit, gaγγgann ≈ 4 × 10−20

GeV−1 with ma ≪ 10−5 eV, and profiling over the nuisance parameters. The uncertainties in

the model prediction arise primarily from the nuisance parameters describing the unknown

properties of the M7, as described above, while the uncertainties on the measured intensity

values are purely statistical in nature.

The observed intensities are consistent with expectations from the axion model. Addi-

tionally, there are sources of uncertainty on the axion model predictions for the individual

NSs beyond those shown in Fig. 7.3, arising from for example nucleon superfluidity, the

EOS, and the inference of the core temperatures. For example, as we show in the Appendix

with alternate core-temperature models, based on ages rather than surface temperatures,

the best-fit couplings could be as low as gaγγgann ≈ 2× 10−21 GeV−1.

We also investigate whether the observed spectra from the two high-significance detec-

tions in J1856 and J0420 are consistent with the axion model expectation. In Fig. 7.4 we show

the best-fit core temperatures T∞
b measured from fitting the axion-model, with ma ≪ 10−5

eV, to the X-ray data between 2 and 8 keV. We note that the NS with the best-determined

spectral shape is J1856, which has the most significant detection. In Fig. 7.1 we show the
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Figure 7.3: Best-fit intensities I2−8 and I4−8 for all M7. The green (yellow) bands indicate
the 68% (95%) confidence intervals from the X-ray intensity measurements, with best-fit
intensities marked by vertical green lines. Black and gray error bands denote the 68%
and 95% confidence intervals for the axion model predictions at the global best-fit coupling
gaγγgann and ma ≪ 10−5 eV, with uncertainties arising from uncertain aspects of the NSs.
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Figure 7.4: As in Fig. 7.3 but for the best-fit core temperature T∞
b for J1856 and J0420.

best-fit model prediction for this NS compared to the observed spectrum. The axion model

appears to reproduce the spectral shape found in the data.

7.4 Discussion

In this chapter we presented results of a search for hard X-ray emission arising from axions in

the M7 NSs. We showed that the M7 hard X-ray excess observed in [15] may be interpreted

in the context of the axion model.

Alternative explanations for the hard X-ray emission exist, but they are not com-

pelling [15]. For example, some of the observations may be affected by pileup due to the high

flux of soft, thermal X-rays, though these effects seem insufficient to explain the observed
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hard X-ray flux [15]. For the XMM-Newton data in particular, unresolved astrophysical

point sources near the source of interest could also bias the observed spectrum, though the

fact that consistent spectra are observed with Chandra, which has over an order of magnitude

better angular resolution, provides evidence that this is at least not the sole explanation for

the excess. Hard non-thermal X-ray emission is observed generically from pulsars, and one

possibility is that the observed hard X-ray flux from the M7 arises from the traditional non-

thermal emission mechanisms (e.g., synchrotron emission) that are present in other pulsars.

On the other hand, this emission is often accompanied by non-thermal radio emission, which

is not observed for the M7 [330], and also the spin-down luminosity seems insufficient for

most of the M7 for this to be an appreciable source of flux [15]. Accretion of the interstellar

medium may also be a source of X-rays from the M7, though this is typically thought to

produce flux at much softer energies if at all (see, e.g., [294]).

Observations at higher energies by e.g. NuSTAR of J1856 and J0420 in particular may

help discriminate the axion explanation of the excess from other explanations. This is be-

cause the predicted axion spectrum in the energy range from ∼10-60 keV is unique and

potentially includes a significant enhancement due to Cooper pair-breaking-formation pro-

cesses, depending on the superfluidity model. (See the Appendix for details, where we also

show that the Cooper pair processes could enhance the flux below 10 keV as well.) The axion-

induced flux should also pulsate at the NS period, and this may be measurable with future

instruments such as Athena that can acquire better statistics. Athena will have similar an-

gular resolution to Chandra while also being significantly less affected by pileup [331]. X-ray

observations of magnetic white dwarf stars [222], the magnetized intracluster medium [37],

or nearby bright galaxies [332] could also help constrain or provide additional evidence for

the best-fit axion from this chapter. The best-fit axion parameter space from this chapter

may also be probed with next-generation light-shining-through-walls experiments like ALPS

II [333] and helioscopes like IAXO [334]. In summary, if the M7 hard X-ray excess is due

to axions, then a variety of near-term measurements should be able to conclusively establish

a discovery.
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Chapter 8

X-ray Searches for Axions from Super

Star Clusters

In the previous chapters on axion searches, we required axion couplings to matter in order

to produce the axions inside the star. In this chapter, we choose a target that can instead

produce the axion through the same operator that converts the axion to a photon in a

background magnetic field, so that we can place limits on the axion-photon coupling alone.

Axions may interact electromagnetically through the operator L = −gaγγaFµνF̃ µν/4,

where a is the axion field, F is the electromagnetic field-strength tensor, with F̃ its Hodge

dual, and gaγγ is the dimensionful coupling constant of axions to photons. This operator al-

lows both the production of axions in stellar plasmas through the Primakoff Process [335,336]

and the conversion of axions to photons in the presence of static external magnetic fields.

Strong constraints on gaγγ for low-mass axions come from the CERN Axion Solar Telescope

(CAST) experiment [27], which searches for axions produced in the Solar plasma that free

stream to Earth and then convert to X-rays in the magnetic field of the CAST detector.

CAST has excluded axion couplings gaγγ ≳ 6.6 × 10−11 GeV−1 for axion masses ma ≲ 0.02

eV at 95% confidence [27]. Primakoff axion production also opens a new pathway by which

stars may cool, and strong limits (gaγγ ≲ 6.6 × 10−11 GeV−1 at 95% confidence for ma ≲

keV) are derived from observations of the horizontal branch (HB) star lifetime, which would

be modified in the presence of axion cooling [28].

In this chapter, we produce some of the strongest constraints to-date on gaγγ for ma ≲

10−9 eV through X-ray observations with the Nuclear Spectroscopic Telescope Array (NuS-

TAR) telescope [337] of super star clusters (SSCs). The SSCs contain large numbers of hot,

young, and massive stars, such as Wolf-Rayet (WR) stars. We show that these stars, and as a

result the SSCs, are highly efficient at producing axions with energies ∼10–100 keV through

the Primakoff process. These axions may then convert into photons in the Galactic magnetic
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Figure 8.1: The stacked and pixelated background-subtracted count data (10 - 80 keV) from
the NuSTAR observations of the Quintuplet SSC. The locations of the stars are indicated
in black, while the 90% energy containment region for emission associated with the SSC is
indicated by the black circle, accounting for the NuSTAR point spread function (PSF). RA0

and DEC0 denote the locations of the cluster center. We find no evidence for axion-induced
emission from this SSC, which would follow the spatial counts template illustrated in the
inset panel.

fields, leading to signatures observable with space-based X-ray telescopes such as NuSTAR.

We analyze archival NuSTAR data from the Quintuplet SSC near the Galactic Center (GC)

along with the nearby Westerlund 1 (Wd1) cluster and constrain gaγγ ≲ 3.6× 10−12 GeV−1

at 95% confidence for ma ≲ 5 × 10−11 eV. In Fig. 10.2 we show the locations of the stars

within the Quintuplet cluster that are considered in this chapter on top of the background-

subtracted NuSTAR counts, from 10 - 80 keV, with the point-spread function (PSF) of

NuSTAR also indicated. In the Appendix we show that observations of the Arches SSC
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yield similar but slightly weaker limits.

Our work builds upon significant previous efforts to use stars as laboratories to search

for axions. Some of the strongest constraints on the axion-matter couplings, for example,

come from examining how HB, white dwarf (WD), red giant, and neutron star (NS) cooling

would be affected by an axion [28, 30, 33, 167–170, 310–312]. When the stars have large

magnetic fields, as is the case for WDs and NSs, the axions can be converted to X-rays in

the stellar magnetospheres [179, 221, 222, 245]. Intriguingly, in [221, 245] observations of the

Magnificent Seven nearby isolated NSs found evidence for a hard X-ray excess consistent

with the expected axion spectrum from nucleon bremsstrahlung. This chapter extends these

efforts by allowing the axions to convert to X-rays not just in the stellar magnetic fields but

also in the Galactic magnetic fields [338–340].

8.1 Axion production in SSCs

During helium burning, particularly massive stars may undergo considerable mass loss, es-

pecially through either rotation or binary interaction, which can begin to peel away the

hydrogen envelope, revealing the hot layers underneath and reversing the cooling trend.

Stars undergoing this process are known as WR stars, and these stars are the most im-

portant in our analyses. If the star has a small (<40% abundance) remaining hydrogen

envelope, it is classified as a WNh star; at <5% hydrogen abundance it is classified as a WN

star; otherwise, it is classified as WC or WO, which indicates the presence of >2% carbon,

and oxygen, respectively, in the atmosphere.

Axions are produced through the photon coupling gaγγ in the high-mass stars in SSCs

through the Primakoff process γ + (e−, Z) → a + (e−, Z). This process converts a stellar

photon to an axion in the screened electromagnetic field of the nucleons and electrons.

The massive stars are high-temperature and low-density and therefore form nonrelativistic

nondegenerate plasmas. The Primakoff emission rate was calculated in [336,341] as a function

of temperature, density, and composition, and is described in detail in the Appendix.

To compute the axion luminosity in a given star, we use the stellar evolution code Modules

for Experiments in Stellar Astrophysics (MESA) [342,343] to find, at any particular time in

the stellar evolution, radial profiles of temperature, density, and composition. The simulation

states are specified by an initial metallicity Z, an initial stellar mass, an initial rotation

velocity, and an age. The initial metallicity is taken to be constant for all stars. In the

Appendix we show that the Quintuplet and Arches clusters, which are both near the GC,

are likely to have initial metallicities in the range Z ∈ (0.018, 0.035), consistent with the

conclusions of previous works which place the initial metallicities of these clusters near solar

102



(solar metallicity is Z ≈ 0.02) [67, 344]. Note that higher metallicities generally lead to

the stars entering the WR classifications sooner, when their cores are cooler. Rotation may

also cause certain massive stars to be classified as WR stars at younger ages. We model the

initial rotation distribution as a Gaussian distribution with mean µrot and standard deviation

σrot for non-negative rotation speeds [345, 346]. Refs. [345, 346] found µrot ≈ 100 km/s and

σrot ≈ 140 km/s, but to assess systematic uncertainties we vary µrot between 50 and 150

km/s [345].

We draw initial stellar velocities from the velocity distribution described above (from 0

to 500 km/s) and initial stellar masses from the Kroupa initial mass function [347] (from

15 to 200 M⊙). We use MESA to evolve the stars from pre-main-sequence (pre-MS)–before

core hydrogen ignition–to near-supernova. At each time step we assign each stellar model a

spectroscopic classification using the definitions in [348,349]. We then construct an ensemble

of models for each spectroscopic classification by joining together the results of the different

simulations that result in the same classification for stellar ages within the age range for star

formation in the cluster; for Quintuplet, this age range is between 3.0 and 3.6 Myr [350]. Note

that each simulation generally provides multiple representative models, taken at different

time steps. In total we compute 105 models per stellar classification.

Quintuplet hosts 71 stars of masses ≳ 50M⊙, with a substantial WR cohort [350]. In

particular it has 14 WC + WN stars, and we find that these stars dominate the predicted

axion flux. For example, at gaγγ = 10−12 GeV−1 we compute that the total axion luminosity

from the SSC (with Z = 0.035 and µrot = 150 km/s) is 2.1+0.7
−0.4 × 1035 erg/s, with WC +

WN stars contributing ∼70% of that flux. Note that the uncertainties arise from performing

multiple (500) draws of the stars from our ensembles of representative models. In the 10 -

80 keV energy range relevant for NuSTAR the total luminosity is 1.7+0.4
−0.3 × 1035 erg/s. We

take Z = 0.035 and µrot = 150 km/s because these choices lead to the most conservative

limits. For example, taking the metallicity at the lower-end of our range (Z = 0.018) along

with µrot = 100 km/s the predicted 10 - 80 keV flux increases by ∼60%. At fixed Z = 0.035

changing µrot from 150 km/s to 100 km/s increases the total luminosity (over all energies)

by ∼10%, though the luminosity in the 10 - 80 keV range is virtually unaffected.

The Wd1 computations proceed similarly. Wd1 is measured from parallax to be a dis-

tance d ∈ (2.2, 4.8) kpc from the Sun [351], accounting for both statistical and systematic

uncertainties [352]. Wd1 is estimated to have an age between 4.5 and 7.1 Myr from isochrone

fitting, which we have broadened appropriately from [353] accounting for expanded distance

uncertainties. In our fiducial analysis we simulate the stars in Wd1 for initial metallicity

Z = 0.035 and µrot = 150 km/s as this leads to the most conservative flux predictions,

even though it is likely that the metallicity is closer to solar for Wd1 [354], in which cases
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the fluxes are larger by almost a factor of two (see the Appendix). We model 153 stars in

Wd1 [353], but the axion flux is predominantly produced by the 8 WC and 14 WN stars. In

total we find that the 10 - 80 keV luminosity, for gaγγ = 10−12 GeV, is 9.02+1.2
−1.1 × 1035 erg/s,

which is ∼5 times larger than that from Quintuplet.

8.2 Axion conversion in Galactic fields

The axions produced within the SSCs may convert to X-rays in the Galactic magnetic fields.

The axion Lagrangian term L = gaγγaE ·B, written in terms of electric and magnetic fields

E and B, causes an incoming axion state to rotate into a polarized electromagnetic wave in

the presence of an external magnetic field (see, e.g., [173]). The conversion probability pa→γ

depends on the transverse magnetic field, the axion massma, and the plasma frequency ωpl ≈
3.7 × 10−12(ne/10

−2 cm−3)−1/2 eV, with ne the free-electron density (see the Appendix for

an explicit formula). Note that hydrogen absorption towards all of our targets is negligible,

being at most ∼5% in the 15-20 keV bin of the Quintuplet analysis [355].

To compute the energy-dependent conversion probabilities pa→γ for our targets we need

to know the magnetic field profiles and electron density distributions along the lines of sight.

For our fiducial analysis we use the regular components of the JF12 Galactic magnetic field

model [356,357] and the YMW16 electron density model [358] (though in the Appendix we

show that the ne2001 [359] model gives similar results), though the JF12 model does not

cover the inner kpc of the Galaxy. Outside of the inner kpc the conversion probability for

Quintuplet is dominated by the out-of-plane (X-field) component in the JF12 model. We

conservatively assume that the magnitude of the vertical magnetic field within the inner

kpc is the same as the value at 1 kpc (|Bz| ≈ 3 µG), as illustrated in Supp. Fig. S6. In

our fiducial magnetic field model the conversion probability is pa→γ ≈ 2.4× 10−4 (7× 10−5)

for gaγγ = 10−12 GeV−1 for axions produced in the Quintuplet SSC with ma ≪ 10−11 eV

and E = 80 keV (E = 10 keV). Completely masking the inner kpc reduces these conversion

probabilities to pa→γ ≈ 1.0×10−4 (pa→γ ≈ 3.2×10−5), for E = 80 keV (E = 10 keV). On the

other hand, changing global magnetic field model to that presented in [360] (PTKN11), which

has a larger in-plane component than the JF12 model but no out-of-plane component, leads

to conversion probabilities at E = 80 and 10 keV of pa→γ ≈ 4.9×10−4 and pa→γ ≈ 4.2×10−5,

respectively, with the inner kpc masked.

The magnetic field is likely larger than the assumed 3 µG within the inner kpc. Note that

the local interstellar magnetic field, as measured directly by the Voyager missions [361], indi-

rectly by the Interstellar Boundary Explorer [362], inferred from polarization measurements

of nearby stars [363], and inferred from pulsar dispersion measure and the rotation measure
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data [364], has magnitude B ∼ 3 µG, and all evidence points to the field rising significantly

in the inner kpc [365]. For example, Ref. [366] bounded the magnetic field within the inner

400 pc to be at least 50 µG, and more likely 100 µG (but less than ∼400 µG [367]), by

studying non-thermal radio emission in the inner Galaxy. Localized features in the magnetic

field in the inner kpc may also further enhance the conversion probability beyond what is

accounted for here. For example, the line-of-sight to the Quintuplet cluster overlap with the

GC radio arc non-thermal filament, which has a ∼3 mG vertical field over a narrow filament

of cross-section ∼(10 pc)2 (see, e.g., [368]). Accounting for the magnetic fields structures

described above in the inner few hundred pc may enhance the conversion probabilities by

over an order of magnitude relative to our fiducial scenario (see the Appendix).

When computing the conversion probabilities for Wd1 we need to account for the uncer-

tain distance d to the SSC (with currently-allowable range given above). In the JF12 model

we find the minimum pa→γ/d
2 (for ma ≪ 10−11 eV) is obtained for d ≈ 2.6 kpc, which is

thus the value we take for our fiducial distance in order to be conservative. At this distance

the conversion probability is pa→γ ≈ 2.4× 10−6 (pa→γ ≈ 1.5× 10−6) for E = 10 keV (E = 80

keV), assuming gaγγ = 10−12 GeV−1 and ma ≪ 10−11 eV. We note that the conversion

probabilities are over 10 times larger in the PTKN11 model (see the Appendix), since there

is destructive interference (for d ≈ 2.6 kpc) in the JF12 model towards Wd1. We do not

account for turbulent fields in this analysis; inclusion of these fields may further increase the

conversion probabilities for Wd1, although we leave this modeling for future work.

8.3 Data analysis

We reduce and analyze 39 ks of archival NuSTAR data from Quintuplet with observation

ID 40010005001. This observation was performed as part of the NuSTAR Hard X-ray

Survey of the GC Region [369, 370]. The NuSTAR data reduction was performed with

the HEASoft software version 6.24 [371]. This process leads to a set of counts, exposure,

and background maps for every energy bin and for each exposure (we use data from both

Focal Plane Modules A and B). The astrometry of each exposure is calibrated independently

using the precise location of the source 1E 1743.1-2843 [372], which is within the field of

view. The background maps account for the cosmic X-ray background, reflected solar X-

rays, and instrumental backgrounds such as Compton-scattered gamma rays and detector

and fluorescence emission lines [373]. We then stack and re-bin the data sets to construct

pixelated images in each of the energy bins. We use 14 5-keV-wide energy bins between 10

and 80 keV. We label those images di = {cpi }, where cpi stands for the observed counts in

energy bin i and pixel p. The pixelation used in our analysis is illustrated in Fig. 10.2.
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For the Wd1 analysis we reduced Focal Plane Module A and B data totaling 138 ks from

observation IDs 80201050008, 80201050006, and 80201050002. This set of observations was

performed to observe outburst activity of the Wd1 magnetar CXOU J164710.2–45521 [374],

which we mask at 0.5′ in our analysis. (The magnetar is around 1.5’ away from the cluster

center.) Note that in [374] hard X-ray emission was only detected with the NuSTAR data

from 3 - 8 keV from CXOU J164710.2–45521 – consistent with this, removing the magne-

tar mask does not affect our extracted spectrum for the SSC above 10 keV. We use the

magnetar in order to perform astrometric calibration of each exposure independently. The

Wd1 exposures suffer from ghost-ray contamination [375] from a nearby point source that

is outside of the NuSTAR field of view at low energies (below ∼15 keV) [374]. (Ghost-ray

contamination refer to those photons that reflect only a single time in the mirrors.) The

ghost-ray contamination affects our ability to model the background below 15 keV and so

we remove the 10 - 15 keV energy bin from our analysis.

In each energy bin we perform a Poissonian template fit over the pixelated data to

constrain the number of counts that may arise from the template associated with axion

emission from the SSC. To construct the signal template we use a spherically-symmetric

approximation to the NuSTAR PSF [376] and we account for each of the stars in the SSC

individually in terms of spatial location and expected flux, which generates a non-spherical

and extended template. We label the set of signal templates by Spi . We search for emission

associated with the signal templates by profiling over background emission. We use the set

of background templates described above and constructed when reducing the data, which

we label Bp
i .

Given the set of signal and background templates we construct a Poissonian likelihood

in each energy bin:

pi(di|{Si, AB}) =
∑
p

(µpi )
cpi e−µ

p
i

cpi !
, (8.1)

with µpi = SiS
p
i + ABB

p
i . We then construct the profile likelihood pi(di|{Si}) by maximiz-

ing the log likelihood at each fixed Si over the nuisance parameter AB. Note that when

constructing the profile likelihood we use the region of interest (ROI) where we mask pixels

further than 2.0’ from the SSC center. The 90% containment radius of NuSTAR is ∼1.74’,

independent of energy, as indicated in Fig. 10.2. We use a localized region around our source

to minimize possible systematic biases from background mismodeling. However, as we show

in the Appendix our final results are not strongly dependent on the choice of ROI. We also

show in the Appendix that if we inject a synthetic axion signal into the real data and analyze

the hybrid data, we correctly recover the simulated axion parameters.
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Figure 8.2: The spectra associated with the axion-induced templates from the Quintuplet
and Wd1 SSCs constructed from the NuSTAR data analyses, with best-fit points and 1σ
uncertainties indicated. In red we show the predicted spectra from an axion withma ≪ 10−11

eV and indicated gaγγ. Note that for Wd1 we do not analyze the 10 - 15 keV energy bin
because of ghost-ray contamination.

The best-fit flux values and 1σ uncertainties extracted from the profile likelihood pro-

cedure are illustrated in Fig. 8.2 for the Quintuplet and Wd1 data sets. We compare the

spectral points to the axion model prediction to constrain the axion model. More pre-

cisely, we combine the profile likelihoods together from the individual energy bins to con-

struct a joint likelihood that may be used to search for the presence of an axion signal:

p(d|{ma, gaγγ}) =
∏

i pi
[
di|Ri(ma, gaγγ)

]
, where Ri(ma, gaγγ) denotes the predicted number

of counts in the ith energy bin given an axion-induced X-ray spectrum with axion model

parameters {ma, gaγγ}. The values Ri(ma, gaγγ) are computed using the forward-modeling

matrices constructed during the data reduction process.
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Figure 8.3: The 95% upper limits (black) on gaγγ as a function of the axion mass from the
Quintuplet and Wd1 data analyses. We compare the limits to the 1σ (green band) and 2σ
(yellow band) expectations under the null hypothesis, along with the median expectations
(dotted). The joint 95% upper limit, combining Quintuplet and Wd1, is also indicated
(expected joint limit not shown). At low masses our limits may be surpassed by those from
searches for X-ray spectral modulations from NGC 1275 [37], though we caution that those
limits have been called into question recently, as discussed further in the text [38].

In Fig. 8.3 we illustrate the 95% power-constrained [110] upper limits on gaγγ as a function

of the axion mass ma found from our analyses. The joint limit (red in Fig. 8.3), combining

the Quintuplet and Wd1 profile likelihoods, becomes gaγγ ≲ 3.6 × 10−12 GeV−1 at low

axion masses. At fixed ma the upper limits are constructed by analyzing the test statistic

q(gaγγ|ma) ≡ 2 ln p(d|{ma, gaγγ})−2 ln p(d|{ma, ḡaγγ}), where ḡaγγ is the signal strength that

maximizes the likelihood, allowing for the possibility of negative signal strengths as well.

The 95% upper limit is given by the value gaγγ > ḡaγγ such that q(gaγγ|ma) ≈ 2.71 (see,

e.g., [109]). The 1σ and 2σ expectations for the 95% upper limits under the null hypothesis,

constructed from the Asimov procedure [109], are also shown in Fig. 8.3. The evidence in
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favor of the axion model is ∼0.3σ (0σ) local significance at low masses for Quintuplet (Wd1).

We compare our upper limits with those found from the CAST experiment [27], the

non-observation of gamma-rays from SN1987a [40] (see also [189, 212, 377] along with [329],

who recently questioned the validity of these limits), and the NGC 1275 X-ray spectral

modulation search [37]. It was recently pointed out, however, that the limits in [37] are

highly dependent on the intracluster magnetic field models and could be orders of magnitude

weaker, when accounting for both regular and turbulent fields [38]. The CAST limits are

stronger than ours for ma ≳ 10−9 eV and rely on less modeling assumptions, since CAST

searches for axions produced in the Sun, though we have made conservative choices in our

stellar modeling.

8.4 Discussion

We present limits on the axion-photon coupling gaγγ from a search with NuSTAR hard X-ray

data for axions emitted from the hot, young stars within SSCs and converting to X-rays in

the Galactic magnetic fields. We find the strongest limits from analyses of data towards the

Quintuplet and Wd1 clusters. Our limits represent some of the strongest and most robust

limits to-date on gaγγ for low-mass axions. We find no evidence for axions. Promising targets

for future analyses could be nearby supergiant stars, such as Betelgeuse [338,378], or young

NSs such as Cas A.

109



Chapter 9

Upper Limit on the QCD Axion Mass

from Isolated Neutron Star Cooling

For the first time in this thesis we discuss a search for the quantum chromodynamics (QCD)

axion, which is a well-motivated beyond-the-Standard-Model particle candidate that may

explain the absence of the neutron electric dipole moment [161–164] and the dark matter

(DM) in our Universe [304–306]. However, the axion remains remarkably unconstrained ex-

perimentally and observationally, despite nearly 45 years of effort dedicated to axion searches

(see [379] for a review). The QCD axion is primarily characterized by its decay constant

fa, which sets both its mass [380] ma ≈ 5.7 µeV
(
1012GeV/fa

)
and its interaction strengths

with matter. Requiring fa below the Planck scale implies ma ≳ 10−12 eV. The axion mass

is currently bounded from above by supernova (SN) and stellar cooling constraints at the

level of tens of meV, subject to model dependence and astrophysical uncertainties that are

discussed further below. This chapter aims to improve upon these upper bounds by studying

the cooling of old neutron stars (NSs) with ages ∼105–106 yrs.

The NS constraints presented in this chapter are part of a broader effort to probe the QCD

axion over its full possible mass range. Black hole superradiance disfavors QCD axion masses

ma < 2 × 10−11 eV [166, 381, 382], while the ADMX experiment has reached sensitivity to

Dine-Fischler-Srednicki-Zhitnitsky (DFSZ) [174, 175] QCD axion DM over the narrow mass

rangema ∼ 2.66–3.31 µeV by using the axion-photon coupling [47,48]. Apart from these con-

straints, and additional narrow-band constraints from the ADMX [383] and HAYSTAC [384]

experiments at the level of the more strongly-coupled Kim-Shifman-Vainshtein-Zakharov

(KSVZ) [177,178] axion, there is nearly a decade of orders of magnitude of parameter space

open for the axion mass that is un-probed at present. On the other hand, near-term plans

exist to cover experimentally most of the remaining parameter space for QCD axion DM,

including ABRACADABRA [45, 46, 203], DM-Radio [206], and CASPEr [207, 385, 386] at
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Figure 9.1: The luminosity and age data for each of the NSs considered in this chapter (see
Tab. 9.1). We show the best-fit cooling curves computed in this chapter for each of these
NSs under the null hypothesis and with the axion mass fixed to ma = 16 meV, which is our
95% upper limit on the QCD axion mass in the context of the KSVZ model.

axion masses ma ≪ µeV, ADMX and HAYSTAC at axion masses ma ∼ 1–100 µeV, and

MADMAX and plasma haloscopes at masses ∼40–400 µeV [315, 387]. However, astrophys-

ical searches such as that presented in this chapter play an important role in constraining

higher axion masses near and above the meV scale. Axions with ma ≳ meV are difficult to

probe in the laboratory, even under the non-trivial assumption that the axion is DM (but

see [388–390] for proposals). While it was previously thought that the QCD axion cannot

explain the entirety of DM at masses at and above ∼meV masses, this assumption has been

challenged recently (see, e.g., [391,392]), further motivating the search for meV-scale axions.

The fundamental idea behind how axions may modify NS cooling is that these particles,

just like neutrinos [393], may be produced in thermal scattering processes within the NS cores

and escape the stars due to their weak interactions [300,394]. Most previous studies of axion-

induced NS cooling have focused on either proto-NSs, like that from SN 1987A [189,395–398],

that are seconds old or young NSs like Cas A [297, 399–403], which has an age ∼300 yrs.

In this chapter we show that robust and competitive constraints on ma may be found from

analyses of older NS cooling, focusing on NSs with ages ∼105–106 yrs (see [298, 299] for

related studies of older NSs). This is important when considering the possible issues that

affect the SN 1987A and Cas A constraints, such as the lack of fully self-consistent 3D

simulations [395] for SN 1987A and uncertainties related to the formation of the proto-

NS [329]. Axion constraints from Cas A arise by using the observed temperature drop of

the young NS over the past ∼two decades by the Chandra telescope, but it was realized

recently that this drop may be due in large part to a systematic evolution of the energy

calibration of the detector over time [24]. Moreover, the Cas A constraints are typically

derived under the assumptions of specific superfluidity and equation of state (EOS) models,

which are themselves uncertain. It is clear that additional, independent probes are needed

to robustly disfavor or detect the QCD axion at masses above a few meV.
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9.1 Isolated NS data and modeling

In this chapter we use luminosity and kinematic age data from four of the seven Magnificent

Seven (M7) NSs, which are those where kinematic age data is available (see Tab. 9.1 and

Fig. 9.1 for their relevant data). We add to this list PSR J0659, identified with the Monogem

Ring, as it also has an age above 105 yrs known from kinematic considerations [14,404] and

a thermal luminosity measurement. The NSs with ages ∼105 yrs live at a unique era,

as illustrated in Fig. 9.2, where cooling from axion bremsstrahlung emission is maximally

important; at lower ages neutrino emission plays a more important role since the the neutrino

(axion) emissivity scales as ∝ T 8 (T 6) with temperature T , while at older ages the thermal

surface emission dominates the energy loss. We discuss NSs with ages less than 105 yrs,

including Cas A, in the Appendix. The age data have been determined by tracing the

NSs back to their birthplaces. A measured NS orbit is run backwards in the Galactic

potential and a parent stellar cluster is identified in each case. J1856 and J1308 are found to

originate in the Upper Scorpius OB association [7,405]. J0720 was likely born in the Trumpler

association [325]. J1605 can be associated with a runaway former binary companion, which

was disrupted in a supernova [406].

The thermal luminosity data for these NSs are measured from spectral fitting of NS

surface models to the X-ray spectra. The strong magnetic fields create localized temperature

inhomogeneities on the surfaces, so the total thermal luminosity is a more robust observable

for our purposes since it is less affected by the temperature inhomogeneities than direct

temperature measurements. For this reason we use the luminosity data in this chapter rather

than surface temperature measurements [407]. Typically, one of a NS atmosphere model or a

double-blackbody model is fit to the X-ray spectral data. For J1856, a thin partially ionized

hydrogen atmosphere model suggests our lower luminosity bound∼5×1031 erg/s [278] while a

double blackbody model suggests the upper bound ∼8×1031 erg/s [324]. For J1308, the same

models suggest (3.3 ± 0.5)×1032 erg/s and 2.6×1032 erg/s, respectively [289]. For J0720,

both types of models give similar luminosities ∼2×1032 erg/s [325]. A double blackbody fit

yields the luminosity (4 ± 1) × 1032 erg/s for J1605, which we adopt in our analysis [326].

The J0659 luminosity was determined with a double blackbody model including a power law,

since it emits non-thermally in hard X-rays as it is a pulsar [408]. We assume Gaussian priors

on the NS luminosities and ages that include all measurements at 1σ. Note that the M7 have

previously been the subject of searches for axion-induced hard X-ray emission [221,245].

In this chapter we build off of the one-dimensional NS cooling code NSCool [318] to

simulate NS cooling curves with axion energy losses. NSCool solves the energy balance and

transport equations in full General Relativity in the core and crust of the NS. An envelope
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Figure 9.2: The luminosity production from neutrinos, axions, and surface radiation for an
example NS with the KSVZ axion at ma = 16 meV. The NS parameters have been chosen
to be those found in the profile likelihood procedure for J1605 with this axion mass: the
BSk22 EOS, SBF-0-0 superfluidity model, MNS = 1.0 M⊙, and ∆M/M⊙ = 10−12.

model Ts(Tb) that relates the interior and surface temperatures, Tb and Ts respectively, is

glued to the exterior of the crust. After thermal relaxation, so that the NS has a uniform

core temperature, integrating the energy balance equation over the interior of the NS leads

to the cooling equation

L∞
γ = −CdT

∞
b

dt
− L∞

ν − L∞
a +H , (9.1)

where L∞
γ = 4πR2

∗,∞(T∞
s )4 is the photon luminosity, and t is time. (Throughout this chapter,

the infinity superscript will indicate that the value is taken to be that as measured by a

distant observer.) The heat capacity of the NS is C, L∞
ν is the neutrino luminosity, L∞

a is

the axion luminosity, and H accounts for possible heating sources, such as from magnetic

field decay (see Fig. 9.2 for an illustration). Note that we include important corrections to

the neutrino emissivities relative to those in NSCool [318], which we discuss shortly, and we

also assume that H = 0, since magnetic field induced heating likely plays a subdominant role

in constraining L∞
a (see the Appendix). The solution of this equation yields the NS cooling

curve L∞
γ (t,θ), where θ parameterizes the particular choices of axion and NS properties.

The axion is parameterized by its mass ma and coupling constants to nucleons, while for

the NS we need to know (i) the NS mass MNS, (ii) the equation of state (EOS), (iii) the
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superfluidity model ∆(Tb), and (iv) the envelope model parameterized by the mass of light

elements ∆M .

The axion energy losses from nucleon scattering processes are determined by the axion-

neutron and axion-proton dimensionless coupling constants Cp and Cn, respectively, in ad-

dition to fa; the axion-nucleon interactions are of the form L ⊃ (CN/2fa)ψ̄Nγ
µγ5ψN∂µa

with N = p, n, ψN the nucleon fields, and a the axion field. In the KSVZ axion model

Cp = −0.47 ± 0.03 and Cn = −0.02 ± 0.03 [380], while in the DFSZ model Cp and

Cn are functions of tan β, which is the ratio of the vacuum expectation values of the

up- to down-type Higgs doublets in that theory: Cn = (−0.160 ± 0.025) + 0.414 sin2 β,

Cp = (−0.182± 0.025)− 0.435 sin2 β [380]. Additional axion models are also possible [409],

for which it is useful to define the dimensionless coupling constants gaNN = CNmN/fa, with

mN the nucleon mass. Note that the uncertainties on the KSVZ and DFSZ axion couplings

arise from lattice QCD [380]; to make contact with previous literature we assume the central

values.

When computing the axion luminosities we account for axion bremsstrahlung [300, 394]

from nucleons and axion production from Cooper pair breaking and formation (PBF). If

the NS core temperature is below the superfluid critical temperature, nucleons form Cooper

pairs and condense into a superfluid phase. These Cooper pairs can liberate energy in

the form of neutrinos [410, 411] or axions [296, 298] when breaking and forming. The

PBF processes may dominate the axion luminosity at temperatures near the superfluid

transition temperature, while the bremsstrahlung processes are exponentially suppressed

at lower temperatures. To evaluate the axion and neutrino emission rates, for both PBF

and bremsstrahlung production, we account for the medium-dependent axion-nucleon and

pion-nucleon couplings [412, 413], which have not been included in earlier work on axion

emission from compact stars or supernovae. These corrections are density dependent, vary-

ing throughout the interior of the star, and at the highest densities the overall effect is a

∼30% suppression of the axion emission rate and a ∼50% enhancement of the neutrino rate.

See the Appendix for details.

We make one additional modification to NSCool to help quantify the effects of astrophys-

ical uncertainties. The addition of light elements (hydrogen, helium, and carbon) in the NS

envelope changes the expected relation between the surface and core temperatures, which in

turn affects the observed surface luminosity even for the same internal state. We incorporate

the analytic formulae in [414] into NSCool in order to cool a NS with a mass ∆M of light

elements layered on top of the default iron surface. Values for ∆M can span from 0M⊙,

such that the NS has a pure iron surface, to ∼ 10−7M⊙, which is the mass of the entire

envelope. In practice, we modify the equation Ts(Tb) to account for the addition of light
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Name L∞
γ [1033 erg/s] Age [Myr] Refs

J1856 0.065± 0.015 0.42± 0.08 [278,324,405]

J1308 0.32± 0.06 0.55± 0.25 [7, 289]

J0720 0.22± 0.11 0.85± 0.15 [9, 325]

J1605 0.4± 0.1 0.44± 0.07 [326,406]

J0659 0.28± 0.14 0.35± 0.044 [404,408]

Table 9.1: The properties of the NSs considered in this chapter – RX J1856.6−3754, RX
J1308.6+2127, RX J0720.4−3125, RX J1605.3+3249, PSR J0659+1414 – which we abbrevi-
ate throughout this chapter. We include all known NSs with ages above 105 yrs and robust
age and luminosity measurements (see e.g. [14]). Younger NSs are discussed in the Appendix.

elements, which can change the photon luminosity of the NS by up to a factor ∼5 before

the photon cooling stage and ≳100 after. Since each ∆M value requires a dedicated NSCool

simulation, we use a discrete number eight of equally log-spaced values for ∆M/M⊙ rang-

ing from 10−20M⊙ to 10−6M⊙. Similarly, we discretize the NS mass range with six equally

spaced masses between 1M⊙ and 2M⊙; we show in the Appendix that our results are not

strongly dependent on this mass range.

We simulate NSs for five distinct EOSs: APR [415], BSk22, BSk24, BSk25, and BSk26 [416].

The APR EOS is constructed using variational methods to model the two-nucleon interaction

incorporating the effects of many-body interactions and with the input of nucleon-nucleon

scattering data. The BSk family of EOSs are generated by fitting the Skyrme effective inter-

action to atomic mass data. The distinct BSk EOSs are constructed with different assumed

values of the Skyrme symmetry energy. These EOSs phenomenologically characterize the

range of possible stiffnesses of the EOSs. Recently, data from the NICER telescope has al-

lowed for the simultaneous measurements of the mass and radius of two NSs, PSR J0030 [69]

and PSR J0740 [68], which can be used in conjunction with gravitational wave observations

of NS mergers to constrain the EOS [68]. As we show in SM Fig. S3, only the BSk22, BSk24,

and BSk25 EOS are consistent with the mass-radius data to within 1–2σ significance. We

thus restrict ourselves to this set of EOS in the main chapter, though we discuss how our

results change with the APR and BSk26 EOS in the Appendix.

We consider three distinct superfluidity models, denoted in NSCool and here as 0-0-0,

SFB-0-0, and SFB-0-T73. The first model assumes no superfluidity by setting the gaps to

zero. The second model turns on the S1 0 neutron pairing gap from [417], and the third model

additionally turns on the S1 0 proton pairing gap from [418]. Neutron P3 2 - F
3

2 pairing may

also be possible (we will refer to this as P3 2 for brevity), but the estimate of this gap is more

complicated in part because it appears at higher density where many-body interactions are
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more important (see, e.g., [419]). However, in the Appendix we show that the P3 2 superfluid

would only increase the strength of our limit, though many P3 2 gap models are inconsistent

with the isolated NS data.

9.2 Data analysis and results

Given the set of cooling curves, we can compare them to the observed data in Tab. 9.1. For

a given QCD axion model, under the assumption of a particular NS EOS and superfluidity

model ∆(Tb), let us label the present-day luminosity of a NS by L(ma,θ). The luminosity

of NS i is then jointly determined by the axion mass ma and the nuisance parameters

θi = {M i
NS,∆M

i, ti} that characterize the NS. We can now write the likelihood for a single

NS i as

Li(di|ma,θ
i) =N (L(ma,θ

i)− Li0, σ
i
L)

×N (ti − ti0, σ
i
t) ,

(9.2)

where we have introduced the NS data set di = {Li0, σiL, ti0, σit}, where Li0 is the measured

luminosity of the NS with uncertainty σiL. Similarly, ti0 is the measured age of the NS

with uncertainty σit. The probability of observing a value x under the zero-mean Gaussian

distribution with standard deviation σ is denoted byN (x, σ). The joint likelihood L(d|ma,θ)

over all five NSs is constructed by taking the product of (9.2) over the NSs. Note that the

total list of model parameters is denoted by θ = {θi}5i=1. The best-fit axion mass m̂a and

nuisance parameters θ̂ can be determined for a given choice of EOS and superfluidity model

by maximizing the joint likelihood. To test for systematic mismodeling we allow ma < 0,

with the axion luminosity multiplied by sign(ma).

Additionally, given the large number of nuisance parameters, many of which have non-

trivial degeneracy with the signal parameter ma, we determine the 95% upper limit on

ma, defined by m95
a , by the Neyman construction of the 95% confidence interval for ma

through a Monte Carlo (MC) procedure rather than by invoking Wilks’ theorem. Similarly,

we determine the significance of the axion model over the null hypothesis through MC

simulations of the null hypothesis, instead of relying on Wilks’ theorem. (See the Appendix

for details.)

For each combination of EOS and superfluidity model we determine m95
a , m̂a, and the

significance of the axion model over the null hypothesis of ma = 0 meV. We choose the 95%

upper limit over the ensemble of nine EOS and superfluidity combinations that gives the

most conservative limit. For the KSVZ axion model we find that m95
a ≈ 16 meV with the
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Figure 9.3: Upper limit from this chapter on the DFSZ axion mass ma as a function of tan β,
which controls the relative coupling of the axion to neutrons and protons. The width of the
shaded red band reflects the uncertainty on the upper limit by varying over superfluidity
and EOS models. We compare our upper limits to existing constraints and the projected
IAXO discovery sensitivity.

BSk22 EOS model and the SFB-0-0 superfluidity model; the strongest constraint over all

combinations is m95
a ≈ 6 meV with the BSk25 EOS and the SFB-0-T73 model. With that

said, the SFB-0-T73 model is the worst fit to the data, with the best-fit axion mass being

negative at ∼1.6σ significance. The best-fitting model is that with the BSk22 EOS and no

superfluidity, for which the limit is m95
a ≈ 14 meV and the best-fit axion mass being negative

at ∼0.36σ. From these results we conclude that the NS cooling data show no evidence for

the KSVZ axion and also no significant evidence for a preference for a particular EOS or

superfluidity combination; the isolated NS data appear well described by the null hypothesis.
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For the DFSZ axion the results depend on the value of tan β. In Fig. 9.3 we show m95
a

as a function of tan β, with the shaded band showing the range of limits found over all

EOS and superfluidity combinations. DFSZ axion masses to the right of the exclusion curve

are disfavored at 95% confidence. The weakest limit (bold) is achieved for all tan β for

the no superfluidity model with the BSk22 EOS. We compare these upper limits to those

from horizontal branch (HB) [28,420], red giant branch (RGB) [31,32], and SN 1987A [397]

cooling. Note, however, that the SN 1987A limit is approximate, since e.g. it arises from

the rough requirement L∞
a < L∞

ν for the proto-NS, and also it does not account for the

density-dependent couplings for axions and neutrinos, which we estimate should weaken the

SN 1987A limit by a factor ∼1.3–1.6, depending on the EOS. We also show the projected

discovery reach for the future IAXO experiment [421]; our results leave open a narrow mass

range ∼10 meV where IAXO may discover the QCD axion. In the axion model with only an

axion-neutron (axion-proton) coupling we constrain |gann| < 1.3× 10−9 (|gapp| < 1.5× 10−9)

at 95% confidence.

9.3 Discussion

In this chapter we present a search for the QCD axion from NS cooling, comparing NS

cooling simulations with axions to luminosity and kinematically-determined age data from

five NSs. Four of the five NSs are part of the M7, which are unique in that they only emit

radiation thermally and thus have well-measured thermal luminosities. The NSs that are

most important for our analysis are J0720, J1605, and J1308, as further highlighted in the

Appendix.

Our upper limits disfavor at 95% QCD axions with masses ma ≳ 10−30 meV, depending

on the axion model, which constrains the axion interpretation of the previously-observed

stellar cooling anomalies [33, 422]. The limits may be stronger if P3 2 superfluidity is active

in the NS cores, as we discuss in the Appendix, though large P3 2 gaps appear disfavored

by the isolated NS data. Many-body nuclear techniques should provide improved estimates

of the energy gaps of the S1 0 (neutron), S1 0 (proton), and P3 2 (neutron) pairings in the

future [419]. On the other hand, more work should be done to rigorously assess the possible

impact of heating mechanisms such as magnetic field decay on the axion limits, for example

using fully self-consistent simulations along the lines of those in [423, 424]. Axions may

also be produced from more exotic forms of matter in the NS interiors, such as hyperon

superfluids and pionic and kaonic Bose Einstein condensates, and these channels should be

investigated as the NS EOS and composition becomes better understood.
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Chapter 10

Upper Limit on the Axion-photon

Coupling from Magnetic White Dwarf

Polarization

In this Chapter, we return to probing the axion solvely through its electromagnetic coupling.

In particular, an axion a may interact with electromagnetism through the Lagrangian term

L = gaγγaE · B, where E and B are the electric and magnetic fields, respectively, and

gaγγ ∝ 1/fa is the coupling constant. In this chapter, we set some of the strongest constraints

to-date on gaγγ for low-mass axions using white dwarf (WD) polarization measurements.

Axions are notoriously difficult to probe experimentally due to their feeble interactions

with the Standard Model. The most powerful approach at present to probe ultralight axions

purely in the laboratory is that employed by light shining through walls experiments, which

leverage the fact that photons and axions mix in the presence of strong magnetic fields; the

ALPS [425] experiment has constrained |gaγγ| ≲ 5×10−8 GeV−1 at 95% confidence for axion

masses ma ≲ few× 10−4 eV. The upcoming experiment ALPS-II [208] may reach sensitivity

to |gaγγ| ≲ 2 × 10−11 GeV−1 for a comparable mass range. Going to lower coupling values,

however, requires making use of astrophysical axion sources in order to access strong magnetic

fields, longer distances, and higher luminosities. For example, the CAST [27] experiment (see

Fig. 10.1) has set strong constraints on gaγγ by looking for axions produced in the Sun and

then converting to X-rays in the magnetic field of their detector, and the followup project

IAXO [426] may be able to cover significant unexplored parameter space (|gaγγ| ≲ 4× 10−12

GeV−1 for ma ≲ 5 × 10−3 eV). Purely astrophysical probes currently set the strongest

constraints on gaγγ at ultra-low axion masses. Observations of horizontal branch (HB) star

cooling [28] constrain gaγγ at a level comparable to CAST (|gaγγ| ≲ 6.6 × 10−11 GeV−1, as

illustrated in Fig. 10.1, for axion masses less than the keV scale). The non-observation of
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Figure 10.1: Constraints on the axion-photon coupling gaγγ arise from searches for axion-
induced X-rays from super star clusters [29] and a nearby MWD [39] in addition to gamma-
rays from SN1987A [40], searches for spectral irregularities with Fermi-LAT [41, 42] and
H.E.S.S. [43], the CAST axion helioscope [27], HB star cooling [28], and constraints from
SHAFT [44], ABRACADABRA [45, 46], ADMX [47, 48], and RBF+UF [49, 50] that are
contingent on the axion being dark matter. The fiducial 95% upper limit from this chapter
from the non-observation of linear polarization from SDSS J135141 is computed assuming the
most conservative (at 1σ) magnetic field strength, MWD radius, and orientation. The shaded
orange region shows how the limits change when considering astrophysical uncertainties; the
dominant uncertainty is the inclination angle. The limit found using the best-fit astrophysical
parameters for the MWD is also indicated.

gamma-rays from SN1987A — which would be produced from Primakoff production in the

supernova core and converted to photons in the Galactic magnetic fields — leads to the limit

|gaγγ| ≲ 5.3×10−12 GeV−1 for ma ≲ 4.4×10−10 eV [40] (but see [329]). The non-observation

of X-rays from super star clusters, which may arise from axion production in the stellar

cores and conversion in Galactic magnetic fields, leads to the limit |gaγγ| ≲ 3.6 × 10−12
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GeV−1 for ma ≲ 5 × 10−11 eV [29]. Ref. [37] claims to constrain |gaγγ| ≲ 8 × 10−13 GeV−1

for ma ≲ 10−12 eV using searches for X-ray spectral irregularities from the active galactic

nucleus NGC 1275, though the magnetic field models in that work, and thus the resulting

limits, are subject to debate [38,427].

There are a number of astrophysical anomalies that favor axions at |gaγγ| below current

constraints. For example, the unexplained transparency of the Universe to TeV gamma-

rays may be explained by the existence of axions with gaγγ ∼ 10−12 − 10−10 GeV−1 and

ma ∼ 10−9 − 10−8 eV (see Fig. 10.1) [244, 428–432] (but see [433, 434]). The high-energy

gamma-rays would convert to axions in the magnetic fields surrounding the active galactic

nuclei sources and then reconvert to photons closer to Earth in the inter-galactic magnetic

fields, effectively reducing the attenuation of gamma-rays caused by pair-production off of

the extragalactic background light. The gamma-ray transparency anomalies are constrained

in-part by searches for spectral irregularities from gamma-ray sources with the H.E.S.S [43]

and Fermi-LAT [41,42] telescopes (but see [38]).

Magnetic WDs (MWDs) are natural targets for axion searches because of their large

magnetic field strengths, which can reach up to ∼109 G at the surface. Ref. [39] recently

constrained the coupling combination |gaγγgaee|, with gaee the axion-electron coupling, using

a Chandra X-ray observation of the MWD RE J0317-853. Axions would be produced from

electron bremsstrahlung within the MWD cores and then converted to X-rays in the magne-

tosphere. Depending on the relation between gaee and gaγγ the constraint on gaγγ alone could

vary from |gaγγ| ≲ few×10−13 GeV−1 to |gaγγ| ≲ 4.4×10−11 GeV−1 forma ≲ 5×10−6 eV; the

most conservative constraint from that work is illustrated in Fig. 10.1. (See [179,180,221,227]

for similar searches using neutron stars (NSs) as targets.) Note that WD cooling provides

one of the most sensitive probes of the axion-electron coupling alone, since the axions pro-

duced by bremsstrahlung within the stellar cores provide an additional pathway for the WDs

to cool [167].

Refs. [223,435] were the first to propose using MWD polarization measurements to con-

strain gaγγ. The basic idea behind this proposal, which is the central focus of this chapter,

is illustrated in Fig. 10.2. The MWD radiates thermally at its surface temperature. The

thermal radiation is unpolarized, but it may effectively acquire a linear polarization when

traversing the magnetosphere because photons polarized parallel to the transverse magnetic

fields may convert to axions, which are unobserved, while the orthogonal polarization di-

rection is unaffected. Ref. [435] claimed that MWD linear polarization measurements of

the MWDs PG 1031+234 and Sloan Digital Sky Survey (SDSS) J234605+38533 may be

used to constrain |gaγγ| ≲ (5 − 9) × 10−13 GeV−1 for ma ≲ few × 10−7 eV. Here we crit-

ically reassess the upper limits from these MWDs and show that, while strong, the upper
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unpolarized light

MWD

B-field

linear polarization

axion (unobserved)

Figure 10.2: The MWD emits thermal, unpolarized light, but this light may acquire a linear
polarization when traversing the magnetosphere by photon-to-axion conversion. Photons
polarized along the direction of the transverse magnetic field may convert to axions, while
those polarized in the orthogonal direction are unaffected. Note that the conversion process
may take place well away from the MWD surface.

limits on gaγγ from these MWDs are around an order of magnitude weaker than claimed

in [435], when accounting for astrophysical uncertainties on the magnetic field and its geom-

etry. Additionally, we identify two other MWDs — SDSS J135141.13+541947.4 (hereafter

SDSS J135141) and Grw 70◦8247 — whose linear polarization measurements lead to strong

constraints on gaγγ. The upper limits on gaγγ from this chapter represent the strongest

to-date for few × 10−9 eV ≲ ma ≲ 10−6 eV. We show that the axion-induced polarization

signal is determined only by the magnetic field strength and geometry far away from the

MWD surface, outside of the atmosphere, where the free-electron plasma does not play an

important role.

In contrast, the astrophysical polarization originates in the atmosphere from the scatter-

ing of starlight by bound and free electrons. Through a simplified radiative transfer analysis,

we estimate the effect of the astrophysical polarization following standard MWD polarization

modeling techniques. In particular, we extend a first-order linear Zeeman approximation of

the bound-free cross-section at low (B ≪ 100 MG) magnetic fields to the regime where

the Zeeman and Coulomb interactions are comparable (100MG ≲ B ≲ 5000MG). This is

because the exact cross sections have not yet been computed. On the other hand, we exactly

account for the quadratic Zeeman shifting of hydrogen bound-state energy levels and for the

quantization of free electrons into Landau levels. We find a strong frequency dependence in

the astrophysical polarization that allows the astrophysical polarization to be distinguished

from the relatively frequency-independent axion-induced polarization. Lastly, we identify

future MWD targets whose polarization observations could further constrain gaγγ or lead to
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evidence for axions at currently un-probed coupling strengths. We begin, in Sec. 10.1, by

outlining the formalism for how to compute the axion-induced polarization signal.

10.1 Axion-Induced Polarization

In this section we outline the formalism for computing polarization signals from astrophysical

sources due to axion-photon mixing. While we ultimately focus on MWDs in this chapter,

we begin with a more general survey of possible astrophysical targets. The basic idea behind

this chapter is to focus on sources where the initial electromagnetic emission is known to be

unpolarized but where the radiation must traverse regions of large magnetic field strengths

before reaching Earth. Since photons polarized along the directions of the transverse mag-

netic fields may convert to axions, the presence of axions in the spectrum of nature will

effectively induce a level of linear polarization whose degree depends on the strength of the

axion-photon coupling. This process is illustrated for MWDs in Fig. 10.2, where the relevant

magnetic field is that directly surrounding the MWD.

The idea of searching for axion-induced polarization signals has been discussed in three

main contexts: MWDs [223,435], NSs [223,226], and quasars [436–443]. In the first two cases

the star is the source of both the initially-unpolarized photons and the strong magnetic fields.

In the latter case, the magnetic fields are much weaker but they act over larger distances. In

this section we focus on polarization signals of the former type, where the star provides both

the source of photons and magnetic fields, but first we briefly discuss the results of the quasar

searches. Ref. [441] claims to constrain |gaγγ| ≲ few×10−13 GeV−1 forma ≲ few×10−14 eV in

order to not overproduce the measured optical polarization signals from distant quasars; this

upper limit would be the most stringent to-date on low mass axions. However, the results

in [441] are dependent on the strength of the assumed magnetic fields and plasma density

profiles over distances ∼20 Mpc away from the sources. Ref. [441] assumed supercluster

magnetic fields ∼2µG in strength and coherent over ∼100 kpc distances within 20 Mpc of

the quasars. On the other hand, simulations of supercluster magnetic fields [444–448] find

that the fields are filamentary and typically orders of magnitude smaller than those assumed

in [441] at such large distances away from the clusters. The field strengths increase in the

clusters themselves, but so too does the free-electron density, which suppresses photon-to-

axion conversion. At present it seems likely that our knowledge of the supercluster-scale

magnetic fields and plasma density profiles are not robust enough to claim a bound on gaγγ,

which is why we focus on stellar sources for which the magnetic field profiles may be measured

more precisely using e.g. the Zeeman effect and for which, as we will show, knowledge of the

free-electron density is not necessary.
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10.1.1 Analytic aspects of axion-induced polarization

Consider an unpolarized monochromatic beam of photons with frequency ω propagating

through a medium with magnetic field profile B(s) and plasma-frequency profile ωpl(s), with

s the distance along the propagation direction. The plasma frequency is sourced by free

electrons for our purposes. We will track the Stokes parameters, which in terms of the

complex electric field E are defined by

I = |E1|2 + |E2|2 , Q = |E1|2 − |E2|2

U = 2Re (E1E2∗) , V = −2Im (E1E2∗) ,
(10.1)

with x1−x2 the transverse directions to the propagation direction x3. The linear polarization

fraction is conventionally defined by

Lp ≡
√
Q2 + U2

I
, (10.2)

while the circular polarization fraction, which we will discuss less in this chapter, is Cp ≡ V/I.

The linear polarization is also specified by an angle in the x1−x2 plane χ, with tan 2χ = U/Q.

Note that we are interested in time-averaged quantities. Thus, implicitly when we write

quantities like I and Q we are referring to ⟨I⟩ and ⟨Q⟩, where the brackets refer to time

averages over intervals much longer than 2π/ω.

As a first example let us consider the simple case of a static magnetic field B = B0x2

extending over a length L in the x3 direction, such that s ∈ (0, L). We also take ωpl(s) = ωpl

to be independent of distance. The point of this exercise is to gain familiarity with how

competing effects contribute to Lp before turning to the case of interest of conversion in

stellar magnetospheres. Under the assumption that the photon wavelength is much smaller

than the length L (2π/ω ≪ L), one may use a WKB approximation (see, e.g., [173]) to

reduce the second-order axion-photon mixing equations to first-order mixing equations:i∂s +
 ∆|| +∆pl ∆B

∆B ∆a

 A2

a

 = 0 , (10.3)

with A2 = E2/(iω) the corresponding component of the vector potential in Weyl gauge

(A0 = 0), ∆a = −m2
a/ω, ∆pl = −ω2

pl/ω, ∆B = gaγγB0/2, and ∆|| = (7/2)ωξ, with ξ =

(αEM/45π)(B/Bcrit)
2, arising from the non-linear Euler-Heisenberg Lagrangian in strong-

field quantum electrodynamics, with Bcrit = m2
e/e ≈ 4.41× 1013 G [449].

Throughout this chapter we are interested in the weak mixing regime where the photon-
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to-axion conversion probabilities (pγ→a) and axion-to-photon probabilities (pa→γ) are much

less than unity, so that we may work to leading non-trivial order in gaγγ. We may then

solve (10.3) in perturbation theory, treating the ∆B mixing term as a perturbation, since

without this term the mixing matrix in (10.3) is diagonal. We consider the initial state, at

s = 0, to be specified by the vector potential A = (A/
√
2) (a1x̂1 + a2x̂2) for an arbitrary

real A, where a1 and a2 are complex random variables that obey the relations: ⟨a1a1∗⟩ =

⟨a2a2∗⟩ = 1, with ⟨a1a1⟩ = ⟨a2a2⟩ = ⟨a1a2⟩ = ⟨a1a2∗⟩ = 0. Referring to (10.1), and recalling

that all such quantities are subject to expectation values ⟨. . . ⟩, we see that at s = 0 we

have I = A2, while Q = U = V = 0, implying that the initial state is unpolarized. The

perturbative solution to the equations of motion at s > 0 is then, up to unimportant phases

and to second-order in perturbation theory,

A(s) =
A√
2

[
a1x̂1 + a2x̂2

(
1−

∫ s

0

ds∆B

∫ s′

0

ds′′∆Be
−i

∫ s′′
0 ds′′′∆tr

)]
, (10.4)

where in general (10.4) would hold even if the mixing terms were s-dependent, though they

are not in this simple example. Note that we have defined ∆tr ≡ ∆||+∆pl−∆a. Performing

the integration in (10.4) out to s = L we find that

I = A2

(
1− ∆2

B[1− cos(L∆tr)]

∆2
tr

)
,

Lp =
∆2
B

∆2
tr

[1− cos(L∆tr)] ,

Cp = 0 ,

(10.5)

to leading non-trivial order in ∆B, with the polarization angle χ = 0. Note that by the same

logic the axion-to-photon conversion probability, for a pure initial axion state, is given by

pa→γ =

∣∣∣∣∫ L

0

ds′∆Be
−i

∫ s′
0 ds′′∆tr

∣∣∣∣2 = 2
∆2
B

∆2
tr

[1− cos(L∆tr)] , (10.6)

such that we may infer, at least for this example, that Lp = pa→γ/2 to leading order in ∆B.

This should not be surprising in light of the physical picture of the underlying mechanism that

produces the linear polarization. The photons polarized in the x̂1 direction are unaffected by

the axion. However, those in the x̂2 direction have a probability to convert to axions, pγ→a,

which is equal to pa→γ. The photon survival probability is then pγ→γ = 1 − pa→γ. Then,

referring to (10.1) and (10.2), it is clear that Lp = pa→γ/2.

There are a few interesting points to be made about the expression for Lp. If |L∆tr| ≪ 1
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then Lp ≈ 1
2
∆2
BL

2; the quadratic growth of Lp with L is related to the fact that the axion

and photon remain in-phase during the mixing. As |L∆tr| becomes comparable to and

greater than unity we begin to notice the different dispersion relations between the axion

and photon over the distance L. The difference of dispersion relations suppresses mixing.

Indeed, one surprising aspect of (10.5) is that if we assume |∆||| ≫ |∆a|, |∆pl| and L|∆||| ≫ 1,

which would be the case appropriate for photons propagating over a large distance through a

strongly magnetized region with low plasma density and an ultra-light axion in the spectrum,

then the dependence of Lp on B0 is Lp ∝ 1/B2
0 . This is surprising because it suggests that

when the Euler-Heisenberg term dominates ∆tr, strong magnetic fields actually suppress

mixing compared to weaker magnetic fields.

Let us now generalize the example above to consider dipole magnetic fields. This is

instructive because the magnetic fields surrounding many stars, such as the MWDs that are

the main topic of this chapter but also the fields surrounding NSs and to a large extent

main sequence stars as well, may be described – at least to first approximation – by dipole

fields. Indeed, at distances far away from the star the field should approach that of a

dipole, since the higher multipole field components fall off faster with distance. Let us

assume that the star has a radius Rstar such that unpolarized emission radiates from the

surface and then propagates to infinity. For the purpose of this example we will assume

that B(s) = B0x̂2[Rstar/(Rstar + s)]3, and we will compute Lp with s → ∞. This magnetic

field profile is that seen by radial emission at the magnetic equator, where B(s) remains

perpendicular to the propagation direction for all s. Moreover, we will make the assumption

for this example that |∆||| dominates ∆tr, which is the case appropriate for low-mass axions

and low plasma densities. In this case we may use (10.4) to compute, to leading non-trivial

order in ∆B,

Lp ≈1.4× 10−4
( gaγγ

10−12 GeV−1

)2( B0

100 MG

)2/5(
1 eV

ω

)4/5(
Rstar

0.01 R⊙

)6/5

×

Abs
{
Re
[
(−1)2/5e−i

7
10
Rstarξ0ω

(
Γ
(
4
5

)
− Γ

(
4
5
,− 7

10
iRstarξ0ω

))]}
0.022

,

(10.7)

with ξ0 denoting the value at the surface such that

Rstarξ0ω ≈ 9 · 10−3

(
Rstar

0.01R⊙

)( ω

1 eV

)( B0

100MG

)2

. (10.8)

Note that when Rstarξ0ω ≪ 1, which is a limit applicable to many MWD in this chapter, we
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may expand (10.7) to write

Lp ≈1.4× 10−4
( gaγγ

10−12 GeV−1

)2( B0

100 MG

)2

×
(

Rstar

0.01 R⊙

)2

, Rstarξ0ω ≪ 1 . (10.9)

On the other hand, when Rstarξ0ω ≫ 1, the term appearing in the second line of (10.7)

oscillates, with a typical magnitude around unity. That is, at very large magnetic field

values, when the Euler-Heisenberg term dominates, Lp ∝ B
2/5
0 , while in the low-field limit

the polarization scales more rapidly with magnetic field as Lp ∝ B2
0 .

There are a number of important points to be made regarding the formulae (10.7)

and (10.9). The MWDs in this chapter will have field values ≲1000 MG, and we will typically

be considering energies ω ∼ eV; thus, except in extreme cases – such as high energies and

high field values – the Euler-Heisenberg term will not significantly affect Lp. On the other

hand, consider the searches in [39,450] for hard X-rays arising from axion production in the

cores of MWDs and converting to photons in the magnetospheres. In those works the typical

axion energies are ω ∼ keV, and thus we see that for the same MWDs the Euler-Heisenberg

term is important to accurately describe the axion-to-photon conversion at those energies.

On the other hand, consider an optical polarization signal arising from a strongly magnetic

NS, with Rstar ∼ 10 km, ω ∼ eV, and B0 ∼ 1014 G. Since Rstarξ0ω ≫ 1 in that case we

may infer that Lp ≈ 5 × 10−5(gaγγ/10
−12 GeV−1)2. Additionally, NS surface temperatures

are typically much larger than an eV, with ω ∼ 100 eV being a more appropriate reference

energy, which further suppresses Lp. We thus arrive at the surprising conclusion that despite

their lower magnetic field values, MWDs are more powerful probes of ultralight axions, with

polarization probes, than NSs because the Euler-Heisenberg term suppresses axion-photon

mixing in NS magnetospheres.

We may also use (10.9) to verify that MWDs are more efficient at producing linear

polarization than non-compact stars. The Sun, for example, has a dipole magnetic field

strength B0 ∼ 10 G. Thus, for unpolarized emission emanating from the non-active Sun

we expect Lp ∼ 10−14
(
gaγγ/10

−12 GeV−1
)2
. Note that one of the most magnetized non-

compact stars is HD 215441, which hosts a dipole magnetic field of strength ∼30 kG and

a radius ∼2 R⊙ [451]. The axion-induced linear polarization fraction from this star would

be Lp ∼ 5 · 10−7
(
gaγγ/10

−12 GeV−1
)2
, which is still subdominant compared to the MWD

expectation.

Indeed, we may make a general argument that, at least for ω ∼ eV, strongly-magnetic

MWDs are the optimal targets for axion-induced linear polarization searches. Stellar evo-

lution approximately conserves magnetic flux across a surface far away from the star, such

that the dipole field strength Bf in a final stellar evolution stage is related to the initial field
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strength Bi by Bf ≈ Bi(Ri/Rf )
2, where Ri (Rf ) is the initial (final) stellar radius. Note that

with this approximation we may re-scale the magnetic field of HD 215441 down to WD-radii

stars (Rstar ≈ 0.01R⊙) to estimate that the most strongly magnetized MWDs should have

field strengths B ∼ 1000 MG, which is approximately correct. Similarly, using this argu-

ment we may correctly infer that NSs can reach magnetic field values ∼1015 G. Using the flux

conservation argument and assuming that we remain in the limit where we may neglect the

Euler-Heisenberg term, we may relate the final-stage axion-induced polarization fraction Lfp

to the initial-stage polarization fraction Lip: L
f
p ≈ Lip(Ri/Rf )

2. This estimate suggests that

more compact stars, such as MWDs, will be more efficient at producing axion-induced linear

polarization than less compact stars. On the other hand, this argument stops being true

as soon as the Euler-Heisenberg term becomes important: at that point, the larger-radius

star will produce a larger Lp. As strongly-magnetic MWDs may achieve Rstarξ0ω ∼ 1, we

see that these are thus the optimal targets for axion-induced polarization studies. For this

reason, we will focus on these targets in this chapter.

So far we have neglected the possible effects of non-zero ∆pl. We now justify this

approximation for MWD magnetospheres. The free electron density in the interstellar

medium away from the Galactic Center may be as much as ne ∼ 10−1/cm3, though in

the outer parts of the Galaxy near the MWDs that are studied in this chapter it is typically

lower [359]. The plasma frequency associated with a free electron density ne = 10−1/cm3 is

ωpl =
√

4παEMne/me ≈ 10−11 eV, with me the electron mass. Referring back to e.g. (10.5),

the relevant dimensionless quantity to compute to assess the importance of the plasma mass

term is |Rstar∆pl| ≈ 4 × 10−9 for the above ne estimate, ω = 1 eV, and Rstar = 0.01R⊙ ap-

propriate for a WD. Note that the plasma mass term would be important for |Rstar∆pl| ≳ 1.

Thus, even accounting for a significantly enhanced interstellar free-electron density near

the MWD, it is unlikely that the ∆pl term would be important at optical frequencies. On

the other hand, within the MWD atmosphere the free-electron density may be significantly

higher, perhaps as high as ne ≈ 1017/cm3 [435]. However, the MWD atmosphere is expected

to have a density profile that falls exponentially with a characteristic scale height ∼100 m.

Considering that a typical WD radius is ∼ 7× 106 m, we see that the atmosphere only ex-

tends non-trivially over a very small fraction of the stellar radius away from the surface. The

photon-to-axion conversion takes place continuously over a characteristic distance of order

the MWD radius away from the stellar surface. Thus, the effect of the atmosphere on the

axion-induced contribution to Lp is negligible. More precisely, the effect of the atmosphere

on the conversion probability is suppressed by the ratio of the MWD atmosphere thickness

to the MWD radius; this ratio is 10−5.

In contrast to the axion-induced polarization signal, the standard astrophysical contribu-
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tions to Lp and Cp arise solely within the atmosphere from anisotropic cyclotron absorption

and bound-free transitions [452, 453]. In general, the degree of polarization is proportional

to the optical depth of the atmosphere [452], so that the generation of astrophysical linear

polarization is dominantly localized to within a characteristic scale height from the sur-

face of the MWD. We discuss the astrophysical contributions to the linear polarization in

Sec. 10.1.3, as they are a possible confounding background for the axion search.

Faraday rotation within the MWD magnetosphere and in the interstellar medium could

in principle reduce the linear polarization fraction, though we estimate numerically that

Faraday rotation is small (rotation angles up to ∼10−10) for nearby MWDs with B ≲ 103

MG and free electron densities of order those in the interstellar medium.

Returning to the axion-induced polarization signal, in the limit where we may neglect

the Euler-Heisenberg term, we may also integrate (10.3) for a dipole magnetic field including

the ∆a term, but neglecting ∆pl for the reasons given above. In this case, we find

Lp ≈ 2× 10−8
( gaγγ

10−12 GeV−1

)2( B0

100 MG

)2

×
( ω

1 eV

)2(10−5 eV

ma

)4

, (10.10)

which is valid for |r0∆a| ≫ 1. Interestingly, Lp is independent of Rstar in the high axion

mass limit. Nevertheless, the transition from the low mass to high mass region is dependent

on Rstar, and in practice, the large-mass condition |r0∆a| ≫ 1 is satisfied for

ma ≫ 1.7× 10−7 eV

√( ω

1 eV

)(0.01 R⊙

Rstar

)
. (10.11)

Thus, we expect that MWD polarization studies to be insensitive to the axion mass for

ma ≲ 10−7 eV, while for masses much larger than this the sensitivity to gaγγ should drop

off quadratically with increasing ma. Next, we present the generalized mixing equations for

non-radial trajectories including the Euler-Heisenberg Lagrangian.

10.1.2 General axion-photon mixing equations

In this chapter we numerically solve the axion-photon mixing equations including the Euler-

Heisenberg terms and also integrating over emission across the surface of the MWD. That

is, we assume that the MWD surfaces are isothermal (but see [454], which would introduce

O(10%) corrections to our results), such that the emission we see on Earth originates from

across the full Earth-facing hemisphere of the MWD. However, this means that photons that

originate from across this surface that reach Earth will generically travel along non-radial

trajectories, and this requires us to generalize the mixing equations in (10.3) to include
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mixing of the axion with both transverse modes:i∂s +


∆11 ∆12 ∆B1

∆12 ∆22 ∆B2

∆B1 ∆B2 ∆a





A1

A2

a

 = 0 . (10.12)

Above, we assume that the photon travels along a straight trajectory in the direction ŝ, with

coordinate s, with x̂1 and x̂2 spanning the transverse directions. We also neglect plasma

terms because, as discussed above, they play a subdominant role. The terms appearing in

the mixing Hamiltonian in (10.12) arise from axion-photon mixing, the Euler-Heisenberg

Lagrangian, and the axion mass, and those that differ from the terms in (10.3) are defined

by [173]

∆11 =
2αEMω

45π

[
7

4

(
B1

Bcrit

)2

+

(
B2

Bcrit

)2
]

∆22 =
2αEMω

45π

[
7

4

(
B2

Bcrit

)2

+

(
B1

Bcrit

)2
]

∆12 =
3

4

2αEMω

45π

(
B1B2

B2
crit

)
, ∆Bi

=
1

2
gaγγBi ,

(10.13)

with i = 1, 2 in the last line. Above, B1 and B2 are the magnetic field values in the transverse

directions, and they are generically functions of s.

When applying the formalism above to predict the axion-induced Lp from a MWD, we

begin by discretizing the surface of the hemisphere of the Earth-facing MWD. We consider

initially unpolarized emission from each surface element propagating in the x̂3 direction,

with the final A1 and A2 being the appropriate sum of the contributions from the different

surface elements. This is accomplished by letting the initial vector potential of each surface

element i be labeled as Ai = (Ai/
√
2)
(
ai1x̂1 + ai2x̂2

)
, where the ai1 and ai2 are uncorrelated

random variables such that ⟨ai1aj1
∗⟩ = δij with all other correlators vanishing. We adjust

the normalization parameter Ai such that Ai ∝
√
0.7 + 0.3 cos θi, with θi being the angle

between the normal vector to the sphere at pixel i and the x̂3 axis. This scaling reproduces

the limb darkening law for the intensity adopted in [455], who confirmed this scaling through

radiative transfer calculations.
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Magnetic white dwarf magnetic field models

’ The magnetic field profile around a compact star will generically approach that of a dipole

configuration far away from the stellar surface, since higher-harmonic contributions to the

vacuum solutions to the Maxwell equations fall off faster with radius. In this chapter, we

will consider both pure dipole profiles and profiles containing higher harmonic modes, which

have been fit to luminosity and circular polarization data from specific MWDs. The dipole

solution may be written as

B(r) =
Bp

2

(
Rstar

r

)3

[3r̂(m̂ · r̂)− m̂] , (10.14)

where m̂ points along the polarization axis in the direction of the magnetic north pole and

r̂ is the position unit vector, with distance r from the center of the star. The field strength

Bp is the polar value at the surface of the star.

The general solution to the Maxwell equations in vacuum may be written in terms of

spherical harmonics; the associated magnetic scalar potential ψ, defined such thatB = −∇ψ,
is given by

ψ = −Rstar

∞∑
ℓ=1

ℓ∑
m=0

(
Rstar

r

)ℓ+1

[gmℓ cosmϕ+ hmℓ sinmϕ]Pm
ℓ (cos θ) , (10.15)

where the coefficient gmℓ and hmℓ have dimensions of magnetic field strength. The angle θ is

the angle away from the polarization axis m̂, such that m̂ · r̂ = cos θ, and the angle ϕ is the

rotation angle about m̂. The Pm
ℓ are the associated Legendre polynomials. Note that the

terms in (10.15) at ℓ = 1 are simply those in (10.14) for the dipole configuration. Ref. [52]

provides a fit of the harmonic solution in (10.15) to MWD circular polarization and spectra

data for Grw+70◦8247 up through ℓ ≤ 4; we will make use of this fit later in this chapter.

It is convenient to define an inclination angle i that is the angle between the magnetic axis

m̂ and the direction towards Earth. For definiteness, throughout this chapter we define the

coordinate system centered at the MWD center with ẑ pointing towards the Earth and with

m̂ = cos iẑ + sin iŷ. Note that for a dipole field configuration the linear polarization must

vanish as i → 0, since in this limit there is no preferred direction for the linear polarization

to point.

10.1.3 Astrophysical contributions to the linear polarization

Astrophysical mechanisms exist within the MWD atmospheres for polarizing the outgoing

radiation. Like the axion mechanism that is the focus of this chapter, the astrophysical
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mechanisms also rely on the polarizing effects of the magnetic field. Here, we overview the

calculation of the astrophysical polarization, as astrophysical emission serves as a background

contribution in the axion searches that we discuss later in this chapter. As we will see one

crucial difference between the two sources of linear polarization is that the astrophysical

mechanisms lead to strong wavelength dependence of the polarization fraction, while the

axion-induced polarization depends less strongly on wavelength. This difference helps con-

strain the axion-induced linear polarization fraction even in the presence of an unconstrained

astrophysical polarization fraction, which in principle could partially interfere with the axion

signal at certain wavelengths.

In what follows we assume that the MWD atmosphere is composed primarily of hydrogen,

which is the case for the MWDs we consider in this chapter. The bound electrons in the

MWD atmosphere can be considered in the Paschen-Back regime, where the Hamiltonian is

given by

H =
p2

2me

− αEM

r
+

1

2
ΩCLz +

1

8
meΩ

2
Cr

2 sin2 θ , (10.16)

with the third term accounting for the linear Zeeman effect and the fourth term the quadratic

Zeeman effect. The electron mass is me, the cyclotron frequency is Ωc = eB/me, r is the

atomic radial distance, and θ = 0 points along the magnetic field. At the fields under con-

sideration B ≳ 100 MG, the quadratic Zeeman effect is important or dominant. However,

in this chapter we use an approximation for fields B ≲ 100 MG to model the astrophysical

linear polarization, given by Ref. [452] and Ref. [456]. The reason is that the bound-free

transition cross sections have not yet been computed with sufficient resolution for the mod-

eling of MWD polarization at high field values. Recent advances in solving the Hamiltonian

of (10.16) have led to numerical cross sections for a limited number of these transitions, but

they were not reported on a fine enough grid of magnetic fields strengths for astrophysical

modeling [457–459].

Here, we first describe the generation of polarization for low fields, where the quadratic

Zeeman effect is negligible. There are two main astrophysical processes that contribute

to continuum linear and circular polarization of MWD starlight: (1) the ionization of a

bound electron in a hydrogen atom (bound-free polarization) and (2) the absorption of a

photon by an ionized electron (free-free polarization) [452]. Bound-bound transitions of the

hydrogen atom can produce localized features in the MWD spectra, and the observation of

these features are used to estimate the surface magnetic fields of MWD, as the bound state

energies of the hydrogen atom have been solved. Bound-bound transitions can also contribute

to the polarization continuum, but these effects are washed-out by the large variation in the
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field on the MWD surface. We discuss the bound-bound transitions further in the context

of SDSS J135141 in Sec. 10.2.1.

The MWD starlight is produced unpolarized deep within the atmosphere as blackbody

radiation. The polarization is generated as the light propagates through the thin atmo-

sphere and ionizes bound electrons and scatters on free electrons. Because the atmosphere

is thin compared to the coherence length of the magnetosphere, to a good approximation

the magnetic field is constant throughout the atmosphere at a given point on the surface of

the MWD. This surface magnetic field preferentially selects a direction for the absorption

to occur, which polarizes the blackbody radiation. The bound-free transitions must satisfy

the dipole selection rules q = 0,±1, where q is the difference between the initial and final

magnetic quantum numbers, mi and mf , respectively, of the transition. The transitions

with q = ±1 preferentially absorb photons polarized perpendicular to the magnetic field

and therefore polarizes the starlight parallel to the magnetic field. On the other hand, the

transitions with q = 0 preferentially absorb photons of the opposite polarization, so that

these transitions polarize the starlight perpendicular to the magnetic field. To determine

the overall effect of bound-free absorption, there is a competition between these two terms.

Over the majority of the photon energy range, the q = ±1 transitions are stronger such that

the starlight is polarized parallel to the magnetic field. Only for photon energies near the

hydrogen absorption edges does the polarization flip so that the linear polarization points

perpendicular to the magnetic field. Finally, for free-free absorption, light is preferentially

absorbed in the plane perpendicular to the magnetic field because the cyclotron motion of

the free electrons restricts them to this plane, and therefore this absorption polarizes the

light parallel to the magnetic field. If the axion-induced polarization is perpendicular to the

astrophysical polarization direction then the two signals may partially destructively interfere.

Quantitatively, the effect of the bound-free and free-free absorption may be captured

though the transfer equation describing the evolution of the photon polarization state matrix

(effectively a photon density matrix),

F =

E1

E2

(E∗
1 E∗

2

)
=

1

2
Sµσµ , (10.17)

where Sµ = (I,Q, U, V ) and σµ = (1, σz, σx, σy) are the Stokes and Pauli vectors, respectively.

In the anisotropic atmospheric plasma of the MWD, the transfer equations take the form

[452],

dF
ds

= −1

2
(TF + FT †) + E , (10.18)
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where the transfer matrix T = K − 2iR describes absorption (K) and refraction (R), while

E describes emission. Equation (10.18) can be solved analytically under the approximation

that the initially unpolarized blackbody radiation emanating from the MWD experiences

a constant magnetic field while traversing the thin, cold, atmosphere. As shown in [452],

under these assumptions, the solution to (10.18) as expressed in terms of the final polarization

state of starlight leaving the MWD atmosphere of thickness δs is given in terms of the Stokes

parameters by [452]

I = 1− δs

2
tr(K) , Q = −δs

2
tr(σzK) ,

U = −δs
2
tr(σxK) , V = −δs

2
tr(σyK) .

(10.19)

For dipole transitions like bound-free and cyclotron absorption, K is diagonal in the

complex spherical basis with matrix elements

Kq(ω) = nσq(ω) , (10.20)

where n is the number density of the absorbing species and σq the associated frequency-

dependent cross-section, with ω the radiation frequency.

The astrophysical linear polarization follows from (10.19) and (10.20) and is given by

Lp,astro =
|Q|
I

=
δs

4
|2K0 −K+ −K−| sin2 θ , (10.21)

since U = 0 in this basis. As in (10.16), θ is the angle between the surface magnetic field and

the light propagation direction, and K in general includes bound-bound, bound-free, and

free-free absorption contributions, although we do not consider bound-bound transitions.

Note that (10.21) holds for any MWD magnetic field strength. However, for MWDs

with high fields where the linear Zeeman effect breaks down (B ≳ 100 MG), the bound-free

absorption cross-section become difficult to calculate. In this chapter we use an approxima-

tion that is common in the literature. For bound-free collisions where the quadratic Zeeman

effect is unimportant (B ≲ 100 MG), Kq can be calculated analytically under the approxi-

mation that the wavefunction of the bound electron is unaffected by the perturbing external

magnetic field while its energy shifts linearly by miΩC . Under these approximations, the

bound-free absorption cross-section was derived first in [452].

We use the improved approximation [456] that accounts for the energies of the hydrogen

absorption edges ϵnlmq as a function of magnetic field, ϵnlmq ≡ Enlm(B)+Θ (mfΩC) for Θ the

Heaviside step function. The first term accounts for the fact that the bound state energies
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of hydrogen in the quadratic Zeeman regime depend on all three quantum numbers {n,l,m}
and the magnetic field strength B, because the Hamiltonian of (10.16) breaks spherical

symmetry. These bound state energies Enlm(B) are tabulated in [460]. We also account for

the quantization of the free electrons into Landau levels, which yields the second term. Then

the bound-free absorption coefficients are given by

Kq,bf(ω) = nH
ω

ω − qΩC

n≤4∑
nlm

exp

(−Enlm(B)

T

)
×

σbf
n (ω − qΩC), ω ≥ ϵnlmq

0, ω < ϵnlmq
. (10.22)

We weight the states with the Boltzmann factor, under the assumption of the fixed surface

temperature T = 15000 K, appropriate for the MWDs we consider in this chapter. σbf
n (ω) ∝

n−5ω−3 is the cross section for a photon of energy ω to ionize an electron of principal quantum

number n at zero magnetic field. The dependence on ω−qΩC is derived in the linear Zeeman

regime. For the optical spectra we consider in this chapter, we only need to consider n ≤ 4.

The free-free absorption matrix is proportional to the cyclotron absorption cross-section

Kq,ff(ω) =

neσff q = +1

0 q ̸= +1
, (10.23)

where ne the number density of free electrons. We take the cyclotron absorption cross-section

σff as given in [452]. Only the q = 1 component is nonzero due to selection rules that enforce

energy and angular momentum conservation along B [461], and this cross section is strongly

peaked around ω = ΩC .

At low magnetic fields B ≲ 100 MG, the cyclotron frequency is much smaller than the

optical frequencies, so that we do not need to consider cyclotron absorption contributions

to the atmospheric opacity. Thus, only the bound-free absorption cross-section (10.22) con-

tributes to the polarization. Furthermore, the hydrogen absorption edges are close to their

zero-field values 13.6 eV/n2. Then, for energies far away from the absorption edges (10.21)

reduces to [452]

Lp,astro(ω) ∝
Ω2
C

ω5
sin2 θ . (10.24)

The proportionality constant of (10.24) depends on the line-of-sight integrated bound elec-

tron density in the MWD atmosphere. Since ΩC ∝ B, we see that in this regime the

astrophysical linear polarization scales as the transverse magnetic field strength squared like

that induced by the axion. However, the astrophysical polarization points parallel to the

magnetic field while the axion-induced polarization points perpendicular to the field, which
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means that the two contributions may partially cancel each other depending on their relative

magnitudes.

By contrast, even at low magnetic fields, the linear polarization displays strong localized

features near the absorption edges. The linear polarization becomes much larger in mag-

nitude and switches direction blueward of the edge so that it points perpendicular to the

magnetic field, in the same direction as the axion-induced polarization.

However, in this chapter we consider MWDs with large magnetic fields B ≳ 100 MG. In

this case, the cyclotron frequency enters the optical, so that we must include the cyclotron

absorption contribution to the linear polarization. The bound-free absorption also becomes

more complex than at lower fields. The absorption edges cover nearly the entire optical

spectrum. Furthermore, the hydrogen bound state energies depend strongly on the magnetic

field strength, and the magnetic field strength on the surface of the MWD may span more

than a factor of two, which additionally broadens the absorption edge features. Under

the approximation used in this chapter (10.22), which assumes the bound-free cross section

is simply that at zero-field shifted by qΩC , we find that most of the linear polarization

spectrum is dominated by the absorption edge features rather than by the simple power law

scaling of (10.24). The exact cross sections have been previously computed numerically for

a limited number of transitions [457–459]. In these results there are additional oscillatory

features near Landau thresholds, where the photon energy matches the energy difference

between a Rydberg bound state and a Landau level. We thus expect that the eventual

incorporation of the numerical cross sections into MWD linear polarization calculations will

introduce additional features in the spectra due to these resonances, although these features

will be smeared out due to the range of field strengths on the MWD surface.

At still higher magnetic fields B ≳ 5000 MG, the situation becomes less complicated.

The quadratic Zeeman term dominates the Coulomb term in (10.16). The approximation

that the Coulomb field is a perturbation on the background magnetic field becomes more

appropriate, and in this limit, we find, following [462], that σbf scales as ω−3 away from

absorption edges as in the low-field case.

Despite the uncertainties described above, essentially any energy dependence in the as-

trophysical polarization is sufficient to distinguish it from the axion-induced polarization for

the purpose of setting an upper limit on the axion-induced polarization contribution, which

is approximately energy independent, given spectropolarimetric data. As discussed further

in Sec. 10.2.1, this is because given some amount of energy dependence in the astrophysical

background, the axion and astrophysical contributions would not completely destructively

interfere across the full analysis energy range. On the other hand, in order to claim evidence

for an axion signal, the astrophysical linear polarization signal should be better understood in
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the high-field regime. This is because without a full understanding of how the astrophysical

polarization emerges in the high field regime, one cannot be confident that a putative signal

arises from axions and not the imprecisely known astrophysical polarization mechanisms.

10.2 Upper Limits on gaγγ fromMagnetic White Dwarfs

In this section we apply the formalism developed in the previous section to set upper limits

on |gaγγ| from linear polarization data towards the MWDs SDSS J135141 (Sec. 10.2.1) and

GRW+70◦8247 (Sec. 10.2.2). These MWDs are unique in that they have strong but well-

characterized magnetic field profiles in addition to dedicated linear polarization data. We

discuss additional MWDs that are promising but have somewhat incomplete data at present

in Sec. 10.2.3.

10.2.1 SDSS J135141

The MWD SDSS J135141 has one of the largest magnetic fields of all known MWDs. Ref. [16]

measured the polar magnetic field strength in the context of the dipole model to be Bp =

761.0 ± 56.4 MG, with an inclination angle i = 74.2◦ ± 21.7◦.1 In the below analysis we

consider the dipole model, and we compute the 95% upper limit on |gaγγ| considering the

range of allowable magnetic field parameters. In particular, we take our fiducial limit to

be the weakest one across the range of allowable magnetic field parameters, allowing the

parameters to vary within their 1σ ranges, while we calculate the 95% confidence level

statistical upper limit on the data itself.

Absorption lines and magnetic field model

In this section we overview the determination of the SDSS J135141 magnetic field strength.

To date, this determination has been made only through spectra rather than polarimetry, al-

though the addition of polarimetery would be beneficial to further constraining the magnetic

field profile on the surface. The spectrum of a MWD is that of a thermal distribution at

the temperature of the MWD surface, but with absorption features at wavelengths at which

bound-bound transitions occur in the atmosphere. The transition wavelengths are very

strongly dependent on the local magnetic field; therefore, the absorption lines are broadened

by the range of magnetic field strengths on the MWD surface. In many cases the features

are entirely washed out because the transition wavelengths are highly dependent on the lo-

cal magnetic field, but a few transitions are nearly stationary because they encounter local

1Note that Ref. [16] also considered an offset dipole model, but we do not consider this model here.
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extrema. The primary method for determining the magnetic field strength of MWDs is to

search for these stationary features in the spectrum. The bound-bound transitions and dipole

transition strengths of the hydrogen atom in a strong magnetic field are given in Ref. [463].

In Fig. 10.3 we show the wavelength dependence as a function of magnetic field for the

stationary bound-bound 3d−1 − 2p0 transition in the upper panel. The transition is nearly

stationary around across the full range of field strengths present on the surface of SDSS

J135141, assuming the 761 MG dipolar field. In the middle panel, we show the expected

line templates for two cases (i) the best-fit dipolar field of 761 MG [16] and inclination

angle i = 74.2◦, and (ii) a dipolar field of 400 MG with best-fitting i for that field strength.

To compute these templates, we histogram the wavelengths of the transition on the visible

hemisphere of the MWD and weight each contribution by the dipole transition strength. We

also incorporate the limb darkening law mentioned previously from Ref. [455], which weights

the intensities between pixels on the sphere such that I ∝ 0.7 + 0.3 cos θ, with θ the angle

of the normal to the x̂3 axis that points towards Earth. Note that due to the symmetry

present in a dipole field, it is only the limb darkening rule that changes the spectral shape of

the template with inclination angle i. The template is then convoluted with a Gaussian that

has standard deviation σstark. This broadening is due to the Stark effect, accounting for the

electric field that is also present on the MWD surface, and is the dominant broadening effect

for these lines. We treat σstark as a nuisance parameter that is determined by maximum

likelihood estimation.

For the 761 MG case, the absorption line appears at approximately the same location

across the entire hemisphere, so that the resulting feature is highly localized around 8530 Å.

On the other hand, if the MWD had a lower field strength of 400 MG, the feature would be

significantly broadened because the transition is not stationary at those field strengths, and

additionally the feature would appear at shorter wavelengths ∼ 8200− 8600 Å. In the lower

panel, we fit expected flux models for each case to the SDSS data [16]. The models are a

power law background with free index and normalization with the multiplicative absorption

template as shown in the middle panel. For the 761 MG case, we see that the model prefers

an absorption line, indicating that the 761 MG dipole is a reasonable fit to the data. On

the other hand, for the 400 MG case, the fit finds no evidence for a line. Following a similar

procedure SDSS J135141 was determined to have a 761.0±56.4 MG field [16], although that

work fit to the broad-band flux spectra over a much larger wavelength range encompassing

many absorption lines. In fact, Ref. [16] did not include the wavelength range shown in

Fig. 10.3 in their fit; the fact that their best-fit model from lower wavelengths also explains

the 3d−1 − 2s0 absorption line feature provides non-trivial evidence that the magnetic fields

on the surface of the MWD are ∼400-700 MG.
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Figure 10.3: (Top) The wavelength of the 3d−1 − 2p0 absorption line as a function of
magnetic field. The red shaded region indicates the range of field strengths present on the
surface, assuming the best-fit dipole field of 761 MG from [16]. (Middle) In solid black is the
3d−1 − 2p0 line template for a 761 MG dipolar field; in dashed black for 400 MG. (Bottom)
The flux of SDSS J135141 as measured by SDSS DR7 (gray). In solid black is the best fit
spectrum assuming a 761 MG dipole field. In dashed black is the best fit spectrum assuming
a 400 MG dipole field.

Polarization data

The linear polarization of SDSS J135141 was measured in 2007 by [51] using the Special

Astrophysical Observatory (SAO) 6-m telescope with the Spectral Camera with Optical

Reducer for Photometric and Interferometrical Observations (SCORPIO) focal reducer [464].

Across the wavelength range 4000 Å to 6500 Å the linear polarization fraction was measured

to be Lp = 0.62%±0.4%. The uncertainty on Lp is dominated by the systematic uncertainty,

arising from effects such as scattered light and ghosts [464], though the exact systematic

uncertainty accounting that goes into the Lp measurement is not detailed in [51]. The linear

polarization fraction data from [51] is reproduced in Fig. 10.4.

An upper limit on the average axion-induced polarization fraction over the wavelength
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Figure 10.4: The linear polarization data as a function of wavelength towards the MWD
SDSS J135141 as observed by [51] with the SAO 6-m telescope. We use a Gaussian likelihood
to fit a model to the data with three components: (i) the axion signal, (ii) the astrophysical
background, and (iii) an instrumental systematic contribution. We assume that the axion
signal and the instrumental systematic are wavelength-independent, while the astrophysical
background depends on wavelength as described in Sec. 10.2.1. The axion signal and the
instrumental systematic contributions would be completely degenerate, given that the sys-
tematic normalization parameter can take either sign, but for the prior on the systematic
nuisance parameter. The best fit model, along with the axion contribution to that model,
are illustrated, along with the best-fit statistical uncertainties on the data; the statistical
uncertainty is treated as a hyperparameter that is determined by maximum likelihood esti-
mation. The red band illustrates the allowed axion contribution at 1σ confidence. At the
best-fit point the astrophysical normalization is zero. Still, we illustrate the astrophysical
linear polarization model, with an arbitrary normalization.

range Lp,axion may be estimated by the requirement that axions not overproduce the ob-

served polarization, which at 95% confidence and assuming Wilks’ theorem implies Lp,axion ≲
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0.62% +
√
2.71 × 0.4% ≈ 1.28% [109]. This upper limit is very close to that we will derive

below making use of the wavelength dependent data and incorporating the astrophysical

background model. This point illustrates that the astrophysical polarization contribution is

not a limiting background for constraining the axion-induced polarization, at least for this

example. This is fundamentally because the astrophysical background and the axion signal

are polarized in the same direction over the wavelength range relevant for this search. Our

polarization upper limit is also consistent with that found in [465], who performed spec-

tropolarimetric observations of the MWD using the Steward Observatory 2.3 m telescope in

1993 and state that the linear polarization of SDSS J135141 in the wavelength range 4100

Å to 7280 Å was found to be less than 1%, though the confidence level of that statement is

not given in [465].

To analyze the wavelength dependent data, we adopt a Gaussian likelihood function

that incorporates the systematic uncertainty in a straightforward way, though the following

analysis could likely be improved in the future with a better understanding of the origin of

the systematic uncertainty. The likelihood we adopt is given by

p(d|M,θ) =

(∏
i

1

σ
e

−(di−Lp(θ))
2

2σ2

)
e

−A2
sys

2σ2
sys. , (10.25)

where we leave off unimportant numerical normalization factors and where i labels the wave-

length bins (there are 83 different wavelength bins, as illustrated in Fig. 10.4). The data

d, with entries di, are the observed polarization values, while the model M has parameters

θ = {Aaxion, Aastro, Asys, σ}. The signal parameter Aaxion controls the normalization of the

axion-induced polarization and, physically, is a proxy for gaγγ, at fixed ma. The parameter

Aastro controls the amplitude of the unknown astrophysical background. The instrumental

(e.g., systematic) contribution to the polarization is characterized by the nuisance parameter

Asys. The parameter σ may be interpreted as the uncorrelated statistical uncertainty on the

linear polarization data. We treat σ as a hyperparameter that is determined by maximum

likelihood estimation.

Both the astrophysical and axion contributions to the polarization in principle have non-

trivial wavelength dependence; in the axion case, the wavelength dependence is found by

numerically solving the axion-photon mixing equations, while for the astrophysical contri-

bution we use (10.21). For all of the magnetic field models, only bound-free absorption

contributes, as the cyclotron wavelength is not in the wavelength range of the data. We

compute the Stokes parameters by averaging them over ∼ 105 points on the MWD sur-

face in each wavelength bin. The full list of absorption edges and associated wavelength

ranges that contribute to features in the astrophysical linear polarization model are given in
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nlm q ϵnlmq (Å)

2p1 −1 5860+

3p−1 0,±1 4630—5290

3p0 0,−1 5800—6270

3p1 0 4630—5270

3d0 0,−1 6090—6730

4d−2 0,±1 5420—6480

4d2 0 5420—6440

4f−2 0,±1 3650—4580

4f2 0 3650—4560

Table 10.1: The list of absorption edges that contribute to features in the SDSS J135141
astrophysical linear polarization model, assuming the fiducial magnetic field model. The first
column shows the initial hydrogen state labeled by the zero-field quantum numbers nlm; the
second column labels the transition by q, the difference between the initial and final magnetic
quantum numbers. The absorption edge features for each respective transition appear in the
wavelength range listed in the third column in Å. This wavelength range is equivalent to
the range of ϵnlmq over the magnetic field strengths present on the surface, 353− 705 MG.

Tab. 10.1. Accounting for the uncertainty on the magnetic field strength and orientation,

the edges may shift by ∼ 100 Å. Note that over the range of magnetic field models and wave-

lengths analyzed, the axion and astrophysical model contributions to the linear polarization

point in the same direction.

Asys is given a zero-mean Gaussian prior distribution in (10.25), with variance σ2
sys. This

prior breaks the degeneracy between the axion signal and the contribution from Asys. We

set σsys = 0.4% since this is the uncertainty quoted in [51] on the average linear polarization

over this wavelength range and since the uncertainty in [51] is systematics dominated.

We fix Aaxion and Aastro to be positive, since as discussed above these two contributions

are polarized in the same direction for this MWD and wavelength range, while Asys is allowed

to be both positive and negative. This means that, for example, the axion and systematic

contributions may completely cancel each other, up to the prior contribution from Asys.

We compute the profile likelihood for Asig, profiling the likelihood over the nuisance

parameters {Aastro, Asys, σ} for each fixed value of Asig. We then assume Wilks’ theorem

such that the one-sided 95% upper limit on Asig is defined through the test statistic t

t(Aaxion) ≡ −2
[
log p(d|M, {Aaxion, Âastro, Âsys, σ̂})− log p(d|M, θ̂)

]
, (10.26)
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by t(Aaxion) ≈ 2.71 for Asig > Âsig (see, e.g., [109]). Here, hatted quantities denote the values

that maximize the likelihood. In the first term in (10.26) the hatted nuisance parameters are

those at fixed values of Aaxion. Performing this analysis on the data illustrated in Fig. 10.4

we find Lp,axion ≲ 1.25%, where Lp,axion is the average axion-induced polarization over the

wavelength range. We adopt this upper limit for our analysis. Note that the best-fit as-

trophysical normalization parameter is in fact zero. In the case where the axion signal has

wavelength dependence Lp ∝ λ−2, as expected in the large-ma limit, the limit on Lp,axion is

strengthened to Lp,axion ≲ 0.9%. However, even in the large ma limit we adopt the upper

limit of 1.25% to account for the possibility that the true wavelength dependence of the

systematic contribution to the polarization is more complicated than that assumed here.

In Fig. 10.4 we illustrate the best-fit model contributions to the data, along with the

inferred statistical uncertainty σ. The shaded red region shows the allowed values that the

axion contribution to Lp could take at 1σ significance. The best-fit model (solid black)

has clear evidence of mismodeling; for example, the model systematically under-predicts

the data at low λ while it over-predicts the data at other wavelengths. This mismodeling

may be from the systematic contribution to the linear polarization having more complicated

wavelength dependence than the assumed flat contribution that we take in our analysis.

Still, as the magnitude of the systematic deviations of the best-fit model from the data

is smaller, by a factor of a few, than our upper limit on Lp,axion, we hypothesize that a

more careful understanding of the instrumental systematic contributions to Lp would be

unlikely to significantly affect our estimate of the upper limit. As mentioned previously,

the best-fit astrophysical normalization is zero for polarization from bound-free absorption,

which we expect to dominate in this wavelength range. We thus conclude that the observed

polarization is likely systematic in nature. For illustration purposes, we show in Fig. 10.4

the linear polarization signal from bound-free emission for the best-fit magnetic field and

inclination angle, with an arbitrary normalization.

A better understanding of the astrophysical background and systematic contributions

would be needed to claim evidence for an axion signal. For this reason we focus in this

chapter only on producing upper limits on |gaγγ| and not on looking for evidence for the

axion model over the null hypothesis of astrophysical emission only.

WD radius from Gaia photometry

From (10.9) we see that Lp ∝ R2
star at low axion masses, so that the limit on gaγγ will scale

linearly with Rstar. WDs have radii ∼0.01R⊙, but as there is scatter from star-to-star it is

important to determine the radii on a per-star basis. We infer the WD radius from Gaia Early

Data Release 3 (EDR3) photometry [466]. Gaia has measured SDSS J135141’s apparent
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Figure 10.5: (Left) The Gaia EDR3 data set in the three bandpasses (dots), G, GBP, and
GRP, for SDSS J135141. The model from cooling sequences is shown as error bars in each
bandpass at the best fit WD mass of 0.7 M⊙ and age. (Right) The same as the left panel,
but now for Grw+70◦8247 at the best fit WD mass of 1.0 M⊙.

magnitudes to be G = 16.4621± 0.0007, GBP = 16.486± 0.004, GRP = 16.414± 0.005.

To infer the WD radius from these data, we use WD cooling sequences [467] for WD

masses between 0.3 and 1.2 M⊙ in steps of 0.1 M⊙. These sequences provide the expected

EDR3 magnitudes as the WD cools, along with a WD radius. For each mass, we infer the WD

radius for SDSS J135141 with a joint Gaussian likelihood over the three bands as a function

of age. At a fixed WD mass, we maximize this likelihood over the WD age. To account

for possible systematic issues, we additionally maximize over a common uncertainty for G,

GBP, and GRP. That is, we assume that the uncertainties on the magnitudes have a common

systematic component, which is added in quadrature with the statistical components and

then treated as a nuisance parameter. We then use the age-radius relation supplied by the

cooling sequence to obtain a radius estimate. In the left panel of Fig. 10.5, we show the Gaia

EDR3 data in each of these bands in absolute magnitudes. We also show the model from

the cooling sequence at the best fit WD mass and age.

The best-fit mass for SDSS J135141 is 0.7 M⊙. Within the context of this WD model,

the expected radius is 0.0111336± 0.0000003 R⊙, where the 1σ error bars are computed by

solving for the ages where the ∆χ2 increases by 1 on either side. The WD radius is not highly

dependent on age; rather, it is more strongly dependent on mass. Therefore, although the 0.6

and 0.8 M⊙ models are disfavored by the Gaia data by ∼ 4σ, to be conservative we adopt as

the radius uncertainties those from assuming the nearby WD masses provided in the cooling

sequences. (Ideally, we would use cooling sequences at higher mass resolution than provided

in [467].) Using this procedure we infer the radius of SDSS J135141 as Rstar = 0.011± 0.001

R⊙. Within the uncertainties the most conservative low-mass axion limit is then achieved

for Rstar = 0.01 R⊙.
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Predicted axion-induced polarization signal

For simplicity we begin by fixing ma = 0 eV and considering how the predicted axion-

induced polarization signal varies as a function of the uncertain MWD parameters. The goal

of this exercise is to understand the importance of various sources of modeling uncertainty

on the final gaγγ upper limit and to determine the most conservative set of fiducial model

parameters for computing the upper limit. In performing these calculations we follow the

formalism described in Sec. 10.1.2; specifically, we discretize the surface of the MWD and

for each discrete point we solve the mixing equations in (10.12) to determine the linear

polarization contribution for initially unpolarized rays that leave the surface at that point.

The final polarization signal is the appropriately weighted sum of polarization vectors across

the ensemble of all surface points on the hemisphere facing Earth. We use 104 points on the

hemisphere in performing our calculations.
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Figure 10.6: (Left) The axion-induced linear polarization fraction Lp for SDSS J135141 as
a function of the inclination of the magnetic dipole moment relative to the line-of-sight. The
polarization fraction vanishes for i = 0◦ and 180◦ because in these cases there is no preferred
direction for the linear polarization to point. We highlight in orange the inclination angles
preferred at 1σ by the analysis in [16]. In our fiducial analysis we fix the inclination angle at
the value, indicated by vertical orange, within the 1σ band that leads to the weakest limit.
Note that in the figure we also fix the magnetic field at the lowest value allowed at 1σ, and
also the polarization fraction is illustrated for the indicated value of gaγγ. Since Lp ≪ 1,
however, the polarization fraction scales approximately quadratically with gaγγ. (Right) As
in the left panel, but illustrating the dependence of Lp on the dipole magnetic field strength.
Note that the inclination angle is fixed at the conservative value indicated in the left panel.
The shaded orange region is that preferred at 1σ by [16]; in our fiducial analysis we fix the
magnetic field at the value corresponding to the lower edge of this region to be conservative.
In both panels that axion mass is ma ≪ 10−7 eV such that Lp is independent of ma.

145



In Fig. 10.6 we show how the axion-induced polarization faction from SDSS J135141 varies

as functions of the inclination angle i (left panel) and the polar magnetic field strength Bp

(right panel). Note that for this example we fix Rstar = 0.01R⊙ and gaγγ = 10−12 GeV−1,

though since Lp ≪ 1 the scaling with gaγγ is simply Lp ∝ g2aγγ. The Lp are computed

averaging over the wavelength range 4000 Å to 6500 Å in order to match the polarization

data from [51]. The right panel shows, as expected, that increasing field strengths increase

the predicted Lp; the scaling is roughly quadratic over the range shown. Shaded in orange is

the 1σ confidence interval for the polar field strength in the centered dipole model from [16].

The most conservative B field strength in this model is, at 1σ, ∼705 MG, as indicated by

the solid vertical orange line. The left panel fixes the polar field strength at this value and

shows how Lp varies as a function of the inclination angle i. Unsurprisingly, Lp is minimized

for Lp = 0◦ (or 180◦); the reason, as mentioned previously, is that in these limits for the

dipole model there is no preferred direction for the linear polarization to point, so it must

vanish. Thus, the most conservative value of i at 1σ is that closest to zero, which is i ≈ 53◦.

Note that the axion-induced Lp may be approximately a factor of two larger than it

is with our fiducial choices, if the B-field model parameters are in fact at more fortuitous

points in the 1σ parameter space. However, using the most pessimistic allowed magnetic

field parameters produces more robust upper limits on gaγγ. It is also important to keep

in mind that the Zeeman-split lines observed in the spectra give a robust indication of the

field strengths on the surface of the MWD on the Earth-facing hemisphere. The orientation

information may be extracted more precisely, however, using circular polarization data, but

Ref. [16] only used spectral data. Thus, the orientation determination in the context of

the inclination angle measured in Ref. [16] is that needed to get the correct distribution of

magnetic fields strengths on the Earth-facing hemisphere accounting for the limb darkening.

Analyses of the circular polarization data for this MWD would be useful to better constrain

the magnetic field geometry.

In Fig. 10.1 we illustrate the 95% upper limit on |gaγγ| determined from the non-observation

of axion-induced polarization from SDSS J135141. Our fiducial limit is illustrated in solid

red and is that obtained with the most pessimistic magnetic field model parameters allowed

at 1σ from the fits presented in [16] (i ≈ 53◦ and Bp = 705 MG). In shaded orange we assess

the systematic uncertainty from mismodeling the magnetic field by showing the inferred 95%

limits over the full allowable 1σ parameter space for the magnetic field strength and orienta-

tion (note that the MWD radius uncertainty is subdominant). The limit labeled “best-fit”

is that obtained with the best-fit dipole model parameters in [16]; the most aggressive limit

(labeled optimistic) is found in the offset dipole model by taking the magnetic field at its

largest allowed value and i = 90◦.
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10.2.2 Grw+70◦8247

The MWD Grw+70◦8247 is thought to have a smaller magnetic field than SDSS J135141,

with typical surface field values ∼300 MG, but it is an interesting target for axion-induced

polarization searches because: (i) modern linear polarization data is available [468], and (ii)

the magnetic field profile has been well modelled in the context of a harmonic expansion

out to ℓ ≤ 4 [52]. In particular, Ref. [468] used the ISIS spectropolarimeter at the William

Herschel Telescope to measure the linear polarization of Grw+70◦8247 in 2015 and 2018.

The linear polarization was measured accross two bands: (i) a blue band (B) from 3700 to

5300 Å, and (ii) a red band (R) from 6100 to 6900 Å. The linear polarization Lp was found

to be non-zero at high significance in the B band, at a level ∼3%, but in the R band the

polarization was consistent with zero in both 2015 and 2018. This trend is consistent with

that found in earlier observations of Lp, going back to 1972 [469], where it is consistently

found that the linear polarization is non-zero for wavelengths shorter than ∼5000 Å and

consistent with zero at lower frequencies. Note that an axion-induced linear polarization

signal would be non-zero across the full wavelength range; thus, we may use the R filter data

to set a constraint on the possible contribution to the linear polarization from axions.

The R filter linear polarization was measured to be Lp = 0.24% ± 0.08% in 2015 and

Lp = 0.44%±0.14% in 2017 [468], with uncertainties reflecting photon noise only. Systematic

uncertainties were estimated at ∼0.1-0.2% [468]. Assuming the systematic uncertainty is

correlated and maximal between the two observing dates, we may combine these results to

estimate Lp = 0.29%±0.07stat%±0.2sys%. Then, we assume Wilks’ theorem to estimate Lp ≲

0.29%±
√
2.71(0.07 + 0.2)% ≈ 0.73% at 95% confidence. Given that the within the R band

there is no significant evidence for wavelength dependence [468], we use our intuition from

the analysis in Sec. 10.2.1 to estimate that the 95% upper limit on the axion-contribution

to Lp, accounting for systematic and astrophysical contributions, will be comparable to the

estimate above on the total linear polarization limit. Thus, below we assume Lp,axion ≲ 0.73%

at 95% confidence.

The MWD Grw+70◦8247 was the first identified MWD [469, 470] and thus its magnetic

field profile is well studied [52, 456, 468, 469, 471–474]. Additionally, the MWD is known

to have a long period, with P ≳ 20 yrs [468]. Ref. [52] fit a spherical harmonic magnetic

field model including modes with ℓ ≤ 4 to the flux and circular polarization data from

Grw+70◦8247; the result was a field profile of comparable magnitude to the dipole profile but

a more non-trivial and twisted spatial distribution. Interestingly, the dipole and harmonic

fits in [52] predict nearly identical flux spectra, since the Zeeman effect is only a function

of the absolute magnetic field, but the circular polarization prediction from the harmonic

model provides a significantly improved fit to the polarization data than the dipole model,
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since the circular polarization depends on the orientation of the magnetic field.

The best-fit dipole model from a fit to the flux and circular polarization data for Grw+70◦

8247 was found in [52] to have dipole field strength Bp ≈ 347 MG at an inclination angle

i ≈ 56◦. By contrast, the best-fit harmonic model has i ≈ 75.9◦ and non-trivial gmℓ and hmℓ
through ℓ = 4 that may be found in [52]; for example, g10 = 183 MG, g20 = −40.58 MG,

g30 = 1.39 MG, and g40 = +1.45 MG, in the notation of (10.15).

The Grw+70◦8247 polarization data may naturally be explained by cyclotron absorption.

Under the best-fit dipole model, cyclotron absorption will contribute to linear polarization

in the range ∼ 3090−6170 Å. This range lies predominantly in the B band. Thus, we expect

the linear polarization to be much larger in the B band than in the R band, as observed in

the data.

Ref. [52] found that in detail the dipole model does not provide a satisfactory fit to the

circular polarization data. The harmonic model provided an improved fit to the circular

polarization data in [52], though we note that the linear polarization data was not included

in their fit. Under the harmonic model, the cyclotron absorption contributes to the linear

polarization over the full range of both the B and R bands, but the bulk of the support is

in the B band (we compute that the mean linear polarization predicted in the B band is ∼2

times higher than that in the R band in this model). Therefore, we expect that cyclotron

absorption accounts for the fact that higher linear polarization is observed in the B band

compared to the R band. On the other hand, note that we do not expect cyclotron absorption

to contribute to the linear polarization of the MWD SDSS J135141 in the wavelength range

of the data, 4000 − 6500 Å, because the field is much larger than that of Grw+70◦8247.

For a dipole field strength of 705 MG, as in the most conservative case for SDSS J135141,

cyclotron polarization appears only in the wavelength range ∼ 1520 − 3040 Å. For larger

polar field strengths, the cyclotron absorption wavelength range shifts blueward, so that we

do not need to consider cyclotron absorption in our analysis of SDSS J135141.

It is interesting to compare the predicted axion-induced polarization signals between the

harmonic and dipole models in order to understand the sensitivity of the polarization signal

to the magnetic field geometry at the surface of the star. Note, however, that the photon-

to-axion conversion takes place at distances of order multiple Rstar away from the surface,

where the field is dominated by the dipole contribution since the higher-harmonic terms fall

off faster with distance from the star. We infer Rstar for Grw+70◦8247 in the same way

as we do for SDSS J135141, and we obtain Rstar = 0.0078 ± 0.0011 R⊙ corresponding to

Mstar = 1.0∓ 0.1; to be conservative, we fix Rstar = 6.7× 10−3 R⊙ throughout this analysis.

We show the Gaia data and best-fit cooling sequence model in the right panel of Fig. 10.5.

In Fig. 10.7 we show the predicted axion-induced linear polarization fraction for gaγγ =
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Figure 10.7: As in the left panel of Fig. 10.6 but for the MWD Grw+70◦8247. As in
Fig. 10.6 we fix gaγγ = 10−12 GeV−1. We illustrate the dependence of Lp on the inclination
angle for both the dipole fit presented in [52], which has polar field strength Bp = 347 MG,
and for the best-fit harmonic model (out through ℓ ≤ 4) from [52]. The best-fit inclination
angles for both fits are indicated by the vertical lines (solid for harmonic and dashed for
dipole). Note that the harmonic model does not lead to vanishing Lp at i = 0◦ and i = 180◦

because their magnetic field profile is not symmetric about the magnetic axis in this case.
Ref. [52] does not present uncertainties on their fit parameters, so we estimate that the
leading uncertainty arises from the inclination angle. We estimate this uncertainty using the
difference between the inclination angles from the dipole and harmonic fits. In particular,
we take the uncertainty on the inclination angle to be twice the difference between the
inclination angles measured between the dipole and harmonic fits. To be conservative we
then, in our fiducial analysis, fix the inclination angle in the harmonic model at the indicated
value (solid, vertical orange) that leads to the smallest value of Lp.

10−12 GeV−1 as a function of the inclination angle i, with all other parameters of the dipole

and harmonic magnetic field profiles fixed at the best-fit values provided in [52]. Note
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that [52] does not provide uncertainties on the inferred model parameters. As we observe in

the previous section when studying SDSS J135141, the dominant uncertainty is likely that

arising from the inclination angle. The best-fit inclination angles quoted in [52] are indicated

by solid and dashed vertical lines for the harmonic and dipole models, respectively. We

estimate an uncertainty on the harmonic-fit inclination angle i using the difference between

the inclination angle measured from the harmonic fit and the dipole fit. In particular, we

take the uncertainty σi = 40◦ to be twice the difference between the best-fit inclination

angles measured between the two different magnetic field profiles. Note that this choice

of uncertainty is somewhat arbitrary, but it allows us to estimate the possible uncertainty

that may arise from mismodeling in the absence of the actual measurement uncertainties.

Additionally, note that in Fig. 10.7 the linear polarization is relatively flat as a function

of i for the harmonic fit, except for inclination angles near 0◦ and 180◦ where the dipole

and m = 0 modes do not contribute. Indeed, it interesting to contrast the harmonic model

with the dipole model; the harmonic model generically predicts a larger linear polarization

fraction, and the polarization fraction is less sensitive to i in the harmonic case. The latter

point is explained by the fact the dipole model gives rise to vanishing Lp for magnetic axes

aligned with the line of sight, while the harmonic model does not because it need not be

azimuthally symmetric about the magnetic axis. To be conservative we compute our upper

limits on gaγγ by fixing i = 36◦ with the harmonic model, which is the inclination angle over

our uncertainty region that gives rise to the lowest Lp.

In Fig. 10.8 we illustrate the 95% upper limit on gaγγ as a function of the axion mass

ma, as in Fig. 10.1, for the Grw+70◦8247 analysis. We compute the 95% upper limit under

three assumptions: (i) the harmonic model with i = 36◦, which is our fiducial limit; (ii) the

harmonic model at the best-fit i ≈ 75.9◦, and (ii) the harmonic model with i ≈ 116◦, which

is the inclination angle within our 1σ band that gives rise to the maximal Lp prediction. The

shaded band in Fig. 10.1 covers this range of possibilities and is an estimate of the systematic

uncertainty from magnetic field mismodeling.

10.2.3 Additional MWDs

In this section we comment on additional promising MWDs where linear polarization data

is already available or where acquiring polarization data should be a priority for the future.

First note that Ref. [435] suggests upper limits on gaγγ at the level of |gaγγ| ≲ (5 − 9) ×
10−13 GeV−1 using the linear polarization data from the MWDs PG 1031+234 and SDSS

J234605+38533. We begin by revisiting these MWDs to assess the robustness of the upper

limits from these stars.
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Figure 10.8: As in Fig. 10.1 but for the MWD Grw+70◦8247. We compute the upper limit
on gaγγ using the harmonic magnetic field model. The orange region arises from varying the
inclination angle over the region shown in Fig. 10.7; the fiducial upper limit is that computed
with the inclination angle shown in solid vertical in that figure. The upper limit computed
with the best-fit inclination angle in [52] is also indicated. Note that we fix the MWD radius
at Rstar = 6.7× 10−3 R⊙, which is the smallest value allowed at 1σ in our analysis, in order
to be conservative.

A fit of the centered dipole magnetic field model to the intensity spectra for the MWD

SDSS J234605+38533 measured by the SDSS resulted in a polar field strength Bp = 798±164

and inclination angle i = 2.5◦ ± 1.1◦ [16]. Note, however, that this analysis only consider

intensity spectra and not circular polarization, and so the orientation angle is only con-

strained by producing the correct distribution of surface field strengths not directly by the

orientation of the magnetic field structure. Indeed, in the context of the offset dipole model a

comparable magnetic field strength was found but for i = 87◦±15◦ [16]. Ref. [475] measured

a linear polarization from SDSS J234605+38533 of Lp ≈ 1.33%, though with no uncertain-

151



ties quoted, across the wavelength range 4200 Å to 8400 Å using the SPOL instrument on

the Steward Observatory Bok Telescope and the Multiple Mirror Telescope (MMT) on Mt.

Hopkins (see [476] for details). Without uncertainties on the Lp measurement, it is diffi-

cult to estimate the 95% upper limit on the linear polarization. For concreteness, let us

imagine that the upper limit is Lp ≲ 2% over this wavelength range. To set a conservative

upper limit, we take i = 1.4◦ for the centered dipole with Bp = 634 MG, since this is the

most conservative scenario consistent within the 1σ uncertainties for Bp and i. We also fix

Rstar = 0.01 R⊙ for definiteness. For ma ≪ 10−6 eV we find that this then translates into a

limit |gaγγ| ≲ 2.1 × 10−11 GeV−1, though it is important to remember that this is an esti-

mate since no rigorous upper limit on Lp is available. This upper limit is comparable to the

conservative upper limit from Grw+70◦8247, weaker than the conservative upper limit from

SDSS J135141, and significantly weaker than the |gaγγ| ≲ (5− 9)× 10−13 GeV−1 upper limit

quoted from this MWD and PG 1031+234 in [435]. However, it is possible that the limit

from SDSS J234605+38533 could be improved with a better determination of the magnetic

field geometry, since e.g. the off-set dipole model prefers much larger inclination angles.

Next, we consider PG 1031+234, which was the second MWD from [435] that led to the

proposed upper limit |gaγγ| ≲ (5 − 9) × 10−13 GeV−1 for low axion masses. This MWD is

unique relative to the MWDs considered so far in this chapter in that it has a period ∼3 hr

24 min that leads to observable oscillations in the polarization and flux spectra [53,477]. The

linear polarization data from [53] stacked over the rotational phase of the MWD in the band

3200–8600 Å is illustrated in Fig. 10.9; the left (right) panel shows the Stokes parameter

ratio Q/I (U/I). These ratios are inferred from the data in [53] using the linear polarization

data and the polarization angle. The uncertainties in Fig. 10.9 are estimated during the

model fitting process, as described shortly.

The MWD PG 1031+234 was modeled in [53] as having a centered dipole field with a

polar field strength ∼500 MG and a small magnetic hot-spot that has a much larger field

strength ∼103 MG. More specifically, Ref. [53] showed that the following magnetic field

model was able to explain the major features observed in the flux, circular polarization, and

linear polarization data by using radiative transfer models to estimate to the polarization

and absorption signals at different points on the MWD surface. Their model included a

centered dipole with polar field strength Bc ≈ 400 MG and magnetic axis inclined by 35◦

relative to the rotation axis. The rotation axis is at an inclination angle of i = 60◦ relative

to the line of sight. The magnetic hot-spot is modeled by an offset dipole with magnetic

axis inclined at 55◦ relative to the rotation axis, polar surface field strength of 103 G, and

offset zoff = 0.4 Rstar along the magnetic axis. The magnetic hot-spot precedes the centered

dipole by a phase of 120◦. In Fig. 10.9 we adjust the phase such that zero corresponds to
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Figure 10.9: The linear polarization data from [53] for PG 1031+234 presented as ratios
of the Stokes parameters Q (left) and U (right) relative to the intensity I. We fit a model
consisting of an axion, astrophysical, and systematic contributions to the joint Q/I and
U/I data, treating the statistical uncertainty as a nuisance parameter. We display the
best-fit joint model, in addition to the best-fit components. The uncertainties on the data
points are the best-fit uncertainties from maximum likelihood estimation of the associated
hyperparameter. The magnetic field model consists of two dipoles, with one being offset,
and thus the axion and astrophysical contributions have varying phase differences over the
rotational phase of the MWD. We estimate the constraint |gaγγ| ≲ 8.8×10−12 GeV−1 at 95%
confidence for ma ≪ 10−7 eV, subject to the caveat that the magnetic field model is fixed
at the best-fit model from [53]. The best-fit axion coupling, corresponding to the illustrated
curve, is gaγγ ≈ 7.4× 10−12 GeV−1.

the transit of the centered dipole. The radiative transfer calculation in [53] using this model

was able to explain the broad features observed in both the circular and linear polarization

data, though an axion signal would only contribute to the linear polarization.

We compute the astrophysical contribution to the linear polarization using a similar

method to that in [53]. In particular, we use the formalism in [452], including both the bound-

free and cyclotron contributions to the polarization, as cyclotron absorption is expected to

contribute in the wavelength band of the observations. We compute the astrophysical Stokes

parameters averaged over wavelengths and over ∼ 105 points on the observable hemisphere

at a fixed phase. We repeat this process over all of the rotational phases of the MWD.

Note that we assign the astrophysical model two unconstrained nuisance parameters that

independently normalize the amplitudes of the linear polarization contributions from bound-

free and cyclotron absorption.

We compute the axion-induced linear polarization signal for the magnetic field model

described above assuming ma ≪ 10−7 eV. The polarization signal is illustrated in Fig. 10.9
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for the best-fit coupling gaγγ ≈ 7.4× 10−12 GeV.

In addition to the astrophysical and axion contributions to the polarization, we separately

add in phase-independent systematic contributions to Q/I and U/I. These contributions

are to allow for instrumental effects that could bias Q/I or U/I away from zero. We then

construct a joint likelihood over the Q/I and U/I data, with the axion and astrophysical

models contributing to both ratios. Since we do not know the alignment of the MWD on

the sky, we allow for an additional nuisance parameter that rotates the projection of the

MWD on the sky. Note, however, that the astrophysical and axion contributions rotate by

the same amount for a given orientation. Lastly, we determine the uncertainties on the data

in a data-driven way by assigning the uncertainties to be hyperparameter that is treated as

a nuisance parameter and determined by maximum likelihood estimation, as in e.g. (10.25).

In total, we thus have our signal parameter gaγγ and six additional nuisance parameters.

The best fit of the joint signal and background model is illustrated in Fig. 10.9, along

with the best-fit component contributions. Note that while the model is able to describe the

broad features in the data, there is clear evidence for mismodeling across the phase of the

MWD. On the other hand, our goal here is not to derive a precise limit, since for example

we do not account for uncertainties on the magnetic field model, but rather to illustrate key

points behind the phase-resolved analysis and to roughly estimate the magnitude of the limit

that may emerge from a more careful analysis.

Importantly, the Q/I and U/I axion and astrophysical contributions vary independently

over the phase of the MWD, since they depend differently on the observable magnetic field

geometry. Thus, large cancellations between the axion and astrophysical contributions are

not possible across all phases and for both Q/I and U/I. This leads to the result that the

95% upper limit on gaγγ, as determined from the profile likelihood, is estimated as |gaγγ| ≲
8.8×10−12 GeV−1, which is relatively close to the best-fit axion coupling of gaγγ ≈ 7.4×10−12

GeV−1. We caution, however, that this upper limit should be treated with caution, since it

does not account for uncertainties on the magnetic field profile and since the fits in Fig. 10.9

show evidence for mismodeling. Still, it is striking that our estimate for the upper limit

around an order of magnitude weaker than the upper limit estimate in [435] for the same

MWD.

The example of PG 1031+234 highlights how rotational-phase resolved data may be useful

in the context of the axion-induced linear polarization search. This example motivates, in

particular, a search for axion-induced polarization from the MWD RE J0317-853. This

MWD is rotating quickly with a period ∼725 s [214]. The magnetic field varies across

the surface over the rotation period between ∼200 – 800 MG [215]. Moreover, Ref. [215]

presented a model for the magnetic field structure in terms of a harmonic expansion through
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MWD Name Bp [MG]

RE J0317-853 ∼200− 800

SDSS J033320.36+000720.6 849± 42

SDSS J002129.00+150223.7 531± 64

SDSS J100356.32+053825.6 672± 119

HE 1043-0502 ∼820

SDSS J120609.80+081323.7 761± 282

ZTF J190132.9+145808.7 ∼600− 900

Table 10.2: MWDs without existing linear polarization data but which would be promising
targets for future axion searches, due to their large magnetic fields. The magnetic fields for
these targets were determined by Refs. [16–18].

ℓ ≤ 3 with a magnetic axis offset from the rotation axis, which is at a non-zero angle to

the line-of-sight. Unfortunately, no linear polarization data is available for RE J0317-853 at

present, but acquiring such data and interpreting it in the context of the axion model should

be a priority. We note that [39] recently used X-ray data from RE J0317-853 to search

for axion-induced hard X-ray signals. A list of MWDs which do not currently have linear

polarization data but with large magnetic fields, including RE J0317-853, is in Tab. 10.2.

In addition to high-resolution linear polarization data from the MWDs, circular polarization

data would be useful in order to better constrain the magnetic geometries of these MWDs

using radiative transfer theory.

10.3 Discussion

In this chapter we model how axions may induce polarization signals in the otherwise unpo-

larized thermal emission from MWD surfaces. We show that MWDs are optimal targets for

axion-induced polarization searches because they have large magnetic fields but not so large

that the Euler-Heisenberg Lagrangian suppresses the photon-to-axion conversion probability.

Larger stars with lower magnetic field strengths have reduced conversion probabilities be-

cause of the axion-to-photon mixing term, while the more compact NSs, which have stronger

magnetic fields, are in the regime where the Euler-Heisenberg term suppresses the mixing

by modifying the photon dispersion relation relative to that of the axion. At the same time,

the predicted astrophysical backgrounds to the linear polarization from MWDs are minimal,

relative to e.g. those from NSs, and induced by polarization-dependent radiative transfer

processes for initially unpolarized surface emission propagating through the thin, magnetized

MWD atmospheres.
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The axion-induced polarization signal from MWDs was previously discussed in [223,435],

where it was claimed that linear polarization data from the MWDs SDSS J234605+38533

and PG 1031+234 may already constrain the axion-photon coupling to |gaγγ| ≲ (5−9)×10−13

GeV−1 for low axion massesma ≪ 10−7 eV. We provide a simple formalism for predicting the

axion-induced polarization signal, which only involves the field configuration far away from

the MWD surface, and we show that these previous limits are likely overstated. However, we

present analyses from two MWDs with dedicated linear polarization data and well-measured

magnetic field distributions: SDSS J135141 and GRW+70◦8247. The conservative upper

limit from SDSS J135141, which is |gaγγ| ≲ 5.4 × 10−12 GeV−1, is the strongest to-date

over a large region of axion masses and strongly disfavors the axion interpretation of the

previously-observed gamma-ray transparency anomalies. Future linear polarization mea-

surements, in conjunction with dedicated modeling efforts for the magnetic field geometries

and astrophysical linear polarization backgrounds, towards promising targets such as RE

J0317-853 could further strengthen these limits and perhaps unveil evidence for low-mass

axions.
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Chapter 11

Red-Giant Branch Stellar Cores as

Macroscopic Dark Matter Detectors

Dark matter (DM) is known to exist from a multitude of gravitationally-based evidence

accumulated over a century of observation [478]. Much of the unconstrained DM mass

range, which spans from ∼ 10−22 eV fuzzy dark matter [479] to ∼ 5M⊙ MACHOs [480–482],

lies above the mass scales involved in the Standard Model (SM). Elementary DM can exist

below the Planck scale, however, more massive DM must be a bound state, typically thought

of as comprising new particles. In this case the DM sector should have a particle-antiparticle

asymmetry to allow bound state coalescence. A wide and continuous range of interactions can

generate DM bound states with masses ranging from very large nuclei,m ≲MPl [483–485], to

nuggets of mass 10−7 g ≲ m ≲ 1023g [486], and up to substructure of mass ≳ M⊙ [487,488].

Macroscopic DM can also be comprised of SM particles or contain SM charges if the bound

state is energetically prevented from decaying to nucleons [489–491].

Macroscopic DM candidates have sufficiently low event rates as to render microscopic di-

rect detection experiments, with exposure times ∼1 kT yr, ineffective. However, massive, old

astrophysical objects can act as DM detectors with exposure times ∼M⊙×Gyr ≈ 1033 kT yr.

For example, it is well known that the passage of macroscopic DM through white dwarfs

(WD) can deposit sufficient energy in a local region to ignite a Type 1a supernova [492].

Similarly, macroscopic DM passage in neutron stars can ignite superbursts [55]. In stars,

supersonic DM can dissipate energy in the form of shockwaves, which travel to the surface,

releasing transient UV radiation [493]. Macroscopic DM has also been probed through a

host of additional mechanisms that do not require such extreme exposure times, albeit at

lower masses [494–500].

In this chapter, we demonstrate that macroscopic DM can ignite helium fusion in red-

giant branch (RGB) stellar cores. An RGB star is a low-mass star which has completed
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hydrogen burning on the main sequence but has not yet begun helium burning. It has an

inert electron-degenerate pure-helium core surrounded by a hydrogen-fusing shell. In the

absence of macroscopic dark matter, shell fusion will continue to heat the core for ∼ 0.5

Gyr, over which time the luminosity of the RGB star rises — this continues until the critical

temperature for helium ignition is reached in the core. Because degeneracy pressure is

independent of temperature, the energy released heats the core, further increasing the fusion

rate. The entire core ignites in a runaway reaction known as the “helium flash” (HF). The

only outwardly observable signal is the essentially instantaneous drop in luminosity of the

star over ∼ 10 − 50 kyrs, due to expansion and subsequent cooling. The transition of the

RGB star onto the next stage of stellar evolution, the horizontal branch (HB), then takes

place over ∼ 2 Myrs.

The HF can occur prematurely if significant energy is deposited in the core. When a

macroscopic DM particle traverses the degenerate core of an RGB star, elastic collisions

between DM and the stellar material can generate enough heat to initiate local helium

fusion, in an early-onset HF. The star undergoes the transition to the HB which in the

extreme would entirely eliminate the RGB as a phase of stellar evolution. To capture cases

in which only some fraction of RGB stars are subject to a DM-induced HF, we constrain

DM using the measured RGB luminosity function (LF), which is the observed number of

RGB stars as a function of their luminosity.

The RGB core temperatures and densities increase with time, so the high-luminosity

RGB stars already closest to undergoing the standard HF are more easily ignited by DM.

The presence of macroscopic DM steepens the LF, since fewer high-luminosity stars survive.

To probe this new mechanism, we use the MESA code [501] to simulate the evolution of

the RGB stars in the globular cluster (GC) M15 and compute theoretical LFs to compare

to the M15 LF computed in Ref. [502]. Old GCs such as M15 are good targets for this

search because they are well-studied and host many RGB stars which were formed in similar

conditions, e.g. in similar metallicity environments. We focus on M15 because it is the only

GC for which an LF has been directly constructed and presented. The LF can be computed

for many other GCs using their Hertzsprung-Russell diagrams, but this is beyond the scope

of this chapter. Additionally, as we will discuss, if the GC formation was seeded by an early

universe DM overdensity, then the surviving DM density may be orders of magnitude greater

than the Milky Way (MW) density at that location. We assume the standard Milky Way

DM halo density for our fiducial constraint, but discuss the much stronger limit obtained if

future measurements determine that M15 hosts its own DM halo.

In Sec. 11.1, we examine the physics of the HF and the DM-induced ignition mechanism.

In Sec. 11.2, we detail the MESA simulations of the M15 RGB stars used in this chapter. In
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Sec. 11.3, we discuss the computation of the DM-induced HF rate. In Sec. E.2, we discuss

our construction of the LFs and show the 95% limits on macroscopic DM parameters from

the observed M15 LF. Finally, we conclude and discuss additional targets and methods to

improve detection prospects in Sec. 11.5.

11.1 Inducing the HF in Red Giants

In order to prematurely ignite the helium core, DM must deposit enough energy to initiate

helium fusion before that energy diffuses away. The ignition of significant helium fusion in

a large region will generate a stable flame-front, or deflagration [503]. In this chapter, we

assume that such an energy deposition occurs through SM elastic scattering off macroscopic

DM with sufficient interaction strength that the resulting cross section is geometric.

For such a DM candidate undergoing elastic scattering, the average energy transfer per

nuclei is O(mnv
2
χ), giving a linear energy deposition rate of [504]

dE

dx
= σχnρ⋆v

2
χ. (11.1)

Where ρ∗ is the stellar density, which varies strongly throughout the star, and vχ the DM

velocity at that depth in the star. The DM deposits energy in a cylinder with length a

substantial portion of the star, and cross-sectional area given by the geometric cross section.

This energy deposition has only local effects, and is hence unobservable (but see [493]), unless

it ignites a runaway fusion reaction. A runaway reaction will occur when the local energy

generation rate by fusion exceeds the energy loss rate, which is dominated by diffusion.

To estimate these rates, we must assume a temperature profile immediately after the DM

impact. We work in cylindrical coordinates where the longitudinal axis points along the

direction of the DM path and r is the distance from the center of the DM path. We assume

the energy deposition is linearly increasing from the edge of the cylinder (r =
√
σχn/π) to

the center, yielding

dE

dV
=

3

σχn

(
1− r√

σχn/π

)
dE

dx
. (11.2)

This profile is just one example of a heat deposition profile. We vary the energy deposition

profile and find that if they are not sharply peaked at the center, the effect on the ignition

parameter can be O(1); see Appendix I.2 for further discussion. We then compute the

temperature Thot that the energy deposition heats the stellar material to, via numerically
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solving

dE

dx
= ρσχn

∫ Thot

T∗

cvdT. (11.3)

We use analytic approximations for the heat capacities of the electrons, ions and photons,

which are

ce
−

v =



7π2

15

k4B
ℏ3c3

T 3

ρ∗
T > 109K

3kB
m4He

Tdegen < T < 109K

4k2BT

m4HeEFπ2
T < Tdegen,

(11.4)

cγv =
4

15
π2 k

4
B

ℏ3c3
T 3

ρ∗
, (11.5)

cionv =
3kB
2m4He

. (11.6)

where Tdegen = 3EF/π
2kB, for EF the Fermi energy, and 109 K approximates the transition

to a relativistic electron gas. We neglect the relativistic degenerate electron regime because

the electron contributes negligibly to the heat capacity when it applies.

The dominant fusion process is helium fusion, specifically through the triple-alpha pro-

cess, wherein three 4He fuse through the resonant Hoyle state to create a 12C nucleus. The

triple-alpha energy generation rate is [503]

Ṡ3α = 5.1

(
ρ∗(r)

104 g/cm2

)2(
X(He)

T9(r)

)3

e−4.4/T9(r)
ergs

s g
, (11.7)

where T9(r) ≡ T (r)/(109 K). Electron screening enhances the rate at low temperatures,

however this effect is ≲ 5% at 5× 108 K, where the nuclear generation rate is already quite

low and so is neglected. Note that carbon fusion, which operates at similar temperatures, is

suppressed in the initial ignition by the low carbon abundance. Thus we use Eq. (11.7) to

determine the local energy generation rate, which can be expressed as

dĖnuc

dx
= 2π

∫
Ṡ(r)ρ∗rdr. (11.8)
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Figure 11.1: Left Panel The internal temperature (black) and density (red) profiles of the
0.79 M⊙ star when it is 13 Gyr old. Right Panel The central temperature (black) and
central density (red) of the 0.79 M⊙ star as a function of time during the RGB phase, which
spans the x-axis of the plot.

The heated region cools off via diffusion at a rate of

dĖdiff

dx
= −2πkr

dT

dr

∣∣∣∣
r=
√
σ/π

(11.9)

where k is the thermal conductivity. Runaway nuclear fusion will occur if the generated

heat is greater than that lost through diffusion. To see this explicitly, we define an ignition

parameter, ζ, as

ζ ≡ dĖnuc/dx

dĖdiff/dx
. (11.10)

Ignition occurs for ζ > 1. We will see that for typical points in our constrained region, this

ratio is far greater than 1.

11.2 MESA Simulations of M15 RGB stars

In this section, we describe our MESA simulations of the RGB stars in the GC M15. We

use MESA version 12115 [501] to simulate the evolution of the RGB stars. The age of M15

is 13± 1 Gyr [502]; we fix its age at 13 Gyr. Under this assumption, the masses of the RGB

stars in M15 range from 0.785M⊙ (just ascending the RGB) to 0.795M⊙ (at the end of the

RGB phase). The metallicity of the M15 GC is [Fe/H] = − 2.1 [502], which corresponds

to an average isotopic abundance of [Z] = − 1.57 [505] — we fix this to be the initial

abundance in the MESA simulations.
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Figure 11.2: Main Plot The luminosity of the 0.79 M⊙ star as a function of time during
the RGB phase, which spans the x-axis of the plot. Inset The same as the main plot but
zoomed in around the red giant bump.

We simulate stars of initial mass M∗ between 0.785 and 0.795M⊙ in steps of 0.001M⊙

from the pre-main sequence through the beginning of central helium ignition. The MESA

simulations return one-dimensional (radial) profiles of temperature T , density ρ, and isotopic

compositions at many time points throughout the evolution, along with bulk properties of

the star: age t, luminosity L(t), effective temperature Teff(t) and surface gravity g(t). We

use these stellar models to (i) compute the expected DM-induced HF rate in each star and

(ii) compute the theoretical LFs under the null and signal hypotheses.

In the left panel of Fig. 11.1, we show the temperature and density profiles, at t = 13

Gyr, of the star with mass M in the center of the range, M ≡ 0.790 M⊙. Over the full

mass range we focus on in this chapter, the stellar properties in the RGB phase are the same

as those shown here to < 1%. The helium core occupies ∼1% of the stellar radius, when the

temperature and density sharply drop traversing farther out of the star. The vast majority

of the star by volume is the low-density stellar envelope, which at this time extends out

to ∼4 R⊙, though the envelope will continue to expand in size until the HF. In the right

panel, we show the time-evolution of the central temperature and density, which sharply

increase as the star nears the flash. The lower and upper x-limit of the plot corresponds to

when the star enters the RGB phase at ∼12.68 Gyr and when the HF occurs at ∼13.27 Gyr,

corresponding to a total RGB duration for this star of TMRGB = 590 Myr. We parameterize

the fraction of the RGB branch ascended by the star by τ ,

τ ≡ t− tTAMS

TRGB

, (11.11)

where tTAMS is the terminal age main sequence, the age at which the star begins to ascend

the RGB, and TRGB is the length of the RGB phase. Therefore τ = 0 defines when the star
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begins the RGB phase and τ = 1 when the standard HF occurs and the star moves onto the

HB. Note that the explicit mapping between t and τ depends on the stellar mass through

tTAMS and TRGB.

In Fig. 11.2, we show the luminosity evolution of the star. Based on this plot, we can

reconstruct the two basic features of the LF by making the approximation that there are

the same number of stars in each age interval. Firstly, because the luminosity increases

faster with increasing age, there will be more stars at lower luminosities. Therefore, the LF

will sharply increase towards lower luminosities. Secondly, at ∼13.24 Gyr, the luminosity

abruptly stops increasing for a few Myr (see the inset). As the hydrogen-burning shell

expands outwards, it reaches a composition discontinuity created by the first dredge-up,

which leads to a brief halt in the luminosity increase. Because of this, stars spend a longer

time at this luminosity level. This is known as the red giant bump [506,507], and indeed in

the LF there is a small bump at this luminosity.

11.3 The DM-Induced He-ignition Rate

The rate at which DM trajectories ignite a given stellar core depends sensitively on the details

of the DM distribution. There are two basic assumptions one can make; either the GC formed

within a DM overdensity that survives today, or that it did not and the only DM around is

that of the Milky Way (MW) halo. This first assumption is nominally the expectation of the

standard model of cosmology, and would give a DM density orders of magnitude above the

MW halo density. However, there is a lack of supporting observational evidence. In [508] a

prototypical GC was found to contain very little DM under modest assumptions, and [509]

found that GCs closer than 100 kpc to the Galactic Center typically have halos that have

already merged with the galaxy halo (M15 is ∼ 10 kpc from the Galactic Center). Numerical

simulations of the GC DM halo scenario find that tidal stripping can significantly reduce the

amount of DM, however this still would likely leave some portion of the DM within the tidal

radius [509–512], and this scenario is often assumed in the literature [493,513,514].

Due to the lack of a complete consensus, we place our fiducial limits assuming the DM

density in M15 is purely that of the MW DM halo, and defer our analysis including a GC

DM halo to App. I.1.

We model the MW halo with the NFW profile [102, 139] from [515] with scale factor

rs = 20 kpc, normalized such that distance of Earth to the Galactic Center is 8.12 kpc [516].

In the context of this profile, we infer a MW halo DM density at the location of M15 today,

10.76 kpc from the Galactic Center [517], of ρDM = 0.35 ± 0.10 GeV cm−3, and we assume

the lower 1σ value 0.25 GeV cm−3 in our analysis. However, M15 has a galactic orbital
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Figure 11.3: Top Panels: The maximum ignition parameter, ζ, described in Eq.(11.10),
for a simulated DM trajectory assuming an initial angular momentum ℓ0 = 10−4c× 1010 cm,
where 1010cm = 0.14 R⊙, and the benchmark mass M star. In light grey are constraints
from non-observation of DM-induced Type Ia supernova in WDs [54, 55](triangular shape)
and from microlensing [56] (vertical line). Top Left: 100 Myr before the expected HF (
total RGB phase duration is TRGB ∼ 590 Myr). Top Right: 1 Myr remaining in the RGB

phase. Bottom Panels: The rate of DM induced HF ignition ΓM [Gyr−1], with correction
factor c(t) set to 1 for comparison purposes, see Eq. (11.13). Bottom Left: 100 Myr before
the nominal HF. Bottom Right: Ignition rate 1 Myr before HF.

period of ∼140 Myr with a ∼ 3.7− 4 kpc periapsis, so that its local DM density periodically

changes by a factor ∼4.8 over the length of the RGB phase, ∼600 Myr. This orbit was

computed numerically in Ref. [518] by evolving the M15 orbital trajectory backwards in the

galactic gravitational potential in [519], and in our analysis we assume the best-fit orbit
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provided. We assume the DM velocity distribution is given by the standard halo model,

f(v, t) =Nexp

(
−(v + vGC(t))

2

2σ2
vr

)
×Θ(vesc − |v⃗ + v⃗GC(t)|).

(11.12)

for normalization N , radial velocity dispersion given by the upper 1σ value from [515],

σvr = 167 km s−1, and a MW escape velocity vesc of 544 km s−1. The stellar velocity within

M15 is ≈ 10 km s−1, thus to a good approximation all stars move at the GC velocity. At

the present location of M15, we find vGC = 123 ± 1.1 km s−1.

The depth to which the DM must penetrate is to the ignition radius of the star Rζ=1(τ),

where again τ is the proportion of the RGB branch a given star in M15 has gone through.

For DM with initial velocity v0, the rate of impacts within radius Rζ=1 is enhanced by a

gravitational focusing factor of
(
1 + (v∗esc(r)/v0)

2), where r is the distance of the DM from

the center of the star. The vesc at the core is ∼ 103 km s−1, so we approximate this effect with

(v∗esc(r)/v0)
2.1 These effects can be analytically integrated, which we show in App. I.3. We

divide these contributions to the DM-induced ignition rate into contributions that depend

only on stellar evolution (i.e., the time-dependence is given only by τ) and those that depend

on the GC location throughout the galaxy, where the time-dependence is on t directly.

Γ(t, τ) = Γ0 × c(t, vGC , vesc) (11.13)

Γ0(τ) = 2
√
2π
ρDM(t0)

mχ

R2
ζ=1(τ)σvr ×

v2∗esc(Rζ=1(τ))

2σ2
vr

(11.14)

Where t0 implies evaluation at the position of M15 today. The correction factor c(t, vGC , vesc)

includes the finite MW escape velocity, and the variation of vGC and ρDM over time as the

GC orbits the MW. It varies within c(t) ϵ [0.87, 2.47] with large values occuring when the

GC passes near the galactic center and its higher DM density. We detail its computation in

App. I.3 and show our results in Fig. I.3.

The value of Rζ=1 is determined by simulation of a DM infall to the benchmark star

M = 0.79 M⊙. We use MESA generated profiles of the stellar density as a function of

radius, and the friction force derived from Eq. (11.1). We simulate DM trajectories starting

at infinity with varying impact parameters b, scanning over signal parameters θs and at

multiple stellar ages t. For each point in the scan, Rζ=1 is defined as the largest radius at

which the trajectory ignites the star, typically of order 109 cm. We implement Fehlberg’s

4th(5th) order method and use an error tolerance per step of 10 m and 10−9c. We verified

1One may also think there is a gravitational focus from the GC potential, however this effect is not
independent of the stellar focusing and including this effect increases the rate only by v2GCesc/v

2
∗esc ∼ 10−4.
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this procedure by checking that in selected cases the global error estimate was within 10%.

An important simplification is that the DM trajectory depends only on the initial angular

momentum per unit mass, ℓ = bvmax
0 , rather than individually on b, and velocity at infinity,

v0, within ∼ 10% below v0 ≈ 5× 10−3c. Further, the rate of stellar ignition depends only on

the maximum angular momentum, ℓmax, defined by the largest ℓ that satisfies our ignition

condition, ζ > 1. Trajectories directly towards the star, defined by small ℓ0, impact both

deeper in the core and at higher velocities, leading to larger ζ, see Eq. (11.10). Trajectories

with larger initial angular momentum may result in DM which only skims the core, or in

extreme cases undergoes multiple orbits, resulting in lower ζ. Thus all smaller ℓ0 will also

ignite. This allows us to eliminate a dimension from our parameter scan. Thus explicitly

what we determine from simulation is the maximum ℓ = Rζ=1v∗esc(Rζ=1) that causes ignition,

yielding a rate of

ΓM(θs, t) =
√
2π
ρDM(t0)

mχ

ℓmax(θs, τ)
2

σvr
× c(t, vGC , vesc) (11.15)

for our benchmark star.

In the top panels of Fig. 11.3 we simulate DM trajectories for fixed initial angular mo-

mentum, plotting the maximum ignition ratio ζ for each mχ and σχn. The left and right

panels are for two stars of the same mass M but of different ages, corresponding to 100

and 1 Myr before the standard HF respectively. The triangular shape of each ζ contour

can be understood simply. The series of “hypotenuses” mark where the DM loses significant

kinetic energy in the stellar envelope. The white region begins where the DM loses all initial

kinetic energy before reaching the core. The slope of these lines are close to unity as the

acceleration from friction is ∝ σχn/mχ. Moving perpendicularly away from the hypotenuse

towards larger mχ and smaller σχn increases the depth at which the DM penetrates. Far

away from this line, friction is irrelevant so the only relevant parameter for ζ is σχn, where

lower cross section corresponds to decreased energy deposition by Eq. (11.1), until ignition

is no longer possible. We can see from the relative location of the ζ = 1 contour in the left

and right panels that as the star approaches the standard HF, smaller cross sections may

ignite the star, consistent with Eq. (11.2).

In the bottom panels we plot the simulated rate of igniting DM impacts on a star in M15

for the same two ages. The minimum igniting cross section decreases over time, following

the ζ = 1 contour in the top panels. Near the minimum σχn the contours turn sharply due

to the rapid decrease in the portion of the core with sufficient temperature and density to be

ignited by a given cross section. Where the rate is non-zero in both left and right panels, we

see the overall rate increases with time due to the larger maximum igniting impact parameter
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for stars closer to their nominal HF.

11.4 Constraints on Macroscopic DM

In this section, we outline our modeling of the theoretical LFs under the dark matter hy-

pothesis and assess their goodness-of-fit to the measured M15 LF.

Although previously in Sec. 11.2 we had qualitatively discussed the LF as a function

of L, the observable is the apparent V -magnitude. M15 was observed three times between

2002 and 2004 by the Hiltner 2.4m telescope at the Michigan-Dartmouth-MIT Observatory

at Kitt Peak, Arizona. Ref. [502] used that data to construct the LF between apparent

visual magnitudes V ∈ [13.94, 17.94] (except V between 14.34 and 14.74) by [502], shown

in Fig. 11.4, and we fit our theoretical LFs to that data in this chapter. Explicitly, we start

with the number of stars Ni in bin i corresponding to apparent visual magnitude Vi with

bin widths of 0.2 magnitudes. We will refer to this data as d = {Ni}. In particular, the

red-giant bump is visible around 15.5 V -magnitudes. We mask the four data points between

15.14 and 15.94 V , where the model in [502] did not accurately capture all of the physics

of the red-giant bump (our null model, also in Fig. 11.4, is nearly identical to that found

in [502]). The relation between L and V is given by

V (t;M∗) =− 2.5 log

(
L(t;M∗)

L⊙

)
(11.16)

+ 4.74 + µ−BCV(t, Teff , g) (11.17)

where µ is the dereddened distance modulus with best fit µ̂ = 14.86 [502] and we compute

bolometric corrections in the V -band BCV with the python package isochrones [520].

To construct a theoretical LF for the cluster, we need to know the DM-induced flash rate

and the V as a function of time for the range of possible stellar initial masses in the cluster.

The former we have detailed the calculation of in Sec. 11.3 for theM model. To compute the

latter, we start from the luminosity-age relations L(t;M∗) generated by MESA and compute

V (t;M∗) as in Eq. (11.17).

We now make the assumption that the GC evolution is coeval [502,521]. Then the stellar

ages are all tM15 = 13 Gyr, with V magnitudes V (tM15;M∗). Finally, we invert this relation

to obtain the initial stellar mass as a function of V magnitude today,M∗(V ). For a particular

signal model θs, the expected number of stars in V magnitude bin i spanning magnitudes

V min
i to V max

i is
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Figure 11.4: The M15 LF (black data points) with uncertainties given by
√
Ni. In red, we

show the best-fit LF with no DM ignition. In black, we show the LFs with mχ = 3× 1018 g
and σχn = 4 × 103 cm2 (dashed), σχn = 4 × 104 cm2 (dotted), σχn = 105 cm2 (solid). The
hatched region indicates those four bins around the RGB bump which are masked in the
analysis.

λi(θs) = A× Ci

∫ M∗(V max
i )

M∗(V min
i )

dM
dN

dM
(M)Psurv(θs,M) (11.18)

where A is an arbitrary normalization constant to be fit to the data and Ci is the completeness

factor in bin i computed via artificial star tests in [502]. dN(M)/dM is the initial mass

function, which we take to have a Salpeter form dN(M)/dM ∝M−2.35 [522]. The integration

limits are entirely determined by stellar physics, while the DM physics is only captured in

the survival probability Psurv(θs,M), which we compute as follows. As detailed in Sec. 11.3,

we have simulated the DM-induced ignition rate ΓM(θs, t, τ) for the mass M star. Then
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Psurv(θs,M∗) = exp

(
−
∫ tM15

0

dt ΓM∗(θs, t, τ)

)
, (11.19)

which implicitly assumes that the DM-induced ignition rates are equal across stellar masses

at fixed percentage of time completed on the RGB stage τ . Note that the rates are always

zero unless the star is on the RGB.

In Fig. 11.4 we show the theoretical LFs λ = {λi(θs)} for three separate cases, along

with the measured completeness-corrected LF of M15. The LF with no DM-ignition has

the shallowest slope, and the red giant bump is clearly visible in the bin around V = 15.6

magnitudes. We then show three curves under the model assumption mχ = 3 × 1018 g, at

σχn = {4× 103 cm2, 4× 104 cm2, 105 cm2}. Tracing these curves from high to low V , they

tend to follow the no DM-ignition line at until a particular V at which DM-ignition turns on,

which sharpens the slope of the LF. Recall that stars with lower V are more highly evolved,

and so have smaller survival probabilities. The DM model with the smallest cross section

σχn = 4 × 103 cm2 is in the region where increasing cross section decreases the survival

probability, because the increased cross section increases the energy deposition in the core.

The model with the largest cross section σχn = 105 cm2 lies in the region where increasing

cross section increases the survival probability because the DM has lost significant kinetic

energy in the stellar envelope. The model with middling cross section σχn = 4 × 104 cm2

delineates the boundary between these two regions, and as such has the minimum survival

probability for any DM with that mass. The LFs for other DM masses display similar

behavior.

With the model in the same form as the data, we can write down the joint likelihood

over V magnitude bins

L(d|θs,θnuis) =
∏
i

N (λi(θs)−Ni,
√
Ni) (11.20)

where the nuisance parameters θnuis = {A, µ}. A, as mentioned previously, is a normalization

parameter that sets the total number of RGB stars in M15. µ is the distance modulus for

M15, which we let float around its central value µ̂. N (x, σx) is the Gaussian likelihood with

a mean x and standard deviation σx.

We construct the profile likelihood at fixed mass mχ as a function of the cross section

σχn, given by
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L(d|θs) = L(d|θs, θ̂nuis) (11.21)

where θ̂nuis denotes the values of θnuis that maximize the likelihood at that θs. To define the

region ruled out by this analysis, we construct the test statistic [109]

q(θs) =

 2 [lnL(d|mχ, σ̂χn)− lnL(d|θs)] σ̂χn ≤ σχn

0 σ̂χn > σχn

(11.22)

where σ̂χn is the value of the cross section that maximize the likelihood at that mass. We

exclude at 95% confidence the cross sections for which q(θs) > 2.71. We additionally apply

the Asimov procedure to the null hypothesis to compute the expected limits [109], and

power-constrain the reported limits [110], although the latter was not necessary in practice.

We do not find any evidence of DM-induced He flash events in this analysis.

We show the 95% limit on macroscopic DM from this search in Fig. 11.5, and compare

with the expected sensitivity under the null hypothesis from the Asimov procedure. The

analogous plot assuming a GC overdensity is shown in Appendix Fig. I.1. At fixed mχ, the

limits cut off at small σχn below which the DM deposits too little energy to ignite helium

fusion in the core. As σχn increases, the signal increases until the cross section is so large

that the DM is slowed by the stellar envelope. In that case, when the DM reaches the

stellar core, it has too little kinetic energy remaining to ignite fusion, which cuts off the

bounded region at large σχn. At high masses, the sensitivity decreases because the DM

number density is too low for collisions to occur in the lifetime of the RGB stars. Nominally

the above arguments suggest that the shape of the excluded region should be a right triangle,

as discussed in Sec. 11.3. However, the time-dependence of the star over the RGB lifetime

distorts this simple picture. At lower DM masses, the DM flux increases, so that we have

increased sensitivity to DM-induced ignition in older stars. These stars can be ignited by

DM with lower cross sections than their younger counterparts. Therefore, the bottom of the

excluded region is slanted upwards rather than flat like the DM-induced ignition rates as in

Fig. 11.3.
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Figure 11.5: The red line is the 95% limit on macroscopic DM from the non-observation of
DM-induced He flashes in the GC M15 LF; the region inside this line is excluded. The dashed
line is the Asimov expectation with green (yellow) bands denoting the 1σ (2σ) containment
region. We assume that the M15 DM is dominantly from the MW halo. We additionally show
constraints from the non-observation of DM-induced Type Ia supernova in WDs [54,55] and
from microlensing [56]. Macroscopic DM is bounded from above from CMB observations [57]
and the non-observations of gas cloud heating [58], although at too large cross-section to
be shown on this plot. We also show as a dotted line where the DM is nuclear density
ρ0 = 2× 1014 g/cm3.

11.5 Discussion

We have outlined a process wherein macroscopic DM can collide with an RGB star core,

depositing sufficient energy to ignite helium fusion. The result is the premature end to

the RGB stage of stellar evolution for that star. The RGB luminosity function is a sensitive

probe of this process; we use the LF of the GC M15 to constrain macroscopic DM properties.

A crucial assumption in our proposal is that the the DM-baryon scattering is purely elastic

171



with geometric cross section. The elastic assumption breaks down if the binding energy of

DM constituents is of order of the typical energy transfer ∼MeV. This would unbind the DM,

resulting in a smaller penetration depth, but increased local energy deposition as the DM

breaks up. Even in the elastic scattering regime, whether or not the cross section is geometric

depends on the DM substructure, the resulting form factor and the mean free path within

the DM. It is left for future work to see how relaxing these assumptions could modify our

constraints. For example, primordial black holes clearly do not obey this assumption [523],

though we do not constrain black hole densities in any case.

There are GC targets with improved sensitivity to this mechanism, although without

existing LF data as in the case of M15. If a GC is found to host a DM halo, that GC would

likely provide the strongest bound on macroscopic DM from this mechanism (see App. I.1 for

an application of this scenario to M15). But we need not rely on the possibility of GC DM

substructure. In particular, the GC M54 has a much larger DM density than that of M15

because it is located at the center of the Sagittarius dwarf galaxy. Ref. [187] estimated that

the Sagittarius DM density at the location of M54 is∼7 GeV cm−3, although if the DM profile

is cusped the density could be orders of magnitude larger. Future measurements of the LF

in M54 would have improved discovery potential over that of M15, in particular at high DM

masses mχ > 1021 g. The star clusters in the Galactic Center may also be sensitive probes

of DM-induced HFs, given the extreme DM densities reached there. In fact, there is a lack

of luminous RGB stars in the central ∼0.3 pc relative to expectations [524,525], where there

may be a DM spike around Sagittarius A [526]. Qualitatively, the missing red giants may

be explained by DM-induced helium ignition, although we leave a quantitative assessment

to future work and note that more standard explanations have been suggested [527–533].

In this chapter we elected not to use the well studied tip of the red-giant branch to

constrain the mechanism. The LF is more sensitive in the faint-signal regime where only a

small percentage of high-luminosity RGB stars have been struck by DM; the slope of the LF

can significantly increase even though the TRGB may be similar to that in the null case, for

example if some RGB stars survive to undergo the standard HF. However, there can be some

cases where the TRGB is affected, which would affect the calibration of the Hubble constant

so that its value is dependent on the DM density in the vicinity of the RGB population.

In future work, we will investigate additional probes of this mechanism. For instance,

the early ignition of the HF leads to HB stars with smaller helium cores than typical of HB

stars. Therefore, there may be a set of sub-HB stars at lower luminosity than the normal

HB, consisting of stars which did not ascend the full RGB due to DM impacts. Additionally,

the DM impacts may simultaneously ignite fusion in the whole core at once, whereas in the

standard scenario the HF ignites in a series of layers over a longer timescale, which may
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affect direct observations of individual stars. However, observations have not yet resolved

this transitionary period and distinguishing such stars from RGB or HB stars would likely

prove difficult.

In principle, one can also study a HF triggered by the accumulation and annihilation of

DM. However, this mechanism is suppressed relative the analogous bound in WDs [492] for

two reasons. Firstly, RGB stars have a much lower DM capture rate than WDs due to their

low core densities. Secondly, pure helium matter ignition requires a larger energy injection

than the ignition of the carbon/oxygen matter of WDs. Then the annihilating DM must be

more massive than in the WD case, so the DM number density is also suppressed.
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Chapter 12

Conclusion

In this thesis, I have developed novel statistical frameworks to probe interesting, well-

motivated parameter space for physics beyond the Standard Model, focusing primarily on

two hypothetical degrees of freedom, sterile neutrino dark matter and axion-like particles.

In that process, I showed that the 3.5 keV line, a potential signature of sterile neutrino

dark matter decays, is not due to beyond the Standard Model physics. To do so, I developed

a new technique for dark matter decay searches, that can be generalized to searches in other

wavelength bands and for other dark matter candidates. In follow-up work, I set constraints

on more generic sterile neutrino parameter space, introducing new methodologies that will

pave the way to probe the full parameter space of the resonantly-produced sterile neutrino

with the upcoming X-ray telescope XRISM, which will have unprecedented energy resolution.

Furthermore, I detailed a promising mechanism by which one could detect axions at

isolated stars with X-ray observations: axions can be produced in stellar cores, free-stream

out of the star, and convert to an X-ray photon in the magnetic field surrounding the

star. By analyzing 20 years of observations of the Magnificent Seven neutron stars from

the XMM-Newton and Chandra X-ray telescopes, I uncovered a potential X-ray excess at

these stars that may be consistent with an axion undergoing the aforementioned process.

On the other hand, a similar search I performed at the white dwarf RE J0317-853 returned

null results. Due to those constraints, if an axion is producing the Magnificent Seven hard

X-ray excess, then it must be electrophobic or nucleophilic such that
√
Caee/Cann ≲ 0.1.

More generically one would expect this ratio of dimensionless couplings to be O(1), so this

does dampen the likelihood that the excess is due to an axion. However, neutron stars

are complicated objects, and could be emitting axions through emission mechanisms not

explored in this thesis—for example, through synchrotron radiation off of charged species,

or via exotic states in the inner core, such as meson condensates or a quark-gluon plasma.

Additionally, future observations of both the Magnificent Seven and of white dwarfs will
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continue to probe these possibilities. In particular, NuSTAR observations of RX J1856.6-

3754 at high energies ≳ 10 keV would have the required sensitivity to probe axion models

in the case that the inner neutron star core is superfluid, and would be more discriminatory

between axion and astrophysical origins than additional observations ≲ 10keV . Excitingly,

I will observe RX J1856.6-3754 with NuSTAR for 40 ks, and also two additional magnetic

white dwarfs with Chandra for 40 ks each, all within the next year. We will be able to answer

these questions more definitively in the near future.

It is possible or even likely that the new physics model realized in nature lives in a region

of the parameter space that is as of yet inaccessible, but will be possible to probe in the

near future. There is already a wealth of archival data which can be analyzed in hopes of

discovery of the first signal of new physics; I have analyzed only a small fraction of that data

in this thesis. Within the next few years multiple new telescopes and experiments will come

online that have unprecedented sensitivities to new physics. Perhaps at that time we will

finally obtain an solution to the microscopic nature of dark matter.
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Appendix A

The Dark Matter Interpretation of

the 3.5-keV Line is Inconsistent with

Blank-Sky Observations

A.1 Materials and Methods

A.1.1 Data Reduction

The data products were downloaded from the XMM-Newton Science Archive and processed

into the X-ray spectra and QPB flux estimates used in the main chapter. This process is

applied to each exposure individually. We have applied our data reduction pipeline to all

6,350 observations within 90◦ of the Galactic Center, collected by XMM-Newton up to 2018

September 5 (the instrument collected a total of 12,044 observations in that time). The data

reduction process uses the XMM-Newton Extended Source Analysis Software (ESAS) pack-

age for modeling extended objects and the diffuse X-ray backgrounds. The ESAS package

is part of the XMM-Newton Science Analysis System (SAS) [265]; we used version 17.0.

After selecting an observation, we obtain summary information for this dataset and its as-

sociated exposures. The Calibration Index File (CIF) is generated using the task cifbuild,

which locates the Current Calibration File (CCF). The CCF provides information about the

state of the detector at observation time; for example, it supplies the location of bad pixels

on the detector. Next, the task odfingest is used to generate the Observation Data Files

(ODF), which contains uncalibrated summary files in addition to general information on the

observation including data quality records. The relevant science exposures for each obser-

vation ID to use for data reduction are determined from the Pipeline Processing Subsystem

summary file. Only PN exposures in submodes Full Frame and Extended Full Frame were
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chosen to ensure an accurate estimate of the instrumental Quiescent Particle Background

(QPB).

From this information, a set of filtered events is then created for both MOS and PN

cameras for each available science exposure. The PN pipeline is as follows. The task epchain

is first used to generate an event list. The list of out-of-time events, which are events recorded

while the CCD is being read out, is generated with epchain withoutoftime=true. After

obtaining the list of events, the task pn-filter is called to record only those events that

occurred during a good time interval (GTI). This task calls the SAS routine espfilt to

filter the light-curves for periods of soft proton (SP) contamination. An observation affected

by SP will typically have a count rate histogram with a peak at the unaffected rate, and a

long tail due to the contamination. espfilt establishes thresholds at ±1.5σ of the count

rate distribution, and then creates a GTI file containing the time intervals where the data

is contained within those limits. The MOS pipeline is analogous to that for PN, requiring

the tasks emchain and mos-filter.

Now that the data has been cleaned, we identify regions of the dataset we wish to mask.

The routine cheese is applied to search for any point sources in the field of view for the

energy range 3 − 4 keV. The resulting mask is then used to exclude these sources from

further analysis. Applying this mask also removes the necessity of a pile-up correction,

as for extended source analyses this is only a concern near point sources. In addition,

MOS CCDs flagged as anomalous are disregarded. For example, a suspected micrometeorite

impact caused the loss of MOS1 CCD6 on 2005 March 12, and a similar event caused the

loss of MOS1 CCD3 on 2012 December 11. These CCDs are excluded from analysis for

observations made after these dates.

With the cleaned data masked, the final step is the production of the spectra and QPB

data. For the PN and MOS cameras this is achieved with the tasks pn-spectra and

mos-spectra respectively. These tasks use the filtered event files to create the photon-count

data, the QPB data, the Ancillary Response File (ARF), and the source count weighted

Redistribution Matrix File (RMF), for the masked region but otherwise the full field of view

(FOV). The ARF and RMF account for the detector response, and will be described in more

detail in the following subsection.

A.1.2 Data Analysis

For a given exposure, we model the observed number of X-rays as originating from a com-

bination of instrumental effects and conventional astrophysical sources, which we consider

backgrounds, and a putative DM decay line as our signal hypothesis. The DM in the Milky
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Way is sufficiently non-relativistic (v ∼ 10−3 in natural units where v is velocity of the

DM) that we treat the decay signal as a zero-width line at an energy ms/2. The line-width

generated by the finite velocity dispersion of DM within the Milky Way is small compared

to the energy resolution of the detector. The flux of this line in counts cm−2s−1sr−1keV−1,

averaged over the full region of interest (ROI) for this observation, is given by

dΦ

dE
=
dΦpp

dE
×D , (A.1)

where the particle physics and D-factor contributions are given by

dΦpp

dE
=

Γ

4πms

δ(E −ms/2) , D =

∫
ds ρDM(s,Ω) . (A.2)

Above, Γ = τ−1 is the DM decay rate (the inverse of the DM lifetime τ), s is an integration

variable along the line-of-sight, and ρDM is the Milky Way DM distribution, which will be

discussed further below. For our searches for DM decay in the ambient MW, we may compute

D using any angular position within the ROI, and use this as an estimate for the average

D factor. This is because variations in the line-of-sight integral through the Milky Way

halo are negligible (at most ∼2% for the regions we consider) over the small XMM-Newton

field-of-view. However, if the DM density varies over the scale of the ROI, as is the case

when considering extragalactic sources such as galaxy clusters, then the D-factor needs to

be averaged over the ROI, accounting for the vignetting of the instrument. Note the D-

factor here is the Decay analogue of the J-factor, which is used for DM annihilation. For

the specific case of sterile-neutrino DM, the decay rate can be related to the mixing angle

between active and sterile neutrinos, θ, as [86]

Γ = 1.361× 10−29 s−1

(
sin2 2θ

10−7

)( ms

1 keV

)5
. (A.3)

This expression is valid for a Majorana neutrino, for a Dirac neutrino it is a factor of 2

smaller.

For each observation, we only included the contribution from the MW halo DM column

density. Each region will also include a large column density from extragalactic DM. We can

neglect the extragalactic contribution because an extragalactic line emitted over cosmological

distances will be smeared out by redshifting, and the resulting smooth emission will be more

than an order of magnitude smaller than the line from the MW halo.

We have concentrated on sterile neutrino DM, but our results apply to any model of

decaying DM which produces an X-ray line. Alternate models for the 3.5 keV UXL have
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been proposed, however, that involve the decay of DM into an ultralight axion-like particle,

which converts to photons within the galactic and/or cluster magnetic fields [534]. Our

results do not directly apply to these models because the spatial morphology of the signal is

a convolution of the DM density distribution and the magnetic field distribution. Estimating

the size of the effect [535] indicates that our results also constrain this DM.

By restricting our attention to relatively blank regions of the sky and a narrow energy

range, we reduce the number of backgrounds that need to be considered. As discussed

in the main chapter, we model the contributions to the X-ray counts using a power-law

instrumental QPB rate and a power-law astrophysical spectrum, which may also describe

the soft proton background if present [536]. In principle, the soft proton background an

unfolded power-law that has not been passed through the instrument response, however we

find that including such an additional model has minimal impact on our results. Physical

astrophysical emission may be present within the ROIs from the cosmic X-ray background,

extended emission regions, or unresolved populations of Galactic sources. We model the

QPB spectrum using a power-law in counts, while the astrophysical emission is modeled by

a power-law in flux. A flux power-law is, in principle, not directly equivalent to a counts

power-law because of the energy-dependent detector response. However, over the narrow

energy ranges we consider the distinction is small. Still, for consistency we model the spectra

in these different ways.

Given the signal and astrophysical background models, we calculate the predicted number

of model counts in each of the camera channels. Let us define S(E, θephys) in units of counts

cm−2s−1sr−1keV−1, as the signal and astrophysical background spectrum, as a function of

energy E. Within this expression, the index e is used to enumerate the different exposures.

The parameters θephys denote the astrophysical background parameters and the signal pa-

rameters for the given exposure e. The signal parameters can be separated out by writing

θephys = {ms, Γ, θ
e
B}, where θeB are the background astrophysical power-law parameters. The

QPB is not included here but will be incorporated separately, as described below. By using

Γ we keep our discussion appropriate for a general decaying DM scenario, but the analysis

can immediately be specialized to the sterile neutrino scenario using equation (S3). For the

decaying DM hypothesis the DM parameters do not vary throughout the Milky Way or over

time, and thus must be identical across exposures, so they do not carry an index e. The

background parameters do vary between exposures and thus must be treated independently.

Explicitly, the expected flux can be written as follows:

S(E, θephys) =
ΓD

4πms

δ(E −ms/2) + Aeastro

(
E

1 keV

)ne
astro

. (A.4)
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To compare this predicted spectrum to the observed number of X-rays in counts, we use

forward modeling to incorporate the instrument response. The predicted number of counts

in a given energy bin indexed by i is given by

µei,phys(θ
e
phys) = te∆Ωe

∫
dE ′RMFei (E

′)ARFe(E ′)S(E ′, θephys) , (A.5)

where te is the observation time for the given exposure in s, ∆Ωe is the angular area of the

ROI, the ARF provides the effective area of the detector as a function of energy in cm2, and

the dimensionless RMF accounts for the energy resolution and detector gain effects. All of

these detector quantities vary between exposures and so carry an explicit e index. We now

add to equation (A.5) the contribution from the QPB rate as a power law in reconstructed

(rather than true) energy

µei,QPB(θ
e
QPB) = AeQPB × E

ne
QPB

i , (A.6)

where θeQPB = {AeQPB, n
e
QPB} are the model parameters defining the power-law. The separate

treatment for the QPB arises as its flux is not folded with the detector response.

For the given exposure we now have the total predicted model counts µei in each energy

bin as a function of the model parameters θe = {θephys, θeQPB}:

µei (θ
e) = µei,phys(θ

e
phys) + µei,QPB(θ

e
QPB) . (A.7)

The data collected in this exposure can be identically binned, such that we can represent the

X-ray dataset for each exposure by a set of integers deX-ray = {kei }, where explicitly kei is the

number of X-rays in energy bin i for this exposure. With the data and model in identical

forms, we can now compare the two by constructing a joint likelihood over all energy bins

as follows

LeX-ray(d
e
X-ray|θe) =

∏
i

µei (θ
e)k

e
i e−µ

e
i (θ

e)

kei !
. (A.8)

The above likelihood accounts for the X-ray data collected during a given exposure, but

there is additional information collected by the cameras that we incorporate into our model.

This arises in the form of an estimate for the QPB background during the given exposure,

as determined from pixels on the CCD that were shielded and therefore unexposed to direct

X-rays. The ESAS tools provide this information as the mean and standard deviation on the

(non-integer) QPB counts in each energy bin, which we denote by λei,QPB and σei,QPB respec-

tively. We then construct a Gaussian likelihood for the QPB dataset deQPB = {λei,QPB, σ
e
i,QPB}
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as

LeQPB(d
e
QPB|θeQPB) =

∏
i

1

σei,QPB

√
2π

exp

[
−(µei,QPB(θ

e
QPB)− λei,QPB)

2

2(σei,QPB)
2

]
. (A.9)

To account for both the X-ray and QPB data simultaneously, we form the joint likelihood

as

Le(de|ms,Γ, θ
e
B) = LeX-ray(d

e
X-ray|θephys)× LeQPB(d

e
QPB|θeQPB) , (A.10)

where de = {deX-ray, d
e
QPB} and where θeB denotes the four model parameters that describe

the background astrophysical power-law and the power-law QPB model.

In a similar manner we can construct likelihoods for each exposure, recalling that the

signal parameters will not vary between them. We therefore remove these background pa-

rameters at the level of individual exposures, using the standard frequentist technique of

profiling. At fixed ms we construct the profile likelihood as a function of Γ [537]. The profile

likelihood is given by

Le(de|ms,Γ) = Le(de|ms,Γ, θ̂
e
B) , (A.11)

with θ̂eB denoting the value of each of the background parameters that maximizes the like-

lihood for the specific values of ms and Γ under consideration. This technique does not

involve fixing the background to its value under the null hypothesis or the signal hypothesis.

Instead, we determine a new value for θeB for each value of Γ considered, at fixed ms using

minuit [538].

We construct a profile likelihood for each exposure, leaving a likelihood depending only

on the DM parameters. The information from each of these exposures can then be combined

into the joint likelihood, which depends on the entire dataset d = {de}:

L(d|ms,Γ) =
∏
e

Le(de|ms,Γ) . (A.12)

We reiterate that the signal parameters do not vary between exposures.

Using the likelihood in equation (A.12) we perform hypothesis testing between a signal

model containing a DM decay line at fixed ms and the null hypothesis without the DM line.

Following frequentist standards, we will quantify the significance of any excess using a test

statistic (TS) for discovery

TS(ms) =

 2
[
lnL(d|ms, Γ̂)− lnL(d|ms,Γ = 0)

]
Γ̂ ≥ 0 ,

0 Γ̂ < 0 .
(A.13)

Here Γ̂ is the value of Γ that maximizes the likelihood at fixed ms, and asymptotically
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TS(ms) = σ2, where σ is the significance of the excess. We may also construct a test

statistic appropriate for establishing one-sided limits on Γ for a fixed ms. Note that Γ is

physically constrained (Γ ≥ 0), though for consistency we must consider negative values of

Γ as well, so we define [109]

q(ms,Γ) =

 2
[
lnL(d|ms, Γ̂)− lnL(d|ms,Γ)

]
Γ̂ ≤ Γ ,

0 Γ̂ > Γ .
(A.14)

This statistic then allows us to determine the one-sided 95% limit on the decay rate Γ95%

by solving q(ms,Γ95%) = 2.71. We also power-constrain the limits, to avoid setting stronger

limits than expected due to statistical fluctuations [110], as discussed in the main chapter.

To obtain the expected value for q(ms,Γ), we apply the Asimov procedure [109] to the null

hypothesis. The interpretation of the square root of the discovery TS as being the significance

of the line and the precise TS threshold used to calculate the one-sided 95% limit rely on the

TS in equation (A.13) following a one-sided χ2 distribution under the null hypothesis. This

is justified by the fact that our photon statistics are sufficient to invoke Wilks’ theorem.

A.2 Supplementary Text

In this section, we provide extended results for the fiducial analysis presented in the main

chapter and test variations to the procedure. This section is organized as follows. First, we

subject our fiducial analysis to a key statistical test by injecting a synthetic signal into the

data. Then, we present results from individual exposures and determine which observations

contribute most to our limits. In the following section, we consider how our limits depend

on assumptions for the DM profile of the Milky Way. In the final sub-section we explore how

our sensitivity varies for different selection criteria on the exposures.

A.2.1 Synthetic Signal

The limit on decaying DM, shown in Fig. 1, is tighter than in previous studies. We therefore

subject our analysis to test that it is statistically meaningful. For example, it is possible that

systematic effects cause the limit to appear stronger than it should be and that a real signal,

if present, would be excluded by our analysis. To test this possibility, we add a synthetic

signal to the real data and verify that our limit does not exclude the signal that we inject.

We perform this analysis for our fiducial selection criterion described in the main chapter.

The results of the test, for three different assumed DM masses, are shown in Fig. A.1. That

182



figure shows the value of the mixing angle for the synthetic signal injected into the data,

θinj, and the mixing angle recovered by our analysis, θrec. The 95% one-sided limits are

computed as the injected signal strength is varied. The limits never fall below the true value

of the injected signal for any of the mass points shown. The mean, 1 and 2σ expectations

for the 95% one-sided limit under the signal hypothesis were computed from the Asimov

procedure [109]. Our limits are consistent with the real data being a realization of the null

hypothesis and the only signal contribution comes from that which we inject.

There is no inconsistency in that the lower 2σ band for the 95% one-sided limit falls

below the injected value. This is expected because the one-sided 95% limit and the 2σ bands

for the 95% limit have different statistical interpretations, because the 2σ band is a 2-sided

interval while the one-sided 95% limit is a statement about a one-sided interval. Figure A.1

also shows that the lower 2σ bands flatten at low injected mixing angles. This is because we

are showing power-constrained limits [110], and those values reach the constraints.

We also test the effect of assuming the wrong DM density profile. We consider how our

limits change for different assumed DM profiles below. Here, we address the question of

whether the evidence for a real DM-induced line may be obscured if an incorrect DM profile

is used in the profile likelihood analysis. We follow the same procedure described above to

construct a hybrid dataset consisting of the real data and a synthetic signal at ms = 7.0

keV. That synthetic signal is constructed assuming our canonical NFW DM profile. We

then analyze the synthetic data assuming the DM profile follows the alternative Burkert DM

profile [539, 540]. That profile is an extreme departure from the NFW DM profile, in that

it has a roughly 9 kpc core. The difference between the spatial morphologies of the NFW

profile and the Burkert profile encapsulate the largest mismatch between the DM profiles we

test in this chapter and the real profile of the Milky Way.

In Fig. A.2 we show the resulting TS in favor of DM as a function of the synthetic injected

mixing angle, for an analysis that assumes the NFW DM profile and one that assumes the

Burkert DM profile, with the NFW DM profile injected. The two TS curves are extremely

similar, so we conclude that a real signal is not going undetected because we do not have the

correct DM density profile. In both cases the D-factor does not change appreciably between

different exposures in our region of interest. In both cases the TS at sin2(2θinj) ≈ 10−10 is

∼103, meaning that at this signal strength a DM-induced line would have been detected at

approximately 30σ.

If the DM profile used in the analysis is not correct then the limit will be systematically

biased. However, Fig. A.2 shows the true limit, constructed with the correct DM profile, may

be obtained by rescaling the limit obtained with an incorrect DM profile by the appropriate

ratio of mean D-factors, where the means are constructed from the ensemble of exposures
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Figure A.1: Results of the synthetic signal test. We inject an artificial DM signal to the
data, with mixing angle sin2(2θinj) as indicated on the x-axes, and recover values sin2(2θrec),
shown on the y-axes. In (A), we show the results for 6.8 keV; (B), for 7.0 keV; (C), for 7.3
keV. The red curves show the power-constrained 95% one-sided upper limits that we find on
the analysis of the hybrid datasets, consisting of the real data plus the synthetic signal. The
bands show the mean (black), 1σ (green) and 2σ (yellow) expectations for the 95% one-sided
upper limit. The injected signal strength is never excluded, as indicated by the red line never
dropping below the dashed black diagonal line.
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used in the joint-likelihood analysis.

As an additional cross-check, below we compute the limit on the DM-induced line in

regions consisting of narrow annuli centered around the Galactic Center. For all the DM

profiles considered, these annuli are small enough that the DM density does not change

appreciably between exposures in these subregions.

A.2.2 Individual Exposures

Our fiducial result relied on the construction of the joint likelihood over 1,397 independent

exposures. We now consider the sensitivity of the most constraining individual exposures,

and their individual properties. We begin by describing how the individual exposures in our

fiducial analysis are distributed.

Spatial Distribution of exposures

Fig. A.3 shows the spatial distribution of the exposures included in the fiducial analysis about

the Galactic Center. In cases where there are multiple exposures at the same location, we

have only shown the highest exposure case. This can be compared with Fig. A.4, which shows

the TS at three different mass points for the exposures illustrated in Fig. A.3. The high-TS

exposures do not correlate with distance from the Galactic Center and appear randomly

distributed about the region.
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Figure A.2: The effects of a different DM profile. As in Fig. A.1, we add a fake DM signal
to the real data, with mixing angle sin2(2θinj) as indicated on the x-axis. Here we have fixed
ms = 7.0 keV. We show the TS assuming the NFW DM profile (red), which was used in the
production of the synthetic signal, and the Burkert profile (black dashed) with a 9 kpc core.
The TS is almost insensitive to the DM profile assumed.
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Figure A.3: A map of the exposure times. Exposure times for the exposures included in
the fiducial analysis on a map of galactic coordinates, where l is longitude and b is latitude.
In cases where multiple exposures occur at the same position, we only show the longest
exposure time.
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Goodness of fit for individual exposures

We quantify the goodness of fit for an individual exposure through the δχ2 per degree of

freedom. In calculating δχ2 we only include the X-ray count data, and we also take the

degrees of freedom to be the number of data points minus two to account for the two degrees

of freedom in the astrophysical power-law. We assume that the QPB model parameters are

already fixed by the QPB data, for the purpose of counting model parameters. There are

typically ∼100 energy bins in the 0.5 keV energy window around the putative line energy

considered in the analysis. The exact number of energy bins varies slightly as a function of

the line energy. We present results for ms = 7.1 keV, though the results at other masses are

similar. In this case, there are 100 energy bins included in the MOS analyses and 97 in the

PN analyses. Thus, we take 98 (95) degrees of freedom for the MOS (PN) exposures.

In Fig. A.5 we show the distribution of δχ2 per degree of freedom (DOF) over all of the

MOS and PN exposures in the fiducial analysis. The vertical error bars show the 1σ Poisson

counting uncertainties. The data histograms are consistent with expectations under the null

hypothesis. Under the null hypothesis these distributions should follow the χ2 distribution

with the appropriate number of degrees of freedom.

Top 10 Exposures

We show the limits obtained from the top 10 exposures individually in Fig. A.6. These

exposures are listed in Table A.1, ranked in order of the strongest predicted limit under the

null hypothesis, from the Asimov analysis at ms = 7.0 keV. None of the top 10 exposures

were proposed to search for extended emission. These ten observations were all looking at

specific astrophysical sources, which we mask in our analysis.

Fig. A.6A shows the one-sided 95% power-constrained limits obtained from these ex-

posures. Many of these top 10 exposures are themselves strong enough to independently

disfavor the decaying DM interpretation of the UXL. None of these exposures show evidence

for an UXL. This is illustrated in Fig. A.6B, which shows the TSs as a function of mass

for the top 10 exposures. There is only one exposure whose TS exceeds the 2σ expectation.

This, however, is not surprising, considering that there are 10 independent exposures and

each exposure has roughly three independent mass points across the mass range considered.

Profile Likelihood for the Top Exposure

We describe in detail our most constraining exposure, observation ID 0653550301 in Ta-

ble A.1. Our goal is to illustrate the profile likelihood procedure at the level of the individual
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Figure A.4: Maps of the maximum TSs. The maximum TSs for the individual exposures
illustrated in Fig. A.3 at three different mass points 6.88 keV (A), 7.11 keV (B), and 7.28
keV (C). The high-TS exposures appear randomly distributed about the region.
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Figure A.5: The distribution of δχ2/DOF for the MOS (A) and PN (B) exposures considered
in our fiducial analysis for ms = 7.1 keV. The number of degrees of freedom is 98 (95) for
the MOS (PN) exposures. Under the null hypothesis, these distributions should follow the
appropriate χ2-distributions, which are shown in dashed red. The vertical error bars on the
black data points are the 1σ Poisson counting uncertainties, while the horizontal error bars
show the bin ranges. The observed data are consistent with the null hypothesis model.
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Figure A.6: Limits from individual exposures. (A) The one-sided power-constrained 95%
limits (red) from the 10 most constraining exposures, which are listed in Table A.1. The
shaded regions and pre-existing constraints are as labeled in Fig. 1. (B) The maximum
TSs (red) for the 10 exposures. The distribution of TSs observed is consistent with the null
hypothesis. The green and yellow regions indicate 1σ and 2σ detections, respectively.
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Table A.1: The 10 most constraining XMM-Newton exposures in the fiducial analysis. The
exposures are ranked by their predicted limits under the null hypothesis at ms = 7.0 keV
from the Asimov analysis. The “Identifier” column denotes the specific exposure within an
observation. LMXRB stands for “low-mass X-ray binary.”

Observation
ID

Camera Identifier
Exposure

[ks]
l [deg] b [deg] Target Type

0653550301 PN S003 63.2 5.1 -6.2 Quiescent Novae

0203750101 PN S003 33.7 -2.8 -4.9
LMXRB Black

Hole

0152750101 PN S001 30.1 1.6 7.1 Dark Cloud

0203750101 MOS2 S002 43.4 -2.8 -4.9
LMXRB Black

Hole

0781760101 PN S003 46.0 -2.7 -6.1
LMXRB
Burster

0761090301 PN S003 95.2 -8.7 17.0 B2III Star

0206610101 PN S003 35.4 -2.9 7.0 Dark Cloud

0412601501 MOS2 S002 90.2 -1.4 -17.2 Neutron Star

0727760301 MOS2 S003 67.9 -1.4 -17.2 Neutron Star

0761090301 MOS2 S002 107.4 -8.7 17.0 B2III Star
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exposures.

The X-ray count and QPB data for this exposure are shown Fig. A.7A. The data are

shown over a 0.5 keV energy range centered around the example line energy of 3.55 keV. The

figure also shows the best-fitting QPB and astrophysical models under the assumption of no

signal. The models match the data within the statistical noise, which can be quantified by

calculating the χ2 per degree of freedom: χ2/DOF ≈ 1.016. We then construct the profile

likelihood for the putative line signal at 3.55 keV. In constructing the profile likelihood we

re-fit for the best-fitting nuisance parameters for each value of the line signal strength, as

is mandated by the profile likelihood procedure. The resulting profile likelihood is shown

in Fig. A.7B. We show the profile likelihood as twice the difference in log likelihood with

the convention 2∆ lnL = 2[lnL(sin2(2θ̂)) − lnL(sin2(2θ))], where θ̂ is the value of θ that

maximizes the likelihood. Note that the best-fitting mixing angle is slightly negative in this

case. To convert from counts to flux to sin2(2θ) within this exposure and for ms = 3.55

keV, we use the following properties. First, the average D-factor within this region for the

fiducial NFW profile is 9.15× 1028 keV/cm2. Second, the channel bin widths are 0.015 keV

wide because this is a PN exposure. And third, a spectral value of 1 count/cm2/s/sr/keV

at 3.55 keV produces, on average, ∼22 counts, distributed across a ∼0.2 keV-wide window

in channels about 3.55 keV, due to the energy resolution of the camera.

We compare the 2 − 10 keV intensity and the QPB rate for this exposure to sets of

cuts on our fiducial analysis. Under the null hypothesis, we infer F2−10 ≈ 3.47 × 10−11

erg/cm2/s/deg2 and a QPB rate that is in the lower 57% percentile, with a rate of ∼0.127

QPB counts/s.

A.2.3 Dependence on the Dark Matter Profile

Here we consider how our results depend on the assumed DM profile for the Milky Way. For

our fiducial analysis we used the NFW DM profile [102,139] for the DM density ρDM(r)

ρNFW(r) =
ρ0

r/rs (1 + r/rs)
2 , (A.15)

with r the distance from the Galactic Center and rs the scale radius. The density normal-

ization parameter ρ0 is fixed to give the measured local DM density ρlocal at the solar radius

r⊙. In our fiducial analysis, we took ρlocal = 0.4 GeV/cm3, r⊙ = 8.13 kpc, and rs = 20 kpc.

We consider the effects of departing from the assumed NFW profile. One possibility is

that baryonic feedback in the inner regions of the Milky Way leads to the formation of a

dark matter core in the inner part of the DM halo. Hydrodynamic simulations of Milky Way

size galaxies suggest that feedback could increase DM density [144], which would increase
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our sensitivity. Taking the more pessimistic scenario, we consider the possibility that within

the inner 1 kpc of the Milky Way, the DM density profile is flat:

ρcore(r) =

 ρNFW(r) r > rc ,

ρNFW(rc) r ≤ rc ,
(A.16)

where rc = 1 kpc is the core radius. Figure A.8 compares the limit we obtain with this DM

profile to our fiducial limit; the difference between the two limits is small. This is because

we mask the inner 5◦ of the Milky Way, which covers almost the entire region that would be

affected by the 1 kpc core. Varying other fiducial NFW parameters has little impact. For

example, using rs = 16 kpc and ρ0 = 0.47 GeV/cm3 [59], we find only minor impact on our

results.

We also consider the Burkert DM profile [539,540]:

ρBurk(r) =
ρ0

(1 + r/rc)(1 + (r/rc)2)
, (A.17)

where rc is the core radius and again ρ0 is fixed by matching ρlocal. To be conservative, we

take the core radius to be rc = 9 kpc [59], which effectively corresponds to coring the DM

density profile within the solar radius. While there is no evidence that this density profile

describes our own Milky Way, we consider it the largest plausible deviation from the NFW

profile. The limit is also shown in Fig. A.8. Even with such an extreme DM profile we still

find that the best-fitting parameters for DM to explain the UXL remain inconsistent with

our results. Changing between the NFW and Burkert profiles has a small effect on the limit,

as within our fiducial region the difference between the D-factors computed between the two

profiles is relatively small.

A.2.4 MOS and PN Independent Analyses

We analyze the data from the MOS and PN cameras separately to test for systematic issues

in the cameras. Because these are different detectors, we also expect their instrumental

systematic uncertainties (such as effective area uncertainties and possible instrumental lines)

to also be largely independent. In Fig. A.9 we show the limits and TS distributions from

independent analyses of the MOS and PN datasets, as compared to the joint (fiducial)

analysis. Neither dataset shows evidence for DM decay, and both constrain the decaying

DM interpretation of the UXL. A low-significance feature (TS ∼1) is seen in both datasets

at ms ∼ 6.8 keV. While this feature could be a statistical fluctuation, it is also possible that

it is due to a common systematic, such as a feature in the background emission, that affects
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Figure A.7: Results for our most constraining exposure. (A) An example spectrum obtained
from the PN camera of observation ID 0653550301, our most constraining exposure, as
listed in Table A.1. In addition to the data (black circles) we show the best-fitting QPB
and astrophysical models (red line and dashed black line respectively), under the assumption
of no UXL. The energy range shown corresponds to that in our fiducial analysis, and the
individual energy bins are 0.015 keV wide. (B) The profile likelihood for the strength of the
3.55 keV signal for the dataset shown on the left, in terms of the mixing angle.

6.7 6.8 6.9 7.0 7.1 7.2 7.3 7.4
ms [keV]

10−12

10−11

10−10

10−9

si
n

2 (2
θ)

1

2

3 4

5

6

7

8

9

10

NFW profile

NFW w/ 1 kpc core

Burkert profile

Nesti+Salucci

Figure A.8: Limits with different DM density profiles. The parameter space from Fig. 1,
compared to our limits for different assumptions about the DM density profile. In additon
to the fiducial NFW profile (solid red), we consider the NFW profile with a 1 kpc core (dot-
short dashed red), an NFW with rs = 16 kpc and ρ0 = 0.47 GeV/cm3 [59] (dot-long dashed
red), and the Burkert profile with a 9 kpc core (dashed red). See text for details.
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both analyses. Nevertheless, this feature is not distinguishable from statistical fluctuations.

A.2.5 Variations to Selection Criteria

We tested how our limits change when we vary the selection criteria for the exposures used

to produce the joint likelihood. We summarize the various combinations of the criterion that

we consider in Table A.2. The region of interest extends from rmin to rmax from the Galactic

Center, with the Galactic plane masked at |b|min. We include all exposures with 2-10 keV

intensity less than Imax
2−10. Similarly, we include exposures with QPB rates in the lower Fmax

QPB

percentile, separately determined for MOS and PN exposures. For two of the analyses, we

mask either the northern or southern hemispheres as well.

In Fig. A.10 we show the limits obtained with the criteria given in Table A.2. Our main

conclusion – that the decaying DM interpretation of the UXL is inconsistent with our results

– is insensitive to these variations in the selection criterion.

A.2.6 Energy binning

In our fiducial analysis we used the default energy binning recommended by the XMM-

Newton analysis software. The PN forward modeling matrix uses 15 eV input energy bins,

for physical flux, in our energy range of interest and outputs predicted detector counts in

5 eV output energy channels. The MOS forward modeling matrix maps 5 eV input energy

bins to 5 eV output energy channels. Because the output energy channel widths are much

smaller than the detector energy resolution, our results should not depend on the energy

binning. We test this by down-binning the detector responses to lower energy resolutions.

As a demonstration, we focus on the individual PN observation with observation ID

0653550301 used in Fig. A.7. In our fiducial analysis there are 97 output energy channels

across the 0.5 keV energy window of the analysis. However, the energy resolution of the PN

camera, which is captured by the forward modeling procedure that we use, is around 0.1 keV.

Thus we expect that down-binning the forward modeling matrix to ∼5 energy channels, each

of 0.1 keV, should have little effect on the resulting profile likelihood for the putative UXL.

This is demonstrated in Fig. A.11, which shows the X-ray and QPB data down-binned to 5

∼0.1 keV energy channels, with the best-fitting astrophysical power-law and QPB power-law

models from the joint likelihood fit using the down-binned data. The profile likelihood for

the UXL at 3.55 keV is shown compared to the fiducial profile likelihood. The differences

between the two profile likelihoods are small, with the fiducial profile likelihood being slightly

more sensitive. This is because the 0.1 keV energy bins are at the limit of the detector energy

resolution.
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Figure A.9: Exploring the results from individual cameras. Variations to the limit (A) and
TS (B) arising from performing independent analyses on the MOS (solid black) and PN
(dashed black) datasets, to test for possible systematic effects present in one camera but not
in the other. These can be compared to the fiducial results (red). We find that both limits
are independently inconsistent with the decaying DM interpretation of the UXL.
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Figure A.10: Variations to the limits arising from different selection criteria that determine
which exposures are included in the joint likelihood. In (A) we vary the cuts on the exposures
while in (B) we vary the regions considered. The various criteria are summarized in Table A.2.
In all cases the decaying DM origin of the UXL is inconsistent with the resulting limits.
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Table A.2: The different selection criteria that we test in Fig. A.10. These are variations to
the cuts we have chosen in our fiducial analysis.

rmin

[deg]
rmax

[deg]
|b|min

[deg]

Imax
2−10

[erg/cm2/s/deg2]
Fmax
QPB

[%]

Exposure
[Ms]

other

fiducial 5 45 0 10−10 68 30.6 -

r ≥ 10◦ 10 45 0 10−10 68 27.9 -

r ≤ 60◦ 5 60 0 10−10 68 56.9 -

b ≥ 1.5◦ 5 45 1.5 10−10 68 24.8 -

north 5 45 0 10−10 68 12.5 mask b < 0◦

south 5 45 0 10−10 68 18.1 mask b > 0◦

F low
2−10 5 45 0 5× 10−11 68 18.8 -

F high
2−10 5 45 0 5× 10−10 68 35.7 -

low QPB 5 45 0 10−10 16 6.3 -

high
QPB

5 45 0 10−10 95 45.6 -

t > 10 ks 5 45 0 10−10 68 28.2
require

te > 10 ks
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Figure A.11: The effects of down-binning the data. As in Fig. A.7, except here we have
down-binned the output energy channels of the PN detector forward modeling matrix. (A)
we down-bin to to 0.1 keV output energy channels across the 0.5 keV energy window and
show the fitted model. In red we show the QPB counts as data points and the model as
a solid line, respectively. The X-ray data we show as black data points, and we show the
model for the astronomical counts in dotted black. The sum of the two models, which is
fitted to the X-ray counts, is shown in solid black. (B) we compare the profile likelihood for
a UXL at 3.55 keV obtained from this analysis (solid black line), compared to the fiducial
profile likelihood in Fig. A.7 (red). The two profile likelihoods are very similar, as expected
given that the PN energy resolution is ∼0.1 keV. We also show the result of using a single
0.15 keV wide output energy bin (dotted black line) centered at 3.55 keV.
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Down-binning further leads to a large decrease in sensitivity, since the UXL then becomes

degenerate with the other (nuisance) model parameters. As an extreme example, we show the

single-bin profile likelihood in Fig. A.11B, where we have adopted a single output energy bin

with a width of 0.15 keV centered around 3.55 keV. Because we are using a single energy bin,

the UXL model parameter is completely degenerate with the model parameters describing

the QPB and X-ray power-laws. As such, it would not be possible to find evidence for a UXL

with this analysis, but the limit obtained is maximally conservative. The limit is sin2(2θ) ≲

2.8× 10−10 at 95% confidence, so any larger value of sin2(2θ) would overproduce the entire

observed X-ray data in this energy bin, without any modeling. The profile likelihoods in

Fig. A.11 show that the fiducial and 5-bin likelihoods are symmetric and quadratic about

their minimum, the 1-bin profile likelihood is zero at low sin2(2θ) and then rises steeply at

high sin2(2θ). Any model flux from the UXL that is below the observed X-ray counts can be

compensated by the nuisance models (astrophysical and QPB models), which implies that

all such models will fit the data equally well. As sin2(2θ) becomes arbitrarily negative the

other models are allowed to become arbitrarily large to compensate. However, as sin2(2θ)

increases and the UXL model flux begins to surpass the observed data counts, the flux from

the nuisance parameters is driven to zero (the nuisance astrophysical and QPB models are

restricted to positive flux). Comparing the 1-bin profile likelihood to the fiducial profile

likelihood, we see that modeling the astrophysical and QPB emission improves the limit on

the UXL by almost an order of magnitude in this case.

A.2.7 Additional Degrees of Freedom in the Background Model

We test how our limits are impacted if there are additional degrees of freedom in the back-

ground model. We consider the possibility of two lines in the energy range of interest, at

3.31 keV and 3.69 keV. The existence of a weak instrumental line at 3.31 keV was suggested

in PN data by [541] and of both lines in the MOS data [115]. The existence of these lines has

not been conclusively established, nevertheless we can test the impact their inclusion would

have on our analysis.

Analysis of XMM-Newton data in a region of the inner Galaxy that partially overlaps

with ours [60] found evidence for sterile neutrino DM at a mixing angle sin2(2θ) ∼ 2× 10−11

and massms ≈ 7.0 keV. That work used a broad energy range in their analysis of the stacked

data and included additional lines in their background model in the vicinity of 3.5 keV, at

3.12 keV, 3.31 keV, 3.69 keV, and 3.90 keV. We analyze how our results change with the

addition of these lines. We only include the lines at 3.31 keV and 3.69 keV because these

are the relevant lines for DM masses in the vicinity of 7.0 keV when restricting to a narrow
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energy range 0.5 keV wide about the line center.

Generically, as we include more degrees of freedom in the background model we expect

the limits to weaken, as there is more potential for degeneracy between the signal model

and background model, which we profile over. As an extreme illustration, consider the

possibility that the background model has a spectral template that is identical to the signal

spectral template and that the normalization of the background spectral template is allowed

to float negative in the profile likelihood process. Then, for a fixed signal value S the signal

template can always be completely canceled by the background model with a background

signal template normalization of −S. This means that the likelihood profile as a function of

S will be completely flat for all S. We can never find evidence for DM with this background

model, but we will also set limits that are arbitrarily weak, meaning that we will not rule

out a real signal if one were present. The background model we use with the addition of the

two extra lines, whose normalizations are allowed to go negative, does not have a complete

degeneracy with the signal model, but there is a partial degeneracy which leads to weaker

limits as compared to the power-law model we use in our fiducial analysis.

We illustrate the difference between the two background models with a simple example.

We generate Monte Carlo data using the best-fitting background model shown in Fig. A.7 for

the PN camera of observation ID 0653550301, our most constraining exposure, as given in

Table A.1. The Monte Carlo is generated under the null hypothesis, so there is no signal in

the data. We then analyze the simulated data for a signal at ms = 7.1 keV with our fiducial

background model and with the background model that has two extra lines at 3.31 keV

and 3.69 keV. The profile likelihoods for these different analyses are shown in Fig. A.12A.

The profile likelihood with extra lines is broader than the fiducial profile likelihood. As a

result, the limit obtained with the background model containing extra lines is weaker by

approximately a factor of two in this case.

The degeneracy between the signal and background model in the profile likelihood is

illustrated in Fig. A.13, where we show the best-fitting models for fixed signal fluxes with

both the fiducial background model and the background model including the extra lines. In

the presence of a signal, the analysis including the extra lines still recovers the injected signal

strength, but the significance of the detection is reduced because the background model is

semi-degenerate with the signal. Fig. A.12B shows the profile likelihoods for analyses of

the same simulated datasets used in the example but now with the addition of a synthetic

signal with sin2(2θ) = 1.8× 10−10. Both the fiducial analysis and the analysis including the

extra lines find the injected signal strength within 68% confidence, but the significance of

the detection is reduced for the analysis with extra lines, as may be seen from the likelihood

profile being broader in this case.
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Figure A.12: The effects of adding extra lines on the profile likelihood. (A) The profile
likelihood for a Monte Carlo-generated dataset with no DM decay signal. The solid black
line indicates the results using our fiducial analysis, while the dotted red line indicates the
results when including the lines at 3.31 keV and 3.69 keV. The analysis with extra lines
sets weaker limits on the sterile-active mixing angle, due to the partial degeneracy between
the background and signal models. (B) The profile likelihood for a Monte Carlo-generated
dataset with an injected signal of sin2(2θ) = 1.8 × 10−10, indicated by the vertical dotted
black line. Again, the analysis with the extra lines sets weaker limits.
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Figure A.13: The effects of adding extra lines on the fitted model. The best-fitting models
assuming a DM mass of 7.1 keV for fixed signal strengths (A, sin2(2θ) = 1.8 × 10−10; B,
sin2(2θ) = 3.6 × 10−10; C, sin2(2θ) = 5.4 × 10−10) for the fiducial background model (red
line) and the background model with extra lines (black line). The data shown (black points)
is the Monte Carlo data analyzed in the left side of Fig. A.12.
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We perform this analysis across our ensemble of exposures and present the limits in

Fig. A.14A. We show the limits for the MOS datasets, the PN datasets, and the combination

of both datasets (joint). We show the MOS and PN limits separately to account for the

possibility that the extra lines affect one detector but not the other. As expected, the

limits are weaker when including the extra lines in the background model. However, the

limits (from both MOS and PN datasets independently) remain inconsistent with the DM

interpretation of the UXL and the best-fitting parameters from the blank-sky analysis in [60].

In the vicinity of 7.0 keV we find no evidence for DM, as in shown in Fig. A.14B. For this

analysis we restrict the exposure times of the individual exposures to be greater than 10 ks to

ensure the model fitting of the individual exposures is well converged. This reduces the total

exposure time to ∼27.2 Ms, which does not substantially affect the projected sensitivity.

We investigate whether the model fitting favors the background model with the two extra

lines over the fiducial model. Adding two extra degrees of freedom to the background model

should lead to an improved fit to the data. If the data is well described by the fiducial

background model then we might expect that using the model with extra lines, which has

two extra degrees of freedom, would cause a decrease in the χ2 for the best-fitting background

model that follows a χ2-distribution with two degrees of freedom. This is what we observe,

as is shown in Fig. A.15 for the particular case of mχ = 7.1 keV. We show the average χ2

difference, over all of the exposures included in the analysis, between the fiducial background

model and the model with two extra lines, for the MOS and PN datasets independently and

combined. The distributions follow the appropriate χ2-distributions with two degrees of

freedom.

A.2.8 Analysis of Disjoint Regions

We performed our analysis separately in multiple disjoint regions. We determine the TS

in favor of DM within each region, and investigate whether it is consistent with the null

hypothesis. Figure 3B shows the distribution of TSs for the individual exposures combined

into the joint likelihood used in our fiducial analysis. However, in the presence of a small

signal of strength near our limiting value, this distribution may resemble the null hypothesis

χ2 distribution, because the effect on each individual exposure is small. Here we extend this

check, by determining the TS distribution in different regions.

Our fiducial analysis includes exposures within 5◦ and 45◦ of the Galactic Center. We now

consider dividing the region between 5◦ and ∼90◦ into four approximately equal exposure

regions, with the first region being our fiducial region, the second region extending from 45◦

to 62.2◦, the third region from 62.2◦ to 74.0◦, and the fourth from 74.0◦ to 83.4◦. All of
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Figure A.14: The effects of adding extra lines on the limits and TS. (A) The one-sided power-
constrained 95% limits on sin2(2θ) as a function of the DM mass ms with the analysis with
extra lines, compared to the fiducial limit and the parameter space from Fig 1. We show the
extra-line limits for the MOS and PN datasets independently and combined. The fiducial
limit is stronger than the limit when including the extra lines. Nevertheless, the latter limit
remains inconsistent with the detections shown in Fig. 1, and the best-fitting parameters
in [60] (red point). Our conclusions are not dependent on our choice of background model.
(B) The test statistic (TS) in favor of a decaying DM interpretation of the UXL as a function
of the DM mass ms with the analysis with extra lines (black), compared to the fiducial TS
(red). The green and yellow regions indicate 1σ and 2σ detections, respectively. No evidence
for decaying DM in either analysis is found.
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Figure A.15: The effects of adding extra lines on the χ2 . For the 7.1 keV mass point,
we show a histogram of the individual χ2

fid − χ2
lines values from each individual exposure in

our fiducial analysis, with error bars calculated from Poisson statistics. We show the MOS
(red) and PN (blue) data separately and our fiducial data (black) from Fig. 3B, with the
appropriate χ2 distributions with 2 degrees of freedom illustrated by the solid curves.
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these regions have approximately 30.6 Ms of exposure, by construction. These regions would

also be approximately equal area, though in practice we see that the area of the concentric

circular regions decreases with distance from the Galactic Center. This is due to our flux

cut on individual exposures, which is less frequently satisfied for observations closer to the

Galactic Center. We compute the TS for analyses in each of these regions for three different

mass points: ms = 6.9, 7.1, and 7.3 keV. We use the three independent mass points to

improve the statistics when constructing the TS distribution. We then combine the TSs

from the different mass points; the resulting distribution of TSs is shown in Fig. A.16. The

distribution TSs follows the one-sided χ2 distribution, as expected under the null hypothesis,

though the number of independent analyses Nanal is limited. This disfavors the presence of

large systematic uncertainties, indicating that our uncertainty is is dominated by statistical

variations. The bin with TS = 0 is not shown in Fig. A.16; instead, we state it here. We

expect that half of our 12 analyses should produce TS = 0 and find 7+3.8
−2.6, consistent with

the predicted number of 6.

In Fig. A.16B, we show how, at ms = 7.1 keV, our best-fitting mixing angle sin2(2θ)

changes between the analyses in the four independent regions. We show the expectations

under the null hypothesis; for statistical consistency, we must include the possibility of

negative sin2(2θ). If our background model systematically under predicts the counts at

energies ∼ms/2, but also a real signal is present, the evidence for that real signal could

be obscured. However, in that case regions further from the Galactic Center would have a

smaller signal contribution, so we would expect the best-fit mixing angle to become more

and more negative. This is not what we see (there is a slight trend in the other direction).

This indicates that our analysis is statistically limited and that there is not a systematic

effect at ms/2 obscuring the presence of a signal.

By choosing regions with similar exposure times as our fiducial analysis, the number

of regions considered above Nanal is limited. We can seek to find an intermediary regime

between this result and Fig. 3B by decreasing the size of our concentric regions. This,

however, comes at the cost of reduced sensitivity, because each individual analysis does not

have as much exposure. In the extreme limit of individual exposures, the limits obtained are

shown in Fig. A.6. As an illustration, we consider taking 45 approximately equal-exposure

regions, with the first region extending from 5◦ to 10◦, the second from 10◦ to 15.4◦, and the

last from 88.6◦ to 88.9◦. All of the sub-regions have approximately 3 Ms of exposure. The

distribution of TSs at ms = 6.9 keV, 7.1 keV, and 7.3 keV over these analyses is shown in the

right panel of Fig. A.17B. The TS distribution is consistent with the expectation under the

null hypothesis. This again indicates that the dominant source of uncertainty is statistical

and not systematic. The limits obtained from the inner four rings are shown in Fig. A.17A.
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Figure A.16: Dividing the analysis into 4 concentric regions around the Galactic Center.
(A) Distribution of TS values obtained from four independent regions, with three mass
points considered for each, are shown in black, with error bars from Poisson statistics. The
different regions are our fiducial region used in the main chapter, as well as observations
with 45◦ < r < 62.2◦, 62.2◦ < r < 74.0◦, and 74.0◦ < r < 83.4◦, where r is the angle
from the Galactic Center. These regions have approximately 30.6 Ms of exposure each, with
our fiducial set of flux and QPB cuts. We also show in red the expectation from statistical
fluctuations of the null hypothesis, as determined by the χ2 distribution. Note the bin with
TS = 0 is excluded from the figure, but the values are stated in the text. (B) The best fitting
values (black circles) of sin2(2θ) for each of our four regions, identified by their minimum
angle from the Galactic Center, for ms = 7.1 keV. The green and yellow regions indicate 1σ
and 2σ containment for these values, respectively.
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While these limits are slightly weaker than in our fiducial analysis, they are each inconsistent

with the decaying DM interpretation of the 3.5 keV line.

A.2.9 Analysis of Stacked Data

Our fiducial data analysis is based on the joint likelihood that combines the profile likelihoods

from the disjoint analyses of the individual exposures. An alternative analysis, as described

in the main chapter, is to instead stack the data from the individual exposures and then

analyze the stacked data. The limits obtained from this procedure are consistent with those

obtained from our fiducial data analysis and, in particular, are in tension with the DM

interpretation of the UXL. In this section we provide additional details behind this analysis.

The stacked MOS and PN datasets are shown in Fig. 2 (see also Figs. A.18A and B)

from 3.3 keV to 3.8 keV. These datasets are constructed by summing the individual spectra.

We then fit models to these stacked spectra that consist of a null hypothesis component to

describe the smooth background emission and a signal component to model the contribution

from a putative UXL at e.g. 3.55 keV. We independently fit models to the MOS and PN

data, since these instruments have different instrument responses, in order to construct

profile likelihoods for the UXL flux as determined by the two cameras. We then join these

two profile likelihoods together in order to obtain our final constraint on the 3.55 keV UXL.

Note that since all of the energy bins shown in Fig. 2, for both the MOS and PN data, have

over 103 counts, we use a Gaussian likelihood instead of a Poisson likelihood.

The red curves in Fig. 2 are the best sums of the best-fit null hypothesis models from

the analyses of the individual exposures. While each of the curves that goes into the sum

is modeled as a combination of two power-law components, the combined spectrum does

not need to follow a simple power-law. However, as shown below, we find that a quadratic

background model with three model parameters is able to describe the data at the level of

statistical noise. In particular, we take the background model for the stacked data analysis

to be dN/dE(E, θnuis) = A + B (E/1 keV) + C (E/1 keV)2, where dN/dE are the fluxes

appearing in Fig. 2 in units of counts s−1keV−1, and where θnuis = {A,B,C} are the nuisance
parameters. The signal component is as shown in Fig. 2 and is obtained by forward modeling

the 3.55 keV UXL through the detector responses from each individual exposure and then

summing the resulting spectra. As seen in Fig. 2, the effect of the UXL is to produce a

spectral feature with a width ∼200 eV, though that feature is narrower for the MOS data

than for the PN data.

Fitting the quadratic background plus signal model to the PN (MOS) data produces

a fit with a χ2/DOF, for 50 − 4 DOF, of 1.14 (0.81). The expected 68% containment
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interval for the χ2/DOF with 46 DOF under the null hypothesis is ∼[0.79, 1.21]; this interval

contains the values measured for both the PN and MOS data. We then compute the profile

likelihood for the signal-model flux parameter sin2(2θ) by profiling over the background

nuisance parameters. The profile likelihood is shown in Fig. A.18C. We show the profile

likelihoods for the PN and MOS data analyzed separately and also for the combination.

The 95% upper limit is found by taking the upper value for sin2(2θ) under the condition

2∆ logL ≈ 2.71; this leads to the upper limit sin2(2θ) < 5×10−12, which strongly constrains

the DM interpretation of the 3.5 keV UXL.
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Figure A.17: Dividing the analysis into 45 concentric regions around the Galactic Center.
(A) The limits from the inner four rings, obtained from analyses in sub-regions consisting
of concentric rings starting at 5◦ from the Galactic Center that have approximately 3 Ms of
exposure per ring, compared with the parameter space from Fig 1. The limits from the first
ring is presented in solid black, the second in dashed black, the third in dotted black, and
the fourth in dashed-dotted. These can be compared to our fiducial limit, plotted in red.
(B) As in A.16, but for analyses in the concentric circle sub-regions used in the left panel.
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Figure A.18: Analysis of stacked data. The stacked MOS (A) and PN (B) data as presented
in Fig. 2. The red curves are the sums of the best-fit null-hypothesis models from the analyses
of the individual exposures, as presented in Fig. 2, while the dashed black curves are the
best-fit null-hypothesis models from fits of the quadratic background model to the stacked
data. (C) The profile likelihoods as functions of the signal-strength parameter sin2(2θ),
including negative values, from analyses of the stacked data with the quadratic background
model. Results are shown for MOS and PN individually as well as combined.
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Appendix B

A Deep Search for Decaying Dark

Matter with XMM-Newton Blank-Sky

Observations

This chapter is organized as follows. In Sec. D.2 we provide additional details behind our

data reduction and analysis procedure. In Sec. H.3 we provide additional results from the

main analysis presented in the main chapter. Sec. B.3 presents non-trivial checks of our

analysis procedure using synthetic signals. Lastly, in Sec. B.4 we perform multiple analysis

variations to demonstrate the robustness of our main results.

B.1 Data Reduction and Analysis

In this section, we detail our process for data reduction and analysis.

B.1.1 Data Reduction

We selected all XMM-Newton observations performed until September 5, 2018. For each

of these observations, we retrieved the raw data products from the XMM-Newton Science

Archive. For data reduction, we used the XMM-Newton Extended Source Analysis Soft-

ware (ESAS) package, which is a part of the Science Analysis System [542] (SAS) version

17.0, and used for modeling sources covering the full XMM-Newton field-of-view and diffuse

backgrounds.

The data reduction process is described in detail in Ref. [111]; here, we summarize the

important steps and point out any differences. To reduce a given observation, we obtain the

list of science exposures (i.e. pointings taken in a mode usable for scientific purposes) from
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the summary files. For each exposure (independent of camera), we generate an event list and

filter this list to only include events which were recorded during a period of low-background,

which cuts contamination from soft-proton flares. We then mask point sources in the field

of view which contribute in any energy range (c.f. Ref. [111] where we only masked point

sources in the 3-4 keV range). We also mask data from CCDs operating in anomalous states.

From the filtered and masked data products we create the photon-count data, the ancillary

response file (ARF), and the redistribution matrix file (RMF).

The reduced data contains 11,805 observations, with 21,388 and 8,190 individual MOS

and PN exposures, totaling 438 Ms and 109 Ms of data. Given our focus is on searching

for DM emission in otherwise dark regions of the sky, we place a cut on these data sets to

isolate the astrophysically quietest amongst them. In particular, we construct the integrated

flux from 2 − 10 keV in all exposures, and determine the median value for MOS and PN

separately as 0.09 photons/keV/s and 0.39 photons/keV/s. All observations with integrated

fluxes higher than these median values are excluded. This cut will remove observations with

above average astrophysical emission, but also those where there is large instrumental or

quiescent particle background (QPB) emission (c.f. Ref. [111] where a separate cut on the

QPB emission was performed). For regions of the sky that are not focused on a bright

Galactic or extra-galactic source, the QPB counts should dominate over the extra-galactic

X-ray background [105]. However, the QPB is time-dependent and will vary over exposures

because of e.g. flaring activity (which, as described in this chapter, we filter for). Further,

we emphasize that even in the most optimistic scenario, a DM UXL will only provide an

exceptionally small contribution to the total integrated flux, and thus this cut will not bias

against a potential signal. In addition to removing these bright exposures, we place two

additional cuts. Firstly, all exposures with less than 500s of data are removed, as the flux

in such short exposures can be poorly characterized. Finally, we exclude all observations

within 2◦ of the plane of the Milky Way, which excises only a small amount of the expected

DM signal, but a much larger fraction of the expected astrophysical emission associated with

emission from our own galaxy. The cuts leave 215 Ms (57 Ms) of the total 438 Ms (109 Ms)

of full-sky (|b| ≥ 2◦) exposure time for MOS (PN).

Exposure passing all three cuts are then divided into 30 rings, each of width 6◦ from the

GC as described in the main chapter. The rings, numbered 1-30 starting from the GC, are

used to form our signal ROI (rings 1-8) and background ROI (rings 20-30).
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B.1.2 Public Data Products

The processed data used to perform the analysis in this chapter is made fully publicly avail-

able at github.com/bsafdi/XMM BSO DATA. There we provide all the data required to

reproduce our results. In particular, we provide the data after the cuts described above in

each ring for the MOS and PN cameras separately. The instrument response files, appropri-

ately weighted across the exposures in each ring, are provided.

B.1.3 Analysis

In this section we provide additional details behind the analysis framework used to interpret

the data products described above in the context of the decaying DM model. First, we

describe how we analyze the flux data in the individual annuli, and then we detail how those

results are joined together to constrain the DM lifetime. Lastly, we describe how we test for

and incorporate systematic uncertainties.

Construction of the profile likelihood

Let us first focus on the analysis of the (either MOS or PN) data in an individual ring

k ∈ [1, 8]. The data set dk in this ring consists of background subtracted count rates dki in each

energy channel i. The count rates have units of cts/s/keV, as illustrated in e.g. Fig. B.1, with

Poisson counting uncertainties σki that arise from combining the statistical uncertainties in

the signal and background data sets in the large-count limit, where the uncertainties become

normally distributed. Our goal is then to compute the log-likelihood log p(dk|θ) as a function

of the model parameters θ = {Asig, θnuis}, which consist of our parameter of interest, Asig, and

our nuisance parameters θnuis. The nuisance parameters include background line amplitudes,

Aj, with j indexing the different lines at energies Ej, and also hyperparameters for the GP

model. In our fiducial analysis the only GP model hyperparameter is the amplitude of

the double-exponential kernel AGP. Note that, as described shortly, in determining the

instrumental line list we also assign nuisance parameters to the locations of the lines. Our

goal is to construct the profile likelihood log p(dk|Asig) = maxθnuis log p(dk|θ).
Before describing the log-likelihood function in detail, we note that because we are in

the large-count limit, so that the statistical fluctuations are normally distributed, we may

interchangeably use the concept of modeling the data as the sum of model components and

subtracting model components from the data and considering the residuals. In the small-

count limit, where the Poisson fluctuations are not nearly Gaussian, this approach would

not be appropriate.
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The log-likelihood function that we use is a modification of the zero-mean GP marginal

likelihood. The modification that we implement incorporates the background lines and the

signal line of interest. For a given set of model parameters {Asig, Aj} we construct the

modified data vector1

yki (θ) ≡ dki − Asigµ
k
sig,i −

∑
j

Ajµ
k
j,i −

〈
dki − Asigµ

k
sig,i −

∑
j

Ajµ
k
j,i

〉
i
, (B.1)

where µsig is the spectral template of the signal line of interest, with fixed normalization,

as obtained by appropriately summing the forward modeling matrices of the individual ex-

posures that compose the observations within the ring of interest, k. Similarly, µkj,i denotes

the fixed-normalization spectral template of the jth background line, at energy Ej, in ring

k (recall that i labels the detector energy channel). The quantity ⟨· · · ⟩i in (B.1) denotes

the average over energy bins i, which implies that by construction the yki (θ) have zero mean

when averaged over the full energy range of the analysis. We postulate that the yki are

described by GP models, so that we may use the GP marginal likelihood to compute the

hyperparameter AGP:

log p(dk|θ) = −1

2
yk

T [
K+ (σk)2I

]−1
yk − 1

2
log |K+ (σk)2I| − n

2
log(2π) . (B.2)

Above, n is the number of energy channels, and all matrix operations are taken in the space

of energy channels, with (σk)2I denoting the diagonal matrix with entries (σki )
2. The matrix

K denotes the GP kernel. We implement the non-stationary kernel

K(E,E ′) = AGP exp

[
−(E − E ′)2

2EE ′σ2
E

]
, (B.3)

which has the hyperparameters AGP and σE. Note that later in this chapter we show that

similar results are obtained using the more standard double exponential kernel, but we chose

the form of the kernel in (B.3) for reasons discussed below.

It is worth emphasizing that we have made the choice to describe the residuals of the

background-subtracted data, after also subtracting the contributions from the instrumental

lines, by a zero-mean GP model. An alternative strategy would be to allow the GP model

to have an energy-dependent mean. Equivalently, we could include a parametric model

component (such as a power-law or exponential) to model the clear upward trend in the data

at low energies observed in e.g. Fig. B.1, with the GP model then describing fluctuations

1Note that the line energies Ej are fixed in all analyses except those of the background ROI data for
constructing our lists of instrumental lines; in those analyses only, the Ej are also model parameters.
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about that parametric component. Such an approach would likely result in smaller values

of the hyperparameter AGP and, potentially, increased sensitivity. Such a hybrid parametric

plus GP modeling approach could be explored in future work.

Our goal is to look for narrow lines on top of a smooth continuum flux. We know that

even a narrow line will manifest itself as a broader feature in the detector-level data due

to the detector response. So the correlation-length of the GP kernel has a lower-bound set

by the detector resolution. Because the energy resolution δE of XMM-Newton increases

linearly with energy (i.e., δE/E is roughly constant), a stationary kernel with a fixed cor-

relation length is not adequate and a kernel of the form in (B.3) is more natural. However,

we expect the continuum to be much smoother, even before the smearing induced by the

detector resolution. A common approach in GP literature when the hyperparameters are

not motivated from some other considerations is to fit them to the data. This approach

leads to the best-fit values σE ≈ 0.608 (σE ≈ 0.77) for MOS (PN) in the first annulus, with

comparable results in the annuli further from the Galactic Center. However, we chose to

fix σE = 0.3 because this is an intermediate value between the lower-bound of a narrow

line given by the energy resolution and the best-fit result reflecting the smoothness of the

observed continuum. This choice leads to more conservative limits, since for smaller values

of σE the GP model is able to capture smaller-scale fluctuations in the data, absorbing what

would otherwise be attributed to narrow lines.

Lastly, note that while the marginal likelihood in (B.2) is defined within the context of

Bayesian statistics, as it is obtained by integrating the likelihood times prior distribution for

the formal GP model parameters, we will use the likelihood to perform frequentist parameter

inference. This approach is called the “hybrid approach” in [136]. As noted in [136], the

asymptotic expectations for the distribution of the TS constructed from the marginal likeli-

hood may differ from the frequentist expectations [109], because of the use of the Bayesian

marginal likelihood, and so in principle the p-values and upper-limit criteria should be cali-

brated on Monte Carlo (MC). However, as we show below, we find through MC simulations

that in our examples the TS statistical distributions follow the asymptotic frequentist expec-

tations to high accuracy. With that in mind, we briefly review the asymptotic expectations

for translating discovery TS values to p-values and forming 95% one-sided upper limits.

As discussed in the main chapter, the TS in favor of the signal model is given by

t = −2
[
max

θ
log p(dk|θ)−max

θnuis
log p(dk|{Asig = 0,θnuis}

]
, (B.4)

where the second term is the maximum marginal likelihood for the null model without a

signal line. When searching for evidence of DM, the discovery TS is set to zero for unphysical
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model parameters (in that case, sin2(2θ) < 0), but for the purpose of testing for systematic

uncertainties it is useful to allow for both positive and negative signal amplitudes. The

discovery TS is asymptotically χ2 distributed with one degree of freedom under the null

hypothesis (see, e.g., [109]). In addition to searching for evidence of the signal model over

the null hypothesis using t, we also set 95% one-sided upper limits using the likelihood ratio.

We define the profile likelihood ratio q(Asig) by

q(Asig) = −2
[
max
θnuis

log p(dk|{Asig,θnuis})−max
θ

log p(dk|θ)
]
, (B.5)

where in the first term we maximize the log-likelihood over the nuisance parameters θnuis

at fixed signal parameter Asig. Let Âsig be the best-fit signal parameter; i.e., q(Âsig) = 0.

Then, the 95% one-sided upper limit A95%
sig is given by the value A95%

sig > Âsig which satisfies

q(A95%
sig ) ≈ −2.71 [109].

Note that the profile likelihood in (B.5) is computed as a function of the signal nor-

malization Asig at fixed UXL energy (or, equivalently, fixed DM mass). All of the analyses

presented in the main chapter are performed in this way (i.e., we have a grid of different

UXL energies to probe and then for each fixed energy we compute the profile likelihood as

a function of the signal-strength amplitude). In SM Sec. B.3.1, however, we consider our

ability to localize a putative signal in ma and sin2(2θ) using synthetic data. In that analysis,

and that analysis only, we simultaneously constrain the mass and the signal strength.

Instrumental and astrophysical background lines

Several instrumental and astrophysical background spectral lines are expected to contribute

to the observed flux spectra. Here, we outline the procedure by which we obtain our candidate

instrumental and astrophysical background lines, with the complete list of included lines for

MOS and PN presented in Tab. B.1 and Tab. B.2, respectively.

We adopt an initial instrumental line list for PN and MOS from Refs. [543,544]. We then

analyze the stacked data, for MOS and PN independently, in the background ROI in order

to test for the presence of each candidate line. We use an analysis framework analogous to

that we use in the background-subtracted signal ROI data: in particular, our analysis of the

background ROI data incorporates GP modeling for the continuum emission, in addition to

the set of putative instrumental lines. We test for known instrumental lines in the vicinity

of: 4.51 keV (Ti Kα), 5.41 keV (Cr Kα), 5.90 keV (Mn Kα), 5.95 keV (Cr Kβ), 6.40 keV (Fe

Kα), 6.49 keV (Mn Kβ), 7.06 keV (Fe Kβ), 7.47 keV (Ni Kα), 8.04 keV (Cu Kα). During

this process, we allow the central location of the background lines to float by up to 25 eV.

Lines which are detected with t > 16 (4σ local significance) in the background data analysis
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PN Annulus 8Figure B.1: Examples of the signal region spectra for MOS (top panels) and PN (bottom
panels) in Ring 1 (left panels) and Ring 8 (right panels) with and without background
subtraction in red and black, respectively. The background-region spectra are shown in grey.
Many of the large instrumental features that are removed when looking at the background-
subtracted data. Note that for visual clarity these spectra have been down-binned by a
factor of 4.

are accepted at their best-fit energy as a new component of our residual background model.

In MOS, we accept instrumental lines at energies: 5.42 keV, 5.915 keV, 6.425 keV, 7.07 keV,

7.485 keV, and 8.06 keV. In PN, we accept instrumental lines at 4.52 keV , 5.42 keV, 5.95

keV, and 6.39 keV.

After constructing our list of instrumental background lines we include them in our anal-

yses of the signal-ROI background-subtracted data sets. In particular, each line is given an

intensity nuisance parameter in each ring. Given our procedure of subtracting the back-

ground flux from the signal region, variability in the instrumental lines between observations

can result in the best fit instrumental line intensity in our data set having a positive or

negative normalization. Accordingly, we allow the normalization of the instrumental lines

to be either positive or negative.

We also develop an initial list of candidate astrophysical background lines following [88],

by selecting those with emissivities greater than 5×10−19 photons/cm3/s at a temperature of

1 keV, which is the approximate temperature of the hot component of the Galactic Center,

using the AtomDB database [545]. We include additional iron lines that are known to

215



Eline Origin Type Ring
1

Ring
2

Ring
3

Ring
4

Ring
5

Ring
6

Ring
7

Ring
8

2.46 S Astro. 12.5 0.7 7.2 0.7 2.0 5.5 0.9 5.4

2.62 S Astro. 36.8 7.6 4.3 1.9 0.0 2.1 0.0 6.1

3.12 Ar Astro. 15.0 1.1 8.8 2.8 0.0 3.5 0.0 0.9

3.90 Ca Astro. 0.3 0.0 0.0 9.8 0.0 0.2 4.1 0.0

5.42 Cr Inst. 8.9 7.7 22.1 0.1 0.0 1.2 7.2 0.0

5.92 Mn Inst. 1.8 1.0 3.6 0.3 0.4 2.5 10.0 1.7

6.42 Fe Inst. 0.1 7.1 82.0 0.3 1.5 0.0 2.7 7.2

6.67 Fe Astro. 55.4 1.7 0.0 4.3 5.9 2.5 0.0 0.0

6.97 Fe Astro. 5.9 0.0 0.5 4.3 0.3 0.2 0.4 0.2

7.08 Fe Inst. 1.5 0.0 4.1 0.2 2.1 1.3 0.0 2.2

7.48 Ni Inst. 2.0 0.1 11.9 0.1 0.0 0.1 3.1 4.7

8.06 Cu Inst. 1.1 0.9 0.3 0.1 0.0 0.2 0.4 0.1

Table B.1: The list of spectral lines of instrumental and astrophysical origins which are
included in our background model for the MOS camera. For the line in each ring, we
provide the value of ∆χ2 associated with the addition/removal of the line from the best-
fit background model which is obtained after our line-dropping procedure. Bolded values
indicate the inclusion of a line in a ring’s background model.

produce emission in the inner Galaxy [546]. Taking this preliminary list, we then inspect

the innermost ring and determine all lines which appear with TS t > 3 in either PN or

MOS. If such a line meets this criteria in either PN or MOS then we add it to our list of

putative astrophysical lines for both instruments. As with their instrumental counterparts,

the astrophysical lines are treated with independent nuisance parameters describing their

intensity in each annuli. However, for astrophysical background lines, we restrict intensities

to values greater than or equal to zero.

The procedure described above leads to a list of astrophysical and instrumental lines,

which are shown in Tabs. B.1 and B.2. However, this does not mean that we included all of

the those lines in every ring when performing our UXL search. In each annulus we analyze

the background-subtracted data to determine which of the lines in Tabs. B.1 and B.2 are

detected with moderate significance (we use the criteria t > 3) in the background-subtracted

data set. Note that in Tabs. B.1 and B.2 we indicate whether the line is included in each

annulus. To determine the significance of a given line we proceed iteratively, starting with

the full list of lines and then calculating the change in the maximum likelihood when a given

line is removed from the model.
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Eline Origin Type Ring
1

Ring
2

Ring
3

Ring
4

Ring
5

Ring
6

Ring
7

Ring
8

2.46 S Astro. 15.3 0.7 12.5 3.9 0.0 3.5 1.1 6.8

2.62 S Astro. 19.0 4.5 9.1 5.1 0.0 0.0 0.1 4.4

3.12 Ar Astro. 6.4 2.8 6.5 13.7 0.0 1.1 0.0 0.0

3.90 Ca Astro. 3.9 0.0 0.5 3.8 0.0 6.0 0.2 0.5

4.52 Ti Inst. 0.6 0.7 0.8 0.6 0.1 0.3 0.5 0.0

5.42 Cr Inst. 0.7 0.0 0.4 7.3 0.7 1.9 2.4 6.6

5.93 Cr Inst. 0.8 1.0 0.5 4.7 0.1 1.7 3.6 0.7

6.39 Fe Inst. 0.0 0.1 3.2 1.2 0.0 1.6 9.3 0.0

6.67 Fe Astro. 79.2 5.5 8.9 2.8 0.8 2.3 0.3 2.3

6.97 Fe Astro. 0.0 0.0 0.4 0.0 0.3 0.0 0.7 0.0

Table B.2: The list of spectral lines of instrumental and astrophysical origins which are
included in our background model for the PN camera. For the line in each ring, we provide
the value of ∆χ2 associated with the addition/removal of the line from the best-fit back-
ground model which is obtained after our line-dropping procedure. Bolded values indicate
the inclusion of a line in a ring’s background model.

In Fig. B.2 we illustrate example fits for our fiducial analyses to the data without the

inclusion of an UXL. These fits are to the same background-subtracted data as illustrated

in Fig. B.1, as labeled. In black we show the combined best-fit model, which is the sum

of the GP model contribution (dark red) and the contributions from the individual astro-

physical and instrumental lines (colored curves). Note that the number of background lines

differs between each of the annuli because the important background lines are determined

independently for each annulus.

The joint likelihood and background mismodeling

After constructing the profile log likelihoods qk(Asig) in each energy annulus (k = 1, 2, · · · , 8)
we then convert from Asig, which has units of cts/cm2/s/sr, to sin2(2θ) using the relation

Φ ≈ 0.26 photons/cm2/s/sr×
( mχ

7.0 keV

)4( D

1029 keV/cm2

)(
sin2(2θ)

10−10

)
. (B.6)
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Figure B.2: The same background-subtracted data sets illustrated in Fig. B.1 (also down-
binned), but now shown along with their best-fits under the null hypothesis. The best-
fit model prediction is shown in black, which may be decomposed into the contribution
from the GP model (dark red) and the contributions from the individual background lines
(colored curves). Note that the background lines to include in the analysis are determined
independently in each annulus, as described in the text.

To do so we use the background-subtracted D-factors, as discussed in the main chapter.

Then, at each test mass point for the DM model we construct the joint profile likelihood

qjoint
(
sin2(2θ)

)
=

8∑
k=1

qk
(
sin2(2θ)

)
, (B.7)

for both MOS and PN independently. Later, we will also combine the MOS and PN profile

likelihoods to construct our final joint profile likelihood that we use to search for evidence

of decay DM. First, however, we analyze the joint MOS and PN profile likelihoods indepen-

dently for evidence of background mismodeling.

We test and account for possible background mismodeling by extending the background

model to include a component that is totally degenerate with the signal. This is a conserva-

tive approach that would remove all sensitivity to a UXL if the amplitude for this additional

signal-like component were left free. Therefore we penalize the amplitude of such a signal

like feature in the background model with a zero-mean Gaussian likelihood with variance

hyperparameter σ2
spur . The approach we follow was developed and implemented in [547–549]

within the context of searches for narrow spectral features in γ-ray astronomy and in the
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context of the Higgs boson search by the ATLAS experiment, where it is called the “suprious

signal” [134]. We extend the likelihood to include two “spurious signal” nuisance parame-

ters, one for the MOS data and one for the PN data. The MOS and PN likelihoods are then

combined to produce the joint likelihood that we use for probing the DM model.

After extending the background model to include a signal-like component constrained by

σ2
spur, the resulting profile likelihood (for either the MOS or PN data) is given by

q̃joint
(
sin2(2θ)

)
= maxAspur

[
qjoint

(
sin2(2θ) + Aspur

)
− (Aspur)

2

σ2
spur

]
, (B.8)

where qjoint is defined in (B.7). Note that the profile likelihood now depends on the hyperpa-

rameter σ2
spur, which determines the strength of the spurious-signal nuisance parameter For

example, in the limit σ2
spur → 0 the nuisance parameter becomes fixed at zero (Aspur → 0)

and the modified profile likelihood q̃ approaches the un-modified likelihood q. However, in

the opposite limit σ2
spur → ∞ we completely lose constraining power and q̃joint

(
sin2(2θ)

)
→ 0

for all sin2(2θ).

In practice, we determine the value of the hyperparameter at each test mass point in-

dependently. The philosophy is that if there is evidence that the background model is not

properly describing the data in the immediate energy side-bands around a mass point of

interest, then we should account for the possibility, through Aspur, of similar background

mismodeling at our mass point of interest. Specifically, we implement the following ap-

proach. At a given mass point mm
χ , where m is the index that labels the mass point, we

consider the subset of test mass points in a 2 keV window around mm
χ , masking: (i) a 0.4

keV window in mass around mm
χ and (ii) masking 0.1 keV windows around the locations are

all background lines that were included in the analyses of the annuli. Each test mass point

within this side-band window has a best-fit sin2(2θ) from the likelihood analysis without the

inclusion of the spurious-signal nuisance parameter. The ensemble of best-fit points in the

side-band window is denoted by {sin2(2θ)}m. We compute the variance over this ensemble

of best-fit points, Var
[
{sin2(2θ)}m

]
observed

. The observed variance is then compared to the

expected variance Var
[
{sin2(2θ)}m

]
expected

, and specifically we set

σ2
spur,m = max

[
0,Var

[
{sin2(2θ)}m

]
observed

− Var
[
{sin2(2θ)}m

]
expected

]
, (B.9)

where σ2
spur,m denotes the hyperparameter at the mass point mm

χ . The expected side-band

best-fit variance Var
[
{sin2(2θ)}m

]
expected

is computed from 500 MC simulations of the null

hypothesis. The null hypothesis model is that given by the fit of the background model to

the data without any extra UXL signal components.
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We expect σ2
spur,m to be non-zero if there is background mismodeling in the energy side-

band, which increases the variance of observed best-fit points relative to the expectation

under the null hypothesis. However, sometimes σ2
spur,m will be non-zero simply because of

statistical fluctuations in the observed side-bands, in which case the nuisance parameter will

weaken the limits more than intended. However, this occasional weakening of the limits is

worth the advantage of having an analysis framework that is more robust to mismodeling.

Indeed, we know that there is an opportunity for some degree of background mismodeling

because we have chosen to only include background lines that pass some significance thresh-

old, and thus the aggregate effect of the sub-threshold lines could lead to mismodeling that

could be partially mitigated by Aspur.
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Figure B.3: The spurious-signal hyperparameter σ2
spur,m (labeled MOS Sys. and PN Sys.),

as computed in (B.9), as a function of the DM mass. For both MOS and PN the nuisance
parameter Aspur is predominantly active at low energies, and it plays a more significant
role in PN than in MOS. We compare the hyperparameter to the statistical uncertainties
(labeled MOS Stat. and PN Stat.), which are computed from the Hessian of the log-likelihood
(without the spurious-signal) about the best-fit mixing angle at a fixed energy. We note that
several of the sharp variations of the expected sensitivity shown in Fig. 3.3 arise as a result
of the variations of the spurious signal hyperparameter shown here.

In Fig. B.3 we illustrate the values of σ2
spur,m (labeled MOS Syst. and PN Syst.) that

we find from the data analyses of the MOS and PN data. We compare the hyperparameter

to the statistical uncertainty on sin2(2θ), labeled MOS Stat. and PN Stat. Note that the

statistical uncertainties are computed from the Hessian of the log-likelihood, for that data
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set, about the best-fit coupling at a fixed UXL energy, without the inclusion of Aspur. For

both MOS and PN we see that the background mismodeling uncertainties, as captured by

Aspur, may dominate the statistical uncertainties at some low energies, though the nuisance

parameter appears more important for PN than for MOS.

It is interesting to consider the ensemble of discovery TSs in favor of the DM model across

all tested mass points. We denote this distribution of TSs without the spurious-signal by T,

while with the inclusion of the spurious-signal nuisance parameter we call this distribution

Tsys. We expect Tsys to have fewer high-TS points than T. In the left and center panels of

Fig. B.4 we illustrate the distributions of TSs for both T (labeled Data) and Tsys (labeled

Data w/ Nuisance Parameter) for MOS and PN, respectively. More specifically, in that

figure we illustrate the survival fractions for the distributions, which show the faction of TSs

in T or Tsys with a value above the TS indicated on the x-axis. Asymptotically we expect,

up to the caveat that we used the Bayesian marginal likelihood of the GP to define our TSs,

that the TSs should be χ2 distributed [109]. The survival function of the χ2 distribution

is shown in Fig. B.4. We verify with a large number of MC simulations that the that the

null-distribution of TSs is indeed χ2-distributed for both MOS and PN datasets. The results

of these tests are labeled “Monte Carlo” in Fig. B.4 and overlap with the χ2 distribution,

providing evidence that we are in the asymptotic regime [109].

Because there are a finite number of samples inT and locations spaced within the detector

energy resolution are correlated, the survival function for the observed data is not expected

to follow the χ2-distribution exactly. The green and gold bands in Fig. B.4 show the 68%

and 95% containment regions for the survival fraction computed over 500 MC realizations

of T. We expect that the data should fall within these bands if no signal is present, which

is analogous to the green and gold bands for the significance in Fig. B.5. In the left and

center panels of Fig. B.4 we may see that the distributions of T for MOS and PN are broadly

consistent with the MC expectations. The distributions of Tsys, as expected, fall off slightly

faster at large values of the TS. The right panel of Fig. B.4 shows the survival fraction for the

combined analysis where we combine the MOS and PN profile likelihoods, with and without

the spurious-signal. The most significant test point has a significance slightly above 2σ local

significance, which is less than 1σ in global significance. Thus, we conclude that there is

no evidence for decaying DM in our analysis above our 5σ global predetermined detection

threshold.

The effect of the spurious-signal nuisance parameter on the individual MOS and PN

limits is illustrated in Fig. B.5. The inclusion of the nuisance parameter slightly decreases

the discovery TSs at low masses and also causes a slight weakening of the limits. Note that

the expectations under the null hypothesis are indicated for the spurious-signal-corrected
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Figure B.4: (Left) The survival function of the test statistic for discovery in the analysis of
the MOS data. Under the null hypothesis, and for a large number of samples, the survival
fractions are expected to follow the χ2 distribution, as verified by MC (as labeled). At
a finite number of samples the expected chi-square distributions are found from MC to
be expected to be contained within the green and gold shaded regions at 68% and 95%
confidence, respectively. The negligible effect of the systematic nuisance parameter can
be seen by comparing the survival function without the nuisance parameter (red, labelled
“Data”) and with the nuisance parameter (blue, labeled “Data w/ Nuisance Parameter”).
(Center) As in the left panel, but for the PN analysis. (Right) The survival function for
the joint analysis of MOS and PN data. In blue, the survival function for the joined PN
and MOS analysis without systematic nuisance parameters; in red, the survival function for
the joint analysis when the PN and MOS results are corrected by their independently-tuned
systematic nuisance parameters prior to joining.

analysis in that figure.

B.2 Extended Results

In this section we present extended results for the analyses that go into producing Fig. 3.3.

First, we provide a measure of the goodness-of-fit of our null model to the data, quantified

through the χ2 per degree of freedom (dof), in each annulus for the PN and MOS data sets

in Tab. B.3. Note that we also quote the p-value associated with the χ2 per dof, with smaller

numbers indicating a worse null-model fit. We observe acceptable p-values (p ≳ 0.1) in all

rings except for Ring 3 of the PN data set, which realizes a p-value associated with the χ2/dof

of p ≈ 5.7×10−6. We would not expect to observe a p-value this small in any of the 16 rings.

For example, Fig. B.3 shows some evidence for mild systematic uncertainties at low energies

in the PN data, though these are captured through our spurious-signal formalism. We also

note that there is some indication that the poor χ2/dof in PN Ring 3 arises from statistical

fluctuations on scales much smaller than the detector energy resolution; for example, down-
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Figure B.5: As in Fig. 3.3, but for the MOS (left panel) and PN (right panel) analyses
individually and with and without the spurious-signal nuisance parameter. The 1σ and
2σ expectations are shown only for the case with the spurious-signal nuisance parameter.
The limits without the nuisance parameter are slightly stronger at low masses. The sharp
variations in the expected sensitivity, especially visible in the PN results, arise from how the
spurious-signal hyperparameter is determined through the sliding window procedure.

binning that data set to bins of width 45 eV, which is still smaller by a factor of a few relative

to the energy resolution across the full energy range, improves the p-value associated with

the χ2/dof to p ≈ 4× 10−3. As an additional test, we compare the results obtained without

the spurious-signal formalism in the joint analysis of the PN data with and without the

inclusion of the data in Ring 3. These results are presented in Fig. B.6, and are qualitatively

unchanged by the inclusion or exclusion of the PN Ring 3 data set. We also provide best-fit

normalizations for our GP kernels, presented in Tab. B.4.
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Figure B.6: A comparison of all results obtained in the joint analysis of PN data with and
without the inclusion of Ring 3, which may be subject to systematic mismodeling. Note that
for this comparison we do not profile over the spurious-signal nuisance parameter.

In Fig. B.7 we present the main result in Fig. 3.3 in terms of the DM lifetime instead of

in terms of sin2(2θ). The result in Fig. B.7 is more general than in Fig. 3.3 since it holds
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Figure B.7: As in Fig. 3.3, but interpreted as limits on the DM lifetime. This figure applies
for DM whose decays produce a single mono-energetic photon at energy mχ/2. If the DM
decay produces two photons (as in an axion model), then the lifetime limits are twice as
strong.

for more general DM models beyond the sterile neutrino model. Note, however, that this

figure applies to DM whose decays produces one mono-energetic photon at energy mχ/2.

Axion-like models produce two photons during the decay, in which case the limits are twice

as strong as those shown in Fig. B.7.

Instrument Ring 1 Ring 2 Ring 3 Ring 4 Ring 5 Ring 6 Ring 7 Ring 8

MOS 0.19 0.71 0.02 0.34 0.10 0.69 0.59 0.45

PN 0.77 0.89 10−5 0.65 0.34 0.25 0.92 0.68

Table B.3: The goodness-of-fit of the null model fit in each annulus for PN and MOS data sets
as measured by the p-value. With the exception of Ring 3 of the PN data set, this measure
indicates an acceptable goodness-of-fit to the data under the null (see text for details).

Next, we show our results from the analyses to the individual MOS and PN annuli. In

Figs. B.8 through B.15 we show the best-fit fluxes and significances (times the sign of the

excess or deficit) for the UXLs for all of the annuli and for both MOS and PN. Note that

the shaded grey regions denote the masks that we use to avoid searching for UXLs in the

direct vicinity of background lines included in the analyses.

The distribution of discovery TSs that we observe in the individual annuli all appear

consistent with expectations from MC, as illustrated in Fig. B.16 for MOS and Fig. B.17

for PN. These figures illustrate the survival fractions of TSs, as in Fig. B.4, but at the
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Instrument Ring 1 Ring 2 Ring 3 Ring 4 Ring 5 Ring 6 Ring 7 Ring 8

MOS 6.9 1.6 1.1 3.4 0.7 1.9 0.9 1.5

PN 23 5.3 5.7 9.1 2.0 4.2 0.2 11

Table B.4: The best fit normalization of the GP kernel for each ring in PN and MOS. We
present

√
AGP in units of 10−3 photons/cm2/s/keV for AGP defined in (B.3).
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Figure B.8: (Upper Left) The best-fit signal flux, and 1 and 2σ uncertainties, as a function
of the central UXL energy across our full energy range for the innermost MOS ring. (Lower
Left) The corresponding significance in favor of the signal model, multiplied by the sign of
the best fit UXL normalization at that energy, along with the 1/2σ expectations under the
null hypothesis. (Right Panel) As in the left panel but for the innermost PN annulus.

level of the individual annuli instead of the joint analysis. Note that the MC expectations

are constructed independently for each annulus and each data set. These results do not

include the systematic nuisance parameter since that is only included at the level of the joint

likelihood, after combining the results from all of the individual annuli.

B.3 Synthetic signal tests for the fiducial analysis

In this section we verify that our analysis framework has the ability to discover real signals if

they are present in the data. We do so by injecting a synthetic signal into the real data and

analyzing the hybrid data set with our full analysis. We also demonstrate the full analysis

as applied to fully synthetic data generated with varying injected signal strengths.
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Figure B.9: As in Fig. B.8 but for annulus 2.

B.3.1 Signal injection in real data

For injection tests in the real data, we chose a DM mass mχ = 7.0 keV and a mixing angle

sin2(2θ) = 2.5 × 10−11. We chose this mixing angle because we expect such a signal to

be detected at approximately 5σ significance. We forward model this signal through the

appropriate MOS and PN detector responses, draw Poisson counts, and then add these

counts to the actual data sets. The results of the data analysis of the hybrid data are

illustrated in Fig. B.18. In the top panel we show the 95% upper limits for MOS, PN,

and the joint analysis, with and without the systematic nuisance parameter. Note that the

injected signal is indicated by the red star. The upper limits weaken at the injected signal

point, as expected, and do not exclude the injected signal coupling. In the second row we

show the corresponding detection significances. The signal is detected at nearly 5σ in MOS

alone and at around 2σ in PN. The systematics nuisance parameter slightly reduces the

significance of the discovery, but by a minimal amount since we mask a 0.4 keV window

around the test mass when determining the systematics nuisance parameter. In the third

row we show how the discovery of the injected signal extends the survival function to higher

TS values. Lastly, in the bottom row we show the 1, 2, and 3 σ best-fit regions in the

mχ-sin
2(2θ) plane for the DM candidate. In red we mark the location of the injected signal,

which is recovered appropriately.
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Figure B.10: As in Fig. B.8 but for annulus 3.

B.3.2 Signal injection in synthetic background data

For injection tests on the real data, we first generate synthetic data according to the best-fit

null models for each of the eight rings studied in MOS and PN data sets. We then inject a

synthetic signal at a specified value of sin2(2θ) on top of the null-model realizations using the

same procedure as applied for the signal injection on the real data and repeat our full analysis

procedure in search of the injected signal with the exception that we do not apply a nuisance

parameter tuning and correction. We perform 1000 independent realizations and analyses

for each value of sin2(2θ, and we repeat this procedure for 30 values of sin2(2θ) between

10−13 and 10−10 for two different neutrino masses: 7.0 keV and 11.5 keV. The results of

the data analysis of the hybrid data are illustrated in Fig. B.19. In the top row, we show

ensemble statistics for the 95% upper limits as a function of injected signal strength for the

two neutrino masses studied in this test. In the bottom row, we show the ensemble statistics

of the recovered detection test statistic as a function of the injected signal strength. The

upper limits weaken with increasing injected signal strength without excluding the true value

of the injected signal. Moreover, the detection test statistic smoothly increases as a function

of increasing injected signal strength. Critically, at large injected signal strength, the test

statistic safely exceeds TS ≈ 30, which is the approximate threshold for a 5σ detection after

correcting for the look-elsewhere effect.
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Figure B.11: As in Fig. B.8 but for annulus 4.

B.4 Systematic Analysis Variations

Our fiducial result, which is illustrated in Fig. 3.3, made a number of physics-level and

analysis-level choices. These choices are justified in the main chapter and the supplementary

results of the proceeding sections of this chapter. Still, it is worthwhile to consider how our

results change for different physics and analysis assumptions and choices, as this gives an

indication of the robustness of the limits and significances shown in Fig. 3.3.

B.4.1 Alternate DM Density Profiles

In the main chapter, and in particular in Fig. 3.3, we adopted the conservative DM profile

that was shown in Fig. 3.1. As already described, the present expectation is that in the

absence of baryons, the DM halo is well described by an NFW profile. Baryons are then

expected to contract this profile, increasing the DM density towards the GC, and potentially

also introducing a core on top of this. For our fiducial analysis we conservatively assumed

an uncontracted NFW halo, using the most conservative parameters determined within the

68% best fit region of [61]. In particular, we used an NFW profile with rs = 19.1 kpc and

normalized to a local DM density of ρDM = 0.29 GeV/cm3.

In Fig. B.20, we show our main results if instead we repeat the analysis for the best fit

NFW profile determined in Ref. [61], which corresponds to rs = 15.6 kpc and ρDM = 0.31

GeV/cm3, as well as showing results for the more realistic contracted profile. There is not

a parametric form for the contracted profile, however, Ref. [61] provides a best fit model
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Figure B.12: As in Fig. B.8 but for annulus 5.

for the DM mass distribution, which we use to infer the density and then D-factor. The

model only provides an estimate down to 1 kpc from the GC, within which we conservatively

assume the density profile is completely cored.

As the figure demonstrates, adopting a more realistic contracted DM profile strengthens

our limits by roughly a factor of 2. Importantly, however, changing the profile does not

appreciably change the distribution of significance, and we continue to see no clear evidence

for an UXL.

B.4.2 Dependence on the GP model

For our fiducial analysis we use the GP kernel given in (B.3) with the choice σE = 0.3. This

choice was made so that the residual background model has the ability to adjust on scales

around one order of magnitude larger in scale than the energy resolution of the detectors,

which are δE/E ∼ 0.03. In this section we verify that our results do not depend in detail

upon the particular value chosen.

First, we consider a small modification to our default analysis by taking σE = 0.2 and

σE = 0.4. The results of these analyses are shown in Figs. B.21 and B.22. As a further

modification of our GP modeling procedure, we repeat our analysis with the relative scale of

our kernel promoted to a nuisance parameter that we independently profile in each annulus

in both instruments between the range of 0.15 and 0.9. We report the resulting best-fit GP

scales in Tab. B.5. Results for this analysis are shown in Fig. B.23. In those figures we show
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Figure B.13: As in Fig. B.8 but for annulus 6.

the 95% upper limits (upper panel), significances (middle panel), and survival fraction of

significances (bottom panel). We give the results both with an without nuisance parameters.

There is a slight trend where increasing σE leads to a corresponding strengthening of the

sensitivity, though this difference is minor compared to other choices in the analysis. In

general, the results appear robust to the choice of σE.

Instruments Ring 1 Ring 2 Ring 3 Ring 4 Ring 5 Ring 6 Ring 7 Ring 8

MOS 0.60 0.90 0.90 0.34 0.81 0.90 0.42 0.90

PN 0.77 0.84 0.59 0.90 0.66 0.28 0.90 0.54

Table B.5: The best-fit scale σE, determined under the null model, when this scale is treated
as profiled nuisance parameter. In all cases except Ring 6 of PN data, the best-fit scale is
larger than the scale of the kernel used in our fiducial analysis, indicating that our fiducial
choice of σE = 0.3 was conservative and endowed the GP model with sufficient flexibility.

Next, we consider changing the GP modeling more significantly by adopting an alternate

kernel. In particular, we consider the standard (and stationary) double exponential kernel

K(E,E ′) = AGP exp

[
−(E − E ′)2

2σ2

]
, (B.10)

which has the hyperparameter σ2. Note that our fiducial kernel, given in (B.3), has the

property whereby the correlation length increases with the energy resolution of the detector.

The kernel in (B.10), on the other hand, has a fixed correlation length as a function of energy.
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Figure B.14: As in Fig. B.8 but for annulus 7.

In Figs. B.24 and B.25 we show the results of using the double exponential kernel with scale

length σ2 = 0.5 keV2 and σ2 = 1.0 keV2, respectively. As with our fiducial kernel, in this

case we also find that increasing σ slightly increases the limits. However, the differences

between the double-exponential kernel results and our fiducial results are minor and most

evident at high DM masses, mχ, where the two kernels predict the largest differences. In

particular, we find no evidence for decaying DM with the alternate kernels and similar 95%

upper limits. The systematic uncertainty associated with this choice is generally less than

other aspects of the analysis such as our assumptions regarding the DM density profile.

A full comparison of the limits obtained under all the described GP kernel modeling

choices is presented in Fig. B.26. The choice of GP kernel and treatment of its scale as a

fixed or profiled parameter is shown to have a marginal impact on our limit-setting procedure.

B.4.3 Unmodeled lines in the vicinity of 3.5 keV

Our results have a significant impact on the decaying DM interpretation of the previously-

observed 3.5 keV line from nearby galaxies and galaxy clusters [88–90,93,95]. Ref. [111] used

a similar method to that presented in this chapter to argue that the non-observation of the

UXL in XMM-Newton BSOs excluded the decaying DM origin of the 3.5 keV line. However,

subsequent works [550, 551] questioned the validity of the results in [111] for three primary

reasons: (i) the use of a narrow energy range, (ii) the possible importance of instrumental or

astrophysical lines in the analysis region, (iii) the D-factor profile chosen with a local DM
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Figure B.15: As in Fig. B.8 but for annulus 8.

density of 0.4 GeV/cm3. These points were addressed extensively in the response [112], and

we do not review the arguments here for how these points are addressed within the context

of the analysis in [111].

Here we point out that the analysis in this chapter provides a probe of the decaying DM

origin of the 3.5 keV line that is more robust to systematic uncertainties than [111] and that

the null results from this chapter strongly disfavor the decaying DM interpretation of the

3.5 keV line. Ref. [111] performed a similar analysis to this work, but the analysis focused

on the limited mass range from 6.7 to 7.4 keV. As in this chapter [111] used XMM-Newton

blank sky data, with a comparable exposure time within the signal ROI to that in this

chapter. As mentioned in the main chapter, Ref. [111] used a joint likelihood over individual

exposures, as opposed to this chapter where we stack the data in rings and construct the joint

likelihood in individual rings. Use of the ringed data facilitates our background subtraction

and GP modeling procedures, in part because the number of counts in each ring is large

enough that we may make the Gaussian approximation to the Poisson likelihood. This

chapter also performs a more systematic accounting of astrophysical and instrumental lines

that are not fully removed by the background subtraction process. Because we analyze a

wide energy range in this analysis, we are able to use energy side-bands to determine the

hyperparameter for the spurious-signal contribution to the likelihood, which accounts for

residual mismodeling. Thus while the limit presented in this chapter in Fig. 3.3 is slightly

weaker than the fiducial limit from [111], it is more robust to mismodeling. Furthermore, we

use a more conservative D-factor profile in this chapter, though astrophysical uncertainties
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Figure B.16: As in Fig. B.4 but for the individual MOS annuli. Note that the systematic
nuisance parameter has not been applied since that is only incorporated in the joint likelihood
that combines the results from the individual annuli.

on the DM density profile are not sufficiently large to explain why a decaying DM signal

would have appeared in nearby galaxies and clusters but not in this chapter (see [112] for a

discussion of this point).

Still, in this section we investigate the potential for mismodeling in the vicinity of 3.5 keV.

In particular, [60] argued that lines may be present near 3.32 and 3.68 keV in both the MOS

and PN data. Note that in [111] these possible lines were tested for and their inclusion did

not change the central conclusion of that work. Moreover, there is no robust evidence to-date

for these lines in the MOS and PN data sets. For completeness, however, we investigate how

the inclusion of these lines affects the results of the analysis in this chapter. Importantly,

following our normal line-dropping procedure neither the 3.32 nor the 3.68 keV lines meet

our criterion for inclusion in any of the rings for either MOS or PN. This itself serves as

evidence for the non-importance of these line candidates on our conclusions. However, as a

systematic test we perform an analysis where we include these two lines in all of our rings

for both MOS and PN, while performing the normal line-dropping procedure for the rest of

the background lines. We treat the amplitude of these lines as a nuisance parameter which

is allowed to take arbitrarily large positive or negative values.

A summary of the full results of the analysis which includes these additional lines is

provided in Fig. B.27. No new detections are made. The limits obtained by this analysis in

the 6-8 keV range are compared with the results obtained in our fiducial analysis in Fig. B.28,

which reveals small but unimportant changes in our limits.
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Figure B.17: As in Fig. B.16 but for the PN data sets.

B.4.4 Analysis of Fully Stacked Data

In the main chapter, we divided our signal ROI into rings and modeled the flux independently

in each ring. The motivation behind this choice was to incorporate spatial information into

the analysis, particularly as we expect the flux of an actual DM decay signal to steadily

increase towards the GC. Here we show the results of an alternative approach where instead

of modeling the data ring-by-ring, we instead combine the data in the innermost three rings

of the signal ROI and model that directly. We effectively are then left with a single combined

ring, which we analyze using our fiducial procedure.

In Fig. B.29 we show the resulting limit in the case where we also subtract the background-

ROI flux from the stacked signal region data. While there are small differences, the resulting

sensitivity and limits from this simpler approach are in good qualitative agreement to those

of our default analysis. In detail, the result here are slightly weaker, which is as expected

because there is less information in the signal ROI (we use fewer rings and by stacking the

spatial information is partially erased).

Next, in Fig. B.30 we repeat this procedure but without subtracting the background

flux. The differences are now more noticeable - the expected and resulting limit undergoes

larger fluctuations and there are several mildly significant excesses. This emphasizes the

importance of the background subtraction procedure in simplifying the data, particularly

around bright instrumental lines.
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B.4.5 Parametric Modeling without Background Subtraction

In this section, we detail an alternate analysis to the one presented in the main chapter

and provide a comparison between the fiducial and alternate analysis in a representative

example over the 8-9 keV mass range. The alternate framework uses the same data as used

in our primary analysis. However, a more traditional approach is adopted for the background

modeling. Firstly, we consider the unsubstracted data in each ring within the signal ROI.

The flux within each annulus is then modeled as follows. The background and putative signal

lines are treated identically to our fiducial approach, but the smooth background contribution

is modeled parametrically using an unfolded second order polynomial, rather than with a GP

model. The three parameters that define the quadratic background component are treated

as nuisance parameters and profiled over. As the quadratic background has less freedom

than the GP model, we restrict to a smaller energy range. Specifically, we determine the

energy range by fitting a Gaussian to the detector response at a given putative signal energy,

and we define our energy range to extend 5 standard deviations out from the signal energy in

either direction. In the 8-9 keV DM mass range, this corresponds to an approximate energy

range of 0.60 keV. Furthermore, background lines within 7 standard deviations of the signal

energy are included in the model. Thus, in the 8-9 keV mass range, the only line included is

the 4.52 keV instrumental line for all PN annuli. We do not include the systematic nuisance

parameter modeling for this example.

While our background modeling is significantly different in this case, we find again that

our results are qualitatively unchanged compared to our fiducial analysis. To provide a

representative example, in Fig. B.31 we show the comparison between our fiducial analysis

(without the systematics nuisance parameter to facilitate the comparison) and this alternate

approach over the mass range 8-9 keV. As can be seen, the expected sensitivity of the two

approaches is almost identical. This is a significant further demonstration that our specific

choice of background model is not underpinning our sensitivity.
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Figure B.18: The results of the analysis of the hybrid data that consists of the real MOS and
PN data plus a synthetic DM signal. The DM signal is generated with mass mχ = 7.0 keV
and mixing angle sin2(2θ) = 2.5×10−11 as described in the text. The top, middle, and third
rows are analogous to Figs. B.4 and B.5, but for the hybrid data set. The last row shows the
1, 2, and 3 σ recovered parameter space for the signal in the mass and mixing angle plane.
The best-fit recovered signal is indicated in dark blue, while the red star denotes the true
value injected. The synthetic signal is appropriately recovered, adding confidence that our
analysis procedure has the ability to detect real DM signals if present in the data.

236



10−12

10−11

si
n

2
(2
θ r

ec
)

mχ = 7 keV

Median Limit

1/2σ Containment

mχ = 11.5 keV

10−12 10−11

sin2(2θinj)

10−2

10−1

100

101

102

t

Median Discovery TS

1/2σ Containment

10−12 10−11

sin2(2θinj)

Figure B.19: (Top Row) In red, the median 95th percentile upper limit on the recovered signal
as a function of the injection signal strength at two neutrino masses evaluated on synthetic
data. We additionally indicate the 1 and 2σ containment intervals for the ensemble of
upper limits realized at each injected signal strength. Note that these upper limits are not
power constrained. These results demonstrate that our analysis framework places robust
upper limits that do not rule out an injected signal. (Bottom Row) In black, the median
recovered detection test statistic for a signal injected in the synthetic data as a function of
the injected signal strength, with the 1 and 2σ containment intervals also indicated. Under
the null hypothesis, the detection test statistic should follow a χ2-distribution; the median
and 1σ and 2σ percentile values of the χ2-distribution are indicated by dashed grey lines.
These results demonstrate that our detection test statistic follows its theoretically expected
distribution under the null hypothesis (sin2(2θinj) = 0) and that our analysis framework can
robustly identify a signal which is present in the data. The results are smoothed with a
Savitzky–Golay filter for clarity.
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Figure B.20: As in Fig. 3.3, but for three different DM density profiles, all based upon
Ref. [61]. In solid curve we show our fiducial results, corresponding to the uncontracted
NFW profile with a conservative density. The dashed curve then shows our results using the
best fit NFW profile, whereas in dashed we show the stronger limits that would be obtained
with a contracted DM distribution. Details of the distributions are provided in the text.
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Figure B.21: The analogues of Figs. B.4 and B.5, but changing the kernel correlation length
to σE = 0.2 (c.f. our fiducial value of σE = 0.3). The differences between the σE = 0.2 and
0.3 results are minor.
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Figure B.22: As in Fig. B.21 but with σE = 0.4. The limit is slightly strengthened, although
again the differences are not significant.
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Figure B.23: As in Fig. B.21 but with σE treated as a profiled nuisance parameter. The
results demonstrate that even providing our background model this additional freedom does
not have a significant impact on the limit.
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Figure B.24: As in Fig. B.21 but with the alternate GP kernel, in (B.10), with σ2 = 0.5
keV2.
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Figure B.25: As in Fig. B.24 but with σ2 = 1.0 keV2. Adopting a large scale length again
slightly strengthens the limits, although again the systematic variation of our results with
the kernel is relatively small.
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Figure B.26: A comparison of the limits obtained across the full mass range for each variation
of the GP correlation-length hyperparameter considered. In particular we show results for
variations of the relative-scale and fixed-scale kernels (denoted σE and σ2 respectively), as
well as the relative-scale kernel where the scale profiled independently in each annulus.
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Figure B.27: As in Fig. B.21, but with the fiducial GP kernel at σE = 0.3 and the inclusion
of 3.32 and 3.68 keV lines in all analyzed annuli. The newly masked region associated with
these two lines is highlighted in light red.
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Figure B.28: A close inspection of the limits set in our fiducial analysis and the modified
analysis that includes a 3.32 and 3.68 keV line in each annulus. We compare the limits set
in these two analyses both with (solid lines) and without (dashed lines) the inclusion of our
systematic nuisance parameter designed to test for and correct possible mismodeling.
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Figure B.29: The same results as presented in Figs. B.4 and B.5, however on a modified
data set where instead of analyzing the signal ROI divided into eight individual rings, we
stack the inner three rings into a single annulus. As in our primary approach, we subtract
the background ROI flux from the signal-region data. The results are comparable to, al-
though slightly weaker than, those from our fiducial approach, consistent with the reduced
information available.
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Figure B.30: As in Fig. B.29, however considering the stacked signal ROI without subtracting
the background. The limit is noticeably worse, and several excesses appear, highlighting the
importance of the background subtraction.
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Figure B.31: Here we compare our fiducial results using a GP model, shown in black, to
the result of an approach where the continuum background contribution is modeled with a
second order polynomial, shown in red, as described in the text. Both results are shown
without imposing a systematic nuisance parameter. While our fiducial approach uses the
background-subtracted signal-ROI data, the alternate approach uses the un-subtracted data.
We see that in both cases the expected and resulting limits are in qualitative agreement,
demonstrating that our choice of GP modeling in our fiducial analysis does not drive the
sensitivity of our results.
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Appendix C

X-Ray Signatures of Axion

Conversion in Magnetic White Dwarf

Stars

This Supplementary Material is organized as follows. Section C.1 includes a list of several

MWD stars that are expected to be promising candidates for observations of axion-induced

X-ray flux. In Sec. C.2 we present a more general formalism for calculating the axion-to-

photon conversion probability to account for the fact that the axions are emitted isotropically

and homogeneously throughout the WD core. In Sec. C.4 we perform a more detailed study of

the X-ray emission from RE J0317-853, including a more accurate modeling of its magnetic

field structure, an assessment of uncertainties in its temperature measurements, and an

evaluation of its X-ray spectrum. Finally Sec. C.5 presents the radiatively-induced axion-

electron coupling that arises from the axion-photon coupling, which allows us to recast our

limit on |gaγγ gaee| in terms of the axion-photon coupling alone.

C.1 Additional MWD candidates for X-ray observa-

tion

In the main chapter we have focused our analysis on the MWD star RE J0317-853, since

it is expected to have a particularly strong X-ray flux, and because X-ray data is already

available from Suzaku. However, there are over 200 MWD stars with well-measured field

strengths, temperatures, and distances. For each of these stars, we calculate the expected

axion-induced X-ray flux in the 2 − 10 keV energy window, denoted by F2−10, assuming

ma = 10−9 eV and gaγγgaee = 10−24 GeV−1. The flux is insensitive to the axion mass in
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the limit ma → 0, and more generally the flux has an overall scaling with the couplings,

F2−10 ∝ (gaγγgaee)
2.

Our results are summarized in Table C.1, which shows the ten MWDs with the largest

predicted X-ray flux, F2−10. We constructed a full list by merging the SDSS DR7 magnetic

WD catalog [19], a review MWD catalog [20], and Gaia DR2 WD catalog [21]. The former

two provide the magnetic field strengths and temperatures of the WDs, while the latter

provides distances, luminosities, masses, and radii, if known. Since the mass and radius of

WD 2010+310 are not known, we take its mass to be MWD = 1M⊙, and we infer its radius

from the Stefan-Boltzmann law.

Table C.1: MWD stars that make good candidates for measurement of their secondary, axion-
induced X-ray flux. The columns correspond to the star’s mass in solar masses, radius in
solar radii, luminosity in solar luminosities, effective temperature in Kelvin, magnetic field
strength in mega-Gauss, distance from Earth in parsecs, and predicted X-ray flux from
2 − 10 keV in erg/cm2/s, calculated assuming ma = 10−9 eV and gaγγgaee = 10−24 GeV−1.
The parameters were obtained by merging the catalogs in Refs. [19–21]. We infer the mass
and radius of WD 2010+310 as discussed in the text.

MWD RWD Lγ Teff B dWD F2−10

RE J0317-853 1.32 0.00405 0.0120 30000 200 29.54 6.8× 10−14

WD 2010+310 1∗ 0.00643∗ 0.00566 19750 520 30.77 4.4× 10−14

WD 0041-102 (Feige 7) 1.05 0.00756 0.00635 18750 35 31.09 3.0× 10−14

WD 1031+234 0.937 0.00872 0.0109 20000 200 64.09 2.3× 10−14

WD 1533-057 0.717 0.0114 0.0121 18000 31 68.96 1.3× 10−14

WD 1017+367 0.730 0.0111 0.0082 16500 65 79.24 7.1× 10−15

WD 1043-050 1.02 0.00787 0.00388 16250 820 83.33 5.4× 10−15

WD 1211-171 1.06 0.00754 0.00992 21000 50 92.61 5.4× 10−15

SDSS 131508.97+093713.87 0.848 0.00968 0.01347 20000 14 101.7 3.5× 10−15

WD 1743-520 1.13 0.00681 0.00184 14500 36 38.93 2.9× 10−15

C.2 The probability for axion-photon conversion in a

general magnetic field background

In this section we present a more general formalism to calculate the axion-photon conversion

probability, and in the following section we apply this calculation to study theX-ray emission

from RE J0317-853 in more detail. Interactions between the axion and photon are described
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by the following Lagrangian:

L =
1

2
(∂µa)

2 − 1

2
m2
aa

2 − 1

4
FµνF

µν +
1

2
m2
AAµA

µ (C.1)

− Aµj
µ − 1

4
gaγγ aFµνF̃

µν +
α2
em

90m4
e

[(
FµνF

µν
)2

+
7

4

(
FµνF̃

µν
)2]

,

where ma is the axion’s mass, mA is the photon’s effective mass, jµ is the electromagnetic

current density, gaγγ is the axion-photon coupling, αem is the electromagnetic fine structure

constant, and me is the electron’s mass. An environment with a nonzero electron density,

ne, gives rise to an effective mass, mA = ωpl =
√
4παemne/me, and although this term will

be negligible for our calculation, we retain it here for the sake of generality. The last term

in (C.1), known as the Euler-Heisenberg term, describes the photon’s self-interaction that

arises at energies below the electron’s mass, where the electron can be integrated out of the

theory.

One can derive the field equations for a(x, t) and Aµ(x, t) by applying the variational

principle to (C.1). It is customary to work in the Weyl gauge, A0 = A0 = 0 [173]. Upon

writing Ai = −Ai = −Ai and j
µ = (ρ, j), the field equations are expressed as

ä−∇2a+m2
aa = −gaγγ Ȧ · (∇×A) (C.2a)

−∇ · Ȧ = ρ− gaγγ ∇a · (∇×A) (C.2b)

+
16α2

em

45m4
e

∇ ·
[1
2

(
|Ȧ|2 − |∇×A|2

)
Ȧ

+
7

4
Ȧ · (∇×A)(∇×A)

]
Ä−∇2A+∇(∇ ·A) +m2

AA = j + gaγγ ȧ∇×A− gaγγ ∇a× Ȧ (C.2c)

− 16α2
em

45m4
e

∂t

[1
2

(
|Ȧ|2 − |∇×A|2

)
Ȧ

+
7

4
Ȧ · (∇×A)(∇×A)

]
− 16α2

em

45m4
e

∇×
[1
2

(
|Ȧ|2 − |∇×A|2

)
(∇×A)

− 7

4
Ȧ · (∇×A)Ȧ

]
.

Here ∂0 = ∂t is denoted by a dot, and ∂i = ∇i.

To study axion-photon conversion, we are interested in the field equations for linearized
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perturbations around static background fields. This motivates us to write

ρ(x, t) = ρ̄(x) , j(x, t) = j̄(x) , a(x, t) = ā(x) + δa(x, t) ,

and A(x, t) = Ā(x) + δA(x, t) , (C.3)

where ā(x) and B̄(x) = ∇×Ā are the background axion and magnetic fields. In particular,

we are interested in systems for which ā = 0 and B̄ can be approximated as a magnetic

dipole.

We assume that gradients in the background field, B̄, are small compared to the wavenum-

ber of the axions, k = |k|, which lets us apply the WKB approximation. Consider the tra-

jectory x(z) = x0+ z k̂ where x0 is a point inside the WD, z ≥ 0 parametrizes the distance,

and the unit vector k̂ = k/k is the trajectory’s orientation. If gradients in the directions

transverse to k̂ are small, then we are motivated to adopt the plane-wave Ansatz

δa(x, t) = a(z) + c.c. (C.4a)

with a(z) = ã(z) e−iωt+ikz

δA(x, t) = −i
[
Ax(z) êx + Ay(z) êy + Az(z) êz

]
+ c.c. (C.4b)

with Aa(z) = Ãa(z) e
−iωt+ikz .

For relativistic particles, it is an excellent approximation to take the natural frequency as

ω ≈ k. We choose a set of orthonormal basis vectors, {êx, êy, êz}, such that êz = k̂

and therefore êx · k̂ = êy · k̂ = 0. We can also write Bx(z) = B̄ · ex, By(z) = B̄ · ey,
BT (z) = [B2

x + B2
y ]

1/2, BL(z) = B̄ · k̂, and B(z) = |B̄| = [B2
T + B2

L]
1/2. In the WKB

approximation, we assume that the background changes slowly along the axion’s trajectory.

This lets us drop derivatives of the background field and also second derivatives of the

perturbations. With these simplifications, the Weyl-gauge field equations (C.2) becomei∂z + k +


∆x ∆xy ∆ax

∆xy ∆y ∆ay

∆ax ∆ay ∆a




Ax(z)

Ay(z)

a(z)

 = 0 , (C.5)
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where we have defined

∆a ≡
1

2k

(
ω2 − k2 −m2

a

)
(C.6a)

∆x ≡
1

2k

(
ω2 − k2 −m2

A

)
+

8α2
em

45m4
e

(7
4

ω2

k
B2
x + kB2

y

)
(C.6b)

∆y ≡
1

2k

(
ω2 − k2 −m2

A

)
+

8α2
em

45m4
e

(7
4

ω2

k
B2
y + kB2

x

)
(C.6c)

∆ax ≡
1

2
gaγγ

ω

k
Bx (C.6d)

∆ay ≡
1

2
gaγγ

ω

k
By (C.6e)

∆xy ≡
8α2

em

45m4
e

(7
4

ω2

k
− k
)
BxBy . (C.6f)

In deriving (C.5), we have dropped terms that are nonlinear in the perturbations. The

wavefunction Ãz is not dynamical, meaning that its field equation is algebraic rather than

differential, and we can remove it from the system of equations. We regain (4.2) in the main

chapter by taking z = r, ω = k, mA = 0, and by focusing on isotropic field configurations

for which Bx = 0, By(r) = B(r) sinΘ, and Bz(r) = B(r) cosΘ.

The axion-to-photon conversion probability is calculated by solving (C.5). We assume

that photons produced inside of the star, r < RWD, will be unable to escape as X-ray

emission, and therefore we are only interested in conversions that occur outside of the star.

Along a given trajectory, let z = z0 denote the surface of the star. We solve (C.5) along with

the initial condition a(z0) = a0, Ax(z0) = 0, and Ay(z0) = 0, and then the axion-to-photon

conversion probability is given by pa→γ =
(
|Ax(∞)|2 + |Ay(∞)|2

)
/a20. Since (C.5) is linear,

the initial condition a0 cancels when calculating pa→γ.

C.3 Analytic approximations to the conversion proba-

bility

In order to develop our intuition, let us consider axion-photon conversion in a constant

magnetic field, B(r) = B, which extends for a distance ∆r = RWD outside of the MWD, with

RWD the star’s radius. Then (4.2) may be solved exactly, and the axion-photon conversion

probability is found to be

pa→γ = sin2 2θ sin2(∆oscRWD/2) , (C.7)
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where the mixing angle, θ, and the oscillation length scale, ∆−1
osc, can be written as

tan 2θ =
2∆B

∆∥ −∆a

, ∆osc =
∆∥ −∆a

cos 2θ
. (C.8)

Note that ∆∥ −∆a is always positive.

We will generally be interested in the weak-mixing regime where θ ≪ 1, and for the

sake of illustration let us also focus on the regime where the axion mass is low, such that

|∆a| ≪ ∆∥. With these assumptions, (C.7) becomes pa→γ ≈ 4(∆2
B/∆

2
∥) sin

2(∆∥RWD/2). If

the magnetic field is weak, such that ∆∥RWD ≪ 1, then the conversion probability becomes

pa→γ ≈ ∆2
BR

2
WD ∝ g2aγγB

2. Alternatively, if the magnetic field is very strong, such that

1 ≪ ∆∥RWD, then we have instead pa→γ ∝ g2aγγ/(BE)
2. Here we see that the conversion

probability is suppressed in the strong-magnetic field regime, which is a consequence of the

QED birefringence effects, as anticipated in [173]. The axion-photon conversion probability

is maximal for ∆oscRWD ∼ 1. In practice, for frequencies E ∼ 1 (10) keV, this transition

occurs for magnetic fields around ∼107 (∼5× 106) G. The dipole magnetic fields around the

MWDs fall with distance from the WD surface, which leads to the result that if the magnetic

field at the surface of the WD is high, the conversion probability is suppressed until the field

drops to where ∆oscRWD ∼ 1.

As we increase the axion mass, we enter the regime where ∆∥ ≪ |∆a| and pa→γ ≈
4(∆2

B/∆
2
a) sin

2(∆aRWD/2). For asymptotically large axion masses we have also |∆a|RWD ≫
1, in which case pa→γ ∝ g2aγγB

2E2/m4
a. Thus, contrary to the search for low-mass axions,

searches for high-mass axions benefit from the largest magnetic fields and largest frequencies

available.

With the dipole field configuration we instead need to compute the integral given in (4.3).

While in general this must be done numerically, we note that an analytic approximation is

available in the regime of small axion mass, such that |∆a| ≪ ∆∥, where we find

pa→γ ≈
(∆B,0RWD)

2

(∆∥,0RWD)
4
5

∣∣∣Γ(25)− Γ(2
5
,− i

5
∆∥,0RWD)

]
5

3
5

∣∣∣2 , (C.9)

with Γ(z) the gamma function, Γ(a, z) is the incomplete gamma function, ∆B,0 = ∆B(RWD),

and ∆∥,0 = ∆∥(RWD).

To help illustrate the different regimes for the conversion probability, in Fig. C.1 we

illustrate the conversion probability computed using (C.9) as a function of the transverse

magnetic field BT,0 at r = rWD for an axion with an arbitrary small mass, a reference

gaγγ = 10−11 GeV−1, and a MWD with RWD = 0.00405 R⊙. For definiteness we show the

conversion probability for E = 10 keV. At small values of BT,0 the conversion probability
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Figure C.1: The probability pa→γ for axion to convert into X-ray photons in the presence
of a dipole magnetic field with surface transverse field strength BT,0. We use (C.9) with
ma = 0, gaγγ = 10−11 GeV−1, RWD = 0.00405 R⊙, and E = 10 keV. In general pa→γ ∝ g2aγγ.

rises like B2
T,0. However, the Euler-Heisenberg term becomes important for BT,0 ≳ 10 MG,

causing the conversion probability to scale less strongly with BT,0 beyond this point.

C.4 A detailed analysis of the axion-induced X-ray flux

from RE J0317-853

Our analysis of the X-ray flux from RE J0317-853 in the main chapter makes several sim-

plifying assumptions. In this section we revisit and refine these assumptions.
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C.4.1 Magnetic field structure

In the main chapter we calculated the probability for axions to convert into X-ray photons

in a background magnetic field by assuming that the background field is isotropic along the

axion’s trajectory and decreases with propagation distance like B ∼ r−3. This is a reasonable

assumption for a dipole field configuration if axions propagate on radial trajectories, as if

they were produced at the star’s center. However, in general the axion’s trajectory will not

originate at the origin and, moreover, the background field will deviate from a simple dipole

configuration. Here we assess the effect of relaxing these assumptions.

Let us first understand how our results depend on the axion’s trajectory through the

magnetosphere. Consider a dipolar magnetic field centered on the center of the star. Such a

field can be written as

B̄ =
|m|
4π

1

r3

(
3(m̂ · x̂) x̂− m̂

)
for r > RWD , (C.10)

where m = |m| m̂ is the magnetic dipole moment, |m|/4π = B0R
3
WD/2 is the relationship

with the polar field B0, x = r x̂ is the spatial coordinate, and r = |x| is the distance from

the center of the MWD. Note that here B0 is the value of the magnetic field at the star’s

surface in the direction of the magnetic pole, whereas in the main chapter below (4.3) we used

B0 to denote the value at the surface in any arbitrary direction. Note that the orientation

of B̄ along a radial trajectory is invariant, which allows us to calculate the axion-photon

conversion probability, pa→γ, using (4.3), in this case. The result is presented in the left panel

of Fig. C.2 as the blue curve, where we show the conversion probability as a function of the

angle between the magnetic pole and the viewing angle, m̂ · x̂ = cos θ. As one expects, the

probability vanishes at θ = 0 and π where the transverse magnetic field vanishes, and the

probability peaks at θ = π/2 where the transverse magnetic field, BT = B sin θ, is maximal.

It is a rough approximation to suppose that axions only propagate on radial trajectories,

and more accurately we should allow the axion’s trajectory to originate anywhere inside the

MWD. In general the field direction is not invariant along such a trajectory, and we cannot

use (4.3) to calculate pa→γ, but rather we must solve (C.5) directly. Doing so leads to the

red-dashed curve in the left panel of Fig. C.2, where we have sampled 3,000 points in the

star’s interior, uniformly distributed in x with |x| < RWD. The effects of this averaging are

to remove the oscillatory behavior and enhance the probability at θ = 0, π. However, the

rough approximation is reliable up to an order unity correction factor.

Let us finally address the specific magnetic field structure in our MWD candidate,

RE J0317-853. Using phase-resolved far-ultraviolet spectroscopy data, [215] constructed

several models for the field configuration of RE J0317-853. It was found that the observa-
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Figure C.2: The axion-photon conversion probability, pa→γ, for different models of the
magnetic field around RE J0317-853. Left: We assume a magnetic dipole field with polar
field strengthB0 = 400MG (200 MG at θ = π/2), and we calculate pa→γ for axion trajectories
that propagate radially outward from the star’s center (blue) as a function of the angle θ
between the magnetic pole and the propagation direction. We also show an average over
trajectories that originate throughout the star’s interior (red, dashed). Right: We assume the
offset-dipole model of [22] and calculate the trajectory-averaged conversion probability as a
function of the azimuthal angle ϕ measured from the star’s rotation axis, which corresponds
to the phase over the ∼725 s period. For both panels, we have taken ma = 10−9 eV,
gaγγ = 10−11GeV−1, ω = 10 keV, and RWD = 0.00405R⊙.

tions are well described by a magnetic dipole, with a polar field strength of B0 = 363MG,

which is offset from the star’s center along the magnetic axis by 19% of RWD, which is mis-

aligned with the star’s rotation axis by an angle of 20o, and which is viewed from an angle

of 51o to the rotation axis. We have calculated the axion-photon conversion probability for

this field configuration by solving (C.5) and averaging over 5000 trajectories. Our results

appear in the right panel of Fig. C.2. Since the polar viewing angle is known, we vary the

azimuthal angle, ϕ, instead. Here we see that the axion-to-photon conversion probability

experiences an O(50%) variation as the star revolves, which corresponds to a period of ∼725

s for RE J0317-853, and this translates into a corresponding modulation of the X-ray flux.

Note that across all masses we find that when integrating out in radius r to compute the

conversion probability the probability has researched its asymptotic values by r ∼ 10×RWD.

Finally let us compare our limit on |gaγγ gaee|, calculated using two different models for

the background magnetic field. In the main chapter we used a configuration with B(r) =

(r/RWD)
−3B0 for B0 = 200MG, and we obtained the limit appearing in Fig. 4.2. If we

perform the same calculation using the offset dipole configuration described above, then we

obtain instead the limit appearing in Fig. C.3 as the brown curve. Note that the limit derived
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in the main chapter is reliable up to an O(1) factor, but it is also a conservative estimate.

At small values of the axion mass, we find that the two limits are comparable. This result

is consistent with Fig. C.2 where we see pa→γ ≃ 3.0 × 10−4 at θ = π/2 in the left panel

while ⟨pa→γ⟩ ≈ 2.9 × 10−4 in the right panel after averaging over ϕ. We note, though, that

improved sensitivity may be obtained by using an analysis procedure that incorporates the

expected non-trivial light curve, in the case of the displaced dipole model.
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Figure C.3: The limit on |gaγγ gaee|, calculated using two different models for the background
magnetic field. The alternate B-field model, with the displaced dipole, gives a comparable
result at low axion masses and slightly improved sensitivity at high axion masses, due to the
increased magnetic field strength.

C.4.2 Effective temperature uncertainties

The MWD RE J0317-853 has garnered significant interest, due in part to its high effective

temperature, which takes a value in the range from 30,000 to 55,000 K [214]. This uncertainty
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Table C.2: The X-ray flux of RE J0317-853 is calculated for different values of MWD [M⊙],
RWD [0.01R⊙], and Teff [K], which were determined by [22]. The luminosities, Lγ [L⊙],
are inferred from the Stefan-Boltzmann law. We calculate F2−10 for ma = 10−9 eV and
gaγγgaee = 10−24 GeV−1 in erg/cm2/sec. We also list the polar magnetic field strength
B [MG] and the distance from Earth dWD [pc].

MWD RWD Lγ Teff B dWD F2−10

CO-low-T 1.32± 0.020 0.405± 0.011 0.0120 30000 200 29.54 6.8× 10−14

CO-high-T > 1.46 0.299± 0.008 0.0503 50000 200 29.54 2.4× 10−13

ONe-low-T 1.28± 0.015 0.416± 0.011 0.0126 30000 200 29.54 7.2× 10−14

ONe-high-T 1.38± 0.020 0.293± 0.008 0.0483 50000 200 29.54 2.2× 10−13

in Teff translates into an uncertainty in our predicted X-ray flux, F2−10, and therefore an

uncertainty in our constraint on the axion’s parameter space. In order to quantify this

uncertainty we compare our fiducial model from the main chapter with four benchmark

models, given by Table 6 of [22]. The results are summarized in Tab. C.2, which shows

that the predicted X-ray flux can vary by a factor of ∼ 4 depending on the specific stellar

model parameters used to describe RE J0317-853. Since the flux depends on the axion’s

couplings through F2−10 ∝ (gaγγgaee)
2, the effect on our limit is a factor of ∼ 2. The flux

uncertainty follows primarily from the uncertainty in Teff . In Fig. C.4 we show how these

uncertainties translate into the uncertainty in the 95% limit from Suzaku observations and

(projected) Chandra observations. The bands encompass the range of limits obtained by

cycling through the parameters presented in Tab. C.2.

C.4.3 Core temperature model uncertainties

Since the WD’s core temperature is not directly observable, it is necessary to have a model

for the WD interior in order to relate Tc to an observable quantity like the luminosity, Lγ.

Moreover, since the axion emission depends sensitively on the WD core temperature, with

the axion luminosity going as La ∼ T 4
c in (4.1), it is therefore important to quantitatively

assess how our prediction for the axion-induced X-ray signal depends on this modeling. In

this section we specifically investigate how the modeling uncertainties affect our limits on

the axion parameter space for RE J0317-853.

The physics of WD cooling is a balance between the energy stored in the hot core and the

transparency of the envelope. The transport of thermal energy also depends on various phys-

ical inputs including the thermal conductivity of the degenerate matter, neutrino emission

rates, and chemical diffusion. The cooling of old hydrogen-rich DA WDs has been studied

extensively, and we summarize the relevant results of several prominent studies [62–65] in
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Figure C.4: As in Fig. 4.2, except we have broadened the Suzaku and (projected) Chandra
limits to encompass the systematic uncertainty that follows from the uncertainty in the WD
parameters, such as temperature, and as described in Tab. C.2.

Fig. C.5. In particular we are interested in the predicted relation between the core tempera-

ture and surface luminosity. The left panel of Fig. C.5 shows that all four models agree very

well with our fiducial formula (4.5) for 10−4 ≲ Lγ/L⊙ ≲ 10−1.

At the fiducial luminosity of RE J0317-853, Lγ = 0.012 L⊙, the predictions for the core

temperature vary from Tc ≃ 1.8 to 2.0 × 107 K, and thus we can associate the WD cooling

model with an O(10%) uncertainty on Tc. Since the axion luminosity goes as La ∼ T 4
c , we

infer that the WD cooling model leads to an O(40%) uncertainty on our axion-induced X-ray

flux signal and an O(20%) uncertainty on our axion parameter space limits for RE J0317-853

since |gaγγ × gaee| ∼ T 2
c . This is illustrated in the right panel of Fig. C.5.
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Figure C.5: A quantitative assessment of the robustness of our results under various WD
cooling models. Left: The models in [62–65] predict the WD core temperature, Tc, in terms
of its photon luminosity, Lγ. Additionally the black-dashed line shows (4.5) and the vertical
gray line indicates the fiducial luminosity for RE J0317-853. Right: As in Fig. 4.2, except
that we have broadened the limit curves to reflect the uncertainty in the WD model that we
use to infer Tc from the measured Lγ for RE J0317-853.

C.4.4 Spectrum

Fig. C.6 shows the predicted spectra of axion and photon emission from our candidate MWD

star, RE J0317-853. The shape of the axion spectrum (blue curve) is very well approximated

by a blackbody at temperature Tc ≃ 2× 107K ≃ 1.7 keV whereas the amplitude of the spec-

trum is set by the magnitude of the axion-electron coupling according to (4.1). To draw the

blue curve we take gaee = 10−13. The spectrum of secondary, axion-induced photons (red

curve) tracks the thermal spectral shape up to an additional energy dependence coming from

the axion-photon conversion probability (4.3). To draw the red curve we take ma = 10−9 eV

and gaγγ = 10−11GeV−1, such that the product |gaγγ gaee| = 10−24 is marginally consistent

with the Suzaku limit. We assume that all axions are emitted isotropically and homoge-

neously from throughout the interior of the WD core, and the axion-photon conversion

probability is calculated using (C.5).

C.5 The running of the axion-electron coupling and

sensitivity to gaγγ

In the main chapter we have shown the limit on |gaγγ gaee| that follows from X-ray observa-

tions of MWD stars. Here we would like to translate this into a limit on simply gaγγ. For
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Figure C.6: The predicted emission spectra of primary axions (dashed blue) and secondary
X-rays (red) from RE J0317-853 with gaee = 10−13, ma = 10−9 eV and gaγγ = 10−11GeV−1.

any value of gaγγ there is a “reasonable range” of values for gaee: it is bounded from above

by direct observation, and it is bounded from below because an axion-electron coupling can

be induced radiatively from an axion-photon coupling. In this section we estimate the lower

bound.

Consider an axion-like particle, which does not couple to QCD. The effective theory

describing the interactions of this axion with the Standard Model electroweak gauge fields

is generated at a high scale, which we denote by Λ ∼ fa ∼ 1010 GeV, and the corresponding

Lagrangian can be written as

La,Λ ⊃ −1

4
gΛaWWaWW̃ − 1

4
gΛaBBaBB̃ +

CΛ
e

2

∂µa

fa
ēγµγ5e , (C.11)

where W ≡ W a
µν is the SU(2)L field strength tensor, B ≡ Bµν is the U(1)Y field strength

tensor, gΛaWW = CΛ
WαW/(2πfa), and gΛaBB = CΛ

BαB/(2πfa). The fine structure constants

can be written as αW = αem/s
2
w and αB = αem/c

2
w where the electromagnetic fine structure
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constant is αem ≃ 1/137 and the weak mixing angle’s sine and cosine are sw = sin θw ≃ 0.48

and cw = cos θw ≃ 0.88. The parameters CΛ
W , CΛ

B, and CΛ
e are dimensionless constants

that parameterize the UV theory. We are interested in how these parameters evolve, under

the renormalization group, to scales µ ≪ Λ, since the physical processes we consider are

at much lower energies. We assume that the scale µ is larger than the electroweak scale

ΛEW ∼ 100 GeV so that the Lagrangian (C.11) is the correct description of the axion-gauge-

boson interactions. Below this scale we should instead map to the axion-photon coupling,

and we will return to this point shortly.

The one-loop diagrams that contribute to the running of Ce were computed in [176,316]

and consist of triangle diagrams with electron and axion final states connected by a loop of

SU(2)L or U(1)Y gauge bosons. Evaluating the divergent part of these diagrams and applying

the renormalization procedure gives the beta function for the axion-electron coupling. The

running coupling at the scale µ, denoted by Cµ
e , is given by [316]

Cµ
e = CΛ

e +
3

8π2
α2
em

(
3

8

CΛ
W

s4w
+

5

8

CΛ
B

c4w

)
log

Λ2

µ2
, (C.12)

which illustrates how the axion-electron coupling is induced radiatively from the axion-gauge

couplings in (C.11). Evaluating (C.12) at the electroweak scale, µ = ΛEW ≃ 100 GeV gives

Cµ
e ≈ CΛ

e + (5.2× 10−4)CΛ
W + (7.9× 10−5)CΛ

B , (C.13)

for typical values of Λ ∼ 1010 GeV.

Below the scale of electroweak symmetry breaking we are interested in the axion-photon

coupling, L ⊃ −gaγγaF F̃/4 with gaγγ = Cγαem/(2πfa). To leading order we have Cγ =

CΛ
W +CΛ

B, which illustrates how the axion-photon interaction arises at low energies from the

axion-W a
µ and/or axion-Bµ interactions in the UV. Thus, barring any accidental cancellations

between the CW and CB terms, we anticipate a relation between the axion-electron and

axion-photon couplings, which is

|Cµ
e | ∼ (5× 10−4) |Cγ| (C.14)

in the IR for theories where the axion-electron coupling is not present in the UV. Running

the axion-electron coupling from the weak scale down to the electron mass scale, further

enhances Ce by a factor of ∼1-2. Additionally, the case of the QCD axion is slightly more

complicated since Cγ receives an IR contribution from pion mixing in that case. Therefore

we simply use (C.14) for the following estimates.
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In Fig. 4.2 we expressed our sensitivity in terms of |gaγγ gaee|, and now by using the

expression for Cµ
e from (C.14), we can map the sensitivity onto gaγγ directly. A reasonable

range of values for the axion-electron coupling is given by

(2× 10−4) |gaγγ| GeV < |gaee| < 2.8× 10−13 . (C.15)

The lower limit follows from (C.14) since gaee = Ceme/fa and gaγγ = αemCγ/2πfa. The

upper limit is an empirical 95% confidence constraint from modeling the WD luminosity

function [30]. Using this range of values for gaee, our sensitivity curves from Fig. 4.2 translate

into bands, which are shown in Fig. C.7. We also show the CAST experiment’s limit on the

axion-photon coupling [27], and the predictions of the KSVZ and DFSZ models of the QCD

axion. For ma ≲ 10−5 eV our limit is comparable to the CAST 95% CL exclusion, even

under the “pessimistic” assumption that gaee is “minimal” as in (C.14), which leads to the

weakest limit on gaγγ. On the other hand, dedicated Chandra observations would lead to

a conservative upper limit on gaγγ that is significantly stronger than the CAST bound at

low masses. We also show an upper bound on |gaγγ| from gamma-ray flux associated with

SN1987a [40].

Our results also constrain the axion explanations of the very-high-energy gamma-ray

transparency anomalies previously observed with Cherenkov telescope data [244, 430]. The

gamma-ray observations indicate that the Universe is more transparent than previously

thought to high-energy gamma-rays, and one explanation is that gamma-rays could oscillate

into axions in astrophysical magnetic fields. The allowed parameter space from [244] to

fit these anomalies is indicated in shaded gray in Fig. C.7, though we note that stringent

constraints from e.g. the Fermi Large Area Telescope [195] and H.E.S.S. [229] also exist below

∼few× 10−8 eV. Furthermore, the transparency anomalies are subject to uncertainties from

assumptions about galactic magnetic field models. Future dedicated observations of MWDs

by e.g. XMM-Newton or Chandra would be able to probe much of the motivated parameter

space to explain these anomalies.

For low-mass axions with ma ≲ 10−6 eV, the upper limits on axion-matter couplings

become insensitive to the axion’s mass, ma. We summarize these limits in Fig. C.8, where

we also compare our limit with previous limits on the axion’s coupling to photons, gaγγ and

the axion’s coupling to electrons, gaee.
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Figure C.7: Our upper limits (from Suzaku data and projected) on |gaγγ gaee| from the main
chapter are expressed here as upper limits on |gaγγ| alone by assuming a reasonable range of
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observations of RE J0317-853, which did not observe any X-ray flux. The upper (lower)
edge of the band corresponds to the smaller (larger) value of gaee in (C.15).
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Figure C.8: This figures summarizes upper limits on the couplings of axions with photons
and electrons for low mass axions where these limits become insensitive to ma. The CAST
helioscope provides both an upper limit on |gaγγ| from axions produced in the Sun through
the Primakoff process, as well as an upper limit on |gaγγgaee| from axions produced through
the BCA processes: bremstrahlung, Compton, and axio-recombination. We also highlight
the region of parameter space that is favored by the various stellar cooling hints [33] with
the best-fit point indicated with a gray dot, and the 1σ confidence region indicated by a gray-
dotted curve. Observations of SN1987a [40] imply an upper limit on |gaγγ| for ma < 10−9 eV
at the level shown by the gray-dashed line, but this limit becomes weaker than the CAST
limit above ma ≈ 10−8 eV.
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Appendix D

No Evidence for Axions from Chandra

Observation of the Magnetic White

Dwarf RE J0317-853

This chapter is organized as follows. Sec. D.1 provides Supplementary Figures that are

referenced in the main chapter. Sec. D.2 gives further information on our data reduction

and calibration procedure. In Sec. D.3 we review the renormalization group evolution of

the axion-electron coupling to justify the values taken in the main chapter. In Sec. D.4

we describe our modeling procedure for the MWD in more detail. Sec. D.5 presents our

calculation of the Electro-Primakoff axion production rate.

D.1 Supplementary Figures

In this section we illustrate Figs. D.1, D.2, D.3, and D.4, which are cited and described in

the main chapter.

D.2 Data reduction and calibration

The data from the 37.42 ks Chandra ACIS-I Timed Exposure observation of RE J0317–853

(PI Safdi, observation ID 22326) is reduced as follows. For the data reduction process, we use

the Chandra Interactive Analysis of Observations (CIAO) [266] version 4.11. We reprocess

the observation with the CIAO task chandra repro, which produces an events file filtered

for flares and updated for the most recent calibration. We create counts and exposure images

(units [cm2s]) with pixel sizes of 0.′′492 with flux image.
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Figure D.1: As in Fig. 5.1 but projecting future sensitivity from deeper observations of RE
J0317-853. A factor of 10 increase in Chandra exposure time would lead to the projected
expected 95% upper limits indicated, while in the future the Lynx X-ray observatory will
allow for a significant increase in sensitivity. Note that in this figure the axion-induced
luminosity scales with the axion-photon coupling as g4aγ, so that in the no-background limit
a factor of 10 increase in exposure time strengthens the limit by a factor ∼1.8. To generate
the Lynx projections, we use the package SOXS to generate expected counts maps, exposure
maps, and the Lynx PSF. We then run our Chandra pipeline with the Lynx files.

We account for the astrometric uncertainty of Chandra, which is expected to be on

the order of 0.′′5 [552], through the following procedure: we (i) run the point source (PS)

finding algorithm celldetect on the full Chandra image to find high-significance PSs (≳10σ

significance), and then (ii) cross-correlate these sources with the Gaia early data release 3

(EDR3) catalog [236] evolved to the Dec. 2020 epoch. (Note that there are no already-known

X-ray sources within the field of view to use as references.) Two of the high-significance

sources have nearby matches with Gaia sources (Gaia source IDs 4613614905421384320 and
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Figure D.2: As in Fig. 5.1 but showing the 95% upper limits from this chapter interpreted
in the context of limits on gaγγ assuming loop-induced couplings to Caee for the W -phobic
(Caee = 1.6 × 10−4Caγγ) and W -philic (Caee = 4.8 × 10−4Caγγ) UV completions. Models
that couple to both SU(2)L and U(1)Y will generically have loop-induced couplings between
these two extremes, assuming no fine-tuned cancellations (for example, models that couple
in a way that preserve the Grand Unification group symmetry may have Caee ≈ 2.7 ×
10−4Caγγ). Note that UV contributions to Caee may also exist. We compare these limits
to the projected sensitivity from the ALPS-II experiment. We also show our limits only
accounting for the electro-Primakoff process, which does not involve Caee – this process is
seen to be subdominant compared to the bremsstrahlung process.

4613614974140862464). Although we were not able to verify the identity of these two sources

from our observation, the Gaia sources both appear in the WISE catalog on active galactic

nuclei [553], as J031629.01-852836.0 and J031821.59-852751.5 respectively. Both sources are

localized by celldetect to within ∼0.′′2. However, both Chandra sources are displaced from

their Gaia matches by ∼0.′′6 in approximately the same direction (the offset is (0.′′53, 0.′′25) for
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Figure D.3: As in Fig. C.6 but comparing the bremsstrahlung (red) and electro-Primakoff
(dashed blue) production rates, for the indicated couplings.

one source and (0.′′57,−0.′′05) for the other, in (RA cos(DEC),DEC)). We average these two

offsets to determine our overall calibration and shift all RA, DEC values accordingly. The

uncalibrated location is shown in Fig. 5.2. Note that we cannot exclude the possibility that

the Chandra PSs are falsely matched with the Gaia sources, though this appears less likely

given that the two position offsets are nearly the same. Additionally, using the uncalibrated

source location produces nearly identical results to using the calibrated location, since the

calibration error is relatively minor and there are no photons in the vicinity of either location.

In addition to the calibration, we also account for the proper motion of the WD. In par-

ticular, RE J0317-853 was observed by Gaia in the EDR3 with location RA ≈ 49◦ 18′ 42.′′51,

DEC ≈ −85◦ 32′25.′′75 at the reference epoch of J2016.0 [236]. We use the proper motion

measurements from Gaia to infer the position in December 2020, which accounts for the

small shift between Gaia 2016 and Dec. 2020 shown in Fig. 5.2.
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Figure D.4: As in Fig. 5.1 but comparing the W -phobic loop-induced upper limit (red) for
our fiducial stellar model to that for the alternate stellar model that differs in two ways: (i)
the MWD mass in assumed to be higher at 1.29 M⊙, and (ii) the temperature is taken at
the upper value of the 1σ containment interval from fitting the stellar model to the Gaia
luminosity data. The difference between these two limits gives an estimate for the magnitude
of the astrophysical uncertainties, which are around 10%.

D.3 Loop-induced axion-electron coupling

In this section we review the loop-induced axion-electron coupling in order to justify the

fiducial values taken in the main chapter for the W -phobic and W -philic axion with no

ultraviolet (UV) axion-electron coupling. Consider an axion-like particle that does not couple

to QCD. The interactions of this axion with the Standard Model electroweak gauge fields

and electrons are described by the effective field theory

La,Λ ⊃ −1

4
gΛaWWaWW̃ − 1

4
gΛaBBaBB̃ +

CΛ
e

2

∂µa

fa
ēγµγ5e , (D.1)
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where the scale of new physics is denoted by Λ ∼ 4πfa ∼ 1010 GeV. Additionally W ≡ W a
µν

is the SU(2)L field strength tensor with coupling g, B ≡ Bµν is the U(1)Y field strength tensor

with coupling g′, gΛaWW = CΛ
Wg

2/(8π2fa), and g
Λ
aBB = CΛ

Bg
′2/(8π2fa). The parameters CΛ

W ,

CΛ
B, and CΛ

e are dimensionless constants that parameterize the UV theory. Recall that

under the renormalization group and at energy scales µ > MZ , with MZ the mass of the

Z-boson,

µ dCµ
e

dµ
= − 3

64π4

(
3

8
g4CΛ

W +
5

8
g′4CΛ

B

)
, (D.2)

where Cµ
e is the dimensionless axion-electron coupling at energy scale µ < Λ, with Λ the UV

cutoff [176,222, 243,554]. These beta functions can be derived from the Feynman graphs in

Fig. D.5. The dimensionless axion couplings to weak isospin and hypercharge are denoted

by CΛ
W and CΛ

B, respectively. Note that these couplings are topologically protected and do

not evolve under the renormalization group.
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Figure D.5: Feynman graphs used to evaluate the loop-induced axion-electron coupling. A
sum over the SU(2) isospin index is performed.

It is common to integrate (D.2) down to MZ and yet take g and g′ to be their low-energy

values, at scales well below MZ . Below MZ the axion-electron coupling continues to evolve

under the renormalization group equation

µ dCµ
e

dµ
= − 3

4π2
α2
EM(C

Λ
W + CΛ

B) , (D.3)

and this contribution to Ce at the scale µ = me is also typically found by integrating (D.3)

and taking αEM to be the value at the scale me. Here, we do not complete a full two-loop

computation of Ce but we try to be slightly more precise by accounting for the running of

αEM, g, and g
′. To one-loop and within the Standard Model these couplings evolve as

µ dgi
dµ

=
bi

(4π)2
g3i , (D.4)

with g1 =
√

5/3g′, g2 = g, b1 = 41/10, and b2 = −19/6. Integrating (D.2) in conjunction
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with (D.4) from the UV scale Λ down to the electroweak scale MZ leads to the result

CMZ
e = CΛ

e +
3

128π4
log

Λ2

M2
Z

(
3

8
CΛ
W [g(MZ)g(Λ)]

2 +
5

8
CΛ
B [g′(MZ)g

′(Λ)]
2

)
, (D.5)

where g(MZ) denotes the coupling at energy scale MZ , while g(Λ) is the coupling at the UV

scale and similarly for g′. At the Z-pole αEM(MZ) ≈ 1/127 and sin2 θW ≈ 0.231, with θW

the Weinberg angle. Taking a benchmark value Λ = 109 GeV we then find

CMZ
e ≈ CΛ

e + 4.2× 10−4CΛ
W + 9.8× 10−5CΛ

B . (D.6)

Accounting for the running of αEM from MZ down to the electron mass we then find

Cme
e ≈ CΛ

e + 4.8× 10−4CΛ
W + 1.6× 10−4CΛ

B . (D.7)

Note that the axion-photon coupling is defined by Caγγ = CΛ
W + CΛ

B. To be conservative,

in our fiducial loop-induced model we consider a “W-phobic” axion and take CΛ
W = 0 such

that Caee ≈ 1.6× 10−4Caγγ. We do note, though, with some amount of fine tuning the loop-

induced contribution could be made smaller. For example, if CΛ
W ≈ −0.33CΛ

B then the two

contributions to Cme
e would roughly cancel each other. We do not consider this possibility

further because it would require a conspiracy between the UV and IR contributions to

the running. Note, also, that the relations in (D.7) could be modified by the existence of

beyond the Standard Model physics below the UV cutoff ∼109 GeV. We also remark that an

axion-photon coupling Caγγ ∼ Caee can be generated from a UV pseudoscalar axion-electron

coupling of the form Lint ∝ aēγ5e (see, e.g., [554]).

Lastly, note that the arguments in this section are specific to axion-like particles with

no couplings to QCD. In particular, the minimal KSVZ axion model has no infrared axion-

electron coupling but a non-zero infrared axion-photon coupling, seemingly violating the

arguments presented in this section. However, this is because in that model there is no UV

coupling of the axion to electroweak bosons; the coupling between the axion and the photon

arises below the QCD confinement scale from mixing between the axion and the neutral

pion. Axion-like-particle models, on the other hand, necessarily have ultraviolet couplings

to electroweak gauge bosons.
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D.4 Modeling RE J0317–853

In this section we detail our modeling of the interior of RE J0317-853. To compute the axion

luminosity, we need to know the core temperature, the density profile, and the composition

profiles. Note that we assume the core temperature is uniform throughout the interior due to

the high thermal conductivity of the degenerate matter, while the density and composition

can change throughout the interior.

We analyze WD cooling sequences [239] to infer the core temperature of RE J0317-853.

These cooling sequences are improved over older ones in that they take ionic correlations

into account, which are expected to be important for RE J0317-853 due to its high mass

and low surface temperature. Included with the sequences are corresponding Gaia DR2 G,

GBP, and GRP band absolute magnitudes as a function of cooling age. The sequences are

available for WD masses of 1.10, 1.16, 1.22, and 1.29M⊙.

RE J0317-853’s measured apparent magnitudes in the DR2 Gaia dataset [240] are

G = 14.779± 0.005

GBP = 14.565± 0.017

GRP = 14.987± 0.012

(D.8)

where we have converted linear errors on flux to linear errors on magnitude. For reference,

the G-band covers wavelengths between ∼300 and ∼1100 nm, GBP between ∼300 and ∼700

nm, and GRP between ∼600 and ∼1100 nm, although with wavelength-dependent efficiencies.

Note we use EDR3 astrometric and distance data elsewhere in this chapter, but there do

not yet exist cooling sequences incorporating EDR3 bands. We infer the core temperature

Tc of RE J0317-853 with a joint Gaussian likelihood over the three bands as a function of

cooling age t for each WD mass available. We find that the 1.22M⊙ model provides the best

fit to the data, as shown in the left panel of Fig. D.6. Note that this is a lower mass for

RE J0317-853 than previously inferred, but it is a conservative choice with respect to the

1.29M⊙ model, which is closer to previous mass estimates [238].

In the right panel of Fig. D.6, we show the resulting likelihood profile as a function of Tc

for the best-fit 1.22M⊙ model. The ±1σ ages are extracted by solving for the age where ∆χ2

increases by 1 on each side of the best-fit point. We find t = 0.369±0.003 Gyr, corresponding

to a core temperature Tc = 1.388 ± 0.005 keV. We adopt the lower 1σ value of Tc = 1.383

keV in our fiducial analysis to be conservative. We also show the axion luminosity, for which

changes are minor over the range considered.

The 1.29 M⊙ model is disfavored in our analysis relative to the 1.22 M⊙ model at a level
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Figure D.6: (Left) A color-magnitude diagram with RE J0317-853’s Gaia DR2 data shown
with the black error bars. We show the curves predicted by the cooling simulation for three
masses: 1.16, 1.22, and 1.29M⊙. Note that MG refers to the absolute G-band magnitude,
while the color BP−RP = GBP−GRP. (Right) The likelihood profile for the 1.22M⊙ model
as a function of Tc. The best fit Tc is shown as the dashed vertical line, while the 1 and 2σ
containment regions on Tc are shown as green and yellow bands, respectively. We also show,
on the right y-axis, the axion luminosity (dashed red) as a function of Tc for gaee = 10−13.

∼5σ (the measured GBP and GRP are in tension with the model expectations). Therefore,

when we determine the properties of RE J0317-853 in the context of the 1.29 M⊙ model,

we broaden the likelihood profile so that at the best-fit point, ∆χ2/dof= 1. We find a lower

cooling age of 0.301 ± 0.008 Gyr and a higher Tc = 1.77 ± 0.02 keV by following the same

procedure. SM Fig. D.4 compares our limits computed using the fiducial model and the 1.29

M⊙ model, with Tc at the upper end of the 1σ band; the differences are seen to be minor,

indicating that our results are likely not significantly affected by astrophysical mismodeling.

We run simulations with MESA from which we determine the density and composition

profiles for RE J0317-853. MESA is a 1-dimensional modular stellar modeling code that

outputs these profiles, along with others, as a function of time since stellar birth. We use

the default parameters from the test suite inlist make o ne wd, but change the initial stellar

mass to 11.1 (11.9) M⊙, which produces a 1.22 (1.29) M⊙ WD. We evolve the star through

the pre-WD stages and allow it to cool until its luminosity reaches 10−3L⊙.

We then select the model for which the stellar luminosity matches the observed value

and choose the profiles corresponding to this model, shown in Fig. D.7, to be our fiducial

density and composition profiles. We find that the core is predominantly oxygen and neon as

expected for an isolated WD of its mass, and reaches densities ρ > 106 g/cm3, which means

that the electron gas is strongly correlated. For ρ ≳ 107 g/cm3, the interior transitions to

the lattice phase, which tends to reduce the axion emissivity. In the left panel of Fig. D.8,

we show the value of F as defined in (5.3) across the profile of the star for the four dominant
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Figure D.7: (Left) The carbon, oxygen, neon, and magnesium mass abundances in the MESA
simulation for the model most closely matching the observed luminosity of RE J0317-853.
The x-axis is the mass coordinate i.e., enclosed mass. (Right) The density profile in [g/cm3]
for the same model as a function of mass coordinate.

ions in our WD model. The discontinuities in the profiles (except carbon) are due to the

transition from the liquid phase to the lattice ion structure in the inner core of the WD. In

general, F decreases with increasing density, although because the axion emissivity εa ∼ ρF ,

the center of the star is still the most emissive. Note that in the analytic fitting formulas

of [66] to Fs in a multi-component mixture there is a choice to be made in whether the

density is taken to be ρ or ρs; we conservatively assume the former as the latter leads to an

∼18% increase in axion luminosity.

Note that our choice of test suite is not the driving force behind why our WD is modeled

as having an oxygen-neon core–this is simply because, under the assumption of single-star

evolution, the initial stellar mass of the WD progenitor is high enough so that the star

depletes its core carbon on the asymptotic giant branch (this is the case for WDs with

masses ≳ 1.1M⊙ [239,467]). If the star has evolved from a binary channel, then it may host

a carbon-oxygen core instead. However, we consider this to be unlikely, as [238] finds that if

RE J0317-853 has an effective temperature ≲40000 K, the single-star evolution is more likely.

Indeed, our Gaia analysis prefers an effective temperature 25570±50 K. Note that although

RE J0317-853 has a binary companion, they are too far apart to have interacted [238].

Given the core temperature, the density profile, and composition profiles, we have the

tools to compute the axion luminosity of RE J0317-853 due to both axion bremsstrahlung

and electro-Primakoff. We compute the axion emissivity at each radial slice in the MESA-

generated profiles and integrate over the star to obtain the axion luminosity spectrum dLa/dω

(in, e.g., ergs/s/keV) as
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Figure D.8: (Left) The F -profile evaluated for the 1.22 M⊙ star, evaluated using the
parametrization provided by [66], considered in our emissivity calculation. (Right) The
sum in (5.3) evaluated for both mass models (1.22 M⊙ and 1.29 M⊙).

dLa
dω

(ω) = 4π

∫ R

0

r2dr
dεa
dω

(r) (D.9)

for a stellar radius R. For axion bremsstrahlung, dεa/dω is computed using (5.3); for electro-

Primakoff, (D.30). Because of the geometric factors in the integrand in (D.9) that suppress

the contribution from the stellar core, the axion luminosity profile dLa/dr peaks around half

the WD radius.

For our fiducial analysis, we model the magnetic field as a dipole field of strength 200

MG at the pole. To compute the axion-photon conversion probability pa→γ(ω), we follow

the formalism developed in [222]. The axion-induced photon flux dFγa/dω at Earth is then

dFγa
dω

(ω) =
dLa
dω

(ω)× pa→γ(ω)×
1

4πd2WD

. (D.10)
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In Fig. D.9 we show the expected signal for fiducial values of the axion-photon and

axion-electron couplings in the four energy bins. The upper left panel shows the axion

energy spectrum from the WD at the fiducial parameters in our analysis MWD = 1.22M⊙,

Tcore = 1.38 keV, and B0 = 200 MG for a massless axion with gaee = 10−13. The upper right

panel shows the conversion probability for the same parameters with gaγγ = 10−12 GeV−1.

In the lower left panel, we plot the average effective area of the Chandra telescope in each

bin. Finally, the lower right panel plots the expected count rate in our observation at the

combination of the two couplings gaeegaγγ = 10−25 GeV−1.

D.5 Electro-Primakoff Axion Production

This section provides a derivation of the axion emissivity from the core of a WD from

the electro-Primakoff production mechanism. Note that while the bremsstrahlung process

dominates for our MWD, the electro-Primakoff process may be important for WDs with

higher core temperatures, and this computation has not appeared elsewhere. We broadly

follow the approach presented in [212] for similar emissivity calculations.

D.5.1 Cross section

Consider the scattering of an electron e and a nucleus N = (A,Z) that results in the emission

of an axion a:

e(p1, s1) +N(p2, s2) → e(p3, s3) +N(p4, s4) + a(k) . (D.11)

If the axion-photon coupling is dominant, then axion production is dominated by the electro-

Primakoff channel. The leading-order Feynman graph is shown in Fig. D.10, and the corre-

sponding matrix element is

M =
[
ūe(p3, s3)(+ie)γ

µue(p1, s1)
][
− igµρ
(p1 − p3)2 + iϵ

][
−igaγγϵρσαβ(p1 − p3)α(p2 − p4)β

]
×
[
− igσν
(p2 − p4)2 + iϵ

][
ūN(p4, s4)(−iZe)γνuN(p2, s2)

]
.

(D.12)

Note that the amplitude vanishes as ω = k0 → 0, since 4-momentum conservation implies

ϵρσαβ(p1 − p3)α(p2 − p4)β = ϵρσαβ(p1 − p3)αkβ. The spin-averaged, squared matrix element

is given by |M|2 = (gegN)
−1
∑

s |M|2 where ge = gN = 2 counts the two spin states of the

electron and the nucleus.
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The differential cross section for axion emission is calculated from the squared matrix

element as

dσ =
1

4FaN(p1, p2)
dΠe(p3) dΠN(p4) dΠa(k) (2π)

4 δ(p1 + p2 − p3 − p4 − k) |M|2 (D.13)

where the Lorentz-invariant flux factor is FaN(p1, p2) = [(p1 ·p2)2−m2
em

2
N ]

1/2, and where the

Lorentz-invariant phase space volume element is dΠs(p) = d3p/(2π)3/2Es(p) for s = e,N, a.

All 4-momenta are evaluated on shell with p0 = Es(p) = [p2 +m2
s]

1/2.

D.5.2 Thermal-averaging

The thermal environment leads to Pauli-blocking and Bose-enhancement of the final-state

particles. We take this into account by defining the thermally-suppressed/enhanced differ-

ential cross section

dσ̃ = dσ
(
1− fe(p3)

) (
1− fN(p4)

) (
1 + fa(k)

)
(D.14)

where fe, fN , and fa are the phase space distribution functions for electrons, nuclei, and

axions, respectively. The electrons are in equilibrium and their distribution function (in the

rest frame of the plasma) is given by the Fermi-Dirac distribution

fe(p) =
(
e[Ee(p)−µe]/Te + 1

)−1
, (D.15a)

where Te and µe are the electrons’ temperature and chemical potential. The nuclei are also

in thermal equilibrium, and we could also write their distribution function as a Fermi-Dirac

distribution. However, since their temperature is so low, TN ≪ mN , it turns out that the

nuclei are effectively at rest vN ∼
√
T/mN ≪ 1. To a good approximation we can write the

nuclei phase space distribution function (in the rest frame of the plasma) as

fN(p) =
nN
gN

(2π)3δ(p) , (D.15b)

where nN is the total number density of nuclei and gN = 2 counts the two spin states.

This also lets us approximate 1 − fN ≈ 1 in (D.14). Finally the axions are out of thermal

equilibrium, and their distribution function satisfies
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fa(p) ≪ 1 , (D.15c)

and we can approximate 1 + fa ≈ 1 in (D.14).

D.5.3 Axion emissivity

Using the differential cross section from (D.14), we construct the thermally-suppressed/enhanced

differential scattering rate density, which is

dγ̃ =
dσ̃

ge gN
vMol dne(p1) dnN(p2) , (D.16)

where the Moller velocity is vMol(p1,p2) = FaN(p1, p2)/Ea(p1)EN(p2), where the thermally-

weighted differential number density of incident particles is dns(p) = gsd
3p fs(p)/(2π)

3 for

s = e,N , and where ge = gN = 2 counts the redundant internal degrees of freedom (spin).

The differential axion emissivity (in the rest frame of the plasma) is

dεa =
∑
spins

dγ̃ Ea(k) , (D.17)

where we multiply by the axion energy and sum over the spins of all the particles. Using

the expression for dγ̃ gives

dεa =
gegN
32

d3p1

(2π)3
d3p2

(2π)3
d3p3

(2π)3
d3p4

(2π)3
d3k

(2π)3

× (2π) δ
(
Ee(p1) + EN(p2)− Ee(p3)− EN(p4)− Ea(k)

)
× (2π)3 δ(p1 + p2 − p3 − p4 − k)

× fe(p1) fN(p2)
(
1− fe(p3)

) (
1− fN(p4)

) (
1 + fa(k)

)
× |M|2
Ee(p1) EN(p2) Ee(p3) EN(p4)

(D.18)

where the factors of Ea have cancelled, and all 4-momenta are on-shell.
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D.5.4 Evaluating phase space integrals

To calculate the emissivity, we evaluate the phase space integrals as follows. First, we use

the momentum-conserving Dirac delta function to evaluate the integral over the recoiling

nucleus’s momentum, which sets p4 = p1 + p2 − p3 − k. Next we write p1, p3, and k in

polar coordinates,

d3p1 = p21dp1 dΩ1 = piEi dEi dΩi

d3p3 = p23dp3 dΩ3 = pf Ef dEf dΩf

d3k = k2dk dΩa = k ω dω dΩa

(D.19)

where i denotes the initial-state electron, f denotes the final-state electron, and ω = Ea(k).

We use the remaining Dirac delta function to evaluate the integral over Ef , which gives

dεa =
gegN
128π5

dEi
dΩi

4π

d3p2

(2π)3
dΩf

4π
dω

dΩa

4π

× fe(Ei) fN(p2)
(
1− fe(Ef )

) (
1− fN(p4)

) (
1 + fa(ω)

)
× pi pf k ω

EN(p2)EN(p4)
|M|2 .

(D.20)

Next we make use of the distribution functions in (D.15). These let us approximate 1−fN ≈ 1

and 1 + fa ≈ 1. Additionally, fN ∝ δ(p) and the p2 integral sets p2 = 0. Finally we note

that the scattering is statistically isotropic, since the distributions of incident particles have

no preferred direction. It suffices to suppose that Ωf and Ωa are measured with respect to

Ωi, which is then treated as the orientation of the polar axis. Then the integral over Ωi

reduces to the trivial integral over the polar axis (net rotation of the whole system), which

just gives
∫
dΩi = 4π, and

dεa =
genN
128π5

dEi
dΩf

4π
dω

dΩa

4π
fe(Ei)

(
1− fe(Ef )

) pi pf k ω

mN EN(p4)
|M|2 . (D.21)

To evaluate the squared matrix element, we approximate ma ≈ 0 implying ω ≈ |k|. We

can also approximate the recoiling nucleus as non-relativistic, implying E4 ≈ mN+p2
4/(2mN),

and here it is important to keep the sub-leading term in the energy expansion, since the

would-be leading order contribution to the squared matrix element cancels. Then the squared
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matrix element reduces to

|M|2 ≈ (Zgaγγe
2)2

ge gN

32m2
Nω

2

q413 q
4
24

[(
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i p
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3
i pfs

2
ia + 2p2i p

2
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2
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3
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2
fa

)
+m2

e

(
2cifpipf − 2ciacfapipf − p2i s

2
ia − p2fs

2
fa

)
+ EiEf

(
−2cifpipf + 2ciacfapipf + p2i s

2
ia + p2fs

2
fa

)]
(D.22)

where we have dropped terms that are O(m1
N). Here we have also written p1 · p3 = pipfcif

and p1 · k = piωcia and p3 · k = pfωcfa. The momentum transfers are

q213 = (p1 − p3)
2 = (E1 − E3)

2 − |p1 − p3|2 = (Ei − Ef )
2 − p2i − p2f + 2pipfcif

q224 = (p2 − p4)
2 = (E2 − E4)

2 − |p2 − p4|2 ≈ −p2f − ω2 − p2i − 2pfωcfa + 2pipfcif + 2piωcia .

(D.23)

Putting the squared matrix element into (D.21) yields the axion emissivity

dεa = nN
8Z2α2

EMαaγγ
π2

dEi
dΩf

4π
dω

dΩa

4π
fe(Ei)

(
1− fe(Ef )

)
× 1
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24
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e
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2
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(D.24)

We have also used e2 = 4παEM and gaee
2 = 4παaee and set ge = gN = 2. Note that our

assumption EN(p4) ≈ mN implies the simple relation Ef ≈ Ei − ω.

If the plasma is degenerate, T ≪ pF =
√
E2
F −m2

e, then the thermal factor can be

approximated as

fe(Ei)
(
1− fe(Ef )

)
≈ 1

eω/T − 1
Θ(EF − Ei)Θ(Ei − EF − ω) . (D.25)

Then the integral over Ei sets Ei ≈ EF and Ef ≈ EF − ω and gives dEi ≈ ω. This lets us

write

dεa = nN
Z2α2

EMαaγγ
2π2

(m2
e + p2F )ω

5 dω

m2
e p

2
F

1

eω/T − 1
F̃ , (D.26)
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where we have defined

F̃ ≡ m2
e

m2
e + p2F

∫
dΩf

4π

∫
dΩa

4π

[
4
(
1− cif − c2ia − c2fa

)
+
(
cia + cfa

)2(
1 + cif

)]16p8F
q8

, (D.27)

which contains the angular integrals. The momentum transfer factors have become

q213 ≈ q224 ≈ −q2 +O(ωpF ) where q2 ≡ −2p2F
(
1− cif

)
, (D.28)

and we neglect the ω-suppressed terms.

D.5.5 Emissivity and luminosity

Now generalizing to a plasma with multiple species of ions, labeled by s, the emissivity

spectrum is written as

dεa
dω

=
α2
EMαaγγ
2π2

ω5

eω/T − 1

(
1

m2
e

+
1

p2F

)∑
s

Z2
sρsF̃s
Asu

, (D.29)

where we have used ns = ρs/u and u ≈ 931.5 MeV is the atomic mass unit, and we have

assumed that all species have a common temperature Ts = T . Note that the emissivity

spectrum, dεa/dωa, is almost a thermal spectrum, except that there’s an additional factor of

ω2, which follows from the momentum-dependent axion-photon coupling. The integral over

ω evaluates to 8π6T 6/63, and the total emissivity is found to be

εa =
4π4

63
α2
EMαaγγT

6

(
1

m2
e

+
1

p2F

)∑
s

Z2
sρsF̃s
Asu

. (D.30)

Note that these relations hold for either relativistic or non-relativistic electrons; i.e., pF ≈
EF ≫ me or pF ≪ EF ≈ me.

In the derivation above, we have neglected medium effects, which are now taken into

account following Ref. [212]. Free electrons in the medium will screen the photon propaga-

tor, introducing an effective photon mass k2TF = 4αEMpFEF/π, which is the Thomas-Fermi

screening scale. Additionally interference and correlation effects are captured by the static

structure factor Sions(|q|), which is why F̃s depends on the ionic species. We absorb these

effects into the dimensionless coefficient F̃s, which is no longer evaluated using (D.27). In-

stead, for a strongly-coupled plasma, such as the one in a WD core, the static structure factor

has been calculated in Refs. [66, 211], and the factor F̃s is also evaluated for axion emission
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via electron-bremsstrahlung scattering. As a rough estimate, we simply carry over that es-

timate of F̃s here, though future work using this result should calculate F̃s more precisely.

For instance, Refs. [66,211] assume a one-component plasma with a single ionic species. We

generalize to a multi-component plasma by summing over the constituent ionic species, as

in (D.29). This approach assumes that possible interference effects can be neglected.

The axion luminosity is evaluated by integrating La =
∫
dV εa over the volume of the

WD star. To a good approximation, the core temperature T ≈ Tc is approximately uniform

throughout the star, due to the degenerate matter’s high thermal conductivity. On the

other hand, the medium factors F̃s and mass fractions Rs = ρs/ρtot have radial-dependent

profiles. To provide a rough estimate, we neglect these effects and the volume integral gives∫
dV ρtot =M , which is the mass of the star. Then the axion luminosity is

La ≈
4π4

63
α2
EMαaγγ

T 6
cM

m2
eu

(
1 +

m2
e

p2F

)∑
s

Z2
sRsF̃s
As

≃
(
7.6× 10−12 L⊙

) ( gaγγ
10−11 GeV

)2( Tc
1 keV

)6(
M

1 M⊙

) (
1 +

m2
e

p2F

)∑
s

Z2
sRsF̃s
As

,

(D.31)

Compared with axion bremsstrahlung emission, the luminosity here is suppressed by a factor

of αaγγT
2
c /αaee. The electro-Primakoff emission spectrum and resulting limits are illustrated

in Figs. D.2 and D.3.
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Figure D.9: (Upper left) The axion bremsstrahlung luminosity spectrum in erg/s emitted
from the WD at the fiducial parameters in our analysis and gaee = 10−13. (Upper right) The
conversion probability as a function of energy at the fiducial parameters in our analysis and
gaγγ = 1012 GeV−1. (Lower left) The Chandra effective area as a function of energy. (Lower
right) The expected Chandra count rate from axion bremsstrahlung in our observation at
gaeegaγγ = 10−25 GeV−1.
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Figure D.10: The Feynman graph for axion production via the electro-Primakoff channel.

286



Appendix E

Hard X-ray Excess from the

Magnificent Seven Neutron Stars

E.1 Observations used in the analyses

Here we list the observation identification numbers, by NS and instrument, which are used

in the analyses presented in this chapter. In addition, we show the instrument used to make

the observation, including the grating for Chandra, and the mode the instrument was in at

observation time. For MOS the possible modes are Full Frame (FF) and Large Window

(LW), while for PN we have also included Small Window (SW) data. For Chandra the mode

records the subarray the observation was taken in (FF, 1/2, 1/4, or 1/8). We also show the

exposure time of the observation texp in ks. For the XMM observations, we additionally show

several estimates of pileup. The singles and doubles columns indicate the ratio of observed

to expected events in the 0.5-2 keV range with singles and doubles patterns, respectively.

Deviations from 1.0 indicate possible pileup. We additionally show estimates of the spectral

distortion (SD) and flux loss (FL) in percent due to pileup [23].

The former pileup estimate, SD, is particularly important for our case. For the two NSs

in which we find an excess, RX J1856.6-3754 and RX J0420.0-5022, we find that the SD is

much lower than would be required for the thermal flux to produce the observed hard X-ray

emission. This is not so surprising, as the count rates are around two orders of magnitude

lower than the conservative limits on the count rate from [23]. In particular, we compute the

required SD to produce the hard X-ray emission via pileup for each NS and camera. Here

we assume that every piled-up photon below 2 keV contributes to the flux above 2 keV. Note

that this is significantly conservative as most of these photons will contribute only to the flux

below 2 keV. Nevertheless, we find that the SD required to reproduce the RX J1856.6-3754
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hard flux is 0.78% (1.00%) for MOS (PN), while the observed values are ∼0.04% (∼0.07%).

To reproduce the RX J0420.0-5022 hard flux, we find 20.8% (32.7%) for MOS (PN), while

the observed values are ∼0.01% (∼0.00%). The RX J0420.0-5022 values are larger because

the count rate is lower. Therefore, we conclude that pileup is not significantly contributing

to the observed hard X-ray emission in these NSs.

RX J0806.4-4123

Exposure ID Mode texp Singles Doubles SD FL

0106260201PNS001 FF 4.1 0.974± 0.036 1.099± 0.061 0.19 0.48

0141750501PNU002 FF 12.4 0.967± 0.020 1.130± 0.035 0.20 0.51

0552210201PNS003 SW 5.9 0.996± 0.031 1.014± 0.046 0.03 0.04

0552210401PNS003 SW 3.7 0.998± 0.039 0.998± 0.058 0.03 0.04

0552210901PNS003 SW 3.7 1.039± 0.040 0.876± 0.055 0.03 0.04

0552211001PNS003 SW 6.4 0.995± 0.030 1.017± 0.046 0.03 0.04

0552211101PNS003 SW 5.4 1.011± 0.032 0.981± 0.048 0.03 0.04

0552211601PNS003 SW 3.2 1.005± 0.043 0.975± 0.064 0.03 0.04

0672980201PNS001 SW 5.4 1.008± 0.033 0.983± 0.048 0.03 0.04

0672980301PNS001 SW 3.8 1.040± 0.040 0.893± 0.055 0.03 0.04

0106260201MOS1S002 FF 8.3 1.053± 0.052 0.817± 0.081 0.15 0.42

0106260201MOS2S003 FF 8.7 1.053± 0.051 0.818± 0.079 0.15 0.44

0141750501MOS1U002 FF 16.6 1.057± 0.038 0.801± 0.058 0.14 0.39

0141750501MOS2U002 FF 16.9 1.057± 0.037 0.802± 0.057 0.15 0.43

2789 ACIS-I/NONE FF 17.7 — — — —

5540 ACIS-I/NONE FF 19.7 — — — —

16953 ACIS-I/NONE FF 34.7 — — — —

Table E.1: The exposures (Exposure ID) used in our fiducial analyses for RX J0806.4-4123
along with supplementary data. We list the instrument’s operating mode and the length of
the observation texp in ks along with four pileup metrics. The singles and doubles columns
refer to the observed to expected events with singles and doubles fractions in the 0.5-2 keV
range. The spectral distortion (SD) and flux loss (FL) [%] are additional metrics for pileup
described in [23]. Note we do not show these metrics for Chandra as in that case we perform
dedicated simulations.

RX J1856.6-3754

Exposure ID Mode texp Singles Doubles SD FL

0791580301PNS001 SW 4.0 0.967± 0.033 1.116± 0.055 0.04 0.05
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0791580501PNS001 SW 4.3 0.983± 0.034 1.066± 0.055 0.03 0.04

0791580201PNS001 SW 6.3 0.989± 0.028 1.030± 0.044 0.03 0.04

0791580601PNS001 SW 9.5 0.979± 0.024 1.086± 0.039 0.04 0.05

0791580101PNS001 SW 12.5 0.998± 0.030 1.016± 0.047 0.03 0.03

0791580401PNS001 SW 12.7 0.993± 0.023 1.030± 0.036 0.03 0.03

0165971601PNS003 SW 21.6 0.982± 0.014 1.067± 0.023 0.04 0.05

0165971901PNS003 SW 10.9 0.977± 0.022 1.090± 0.036 0.04 0.05

0165972001PNS003 SW 17.9 0.985± 0.017 1.057± 0.027 0.04 0.05

0106260101PNS001 SW 38.3 0.986± 0.011 1.054± 0.018 0.04 0.05

0412600601PNU002 SW 41.1 0.985± 0.011 1.057± 0.017 0.04 0.05

0412600701PNS003 SW 45.4 0.970± 0.011 1.107± 0.018 0.04 0.05

0412601101PNU002 SW 43.8 0.982± 0.011 1.065± 0.018 0.03 0.04

0165972101PNS003 SW 47.0 0.981± 0.011 1.067± 0.017 0.04 0.05

0412600301PNS003 SW 14.7 0.991± 0.018 1.029± 0.029 0.04 0.05

0412600301PNU002 SW 9.2 0.983± 0.024 1.066± 0.038 0.04 0.05

0727761301PNS001 SW 20.4 0.982± 0.018 1.065± 0.028 0.04 0.05

0727761101PNS001 SW 31.9 0.979± 0.015 1.075± 0.024 0.04 0.04

0727761001PNS001 SW 45.5 0.974± 0.011 1.093± 0.018 0.04 0.05

0727760101PNS001 SW 43.5 0.972± 0.011 1.099± 0.018 0.04 0.05

0412600101PNS003 SW 47.9 0.984± 0.010 1.062± 0.016 0.04 0.05

0412600901PNS003 SW 30.5 0.986± 0.013 1.057± 0.021 0.04 0.05

0412602201PNS003 SW 46.5 0.960± 0.011 1.138± 0.018 0.04 0.05

0412600401PNU002 SW 25.1 0.983± 0.014 1.066± 0.023 0.04 0.05

0810840101PNS001 SW 35.2 0.982± 0.012 1.064± 0.020 0.04 0.04

0727760201PNS001 SW 33.5 0.985± 0.014 1.058± 0.021 0.04 0.05

0727760401PNS001 SW 33.9 0.958± 0.013 1.148± 0.023 0.04 0.05

0727761201PNS001 SW 26.6 0.958± 0.013 1.145± 0.023 0.04 0.05
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0412601401PNS003 SW 20.5 0.970± 0.017 1.111± 0.027 0.04 0.05

0412601401PNU002 SW 4.2 0.994± 0.035 1.016± 0.053 0.04 0.05

0727760301PNS001 SW 48.2 0.973± 0.009 1.098± 0.016 0.04 0.05

0412602301PNS003 SW 47.0 0.965± 0.010 1.125± 0.017 0.04 0.05

0412600801PNS003 SW 4.2 1.007± 0.036 0.969± 0.054 0.04 0.05

0412600801PNU002 SW 34.0 0.984± 0.012 1.058± 0.019 0.04 0.05

0727760501PNS001 SW 42.6 0.972± 0.011 1.103± 0.018 0.04 0.05

0412601301PNS003 SW 28.6 0.986± 0.014 1.059± 0.022 0.04 0.05

0412601501PNS600 SW 16.9 0.982± 0.018 1.070± 0.029 0.04 0.05

0412601501PNS601 SW 15.9 0.977± 0.019 1.085± 0.031 0.04 0.05

0412601501PNS602 SW 13.8 0.958± 0.019 1.148± 0.033 0.04 0.05

0412601501PNS603 SW 14.2 0.966± 0.019 1.113± 0.031 0.04 0.05

0213080101MOS1U002 LW 2.8 0.974± 0.082 1.199± 0.170 0.06 0.17

0213080101MOS2U002 LW 1.9 0.971± 0.091 1.230± 0.194 0.07 0.20

0415180101MOS1S002 LW 19.6 0.971± 0.032 1.220± 0.068 0.06 0.18

0727761301MOS1S002 LW 29.5 0.955± 0.033 1.282± 0.071 0.06 0.17

0727761301MOS2S003 LW 25.0 0.951± 0.039 1.282± 0.086 0.05 0.14

0727761101MOS1S002 LW 48.7 0.965± 0.025 1.210± 0.052 0.06 0.16

0727761101MOS2S003 LW 54.0 0.949± 0.026 1.320± 0.060 0.05 0.14

0412602201MOS1S001 LW 63.4 0.949± 0.018 1.309± 0.040 0.07 0.19

0727760201MOS1S002 LW 44.0 0.971± 0.025 1.193± 0.052 0.06 0.16

0727760201MOS2S003 LW 43.5 0.959± 0.025 1.256± 0.055 0.05 0.15

0727760401MOS1S002 LW 47.7 0.969± 0.025 1.196± 0.052 0.06 0.16

0727760401MOS2S003 LW 51.4 0.990± 0.042 1.100± 0.082 0.05 0.15

0412601401MOS1U002 LW 5.4 0.959± 0.058 1.279± 0.127 0.06 0.17

0412601401MOS2U002 LW 5.8 0.972± 0.061 1.197± 0.128 0.05 0.15

0727760601MOS1S002 LW 32.6 0.991± 0.038 1.083± 0.074 0.06 0.16

290



0412601301MOS1S001 LW 39.1 0.952± 0.037 1.322± 0.083 0.06 0.16

0412601501MOS1S001 LW 83.8 0.963± 0.016 1.245± 0.034 0.06 0.18

0412601501MOS2S002 LW 90.2 0.958± 0.017 1.266± 0.038 0.06 0.17

13198 ACIS-S/LETG 1/8 28.4 — — — —

18416 ACIS-S/LETG 1/4 28.8 — — — —

19848 ACIS-S/LETG 1/8 28.4 — — — —

20718 ACIS-S/LETG 1/8 28.2 — — — —

14267 ACIS-S/LETG 1/8 28.4 — — — —

15474 ACIS-S/LETG 1/8 11.7 — — — —

16265 ACIS-S/LETG 1/8 16.1 — — — —

16422 ACIS-S/LETG 1/8 26.0 — — — —

17394 ACIS-S/LETG 1/8 29.1 — — — —

Table E.2: As in Tab. E.1 but for RX J1856.6-3754.

RX J0420.0-5022

Exposure ID Mode texp Singles Doubles SD FL

0141750101PNS003 FF 17.3 1.021± 0.138 0.888± 0.198 0.01 0.01

0141751001PNS003 FF 9.8 0.984± 0.135 1.060± 0.216 0.01 0.01

0141751101PNS003 FF 14.2 0.955± 0.121 1.075± 0.197 0.01 0.01

0141751201PNS003 FF 17.6 0.968± 0.129 1.116± 0.223 0.01 0.01

0651470201PNS003 SW 2.9 1.184± 0.290 0.429± 0.226 0.00 0.00

0651470501PNS003 SW 2.4 0.967± 0.307 1.146± 0.492 0.00 0.00

0651470601PNS003 SW 4.4 0.956± 0.197 1.112± 0.307 0.00 0.00

0651470701PNS003 SW 6.8 0.999± 0.157 0.894± 0.211 0.00 0.00

0651470801PNS003 SW 8.1 1.010± 0.143 0.893± 0.191 0.00 0.00

0651470901PNS003 SW 9.0 0.944± 0.137 1.147± 0.221 0.00 0.00

0651471001PNS003 SW 5.3 1.033± 0.179 0.775± 0.213 0.00 0.00
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0651471101PNS003 SW 5.6 0.949± 0.131 1.108± 0.204 0.00 0.00

0651471201PNS003 SW 3.7 1.022± 0.204 0.924± 0.275 0.00 0.00

0651471401PNU002 SW 4.8 1.018± 0.192 0.942± 0.263 0.00 0.00

0651471501PNS003 SW 3.6 0.922± 0.211 1.108± 0.347 0.00 0.00

0141750101MOS1S001 FF 20.8 0.998± 0.223 1.076± 0.438 0.00 0.01

0141750101MOS2S002 FF 20.9 1.016± 0.283 0.970± 0.518 0.00 0.01

0141751001MOS1S001 FF 15.9 0.977± 0.185 1.083± 0.369 0.00 0.01

0141751001MOS2S002 FF 16.3 1.006± 0.195 1.033± 0.370 0.00 0.01

0141751101MOS1S001 FF 20.5 0.948± 0.155 1.279± 0.349 0.00 0.01

0141751101MOS2S002 FF 19.7 1.038± 0.179 0.845± 0.299 0.00 0.01

0141751201MOS1S001 FF 20.5 1.070± 0.246 0.671± 0.352 0.00 0.01

0141751201MOS2S002 FF 21.2 1.042± 0.215 0.813± 0.351 0.00 0.01

2788 ACIS-S/NONE FF 19.4 — — — —

5541 ACIS-S/NONE FF 19.7 — — — —

17457 ACIS-S/NONE FF 19.4 — — — —

Table E.3: As in Tab. E.1 but for RX J0420.0-5022.
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RX J1308.6+2127

Exposure ID Mode texp Singles Doubles SD FL

0157360101PNS005 FF 23.2 0.964± 0.009 1.136± 0.017 0.45 1.19

0163560101PNS003 FF 16.5 0.976± 0.011 1.084± 0.019 0.46 1.22

0305900201PNS003 FF 2.1 0.962± 0.031 1.134± 0.055 0.46 1.21

0305900301PNS003 FF 10.9 0.977± 0.014 1.086± 0.024 0.45 1.21

0305900401PNS003 FF 9.2 0.972± 0.015 1.108± 0.026 0.45 1.18

0305900601PNS003 FF 12.8 0.961± 0.012 1.147± 0.022 0.46 1.23

0402850301PNS003 LW 3.4 0.972± 0.025 1.104± 0.042 0.31 0.78

0402850401PNS003 LW 5.6 0.957± 0.019 1.158± 0.035 0.30 0.76

0402850501PNS003 LW 2.6 0.972± 0.028 1.108± 0.048 0.31 0.77

0402850701PNS003 LW 7.3 0.976± 0.017 1.090± 0.029 0.30 0.77

0402850901PNS003 LW 2.6 0.971± 0.029 1.106± 0.049 0.30 0.75

0157360101MOS1S003 LW 27.5 1.083± 0.020 0.711± 0.027 0.12 0.33

0163560101MOS1S001 LW 23.9 1.081± 0.021 0.727± 0.029 0.12 0.33

0163560101MOS2S002 LW 24.2 1.083± 0.021 0.713± 0.029 0.12 0.34

Table E.4: As in Tab. E.1 but for RX J1308.6+2127.

E.2 Count statistics and exposures for the XDINSs

Here we give, for each NS and instrument, the data used in our fiducial analyses after

stacking all exposures together. In particular, we list: the number of counts in the sig-

nal region, cS; the number of counts in the background region, cB; the number of pixels

included in the signal region,
∑

p∈RS
; the number of pixels included in the background re-

gion,
∑

p∈RB
; the mean pixel exposure for signal region pixels, w̄S; the mean pixel exposure

for background region pixels, w̄B; the fraction of signal counts that will appear in signal

region pixels due to the instrument PSF, χS; and the fraction of signal counts that will

appear in background region pixels due to the instrument PSF, χB. The data is provided in

Tabs. E.8, E.9, E.10, E.11, E.12, E.13, and E.14 for each NS, respectively.

E.3 Test statistic maps for the XDINSs

We present the test statistic maps for all NSs and for all instruments in which they are

observed, as shown in Fig. 6.2 for RX J1856.6-3754. For RX J1856.6-3754 and RX J0420.0-

5022, the test statistic maps are computed using flux from 2-8 keV. For all other NSs, the
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RX J0720.4-3125

Exposure ID Mode texp Singles Doubles SD FL

0156960401PNS003 FF 24.3 0.878± 0.006 1.438± 0.014 0.85 2.14

0158360201PNU002 SW 37.5 1.004± 0.007 0.998± 0.011 0.09 0.11

0161960201PNS007 SW 12.2 1.008± 0.009 0.983± 0.013 0.13 0.23

0161960201PNS008 SW 16.0 1.005± 0.008 0.990± 0.012 0.13 0.22

0164560501PNS001 FF 18.7 0.907± 0.006 1.321± 0.013 1.13 2.87

0300520201PNS003 FF 18.5 0.900± 0.007 1.350± 0.014 1.09 2.76

0300520301PNS003 FF 13.0 0.908± 0.008 1.319± 0.016 1.08 2.75

0311590101PNS003 FF 30.1 0.898± 0.005 1.360± 0.011 1.08 2.75

0400140301PNS001 FF 13.6 0.901± 0.008 1.345± 0.016 1.09 2.76

0400140401PNS001 FF 16.7 0.889± 0.007 1.391± 0.015 1.08 2.73

0502710201PNS001 FF 6.0 0.885± 0.013 1.404± 0.027 1.04 2.63

0502710301PNS001 FF 19.0 0.880± 0.007 1.420± 0.015 1.02 2.59

0554510101PNS003 FF 8.9 0.868± 0.011 1.454± 0.025 1.00 2.54

0650920101PNS003 FF 8.0 0.889± 0.011 1.391± 0.024 0.94 2.38

0670700201PNS003 FF 9.0 0.873± 0.011 1.433± 0.024 0.93 2.36

0670700301PNS003 FF 21.4 0.884± 0.007 1.409± 0.016 0.92 2.31

0690070201PNS003 FF 21.5 0.870± 0.007 1.462± 0.016 0.89 2.24

Table E.5: As in Tab. E.1 but for RX J0720.4-3125.

test statistic maps are computed using only the flux from 4-8 keV. The maps are presented

in Figs. E.1, E.2, E.3, E.4, E.5, and E.6.

It is worth pointing out that the brightest pixel in Fig. E.2 is one pixel displaced from

the center. Recall that RX J0420.0-5022 was detected at ∼3σ significance with the PN data

using the joint likelihood. Note that we expect to be able to localize a 3σ signal to roughly

within the 1/3 of the 90% EEF radius for the instrumental PSF. In the 2-8 keV energy

range the 90% EEF radius for PN and MOS is approximately 1’. Thus, it should not be too

surprising that in Fig. E.2 the most significant pixel for the PN map is not the central pixel

but rather the pixel whose center is slightly displaced from the source. On the other hand,

the brightest pixels for the Chandra and MOS RX J0420.0-5022 maps are the central pixels.
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RX J1605.3+3249

Exposure ID Mode texp Singles Doubles SD FL

0157360401PNS005 LW 21.8 0.931± 0.009 1.238± 0.017 0.33 0.85

0157360601PNS005 LW 5.5 0.954± 0.022 1.150± 0.038 0.24 0.60

0671620101PNS003 FF 26.4 0.921± 0.008 1.278± 0.016 0.51 1.34

0764460201PNS003 FF 90.5 0.932± 0.004 1.239± 0.008 0.51 1.33

0764460301PNS003 FF 50.9 0.930± 0.006 1.251± 0.011 0.51 1.34

0764460401PNS003 FF 38.9 0.942± 0.007 1.203± 0.013 0.49 1.30

0764460501PNS003 FF 45.2 0.930± 0.006 1.251± 0.012 0.52 1.37

0073140201MOS1S004 FF 26.2 1.031± 0.018 0.925± 0.030 0.37 1.09

0073140201MOS2S005 FF 25.8 1.029± 0.018 0.933± 0.030 0.40 1.19

0073140301MOS2S005 FF 16.8 1.017± 0.022 0.999± 0.040 0.40 1.17

0073140501MOS1S004 FF 21.0 1.026± 0.020 0.954± 0.035 0.37 1.10

0073140501MOS2S005 FF 21.0 1.026± 0.020 0.956± 0.035 0.38 1.14

0157360401MOS2S004 FF 26.0 1.027± 0.018 0.936± 0.031 0.38 1.14

0302140501MOS1S002 FF 3.3 1.030± 0.052 0.912± 0.086 0.34 1.01

0302140501MOS2S003 FF 3.0 1.033± 0.055 0.892± 0.090 0.37 1.10

0671620101MOS1U002 FF 6.9 1.045± 0.039 0.857± 0.062 0.29 0.86

0671620101MOS2S002 FF 34.9 1.036± 0.017 0.897± 0.028 0.35 1.03

0764460501MOS1S001 LW 58.2 1.061± 0.013 0.779± 0.020 0.11 0.30

Table E.6: As in Tab. E.1 but for RX J1605.3+3249.

E.4 Spectral limits and systematic tests for the XDINSs

Here we present the fiducial spectral limits on the flux in each energy bin from 2 to 8

keV for each NS in each instrument in which they are observed, along with systematic

variations on our analysis procedure that test the robustness of the reconstructed flux. We

also inspect the counts distribution in the background extraction region compared to the

one expected under the fitted background rate and include the p-values for the background

goodness-of-fit under each analysis procedure. These results are in analogy to those shown

in Fig. 6.3 and Fig. 6.4 for RX J1856.6-3754. We present the results for the other six NSs

in Figs. E.7, E.8, E.9, E.10, E.11, E.12, E.13, E.14, E.15, E.16, E.17, and E.18.
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RX J2143.0+0654

Exposure ID Mode texp Singles Doubles SD FL

0201150101PNS006 SW 14.6 1.012± 0.015 0.973± 0.022 0.06 0.07

0502040601PNS003 SW 5.2 1.004± 0.024 0.988± 0.036 0.06 0.07

0502040701PNS003 SW 9.0 1.004± 0.018 0.990± 0.027 0.06 0.07

0502040901PNS003 SW 5.0 1.013± 0.025 0.967± 0.036 0.06 0.07

0502041001PNS003 SW 5.8 1.014± 0.023 0.965± 0.034 0.06 0.07

0502041101PNS003 SW 7.7 1.006± 0.020 0.995± 0.030 0.06 0.07

0502041201PNS003 SW 6.1 1.011± 0.022 0.970± 0.033 0.06 0.07

0502041301PNS003 SW 3.7 0.986± 0.029 1.055± 0.045 0.06 0.07

0502041401PNS003 SW 5.1 0.996± 0.024 1.021± 0.037 0.06 0.07

0502041801PNS003 SW 5.3 1.011± 0.024 0.972± 0.035 0.06 0.07

Table E.7: As in Tab. E.1 but for RX J2143.0+0654.

RX J0806.4-4123

PN

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 39 37 2729 3136 2.9× 106 2.89× 106 0.8 0.1

4-6 keV 26 35 2729 3136 2.77× 106 2.76× 106 0.8 0.1

6-8 keV 32 26 2729 3136 2.16× 106 2.16× 106 0.8 0.1

MOS

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 7 7 1086 1218 2.88× 106 2.86× 106 0.8 0.1

4-6 keV 5 6 1086 1218 2.52× 106 2.51× 106 0.8 0.1

6-8 keV 1 5 1086 1218 1.21× 106 1.21× 106 0.8 0.1

Chandra

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 9 0 51 1029 8.49× 106 8.07× 106 0.1 0.7

4-6 keV 0 0 51 1029 8.41× 106 7.97× 106 0.1 0.7

6-8 keV 0 2 51 1029 3.00× 106 2.85× 106 0.1 0.7

Table E.8: The exposure-stacked data for all cameras used in our fiducial analyses for
RX J0806.4-4123. We include the number of signal counts cS, the number of background
counts cB, the number of pixels in the signal (background) region

∑
p∈RS

(
∑

p∈RB
), the

average exposure in the signal (background) region w̄S ( w̄B), and the fraction of source flux
expected in the signal (background) region due to the PSF χS (χB). Note that the weights
are reported without the 1/keV.
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RX J1856.6-3754

PN

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 874 903 10668 12285 1.91× 107 1.91× 107 0.8 0.1

4-6 keV 669 681 10668 12285 1.84× 107 1.84× 107 0.8 0.1

6-8 keV 462 522 10668 12285 1.45× 107 1.45× 107 0.8 0.1

MOS

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 99 72 3753 4421 7.1× 106 7.× 106 0.8 0.1

4-6 keV 61 71 3753 4421 6.28× 106 6.19× 106 0.8 0.1

6-8 keV 48 57 3753 4421 3.09× 106 3.05× 106 0.7 0.1

Chandra

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 2 13 157 3719 8.63× 105 8.74× 105 0.1 0.7

4-6 keV 3 5 157 3719 1.67× 106 1.69× 106 0.1 0.7

6-8 keV 1 16 157 3719 8.66× 105 8.8× 105 0.1 0.7

Table E.9: As in Tab. E.8 but for RX J1856.6-3754.
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Figure E.1: χ2 maps as in Fig. 6.2 but for RX J0806.4-4123 in PN, MOS and Chandra
computed using counts from the 4-8 keV energy range. No excess is observed in the signal
region for any instrument. A nearby point source is found in the joint analysis of PN
and MOS data, whose point source mask would remove a small number of pixels from the
background extraction region.
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RX J0420.0-5022

PN

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 66 48 4043 4712 6.15× 106 6.19× 106 0.8 0.1

4-6 keV 65 54 4043 4712 5.9× 106 5.93× 106 0.8 0.1

6-8 keV 35 38 4043 4712 4.64× 106 4.66× 106 0.8 0.1

MOS

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 14 13 1739 2426 6.04× 106 6.02× 106 0.8 0.1

4-6 keV 5 12 1739 2426 5.29× 106 5.28× 106 0.8 0.1

6-8 keV 5 4 1739 2426 2.55× 106 2.55× 106 0.7 0.1

Chandra

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 1 1 44 1057 7.79× 106 7.78× 106 0.1 0.7

4-6 keV 1 1 44 1057 6.55× 106 6.55× 106 0.1 0.7

6-8 keV 0 3 44 1057 2.02× 106 2.02× 106 0.1 0.7

Table E.10: As in Tab. E.8 but for RX J0420.0-5022.

RX J1308.6+2127

PN

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 41 32 3015 3453 6.71× 106 6.69× 106 0.8 0.1

4-6 keV 31 50 3015 3453 6.42× 106 6.4× 106 0.8 0.1

6-8 keV 25 27 3015 3453 5.07× 106 5.05× 106 0.8 0.1

MOS

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 8 9 804 933 7.37× 106 7.35× 106 0.8 0.1

4-6 keV 3 0 804 933 6.44× 106 6.42× 106 0.8 0.1

6-8 keV 6 2 804 933 3.12× 106 3.11× 106 0.8 0.1

Table E.11: As in Tab. E.8 but for RX J1308.6+2127.
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RX J0720.4-3125

PN

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 181 158 4575 5230 1.19× 107 1.18× 107 0.8 0.1

4-6 keV 115 124 4575 5230 1.15× 107 1.14× 107 0.8 0.1

6-8 keV 98 102 4575 5230 9.12× 106 9.08× 106 0.8 0.1

MOS

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 21 13 1276 1787 2.33× 106 2.33× 106 0.8 0.1

4-6 keV 6 8 1276 1787 2.05× 106 2.05× 106 0.8 0.1

6-8 keV 3 8 1276 1787 9.96× 105 9.97× 105 0.7 0.1

Table E.12: As in Tab. E.8 but for RX J0720.4-3125.

RX J1605.3+3249

PN

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 124 103 1841 2150 2.92× 107 2.93× 107 0.8 0.1

4-6 keV 76 94 1841 2150 2.79× 107 2.81× 107 0.8 0.1

6-8 keV 57 65 1841 2150 2.21× 107 2.22× 107 0.8 0.1

MOS

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 35 38 2926 3380 4.21× 106 4.21× 106 0.8 0.1

4-6 keV 17 28 2926 3380 3.70× 106 3.70× 106 0.8 0.1

6-8 keV 15 20 2926 3380 1.81× 106 1.81× 106 0.8 0.1

Table E.13: As in Tab. E.8 but for RX J1605.3+3249.

RX J2143.0+0654

Range cs cB
∑

p∈RS

∑
p∈RB

w̄S [cm2 s] w̄B [cm2 s] χS χB

2-4 keV 61 62 2720 3148 5.06× 106 5.05× 106 0.8 0.1

4-6 keV 41 37 2720 3148 4.86× 106 4.84× 106 0.7 0.1

6-8 keV 33 34 2720 3148 3.84× 106 3.82× 106 0.8 0.1

Table E.14: As in Tab. E.8 but for RX J2143.0+0654.

299



−1.0−0.50.00.51.0

RA- RA0 [arcmin]

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

D
ec

-
D

ec
0

[a
rc

m
in

]

RX J0420.0-5022 PN

−1.0−0.50.00.51.0

RA- RA0 [arcmin]

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

D
ec

-
D

ec
0

[a
rc

m
in

]
MOS

−0.10.00.1

RA- RA0 [arcmin]

−0.10

−0.05

0.00

0.05

0.10

D
ec

-
D

ec
0

[a
rc

m
in

]

Chandra

0

1

2

3

4

5

χ
2

Figure E.2: The χ2 maps for RX J0420.0-5022 in PN, MOS, and Chandra computed using
counts from the 2-8 keV energy range. Evidence for an excess in the central pixel is observed
for the Chandra and MOS maps, while the most significant excesses for the PN map is dis-
placed from the center by one pixel. This one-pixel displacement of the most significant pixel
from the source center is consistent with the spread expected given the angular resolution
and the ∼3σ detection significance for PN (see Tab. 6.3). See the text for an expanded
discussion.
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Figure E.3: The χ2 maps for RX J1308.6+2127 in PN and MOS. There is a nearby point
source, but its mask does not include any of the signal or background extraction regions.
There is no strong evidence for an excess in the central pixel.
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Figure E.4: The χ2 map for RX J0720.4-3125 as observed by the PN and MOS instruments.
There is no evidence for a central-pixel excess. There is a somewhat nearby point source.

−0.50.00.5

RA- RA0 [arcmin]

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

D
ec

-
D

ec
0

[a
rc

m
in

]

RX J1605.3+3249 PN

−0.50.00.5

RA- RA0 [arcmin]

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6
D

ec
-

D
ec

0
[a

rc
m

in
]

MOS

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

χ
2

Figure E.5: The χ2 maps for RX J1605.3+3249 for observations using the PN and MOS
instruments. No relevant point sources are detected, and there is no evidence for a central-
pixel excess in either instrument.
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Figure E.6: The χ2 map for RX J2143.0+0654 for observations using the PN instrument.
No relevant point sources are detected, and there is no significant evidence for a central-pixel
excess.
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Figure E.7: As in Fig. 6.3 but for RX J0806.4-4123. In particular, we show the distribution
of background counts by pixel for RX J0806.4-4123 with and without point source masking in
both PN (left) and MOS (right) instruments. The point source mask only narrowly overlaps
with the background extraction regions and therefore has marginal impact on the goodness
of fit.
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Figure E.8: As in Fig. 6.4 but for RX J0806.4-4123. Because the point source mask only
narrowly overlaps with the background extraction regions, the effect of its inclusion on the
reconstructed fluxes and limits is negligible.
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Figure E.9: The distribution of background counts by pixel for RX J0420.0-5022 in the PN
(left) and MOS (right) instruments. No point source was found near enough to the signal
or background extraction regions to require masking.
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Figure E.10: Systematic variations on the analysis procedure on the reconstructed fluxes
and limits at each energy bin for RX J0420.0-5022. A statistically significant excess in the
power-law fit is found for this NS.
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Figure E.11: The distribution of background counts by pixel for RX J1308+2127 in both
PN (left) and MOS (right) instruments. No nearby point sources are detected that required
masking.
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Figure E.12: Systematic variations on the analysis procedure on the reconstructed fluxes
and limits at each energy bin for RX J1308+2127.
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Figure E.13: The distribution of background counts by pixel for RX J0720.4-3125 in both
PN (left) and MOS (right). A nearby point source is detected, but masking it has marginal
impact on the goodness of fit.
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Figure E.14: Systematic variations on the analysis procedure on the reconstructed fluxes at
each energy bin for RX J0720.4-3125.
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Figure E.15: The distribution of background counts by pixel for RX J1605.3+3249 in the
PN (left) and MOS (right) instrument.
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Figure E.16: Systematic variations on the analysis procedure on the reconstructed fluxes at
each energy bin for RX J1605.3+3249.
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Figure E.17: The distribution of background counts by pixel for RX J2143.0+0654 in the
PN instrument.
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Figure E.18: Systematic variations on the analysis procedure on the reconstructed fluxes at
each energy bin for RX J2143.0+0654.

E.5 Inspection of the 8-10 keV energy bin

In this analysis, we have chosen to exclude the analysis of X-ray counts in the energies

between 8 and 10 keV. This choice is motivated by a number of statistical and systematic

technical issues. In the 8-10 keV bin, the background count rate increases substantially. For

instance, for RX J1856.6-3754, in PN the effective area decreases by 45% from the 6-8 keV

bin to the 8-10 keV bin, while the absolute number of counts increases by 30% from 6-8

keV to 8-10 keV. Likewise, in MOS the effective area decreases by 67% while the absolute

counts decreases by only 21%, and in Chandra, the effective area decreases by 75% while the
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absolute counts decreases by only 52%. This reduces our overall sensitivity in the 8-10 keV

bin while also rendering our analysis more susceptible to mismodeling the background, which

is spatially inhomogeneous over the detector. Moreover, the calibration of the instruments

becomes more uncertain at higher energies. Additionally, pileup may significantly suppress

the counts in this bin due to migrating the photon energies above the detector threshold.

Finally, the detector PSF increases with energy and our signal region can become appreciably

contaminated by nearby point sources.

For completeness, we include the best-fit intensities in the 8-10 keV bin for each NS

along with the p-value for its goodness-of-fit in the background region under the null model

in Fig. E.19. Even discounting the systematic errors discussed above, the statistical un-

certainties on the intensity tend to be quite weak in the 8-10 bin as compared to those

uncertainties for energies between 2-8 keV. The data also appears to demonstrate more

frequent under-fluctuations, which could be the result of systematic biases.
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Figure E.19: (Left) The 68% confidence intervals for the reconstructed intensities in the
8-10 keV bin only in each instrument and for each NS. (Right) The p-values for observing a
pixel-by-pixel background with a likelihood less than the one observed in the data assuming
the fitted background rate as its true rate, indicating the goodness-of-fit of the background
model to the data. In this figure we restrict to counts at energies between 8 and 10 keV.
The p-value for PN data from RX J1856.6-3754 is quite poor, while the rest of the p-values
are above 0.1.

311



Appendix F

Axion Emission Can Explain a New

Hard X-ray Excess from Nearby

Isolated Neutron Stars

This Supplementary Material is organized as follows. Section F.1 discusses our determination

of the core temperature uncertainties, given the surface temperature data for the M7. In

Sec. F.2 we outline our computation of the axion production rates via nucleon bremsstrahlung

accounting for the possible suppression of the rates during neutron superfluidity. Sec. F.3

details the statistical analysis framework used to interpret the X-ray data in the context of

the axion model. In Sec. F.4 we present calculations of the axion emission rate and spectrum

via the Cooper pair-breaking-formation (PBF) processes and discuss the expected spectra

from the NSs. Finally in Sec. F.5 we perform multiple systematic tests on the analyses

presented in the main chapter and discuss the robustness of our results.

F.1 Core Temperatures

In this section, we estimate the uncertainties in the determinations of the core temperatures

from the known surface temperatures of the NSs. The inner region of the NS is isothermal

in the sense that the redshifted temperature observed infinitely far from the NS, T∞
b =

Tb(r)
√
g00(r), is independent of the production radius r within the NS, with g00 the temporal

component of the metric. We define the un-redshifted core temperature as Tb = Tb(rb), where

rb is the radius of the outer boundary of the isothermal internal region. Note that rb is

slightly smaller than the radius of the NS, rNS. Surrounding the isothermal region is the NS

envelope, over which the temperature cools to the surface temperature Ts = T∞
s /
√
g00(rNS)
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at the outer surface.

In practice, we use NSCool to compute Tb given Ts, but we estimate the uncertainty

in this determination using the analytic relations determined from fits to simulations given

in Eq. 32 of [555] and Sec. A.3 of [414]. The majority of the uncertainty arises from the

uncertainty in the NS surface gravity (because of the uncertainty in the NS EOS) and in

the NS accretion history. The NS EOS and the NS masses are sources of uncertainty that

should be more thoroughly investigated in future work.

We estimate such uncertainties by varying over the amount of accreted matter Mac and

the surface gravity g14 in 1014 cm/s2. We assume a wide range of 2 ≤ g14 ≤ 6, as a

conservative estimate based on [556]. The NSs of interest are isolated and are not expected

to accrete much matter. We assume a flat prior in −20 ≤ log(Mac/Mtot) ≤ −10, where Mtot

is the total mass of the NS. In the relevant range of surface temperatures, we find that the

standard deviation of Tb is around 30% of the mean. This is illustrated in Fig. F.1, where

we show the central Ts-Tb relation along with the 68% containment region from varying over

Mac and g14 as described above. In the analyses throughout this chapter, we use normal

uncertainties on the core temperatures, accounting for the 30% systematic uncertainty.

Additional uncertainty on the core temperature arises from the intrinsic uncertainty in the

surface temperatures. In addition to the uncertainty determined in the Ref. [15], we assign a

25% uncertainty on the surface temperature to account for the variation in NS atmosphere

models as well as the unknown surface composition. Note that the surface composition is

related to the accretion history and so some of the uncertainties are interrelated. We convert

the surface temperature uncertainties to core temperature uncertainties using the analytic

relations above. We finally combine the three uncertainties into a single normal prior on the

core temperature reported in Tabs. 7.1 and F.2. Lastly, we note that as mentioned in the main

chapter the core temperatures may also be estimated from the kinematic ages of the NSs, and

when such estimates are available we find good agreement, within uncertainties, between the

surface-temperature-based core temperature estimates and the age-based estimates of the

core temperatures.

F.2 Nucleon bremsstrahlung rates

Here we provide a brief overview of how the nucleon bremsstrahlung rates are calculated in

the NS cores. We can safely assume a degenerate limit for the nucleon-nucleon bremsstrahlung

emission in the NS cores because the NSs we consider have T ≪ O(MeV) [301]. The produc-

tion rate of axions from a NS via nucleon-nucleon bremsstrahlung emission in the degenerate

limit is calculated by [300,394], assuming no nucleon superfluidity.
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Figure F.1: An illustration of the uncertainty on the determination of Tb, given the surface
temperature Ts, arising from the uncertainties in the surface gravity and the amount of
accreted matter. The black curve shows the average value of Tb for each given Ts if one
assumes flat priors in 2 ≤ g14 ≤ 6 and −20 ≤ log(Mac/Mtot) ≤ −10, whereas the gray band
shows the 68% containment region on Tb given Ts.

These production modes are suppressed by an energy-independent factor below the criti-

cal temperature Tc at which the nucleons form Cooper pairs and undergo a phase transition

into the superfluid state. Note that Cas A cooling measurements provide indirect evidence

that such a transition takes place [399]. This is because the superfluid suppression also

occurs for neutrino emission via the modified Urca process, and Cas A is thought to cool

primarily from neutrino emission [317]. The explicit formulae that we use for the singlet-

state pairing suppression factors may be found in [317] (see also [296]). The neutrons in the

core, however, are thought to undergo triplet-state pairing, and the explicit formula for the

triplet-state pairing suppression factors have not been worked out. We follow the code pack-

age NSCool and approximate the triplet-state pairing suppression factors by the singlet-state

ones [318].
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F.3 Statistical analysis framework

In this section we briefly overview the statistical analysis framework that we use to interpret

the X-ray data in the context of the axion model. Our starting point is the photon-count

based likelihoods computed in [15]. These are given by functions Li(xi|Si) of flux Si, where
i labels the energy bin and xi denotes the dataset associated with that energy bin. These

Poisson likelihoods use the expected number of background counts in the signal region, the

observed number of counts, and the conversion factor to go from flux to counts accounting

for the instrumental response; all of these quantities are provided in [15].

Given the likelihoods in the individual energy bins we may construct the joint likelihood

that constrains the axion model:

Laxion(x|{ma, gaγγgann, θn}) =
∏
i

Li
[
xi|Si({ma, gaγγgann, θn})

]
× Lprior(θn) , (F.1)

where the product i is over all energy bins used in the analysis and where Lprior(θn) denotes

the prior distribution for the nuisance parameters θn, which will be discussed more shortly.

The axion model parameters are the mass ma and the coupling combination gaγγgann, while

the dataset x = {xi} is the union of the datasets in the individual energy bins. The nuisance

parameters θn = {d, T∞
b , θ} denote the uncertain properties of the NSs that we vary over

in the fit, such as the distance d, the core temperature T∞
b , and the alignment angle with

respect to Earth θ. In particular we use the (un-normalized) prior distribution function

Lprior(θn) = exp

[
−(T∞

b − T̄∞
b )2

2σ2
T∞
b

]
exp

[−(d− d̄)2

2σ2
d

]
Θ(T∞

b )Θ(d)Θ(θ × (π − θ)) , (F.2)

where quantities with an over-bar denote the central measured parameters given in Tab. 7.1,

the σ’s denote the standard deviations presented in that table, and Θ is the Heaviside step

function so that T∞
b and d stay positive and θ has a flat prior between (0, π).

To construct 95% upper limits on gaγγgann we fix ma and consider the profile likelihood

Laxion(x|{ma, gaγγgann}) as a function of gaγγgann. Note that to construct the profile likeli-

hood we maximize the log-likelihood over the nuisance parameters. We employ Wilks’ theo-

rem to assume that the log-likelihood is asymptotically χ2 distributed (we have checked that

this is valid explicitly with Monte Carlo), so that the 95% upper limit may be found from the

value gaγγgann > gaγγgann such that 2×[Laxion(x|{ma, gaγγgann})− Laxion(x|{ma, gaγγgann})] ≈
−2.71 (see e.g. [109]), with gaγγgann denoting the coupling combination that maximizes the

likelihood at fixed ma. To search for evidence of the axion mode, which we find, we consider

the discovery test statistic TS = −2× [Laxion(x|{ma, gaγγgann})− Laxion(x|{ma, gaγγgann})],
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which is a function of both ma and gaγγgann. The best-fit 1σ interval, for example, is defined

by the region in axion mass and coupling space where the discovery TS is within a value

of unity from the maximum, again assuming Wilks’ theorem holds (which we have checked

explicitly).

F.4 Cooper Pair-Breaking-Formation Processes

Cooper pairs are expected to form when the temperature is below the superfluid critical

temperature. When the temperature is still not far below the critical temperature, the

thermal interactions can break the Cooper pairs. Neutrinos and axions can be produced

and carry away energy released during these Cooper pair breaking and formation processes.

In the fiducial analysis, this production mode was not active because our fiducial analysis

assumes no core superfluidity. In this section we review the axion emission rates from these

processes, derive the energy spectrum, and discuss the implication for the high-energy X-ray

flux.

F.4.1 Emission Rates

The NS cores may contain spin-0 S-wave and spin-1 P -wave nucleon superfluids. There then

exists a production mode of axions via Cooper pair-breaking-formation (PBF), with a rate

for the S-wave pairing given by [296,298]

ϵSa,PBF =
2g2aNN
3πm2

N

νN(0) vF (N)2 T 5 ISa ,

ISa = z5N

∫ ∞

1

dy
y3√
y2 − 1

[fF (zNy)]
2 , with fF (x) =

1

ex + 1
.

(F.3)

Above, νN(0) = mNpF (N)/π2 is the density of states at the Fermi surface, with vF (N) the

fermion velocity. Here zN = ∆(T )/T , and a simple analytic fit for the superfluid energy

gap ∆(T ) is given in [317]. The PBF process is active when the temperature falls below the

critical temperature Tc. Due to the sensitive dependence of T in fF , the emission rate is

exponentially suppressed however at low temperatures, i.e. T ≪ Tc.

One should identify 2y∆(T ) as the axion energy ω (this follows from the derivation
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of (F.3)), and thus the energy spectrum follows the functional form

JSa,PBF ≡ d
(
ϵSa,PBF

)
dω

=
N S
a,PBF

2∆(T )

(
ω

2∆(T )

)3
√(

ω
2∆(T )

)2
− 1

[
fF

( ω
2T

)]2
, (F.4)

where N S
a,PBF is the normalization constant determined by

∫∞
2∆(T )

JSa,PBFdω = ϵSa,PBF and

reads N S
a,PBF = ϵSa,PBFz

5
N/I

S
a . Here T and ω refer to the locally-measured quantities inside

the NS at some radius r0, i.e. T = Tb(r0) = T∞
b /
√
g00(r0) and ω = ω(r0) = ω∞/

√
g00(r0).

Practically, one first computes the initial spectral function JSa,PBF(ω(r0)) at each radius r0

using the local temperature Tb(r0) and then interprets the observed spectral function as

JSa,PBF(ω∞/
√
g00(r0)) with ω∞ identified as the observed X-ray energy.

Similarly, the rate for the neutron P -wave pairing is [296,298]

ϵPa,PBF =
2g2ann
3πm2

N

νn(0)T
5 IPan ,

IPan(zx) =

∫
dΩ

4π
z5x

∫ ∞

1

dy
y3√
y2 − 1

[fF (zxy)]
2 , with fF (x) =

1

ex + 1
.

(F.5)

There exist two types of the P -wave pairings. In [298], types A and B refer to the 3P2 pairing

with total projection of the Cooper-pair momentum onto the z-axis equal to mJ = 0 and 2,

respectively. The anisotropic superfluid gaps are given by

∆A(T, θ) = ∆
(A)
0 (T )

√
1 + 3 cos2 θ ,

∆B(T, θ) = ∆
(B)
0 (T ) sin θ ,

(F.6)

with θ the angle between the neutron momentum and the quantization axis and zx ≡
∆x(T, θ)/T . Explicit expressions for ∆

(A,B)
0 (T ) may be found in [298] along with approxi-

mations for the phase space integrals IPan.

With 2y∆x(T, θ) identified as the axion energy ω, the spectra for the P -wave pairings

follows as

JPa,PBF ≡ d
(
ϵPa,PBF

)
dω

=

∫ 1

−1

d cos θ

2

1

2
∆x(T, θ)

4N P
a,PBF

(
ω

2∆x(T,θ)

)3
√(

ω
2∆x(T,θ)

)2
− 1

[
fF

( ω
2T

)]2
, (F.7)

where N P
a,PBF is the normalization constant defined by

∫∞
2∆(T,θ)

JPa,PBFdω = ϵPa,PBF; then

N P
a,PBF = ϵPa,PBF/T

5IPan(zx0) with zx0 ≡ ∆
(x)
0 (T )/T .
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Figure F.2: (Left) The full energy spectrum from NS J1856 as predicted by the best fit
of the axion model with the joint likelihood procedure performed in the main analysis at
energies below 8 keV. The black dashed curve is the fiducial model we use in the main
analysis, where no superfluidity is active, while the solid black curve shows the spectrum
corresponding to our fiducial superfluidity model. The gray curves show the predictions
from other superfluid models that we tested and the gray shaded region demonstrates the
uncertainty as a result of the different superfluid models. Note that there are three models
that predict no enhancement and are overlapped with the black dashed curve. (Right) As
in the left panel, but zoomed in below 8 keV and binned in 2 keV energy bins to provide a
direct comparison to the X-ray data, which is also shown.

F.4.2 High-Energy Spectrum

At high energies, the flux may be dominated by the axions emitted in the PBF processes

outlined in Sec. F.4.1. The spectral functions are sharply peaked at twice the gap energy,

which is also the lower cutoff of the axion energy due to conservation of energy. The spectral

functions then drop off quickly at higher energies. The exception is for the type B process in

the P -wave pairing, where the gap energy ∆B(T, θ) is anisotropic and can be small when the

neutron momentum is approximately aligned with the quantization axis. This implies that

the energy of the axion is distributed to values lower than the magnitude of the gap energy

∆B
0 (T ) and is thus not subject to a specific lower cutoff. This is to be contrasted with ∆(T )

and ∆A(T, θ) for the S-wave pairing and type A P-wave pairing, where a sharp lower cutoff

is present for a given T .

We show in Fig. F.2 the predicted spectrum at high energies for J1856 assuming the

best-fit core temperature from the global axion model fit. Different curves denote different

models [557–561] used in NSCool for computing the superfluid critical temperatures of the

NSs. Out of the twelve models available in NSCool, there exist three models [559, 561]

that do not lead to superfluidity formation and thus the production is given by the nucleon

bremsstrahlung processes as in the main chapter, where we assume no superfluidity, and

318



the predicted spectrum is given by the black dashed curve in Fig. F.2 in this case. With

the black solid curve we show the spectrum from our fiducial superfluidity model (model

I) which includes PBF emission due to superfluidity formation. That model takes the 1S0

neutron pairing gap from [417], the neutron 3P2 - 3F2 pairing gap from “model a” in [562],

and the proton 1S0 pairing gap from [418], respectively, and predicts the maximum net high-

energy intensity of all the superfluidity models considered. The gray shaded region spans

between the black dashed curve and the maximum flux at each energy among the twelve

models we scan over, representing an estimate of the model uncertainty in the flux. We note

that we normalize the spectra of all models such that they all give the same value at 2 keV.

Note that it may be seen that even below ∼3 keV there are small deviations away from

the spectrum assumed in the main chapter for some superfluid models due to the Type B

P -wave superfluid pairing PBF process.

If we instead fix gaγγgann = 1 × 10−20 GeV−1 and take vanishing ma, the predicted flux

at 2 keV ranges from 2 × 10−16 to 8 × 10−15 erg/cm2/s/keV for this NS depending on the

superfluid model. This shows that the superfluid model can significantly affect the low-energy

flux as well due to the superfluid suppression factors, though these are energy independent

and do not modify the spectral shape.

We assumed gapp = gann in Fig. F.2, but the PBF flux is dominantly from the P -wave

processes, which only involve neutrons. Thus we expect gapp to play a less important role in

the high-energy spectrum unless gann ≪ gapp. Among the P -wave processes, emission from

type B pairing dominates over that of type A. The predicted spectral shape is also highly

dependent on the core temperature. At higher core temperatures, the spectral peak shifts

to a higher energy.

The M7 have not been studied in detail before at energies greater than 10 keV. However,

there are existing constraints from hard X-ray telescopes which we summarize now. The

strongest constraint at these energies comes from the 105 month Swift Burst Alert Telescope

all-sky hard X-ray survey [563], which covers the full sky with median sensitivity 7× 10−12

erg/cm2/s at 5σ in the 14 - 195 keV band. The predicted X-ray intensity from J1856

in this band assuming the fiducial model with superfluidity is 2 × 10−13 erg/cm2/s with

a contribution from nucleon bremsstrahlung of 6 × 10−16 erg/cm2/s. For NSs near the

galactic plane |b| ≤ 17.5◦ (J1856, J0806, J0720, and J2143), constraints from the 14-year

INTEGRAL galactic plane survey [564] with the IBIS camera apply. 90% of the survey area

is covered down to a 17 - 60 keV flux limit of 1.3 × 10−11 erg/cm2/s at 4.7σ. Our fiducial

superfluidity model predicts an intensity for J1856 in this range of 2× 10−13 erg/cm2/s with

a contribution from nucleon bremsstrahlung of 3 × 10−16 erg/cm2/s. This information is

summarized in Tab. F.1, where our fiducial model with superfluidity is denoted “maximum”
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Energy Range Current Limit
Projected Sensitivity Predicted Intensity

(texp = 400 ks) minimum maximum

Swift: 14 - 195 keV 7× 10−12 — 6× 10−16 2× 10−13

INTEGRAL: 17 - 60 keV 1.3× 10−11 — 3× 10−16 2× 10−13

NuSTAR: 6 - 10 keV — 3× 10−15 2× 10−15 6× 10−14

NuSTAR: 10 - 60 keV — 2× 10−14 2× 10−15 3× 10−13

Table F.1: The second and third columns show the current limit and future sensitivity on the
X-ray intensity, whereas the last two columns list the maximum and minimum intensities
predicted among the different superfluid models assuming the best fit of the axion model to
the J1856 joint data. The “maximum” predicted intensity assumes our fiducial superfluidity
model, which predicts the largest intensity in 10 - 60 keV band. The “minimum” predicted
intensity is the nucleon bremsstrahlung contribution discussed in the main chapter. All
intensities are in units of erg/cm2/s.

and the nucleon bremsstrahlung contribution considered in the main chapter is denoted

“minimum”. Note, however, that the above limits assume a power-law intensity that peaks

at low energies, whereas the axion intensity peaks at higher energies where both telescope

effective areas are low, and the true limits on axion emission are likely weaker than reported

here.

The NuSTAR telescope would currently provide the most sensitive search for ultra-hard

X-ray emission (≳10 keV) from the M7. To date, NuSTAR has not observed any of the

M7. In Tab. F.1 we show the projected sensitivity at 95% confidence for a 400 ks NuSTAR

observation of J1856 in two energy bands, along with the predicted intensities in each model.

texp = 400 ks is a comparable total exposure time to the XMM and Chandra exposure times

for the M7 [15], and would confirm the emission below 10 keV and constrain the emission

above 10 keV in some superfluidity models. Some of the models with superfluidity can be

ruled out or confirmed with only a few ks of observation time.

F.5 Systematic Tests

In this SM section we consider multiple systematic variations to the analysis procedure

presented in the main chapter. We begin by considering the consistency of the axion model

between the three different cameras to assess possible systematic effects that only affect

individual cameras. In the next subsection we restrict and broaden the energy range relative

to our fiducial analysis to analyze the robustness of the signal to changes in the energy range

used in the analysis. Next, we analyze separately the NSs that observe an excess and those
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that do not to more quantitatively address the consistency between the null results and

detections. In the following subsection we relax the restriction that gapp = gann in the fit of

the axion model to the X-ray data. We then consider how the best-fit axion parameter space

and upper limit depend on the superfluidity model. Lastly, we consider alternate models for

the NS magnetic field strengths and surface temperatures.

F.5.1 Dependence on instrument

In [15] we show that all three cameras (PN, MOS, and Chandra) give consistent spectra

for the M7 hard X-ray flux. This is highly non-trivial considering that these instruments

respond differently to e.g. pileup and unresolved point sources. Given that the observed

fluxes are consistent between the three cameras, we also expect the best-fit axion parameter

space regions to be consistent between the different cameras. Indeed, as we show in Fig. F.3,

we observe this to be the case. In that figure we show the best-fit axion parameter space

as in Fig. 7.2 but determined using the data from each camera independently, as indicated.

Interestingly, we find significant evidence in favor of the axion model from each camera

independently. We also show the observed intensities I2−8(I4−8), as described in the main

chapter, and the best-fit temperatures.

F.5.2 Dependence on the energy range

In the main chapter we used three energy bins from 2 - 4, 4 - 6, and 6 - 8 keV for J1856 and

J0420, while for the other 5 NSs we only used the last two energy bins. We find that removing

the 2 - 4 keV energy bin for J1856 and J0420 leads to consistent results. Additionally, in [15]

data is also presented for the 8 - 10 keV energy bin. For both XMM-Newton and Chandra

this energy bin suffers from increased statistical and systematic uncertainties, as it is at the

edge of the energy range of the cameras, so it is not included in the fiducial analysis. Still, it

is reassuring to see that including this energy bin does not substantially influence the global

fit, which is mostly due to the fact that the uncertainties in that bin are quite large. To

emphasize these points in Fig. F.4 we show the best-fit axion parameter space and upper

limit for variations to the energy bin choices. In the top left panel we use our fiducial energy

bin choice but add in the 8 - 10 keV bin for all NSs. The top right panel is as in the top left

but with the 2 - 4 keV bin removed for J1856 and J0420. Lastly, the bottom panel is as in

the top right but without the 8 - 10 keV bin.
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Figure F.3: As in Figs. 7.2, 7.3, and 7.4 except combining the data from PN, MOS, and
Chandra separately, as indicted. We find non-trivial and consistent evidence for the axion
model between datasets.

F.5.3 Influence of different neutron stars

The evidence in favor of the axion model is driven the most by the high-significance excesses

in the two NSs J1856 and J0420. In Fig. F.5 we perform a combined fit to the J1856 and
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Figure F.4: As in Fig. 7.2 and Fig. 7.3 but with variations to the choices of energy bins
included in the analysis. (Top Left) We use the fiducial energy bin choices plus the 8 - 10
keV bin for all NSs. (Top Right) We use the energy bins 4 - 6 keV, 6 - 8 keV, and 8 - 10
keV for all NSs. (Bottom) We use the energy bins 4 - 6 keV and 6 - 8 keV for all NSs.

J0420 data and then a separate combined fit to the data from the other five NSs. In the

second fit we find marginal evidence (slightly less than ∼1σ with two degrees of freedom)

for the axion model.

F.5.4 Dependence on the nucleon couplings

In the main chapter we took, for definiteness, gapp = gann in all figures. In this section we

relax that assumption under the condition of vanishing axion mass (ma ≪ 10−5 eV). In

the left panels of Fig. F.6 we show the best-fit axion model space in the gaγγgann-gaγγgapp

plane. Importantly, note that comparable neutron and proton axion couplings may lead to

comparable X-ray fluxes. However, with superfluidity included (bottom left panel, which

uses our fiducial superfluidity model I) it is possible that the neutron axion production

mechanism is significantly suppressed relative to that from the proton, since the neutron

superfluid transition temperature is generically higher than that of the proton in this model.

The axion production rates are exponentially suppressed below the superfluid transition

temperature, which requires higher axion couplings to produce the same X-ray flux. In the

bottom left panel we show the best-fit region without including superfuidity, as in the main

chapter. In this case, the neutron and proton couplings produce comparable results.
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Figure F.5: As in Fig. 7.2 but (left) only including J1856 and J0420 and (right) only
including the other five NSs. In the right panel we find less than ∼1σ evidence (with two
degrees of freedom) for the axion model when fitting to the other five neutron stars. Only
the 95% upper limit is shown in this case.

In the right panels of Fig. F.6 we again take m ≪ 10−5 eV, but we fix gann = gapp and

we illustrate the best-fit region in the gann − gaγγ plane. The top panel does not include

superfluidity while the bottom panel does. To be consistent with current constraints from

SN 1987A and CAST, the axion model should reside in the regions that are not shaded grey.

F.5.5 Dependence on superfluidity model

The predicted X-ray flux depends sensitively on the assumed nucleon superfluidity model,

since nucleon superfluidity suppresses the axion flux for temperatures below the critical

temperature. Ref. [14] suggests that the nucleon superfluidity critical temperatures are

likely too low to affect this analysis, and so we neglected superfluidity in the main chapter.

However, in this section we further illustrate the possible effect of nucleon superfluidity by

considering a few superfluidity models in more detail. In our superfluidity model I [562], we

consider pure neutron pairing. In this subsection, we also consider two alternate models.

Here, we do not consider the highly model-dependent PBF processes that we have explored in

the previous section. In our alternative superfluidity model II [561], we take into account that

in a NS the neutrons are in β-equilibrium with the protons. This reduces the neutron effective

mass and therefore reduces the range of densities in which the superfluid is allowed to form as

well as the critical temperature at fixed Fermi momenta. Then the nucleon bremsstrahlung

process is less suppressed, strengthening the limits as seen in Fig. F.7. These models do

neglect contributions from spin-orbit interactions, which have not yet been worked out but

may prohibit superfluidity altogether [565].

Note that the critical temperatures in model II tend to be smaller than those in model I,

and as a result the flux we obtain using model II receives a smaller superfluid suppression.
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Figure F.6: Best fit 1 and 2σ parameter space in our fiducial analysis under the assumption
of vanishing axion mass (ma ≪ 10−5 eV). In the left panels we relax the constraint gapp = gann
and in right panels we disentangle gann (with gapp = gann fixed) and gaγγ. The bottom row
is the same as the top row but assuming nucleon superfluidity.

As seen in Fig. F.7 and comparing to Fig. 7.2, the superfluidity models make a significant

impact on the best-fit axion parameter space. Without nucleon superfluidity, and in the

superfluidity model II, the best-fit axion couplings are significantly smaller than in model I

since the axion production rates are highly suppressed in model I.

We note that since the critical temperatures depend on the Fermi momenta, which are

determined by the EOS, uncertainties in the EOS also likely play a significant role in deter-

mining the uncertainties on the axion flux. These uncertainties should be more thoroughly

investigated in future work.

F.5.6 Alternate magnetic field strength and core temperature mod-

els

In the main chapter we determined the core temperatures by extracting surface tempera-

tures from a single blackbody fit to the 0.5 - 1 keV data (see [15]) and converting these

temperatures to core temperatures as described in Sec. F.1. Here we investigate how the

results change when we use the core-temperature estimates based solely on the kinematic

ages of the NSs. The core temperatures are inferred through the kinematic ages through
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Figure F.7: As in Fig. 7.2 and Fig. 7.3 but (left) assuming superfluidity model II and
(right) assuming superfluidity model I. Model II produces similar results to our fiducial
analysis, which neglected superfluidity all together, while Model I leads to larger inferred
axion couplings.

the relation given in the main chapter. Note that we assign a 50% systematic uncertainty,

translated appropriately to log space, on that relation to account for the precision quoted

in [322]. We combine that systematic uncertainty with the uncertainties on the kinematic

ages to produce the uncertainties quoted in Tab. F.2. We only include NSs in this analysis

for which kinematic ages are known.

In the main chapter we adopted the magnetic field values determined by the spin-down

rate of the NSs, except in the case of J1605 which has no measured value. These determi-

nations give very precise measurements of the dipole component of the field, but the true

field may be, e.g., non-axisymmetric such that the spin-down measurements underestimate

the magnetic field at the surface [568]. In this section we reanalyze the data assuming the

magnetic fields determined by spectral fitting of the NSs while keeping the dipole assump-

tion. These fields are inferred from cyclotron resonance absorption lines or NS atmosphere

models. The fields are typically larger than the spin-down fields, although they are also

significantly more uncertain, especially considering systematics such as the NS atmosphere

composition. These alternate values are listed in Tab. F.2.

In Fig. F.8 we repeat our fiducial analysis (left) using the alternate core temperatures and

(right) using the alternate magnetic fields. The alternate magnetic fields have a relatively

minimal impact on the best-fit parameter space. The alternate temperature model, on the
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Name B0 [1013 G] T∞
b [keV] Refs.

J0806 9.2 — [323]

J1856 0.35 7.8± 3.9 [278,405]

J0420 6.6 — [323]

J1308 4.2 6.8± 3.4 [289,566]

J0720 3.0 7.1± 3.6 [9, 325]

J1605 1.0 7.4± 3.9 [406,567]

J2143 14 — [302]

Table F.2: The alternate values of the magnetic field strengths and core temperatures,
which are inferred from the kinematic ages of the NSs. The magnetic fields are derived from
proton cyclotron absorption or NS atmosphere spectral fitting, and are given uncertainties
by profiling over θ.

other hand, has a more significant impact. In this case the best-fit parameter space is at

slightly higher axion couplings, due to the slightly lower core temperatures. As seen in

Fig. F.8, the alternate core temperature model also provides slightly improved consistency

between the I2−8 intensity observed from J1856 and the I4−8 intensities observed from the

other three NSs considered, though we stress that this is a relatively minor difference.
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Figure F.8: As in Fig. 7.2, Fig. 7.3, and Fig. 7.4 but (left) for the alternate core temperature
values given in Tab. F.2 and (right) for the alternate magnetic field values shown in Tab. F.2.
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Appendix G

X-ray Searches for Axions from Super

Star Clusters

This Supplementary Material contains additional results and explanations of our methods

that clarify and support the results presented in the main chapter. First, we present addi-

tional details regarding the data analyses, simulations, and calculations performed in this

chapter. We then show additional results beyond those presented in the main chapter. In the

last section we provide results of an auxiliary analysis used to derive the metallicity range

considered in this chapter.

G.1 Methods: Data Reduction, Analysis, Simulations,

and Calculations

In this section we first provide additional details needed to reproduce our NuSTAR data

reduction, before giving extended discussions of our MESA simulations, axion luminosity

calculations, and conversion probability calculations.

G.1.1 Data Reduction and analysis

To perform the NuSTAR data reduction, we use the NuSTARDAS software included with

HEASoft 6.24 [371]. We first reprocess the data with the NuSTARDAS task nupipeline,

which outputs calibrated and screened events files. We use the strict filtering for the South

Atlantic Anomaly. We then create counts maps for both focal plane modules (FPMs) of

the full NuSTAR FOV with nuproducts in energy bins of width 5 keV from 5 − 80 keV.1

1We use 5 keV-wide energy bins as a compromise between having narrow energy bins that allow us to
resolve the spectral features in our putative signal (see Fig. 8.2) and having wide-enough bins that allow to
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We additionally generate the ancillary response files (ARFs) and the redistribution matrix

files (RMFs) for each FPM. We generate the corresponding exposure maps with nuexpomap,

which produces exposure maps with units [s]. To obtain maps in exposure units [cm2 s keV]

that we can use to convert from counts to flux, we multiply in the mean effective areas in

each bin with no PSF or vignetting correction.

Once the data is reduced, we apply the analysis procedure described in the main chapter

to measure the spectrum associated with the signal template in each energy bin. However,

to compare the signal-template spectrum to the axion model prediction, we need to know

how to forward-model the predicted axion-induced flux, which is described in more detail

later in this chapter, through the instrument response. In particular, we pass the signal flux

prediction through the detector response to obtain the expected signal counts that we can

compare to the data:

µeS,i(θS) = te
∫
dE ′RMFei (E

′)ARFe(E ′)S(E ′|θS) . (G.1)

Here, te is the exposure time corresponding to the exposure e in [s], while the signal is the

expected intensity spectrum in [erg/cm2/s/keV]. We have now obtained the expected signal

counts µeS,i(θS) that may be integrated into the likelihood given in (10.25).

G.1.2 MESA Simulations

MESA is a one-dimensional stellar evolution code which solves the equations of stellar struc-

ture to simulate the stellar interior at any point in the evolution. In our fiducial analysis,

we construct models at a metallicity Z = 0.035, initial stellar masses from 15 to 200 M⊙,

and initial surface rotations from 0 km/s to 500 km/s as indicated in the main chapter. We

use the default inlist for high-mass stars provided with MESA. This inlist sets a number

of parameters required for high-mass evolution, namely the use of Type 2 opacities. We

additionally use the Dutch wind scheme [569] as in the high rotation module.

On this grid, we simulate each star from the pre-MS phase until the onset of neon burning

around 1.2×109 K. At that point, the star only has a few years before undergoing supernova.

Given that no supernova has been observed in the SSCs since the observations in 2012-2015,

this end-point represents the most evolved possible state of stars in the SSCs at time of

observation. The output is a set of radial profiles at many time steps along the stellar

evolution. The profiles describe, for example, the temperature, density, and composition

accurately determine the background template normalizations in our profile likelihood analysis procedure.
However, small-to-moderate changes to the bins sizes (e.g., increasing them by a factor of 2) lead to virtually
identical results.
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of the star. These profiles allow us to compute the axion spectrum at each time step by

integrating the axion volume emissivity over the interior.

Here we show detailed results for a representative star of mass 85 M⊙ with initial surface

rotation of 300 km/s. This star is a template star for the WC phase (and other WR phases)

in the Quintuplet Cluster, which dominates the Quintuplet axion spectrum in the energies

of interest. In the left panel of Fig. G.1, we show the Hertzsprung–Russell (HR) diagram for
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Figure G.1: (Left) The HR diagram for the Quintuplet template star of mass 85 M⊙ and
initial surface rotation of 300 km/s. The coloring indicates the year before the run was
stopped, approximately a few years from supernova. We mark with black squares, in order
of occurrence, when the star enters the WNh phase, when it is 3 Myr old, when its core
undergoes helium ignition, when it enters the WN, WC, and WO phases, and finally when
the run ends at 3.85 Myr. (Right) A logT-log ρ diagram for the template star with the same
points of interest marked. We also show the relevant degeneracy zones, showing that the
star is entirely in the nonrelativistic nondegenerate regime.

our template star. The star’s life begins on the MS, where it initiates core hydrogen burning.

Eventually, the core runs out of hydrogen fuel and is forced to ignite helium to prevent core

collapse (see Fig. G.2 left). Because helium burns at higher temperatures, the star contracts

the core to obtain the thermal energy required to ignite helium (see Fig. G.3). At the same

time, the radiation pressure in stellar winds cause heavy mass loss in the outer layers, which

peels off the hydrogen envelope (see Fig. G.4). When the surface is 40% hydrogen, the star

enters the WNh phase; when it is 5% hydrogen, the star enters the WN phase. Further mass

loss begins to peel off even the helium layers, and the star enters the WC and WO phases

when its surface is 2% carbon and oxygen by abundance [349], respectively (see Fig. G.2

right).
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Figure G.2: (Left) The abundances of hydrogen (black), helium (red), carbon (yellow), and
oxygen (green) in the center of the star as a function of time, for the simulation described
in Fig. G.1. With dashed-black vertical lines, we mark several points of interest: “WNh”
indicates the time the star enters the WNh phase, “He ignition” when its core undergoes
helium ignition, and “WN”,“WC”, and “WO” indicate the beginning of the WN, WC, and
WO phases, respectively. (Right) The same as in the left panel, but for surface abundances.

G.1.3 Axion Production in SSCs

In this section we overview how we use the output of the MESA simulations to compute

axion luminosities and spectra.

The Axion Energy Spectrum

Here we focus on the calculation of the axion energy spectrum [erg/cm2/s/keV]. The axion

production rate is [570]

Γp(E) =
gaγγ

2Tκ2

32π

[(
1 +

κ2

4E2

)
ln

(
1 +

4E2

κ2

)
− 1

]
, (G.2)

where κ2 = 4πα
T

∑
i Z

2
i ni gives the Debye screening scale, which is the finite reach of the

Coulomb field in a plasma and cuts off the amplitude. To obtain the axion energy spectrum,

this is to be convolved with the photon density, such that

dLp
dE

(E) =
1

π2

E3

eE/T − 1
Γp(E)

=
gaγγ

2

8π3

ξ2T 3E

eE/T − 1

[(
E2 + ξ2T 2

)
ln

(
1 +

E2

ξ2T 2

)
− E2

]
,

(G.3)

where we have defined the dimensionless parameter ξ2 =
κ2

4T 2
. To obtain the axion emissivity

for a whole star, we integrate over the profiles produced with MESA, and we show results
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Figure G.3: (Left) The stellar core temperature as a function of time for the simulation
described in Fig. G.1. (Right) The hydrogen and helium luminosities in the core through
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retain their meanings from Fig. G.2.
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Figure G.4: The stellar mass (black) and radius (red) as a function of time from the sim-
ulation described in Fig. G.1. The dashed-black vertical lines retain their meanings from
Fig. G.2.

for this calculation in the next section. Finally, the axion-induced photon spectrum at Earth

is given by
dF

dE
(E) = Pa→γ(E)

1

4πd2
dLa
dE

(E) , (G.4)

with the conversion probability Pa→γ computed later.

Results for Template Star

In this section, we show our expectation for the axion luminosity from our template star.

In the left panel of Fig. G.5, we show the axion emissivity from the radial slices of the

MESA profile, using the model at the start of the WC evolutionary stage. As expected, the

stellar core is by far the most emissive due to its high temperature and density. We also

show the temperature profile in the star. Note that the axion volume emissivity does not
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have the same profile shape as the temperature because the emissivity also depends on the

density and composition which are highly nonuniform over the interior.
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Figure G.5: (Left) Axion volume emissivity over the interior of the star. In this figure we have
taken the stellar model to be the one at the start of the WC stage and fixed gaγγ = 10−12

GeV−1. For comparison purposes, we also show the temperature profile. (Right) Axion
luminosity spectrum for those same stages marked in Fig. G.2.

In the right panel of Fig. G.5, we show how the axion luminosity changes over the stellar

lifetime. We see that before helium ignition, the axion luminosity is rather low, and the axion

spectrum reaches its maximum around 10 keV, owing to the low core temperature—the star

is still hydrogen burning at core temperatures well below 10 keV. During helium ignition,

the luminosity increases quickly due to the sudden increase in temperature. During helium

burning, the core temperature continues to increase; for this reason, more evolved stars will

be more luminous in axions.

G.1.4 Magnetic field model and conversion probability

When the axion-to-photon conversion probability pa→γ is sufficiently less than unity, it may

be approximated by [173]:

pa→γ =
g2aγγ
4

∑
i=1,2

∣∣∣∣∫ d

0

dr′Bi(r
′)ei∆ar′−i

∫ r′
0 dr′′∆||(r

′′)

∣∣∣∣2 , (G.5)

where Bi, for i = 1, 2, denote the two orthogonal projections of the magnetic field onto axes

perpendicular to the direction of propagation. The integrals are over the line of sight, with

the source located a distance d from Earth, and r = 0 denoting the location of the source.

We have also defined ∆a ≡ −m2
a/(2E) and ∆||(r) ≡ −ωpl(r)

2/(2E), with E the axion energy

and ωpl(r) the location-dependent plasma mass. The plasma mass may be related to the

number density of free electrons ne by ωpl ≈ 3.7× 10−12(ne/10
−2 cm−3)−1/2 eV. To perform

334



the integral we need to know (i) the free electron density along the line of sight to the

target, and (ii) the orthogonal projections of the magnetic field along the line-of-sight. In

this section we give further details behind the electron-density and magnetic-field profiles

used in this chapter.

The Quintuplet and Arches SSCs are both ∼30 pc away from the GC and thus are

expected to have approximately the same conversion probabilities for conversion on the

ambient Galactic magnetic fields. It is possible, however, that local field configurations near

the GC could enhanced the conversion probabilities for one or both of these sources. For

example, the axions are expected to travel through or close to the GC radio arc, which has a

strong magnetic field ∼mG over a cross-section ∼(10 pc)2 [368]. Magnetic fields within the

clusters themselves may also be important.

Our fiducial magnetic field model for Quintuplet and Arches is illustrated in the left

panel of Fig. G.6. In the right panel we show the magnetic field profiles relevant for the
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Figure G.6: We denote the projections of the Galactic magnetic field onto the plane normal
to the propagation direction by B1, B2. (Left) The transverse magnetic field components in
our fiducial model (the JF12 model, black) and alternate model (PTKN11, orange) towards
the Quintuplet and Arches clusters. Note that in our fiducial B-field model we extend the
JF12 model to distances less than 1 kpc from the GC using the field values at 1 kpc. The true
magnetic field values in the inner kpc almost certainly surpass those from this conservative
model (see text for details). (Right) The two field components towards the Wd1 cluster,
which is taken to be at a distance of 2.6 kpc from the Sun. The conversion probabilities
towards Wd1 are much larger in the alternate model (PTKN11) than in our fiducial model
(JF12), though we stress that random fields are not included and could play an important
role in the conversion probabilities towards Wd1.

Wd1 observations. The components of the B-field along the two transverse directions are

denoted by B1 and B2. For the Quintuplet and Arches analyses, the propagation direction
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is very nearly aligned with −x̂ (in Galactic coordinates), so we may take B1 to point in

the ẑ direction, towards the north Galactic pole, and B2 to point in the direction ŷ (the

approximate direction of the local rotation). Note that the targets are slightly offset from the

origin of the Galactic coordinate system, so the actual basis vectors have small components in

the other directions. As Wd1 is essentially within the plane of the disk, one of the transverse

components points approximately in the ẑ direction (B1).

The dominant magnetic field towards the GC within our fiducial B-field model is the

vertical direction (B1), which is due to the out-of-plane X-shaped halo component in the

JF12 model [356, 357]. However, in the JF12 model that component is cut off within 1 kpc

of the GC, due to the fact that in becomes difficult to model the B-field near the GC. The

B-field is expected to continue rising near the GC – for example, in [366] it was claimed that

the B-field should be at least 50 µG (and likely 100 µG) within the inner 400 pc. However,

to be conservative in our fiducial B-field model we simply extend the B-field to the GC by

assuming it takes the value at 1 kpc (about 3 µG) at all distances less than 1 kpc from the

GC. We stress that this field value is likely orders of magnitude less than the actual field

strength, but this assumption serves to make our results more robust. The extended field

model is illustrated in Fig. G.6.

To understand the level of systematic uncertainty arising from the B-field models we

also show in Fig. G.6 the magnetic field profiles for the alternative ordered B-field model

PTKN11 [360]. This model has no out-of-plane component, but the regular B-field within

the disk is stronger than in the JF12 model. In the case of Quintuplet and Arches we find, as

discussed below, that the PTKN11 model leads to similar but slightly enhanced conversion

probabilities relative to the JF12 model. On the other hand, the conversion probabilities in

the PTKN11 model towards Wd1 are significantly larger than in the JF12 model.

There is a clear discrepancy in Fig. G.6 between the magnetic field values observed at

the solar location, in both the JF12 model and the PTKN11 model, and the local magnetic

field strength, which is ∼3 µG [362]. The reason is that the magnetic field profiles shown in

Fig. G.6 are only the regular components; additional random field components are expected.

For example, in the JF12 model the average root-mean-square random field value at the solar

location is ∼6.6 µG [356, 357]. The random field components could play an important role

in the axion-to-photon conversion probabilities, especially for the nearby source Wd1, but

to accurately account for the random field components one needs to know the domains over

which the random fields are coherent. It is expected that these domains are ∼100 pc [357],

in which case the random fields may dominate the conversion probabilities, but since the

result depends sensitively on the domain sizes, which remain uncertain, we conservatively

neglect the random-field components from the analyses in this chapter (though this would
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be an interesting subject for future work).
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Figure G.7: (Left) The free electron density ne towards the GC in our fiducial model
(YMW16) and the alternate model (ne2001). (Right) As in the left panel but towards
the Wd1 cluster. The free-electron density gives the photon an effective mass and thus af-
fects the axion-photon conversion probability.

To compute the conversion probabilities we also need the free-electron densities. We use

the YMW16 model [358] as our fiducial model, but we also compare our results to those

obtained with the older ne2001 model [359] to assess the possible effects of mismodeling the

free-electron density. In the left panel of Fig. G.7 we compare the free electron densities

between the two models as a function of distance away from the Sun towards the GC, while

in the right panel we show the free electron densities towards Wd1. The differences between

these models result in modest differences between the computed conversion probabilities, as

discussed below.

Combining the magnetic field models in Fig. G.6 and the free-electron models in Fig. G.7

we may compute the axion-photon conversion probabilities, for a given axion energy E. These

conversion probabilities are presented in the left panels of Fig. G.8 (assuming gaγγ = 10−12

GeV−1 and ma ≪ 10−11 eV). In the top left panel we show the results for Quintuplet and

Arches, while the bottom left panel gives the conversion probabilities for Wd1, computed

under both free-electron models and various magnetic field configurations.

In the top left panel our fiducial conversion probability model is shown in solid black.

Changing to the ne2001 model would in fact slightly enhance the conversion probabilities

at most energies, as shown in the dotted black, though the change is modest. Completely

removing the B-field within 1 kpc of the GC leads only to a small reduction to the conversion

probabilities, as indicated in red. Changing magnetic field models to that of [360] (PTKN11),

while also removing the B-field within the inner kpc, leads to slightly enhanced conversion
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probabilities, as shown in orange (for both the YMW16 and ne2001 ne models). Note that

the conversion probabilities exhibit clear constructive and destructive interference behavior

in this case at low energies, related to the periodic nature of the disk-field component,

though including the random field component it is expected that this behavior would be

largely smoothed out.

As discussed previously the magnetic field is expected to be significantly larger closer

in towards the GC than in our fiducial B-field model. As an illustration in blue we show

the conversion probabilities computed, from the two different free-electron models, when we

only include a B-field component of magnitude 50 µG pointing in the ẑ direction within the

inner 400 kpc (explicitly, in this case we do not include any other B-field model outside of

the inner 400 kpc). The conversion probabilities are enhanced in this case by about an order

of magnitude across most energies relative to in our fiducial model. The inner Galaxy also

likely contains localized regions of even strong field strengths, such as non-thermal filaments

with ∼mG ordered fields. As an illustration of the possible effects of such fields on the

conversion probabilities, in Fig. G.8 we show in grey the result we obtain for the conversion

probability when we assume that the axions traverse the GC radio arc, which we model as a

10 kpc wide region with a vertical field strength of 3 mG and a free-electron density ne = 10

cm−3 [368,571]. Due to modeling uncertainties in the non-thermal filaments and the ambient

halo field in the inner hundreds of pc, we do not include such magnetic-field components

in our fiducial conversion probability model. However, we stress that in the future, with a

better understanding of the Galactic field structure in the inner Galaxy, our results could be

reinterpreted to give stronger constraints.

The Wd1 conversion probabilities change by over an order of magnitude going between

the JF12 and PTKN11 models, as seen in the bottom left panel of Fig. G.8, though it is

possible that this difference would be smaller when random fields are properly included on

top of the JF12 model (though again, we chose not to do this because of sensitivity to the

random-field domain sizes).

The effects of the different conversion probabilities on the gaγγ limits may be seen in the

top right panel for Quintuplet (Arches gives similar results, since the conversion probabilities

are the same) and Wd1 in the bottom right panel of Fig. G.8. Note that the observed fluxes

scale linearly with pa→γ but scale like g4aγγ, so differences between conversion probability

models result in modest differences to the gaγγ limits. Still, it is interesting to note that

the Wd1 limits with the PTKN11 model are stronger than the fiducial Quintuplet limits,

which emphasizes the importance of better understanding the B-field profile towards Wd1.

For Quintuplet (and also Arches) we see that depending on the field structure in the inner

∼kpc, the limits may be slightly stronger and extend to slightly larger masses (because of
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field structure on smaller spatial scales) than in our fiducial B-field mode.

G.2 Extended Data Analysis Results

In this section we present additional results from the data analyses summarized in the main

chapter.

G.2.1 Quintuplet

In this subsection we give extended results for the Quintuplet data analysis. Our main focus

is to establish the robustness of the flux spectra from the NuSTAR data analysis (shown in

Fig. 8.2) that go into producing the limits on gaγγ shown in Fig. 8.3.

Data and templates

First we take a closer look at the stacked data and models that go into the Quintuplet data

analysis. The stacked counts data in the vicinity of Quintuplet are shown in the left panel of

Fig. G.9. We show the counts summed from 10 - 80 keV. Note that the circle in that figure

indicates 2′, which the radius of our fiducial analysis ROI.2 As in Fig. 10.2 we also indicate the

locations of the individuals stars in Quintuplet that may contribute axion-inducedX-ray flux.

The middle panel shows the expected background flux from our background template. The

template is generally uniform over the ROI, with small variations. On the other hand, the

right panel shows the axion-induced signal counts template, normalized for gaγγ = 7× 10−12

GeV−1, which is localized about the center of the SSC. Note that the signal template is

generated by accounting for the PSF of NuSTAR in addition to the locations and predicted

fluxes of the individual stars.

Axion Luminosity

We now show the axion luminosity and spectra that go into the right panel of Fig. G.9. For

each star in the cluster, we assign it a set of possible MESA models based on its spectral

classification as described in the main chapter. In the upper left panel of Fig. G.10, we

show the mean expected axion luminosity, as a function of energy, of the Quintuplet cluster,

assuming gaγγ = 10−12 GeV−1. The luminosity peaks around 40 keV, but the effective area of

NuSTAR, also shown, rapidly drops above 10 keV. Due to the much higher effective area at

low energies, most of the sensitivity is at lower energies. There is also considerable flux above

2Note that ROIs for all of our analyses are centered upon the center of axion fluxes in RA and DEC,
though the distinction between the center of fluxes and the SSC center is minimal for all of our targets.
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O BSG LBV WNh WC/WN tot 10-80 keV

Nstar 37 7 2 5 14 65 65

z = 0.018

100 km/s
0.03+0.01

−0.01 0.01+0.01
−0.01 0.2+0.2

−0.2 0.6+0.6
−0.6 2.8+2.6

−0.8 3.8+2.6
−1.0 2.8+1.6

−0.6

z = 0.035

100 km/s
0.2+0.3

−0.1 0.04+0.01
−0.01 0.1+0.1

−0.1 0.7+0.3
−0.07 1.7+0.9

−0.4 2.3+0.9
−0.5 1.7+0.5

−0.3

z = 0.035

150 km/s
0.3+0.2

−0.2 0.03+0.01
−0.01 0.1+0.1

−0.01 0.04+0.2
−0.04 1.5+0.7

−0.3 2.1+0.7
−0.4 1.7+0.4

−0.3

Table G.1: The number of stars Nstar for each stellar class in the Quintuplet cluster, along
with the predicted axion luminosities (all in 1035 erg/s). Note that Quintuplet is ∼30 pc
away from the GC. Except in the last column, the axion luminosities are summed over all
energies. All entries assume gaγγ = 10−12 GeV−1 and are summed over all stars for the given
stellar class.

80 keV, although NuSTAR does not have sensitivity at these energies. In the upper right

panel, we show the median contribution of each spectral classification in Quintuplet to this

luminosity, summed over all stars with the given classification. For all energies of interest,

the WC stars dominate the cluster luminosity. This is because WR stars have the hottest

cores and there are 13 WC stars in Quintuplet (there is 1 WN star). In the bottom panel,

we show the 10 - 80 keV luminosity distribution for each spectral classification, along with

the 1σ containment bands and the mean expectation. The distribution depends principally

on whether or not core helium is ignited while the star is assigned a given classification.

The O, BSG, and WNh stars all can be either hydrogen or helium burning, in which case

they have 10 - 80 keV luminosities of ∼ 1031 or ∼ 1033 erg/s, respectively—recall that the

jump in temperature during helium ignition is a factor ∼ 3. The LBV phase is always core

helium burning, and the star may go supernova in this phase. The same is true of the WR

phases WN and WC, although the stars undergoing supernova in this phase are typically

more massive.

The luminosities in Fig. G.10 are computed for our fiducial choices of Z = 0.035 and

µrot = 150 km/s. To better understand the importance of these choices we show in Tab. G.1

how the luminosities depend on the initial metallicity Z and mean rotation speed µrot. Note

that each entry in that table shows the luminosity summed over the stellar sub-types (with

the number of stars indicated), and except in the two last columns the luminosities are

summed over all stars. The uncertainties in the entries in Tab. G.1 come from performing

500 draws from the representative models and account for the variance expected from star-

to-star within a given classification. As discussed in the main chapter, the 10 - 80 keV
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luminosity could be ∼70% larger than in our fiducial model, depending on the initial Z and

µrot.

Injecting an axion signal

As a first test of the robustness of the Quintuplet analysis we inject a synthetic axion signal

into the real stacked data and then pass the hybrid real plus synthetic data through our

analysis pipeline. Our goal from this test is to ensure that if a real axion signal were in

the data with sufficiently high coupling to photons then we would be able to detect it. The

results from this test are shown in Fig. G.11.

The left panel of Fig. G.11 shows the best-fit grec.aγγ as a function of the simulated ginj.aγγ

used to produce the axion-induced counts that are added to the real NuSTAR stacked data.

Importantly, as we increase the injected signal strength the recovered signal parameter con-

verges towards the injected value, which is indicated by the dashed curve. Note that the

band shows the 68% containment region for the recovered signal parameter from the analysis.

As the injected signal strength increases, so to does the significance of the axion detection.

This is illustrated in the middle panel, which shows the discovery TS as a function of the

injected signal strength. Recall that the significance is approximately
√
TS. Perhaps most

importantly, we also verify that the 95% upper limit does not exclude the injected signal

strength. In the right panel of Fig. G.11 we show the 95% upper limit found from the analy-

ses of the hybrid data sets at different ginjaγγ. Recall that all couplings above the g
rec
aγγ curve are

excluded, implying that indeed we do not exclude the injected signal strength. Moreover, the

95% upper limit is consistent with the expectation for the limit under the signal hypothesis,

as indicated by the shaded regions at 1σ (green) and 2σ (yellow) containment. Note that we

do not show the lower 2σ containment region, since we power-constrain the limits. These

regions were computed following the Asimov procedure [110].

Changing region size

As a systematic test of the data analysis we consider the sensitivity of the inferred spectrum

associated with the axion model template to the ROI size. In our fiducial analysis, with

spectrum shown in Fig. 8.2, we use an ROI size of rmax = 2′. Here we consider changing the

ROI size to rmax = 1.5′ and 2.5′. The resulting spectra are shown in Fig. G.12. The spectrum

does not appear to vary significantly when extracted using these alternate ROIs, indicating

that significant sources of systematic uncertainty related to background mismodeling are

likely not at play.
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G.2.2 Westerlund 1

In this subsection we provide additional details and cross-checks of the Wd1 analysis.

Data and templates

In Fig. G.13 we show, in analogy with Fig. G.9, the data, background, and signal maps

summed from 15 - 80 keV. We note that the background templates are summed using their

best-fit normalizations from the fits to the null hypothesis of background-only emission. The

signal template is noticeably extended in this case beyond a point-source template and is

shown for gaγγ = 8×10−12 GeV−1 and ma ≪ 10−11 eV. The location of the magnetar CXOU

J164710.2–45521 is indicated by the red star.

Axion Luminosity

We now show the axion luminosity and spectra that go into the right panel of Fig. G.13. In

the upper left panel of Fig. G.14, we show the mean expected axion luminosity, as a function

of energy, of the Wd1 cluster, assuming gaγγ = 10−12 GeV−1. In the upper right panel, we

show the contribution of each spectral classification in Wd1 to this luminosity, summed over

all stars with the given classification. For all energies of interest, the WN stars dominate the

cluster luminosity, although the WC stars are important as well. As in Quintuplet, this is due

to the fact that WR stars have the hottest cores, but in this case there are more WN stars

than WC stars. In the bottom panel, we show the 10 - 80 keV luminosity distribution for

each spectral classification, along with the 1σ bands and the mean expectation. Again, the

more evolved stars produce more axion flux, because their core temperatures increase with

time. As in the case of Quintuplet, the O and BSG stars may be pre- or post-helium ignition.

The luminous blue variable (LBV), yellow hypergiant (YHG), and cool red supergiant (RSG)

stars are all post-helium ignition, although have generically cooler cores than the WR stars.

The WNh stars are entirely helium burning.

In Tab. G.2 we provide detailed luminosities for each of the stellar sub-types for different

choices of initial Z and µrot for Wd1, as we did in Tab. G.1. Note that we assume Z = 0.035

and µrot = 150 km/s for our fiducial analysis, even though it is likely that the initial Z is

closer to solar (in which case the luminosities would be enhanced, as seen in Tab. G.2).

Systematics on the extracted spectrum

In analogy to the Quintuplet analysis we may profile over emission associated with the

background template to measure the spectrum from 15 - 80 keV associated with the axion-

induced signal template shown in Fig. G.13. That spectrum is reproduced in Fig. G.15. For
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O SG/HG LBV WNh WC/WN tot 10-80 keV

Nstar 72 56 1 2 22 153 153

z = 0.018

100 km/s
1.6+0.9

−0.6 2.4+1.3
−0.8 0.14+0.28

−0.13 2.2+4.8
−1.5 43+17

−14 52+17
−14 13+2

−2

z = 0.035

100 km/s
2.6+1.5

−1.1 3.9+2.6
−1.5 0.07+0.1

−0.07 0.9+3.7
−0.5 20+10

−7 31+11
−9 9.9+1.4

−1.4

z = 0.035

150 km/s
2.3+1.3

−1.0 3.5+2.6
−1.5 0.07+0.09

−0.07 0.62+3.1
−0.28 18+10

−7 26+10
−8 9.0+1.0

−1.0

Table G.2: As in Tab. G.1 but for Wd1. SG/HG refers to BSG, RSG, and YHG.

our default analysis we use the ROI with all pixels contained with rmax = 2.0′ of the cluster

center, except for those in the magnetar mask, as indicated in Fig. G.13. However, as a

systematic test we also compute the spectrum associated with the axion-induced template

for rmax = 2.5′ and 1.5′, as shown in Fig. G.15. We measure a consistent spectrum across

ROIs at these energies.

G.2.3 Arches

In this subsection we present results from the analysis of archival NuSTAR data for an

axion-induced signal from the Arches cluster. The Arches cluster is at a similar location,

∼30 pc from the GC, as the Quintuplet cluster. Arches hosts even younger and more

extreme (e.g., hotter and more massive) stars than the nearby Quintuplet cluster. Indeed, it

is estimated that all ∼105 spectroscopically classified stars within Arches may become core-

collapse supernovae within the next ∼10 Myr [572]. A priori, the Arches and Quintuplet

clusters should have similar sensitivities to axions, though as we discuss below the axion

prediction from Arches is less robust to uncertainties in the initial metallicity than the

Quintuplet prediction.

Axion Luminosity

We now describe the axion luminosity and spectra for Arches. In the upper left panel of

Fig. G.16, we show the mean expected axion luminosity, as a function of energy, of the

Arches cluster, assuming gaγγ = 10−12 GeV−1. The luminosity peaks at very low energies,

although we could not analyze these energies due to contamination from the molecular cloud.

As shown by the upper right panel, the Arches luminosity is dominated by the O stars, since

the WNh stars are always hydrogen burning with our assumed metallicity of Z = 0.035 and
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O WNh tot 10-80 keV

Nstar 96 13 109 109

z = 0.018

100 km/s
2.3+0.2

−0.1 × 1033 8.7+6.5
−5.2 × 1034 8.9+6.5

−5.2 × 1034 6.6+5.6
−3.6 × 1034

z = 0.035

100 km/s
3.9+1.8

−1.9 × 1035 3.9+217
−0.6 × 1032 7.2+16

−4.9 × 1033 5.7+23
−2.8 × 1033

z = 0.035

150 km/s
3.5+2.1

−1.6 × 1033 3.6+125
−0.3 × 1032 4.7+12

−2.2 × 1033 3.7+13
−2.4 × 1033

Table G.3: As in Tab. G.1 but for Arches and in units of erg/s. There are BSG, RSG, YHG,
LBV, WC, nor WN stars in Arches.

there are many more O stars than WNh stars. In the bottom panel, we show the 10 - 80 keV

luminosity distribution for the O and WNh stars, along with the 1σ bands and the mean

expectation.

However, unlike for the Quintuplet and Wd1 clusters we find that the Arches luminosity

is a strong function of the initial metallicity Z, as illustrated in Tab. G.3. As seen in that

table, changing the metallicity from Z = 0.035 to Z = 0.018 increases the flux by over an

order of magnitude. This is because at the higher metallicity values the WNh stars are

typically not in the He burning phase, while decreasing the initial metallicity slightly causes

the WNh stars to enter the He burning phase. Note that at solar initial metallicity (Z = 0.02,

and also taking µrot = 100 km/s) we find that the 10-80 keV flux is 8.7+9.4
−5.6 × 1034 erg/s,

comparable to but slightly larger than that found for Z = 0.018. Thus, it is possible that the

sensitivity of the Arches observations is comparable to that from Quintuplet, but given the

larger uncertainties related to the stellar modeling of the Arches stars the limit is, at present,

less robust. We stress that the qualitative difference between Arches and Quintuplet that is

responsible for this difference is that Quintuplet has a large cohort of WC and WN stars,

which are robustly He burning, while Arches does not have any stars in these stellar classes.

Data analysis, results, and systematic tests

We reduce and analyze 370 ks of archival NuSTAR data from Arches. The Arches observa-

tions (IDs 40010005001, 40101001004, 40101001002, 40202001002, 40010003001) were

performed as part of the same GC survey as the Quintuplet observations as well as for ded-

icated studies of the Arches cluster below 20 keV. Note that we discard data from the Focal

Plane Module B instrument for observations 40101001004, 40101001002, 40202001002, and

40010003001 because of ghost-ray contamination. We perform astrometric calibration using
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the low-energy data on the Arches cluster itself, which is a bright point source above 3 keV.

In the Arches analysis it is known that there is a nearby molecular cloud that emits in

hardX-rays [573]. We follow [573] and model emission associated with this extended cloud as

a 2D Gaussian centered at R.A.=17h45m50.62s, Dec.=−28◦49′47.17′′ with a FWHM of 72.4′′.

The hard X-ray spectrum associated with the molecular cloud has been observed to extend

to approximately 40 keV [573]; indeed, we see that including the molecular cloud template,

with a free normalization parameter, at energies below 40 keV affects the spectrum that we

extract for the axion template, but it does not significantly affect the spectrum extraction

above 40 keV. The non-thermal flux associated with the molecular cloud is expected to be

well described by a power-law with spectral index Γ ≈ 1.6 and may arise from the collision of

cosmic-ray ions generated within the star cluster with gas in the nearby molecular cloud [574].

With this spectral index the molecular cloud should be a sub-dominant source of flux above

∼20 keV, and we thus exclude the 10-20 keV energy range from the Arches analysis, though

e.g. including the 15-20 keV bin results in nearly identical results (as does excluding the 20

- 40 keV energy range).

The molecular cloud template is illustrated in the bottom left panel of Fig. G.17. In

that figure we also show the data, background templates, signal template, and background-

subtracted counts, as in Fig. G.9 for the Quintuplet analysis. Note that we profile over

emission associated both the background template and with the halo template when con-

straining the flux in each energy bin associated with the signal template.

As a systematic test of our signal extraction procedure we show in Fig. G.18 (left panel)

the spectrum extracted for axion emission from the Arches cluster both with and without

the halo template. The two spectra diverge below ∼20 keV but give consistent results above

this energy. Similarly, we find that the spectrum is relatively insensitive to the ROI size for

energies above ∼20 keV, as shown in the right panel of Fig. G.18, which is analogous to the

Quintuplet Fig. G.12.

In Fig. G.19 we show the 95% upper limit we obtain on gaγγ from the Arches analysis,

using the conservative modeling with Z = 0.035 and µrot = 150 km/s. We find no evidence

for an axion-induced signal from this search. Note that, as in indicated in Fig. G.18, we do

not include data below 20 keV in this analysis.
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G.3 Initial metallicity determination for Quintuplet and

Arches

In our fiducial analysis we assumed the cluster metallicity was Z = 0.035, which we take as

the highest allowed metallicity in the Quintuplet cluster. In this subsection we show how

we arrived at this value. The cluster metallicity is an important parameter in that it affects

the mass loss rates in the stellar winds, the lifetime of individual evolutionary stages, and

the surface abundances. Here we use measurements of the nitrogren abundances of WNh

stars in the Arches cluster to estimate the uncertainty on the cluster metallicities. The

nitrogen abundance during the WNh phase reaches a maximum that depends only on the

original CNO content, and as such is a direct tracer of stellar metallicity (and increases with

increasing metallicity). Ref. [67] measured the nitrogen abundance in the WNh stars in the

Arches cluster at present to be 0.0157 ± 0.0045. We run MESA simulations of the Arches

WNh stars on a grid of metallicities from Z = 0.01 to Z = 0.04 and find this measurement

implies that the Arches initial metallicity is between Z = 0.018 and Z = 0.035. The results

are shown in Fig. G.20, where we see that the nitrogen abundance during the WNh phase

intersects with the measurement only for the initial metallicities in that range. Although

there are no measurements of the Quintuplet WNh nitrogren abundance, note that a similar

abundance was found in the nearby GC SSC of 0.0143±0.0042 [575]. Given the similarity of

these two measurements, we assume the same metallicity range for Quintuplet as computed

for Arches.

G.4 Variation of upper limits with initial conditions

In this section we show the variation in the upper limits as we vary over our initial conditions

Z ∈ (0.018, 0.035) and µrot ∈ (50, 150) km/s. These initial conditions represent the dominant

uncertainties in our stellar modeling. Recall that in our fiducial analysis we assume the initial

metallicity and rotation giving the most conservative upper limits: Z = 0.035 and µrot = 150

km/s. Fig. G.21 shows, for both Quintuplet and Wd1, how our 95% upper limit varies as

we scan over Z and µrot. In particular, the shaded blue regions show the minimum and

maximum limit obtained when varying Z and µrot. Note that our fiducial limits, solid black,

are the most conservative across most axion masses, though the effect of the Z and µrot is

relatively minimal, especially for Wd1.
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Figure G.8: (Left Column) The axion-photon conversion probabilities pa→γ, assuming gaγγ =
10−12 GeV−1, computed as a function of the axion energy E (and assuming ma ≪ 10−10

eV) using the formula given in (G.5). (Top Left) The conversion probabilities for axions
produced in the Quintuplet or Arches clusters for different modeling assumptions for the
Galactic magnetic field and free-electron density. Our fiducial result is shown in solid black.
Note that the plasma mass, induced by the free-electron density, becomes more important at
lower axion energies and induces the lower-energy features. The dashed black curve shows
the effect of changing from the YMW16 free-electron model to the ne2001 model. Removing
the B-field within the inner kpc leads to the results in red, while only modeling a 50 µG
field in the inner 400 pc leads to the results in blue. Changing to the PTKN11 model
(and masking the inner kpc) gives the results in orange. We estimate that if the axions
traverse the GC radio arc, located near the Quintuplet and Arches clusters, the conversion
probabilities could be enhanced to the values shown in grey. (Bottom Left) As in the top
left panel but for axions emitted from the Wd1 cluster. (Right Column) The effects of the
different conversion probability models on the 95% upper limits on gaγγ for Quintuplet (top
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both assumed to have the same conversion-probability models.
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Figure G.9: (Left) As in Fig. 10.2, but for the total observed counts between 10 - 80 keV in-
stead of the background-subtracted counts. (Right) The best-fit background model, summed
from 10 - 80 keV, for the Quintuplet data set shown in the left panel. (Right) The predicted
axion-induced signal template from Quintuplet, in counts, normalized for an axion with
gaγγ = 7× 10−12 GeV−1 and ma ≪ 10−11 eV.
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Figure G.10: (Upper Left) The Quintuplet axion spectrum assuming gaγγ = 10−12 GeV−1

(black) plotted against the NuSTAR effective area (blue). The analysis range, from 10 - 80
keV, is shaded in red. (Upper Right) The individual contributions of each stellar classification
to the Quintuplet axion spectrum. The analysis range is again shaded. (Bottom) The 10-80
keV luminosity distribution assigned to each stellar classification (per star) in Quintuplet.
In red we show the frequency with which each luminosity occurs, while the black error bars
show the mean and 1σ band.
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Figure G.13: As in Fig. G.9, but for the Wd1 cluster NuSTAR analysis. The red star
indicates the location of the magnetar CXOU J164710.2–45521, which is masked at 0.5’.
Also shown is the background-subtracted count data, as in Fig. 10.2.
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Figure G.14: (Upper Left) The Wd1 axion spectrum assuming gaγγ = 10−12 GeV−1 (black)
plotted against the NuSTAR effective area (blue). The analysis range, from 15 - 80 keV,
is shaded in gray. (Upper Right) The individual contributions of each stellar classification
to the Wd1 axion spectrum. The analysis range is again shaded. (Bottom) The 10-80 keV
luminosity distribution assigned to each stellar classification in Wd1. In red we show the
frequency with which each luminosity occurs, while the black error bars show the mean and
1σ band.
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Figure G.16: (Upper Left) The Arches axion spectrum assuming gaγγ = 10−12 GeV−1 (black)
plotted against the NuSTAR effective area (blue). The analysis range, from 20 - 80 keV, is
shaded in gray. (Upper Right) The individual contributions of each stellar classification to
the Arches axion spectrum. The analysis range is again shaded. (Bottom) The 10-80 keV
luminosity distribution assigned to each stellar classification in Arches. In red we show the
frequency with which each luminosity occurs, while the black error bars show the mean and
1σ band.
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Figure G.17: (Top Panel) As in Fig. G.9, but for the Arches cluster. (Bottom left) We
show the best-fit emission associated with the halo template that describes emission from
the nearby molecular cloud. (Bottom right) As in in Fig. 10.2, but for Arches.
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Figure G.18: (Left) The Arches spectrum measured with and without the halo template.
Note that we use the spectrum with the halo template in our fiducial analysis, though the
difference between the two results is relatively minor above ∼20 keV. (Right) As in Fig. G.12
but for the Quintuplet analysis. Note that these spectra are computed while profiling over
halo emission. Above ∼20 keV the different ROIs produce consistent results.
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Figure G.20: (Left) The evolution of the nitrogen abundance Z(N) over time from MESA
simulations of a non-rotating 85 M⊙ star with initial metallicity Z = 0.01 to Z = 0.04. The
bolded sections of the lines correspond to the WNh phase. The gray shaded region indicates
the measurements of nitrogren abundances of the Arches WNh stars from [67].

Figure G.21: (Left) The variation to the 95% upper limit found by varying the initial metallic-
ity and rotation in the range Z ∈ (0.018, 0.035) and µrot ∈ (50, 150) km/s for the Quintuplet
analysis. The blue region indicates the maximum and minimum limit found, while the black
curve shows our fiducial limit. (Right) As in the left panel but for Wd1.
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Appendix H

Upper Limit on the QCD Axion Mass

from Isolated Neutron Star Cooling

This chapter is organized as follows. In Sec. H.1 we present our calculations of the axion and

neutrino emissivities. Sec. H.2 presents our statistical methodology. Sec. H.3 gives extended

results for the analyses mentioned in the main chapter, while Sec. H.4 presents our estimates

for the effects of magnetic field decay on the axion upper limits.

H.1 Axion and neutrino emissivities

In this section we present the axion and neutrino emissivities that we use in the simulations

discussed in the main chapter. We include a number of factors relevant for axion and neutrino

production in dense media that have not previously been included in NS cooling simulations.

H.1.1 Axion production rates

Our analysis accounts for the two dominant channels by which axions are produced in the

core of a cooling NS. When the core temperature T exceeds the critical temperature Tc for the

superfluid phase transition, axion emission is dominated by nucleon-nucleon bremsstrahlung.

When T falls below Tc, axion emission is dominated by the formation and breaking of

Cooper pairs (PBF processes). To calculate the axion production rate, we sum these two

contributions.

Axion emission via nucleon-nucleon bremsstrahlung corresponds to three scattering chan-

nels: nn → nna, pp → ppa, and np → npa. For the temperatures of interest, the nucleons

are strongly degenerate and non-relativistic. Expressions for the axion emissivity εa (energy

emitted per volume per time) are provided by Refs. [300,394]. These early derivations of the
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axion emissivity did not take into account various medium effects, which were pointed out in

later literature, and which we have incorporated into the calculation. The axion emissivities

that we use in our work are as follows:

nn→ nna : εa ≃
(
7.373× 1011 erg/cm3/sec

)
×
(
gann
10−10

)2(
F (xn)

0.601566

)(
pF,n

1.68 fm−1

)(
T

108 K

)6

×
(
βnn
0.56

)(
γnn
0.838

)(
γ

1

)6(Rnn

1

)
(H.1)

pp→ ppa : εa ≃
(
9.191× 1011 erg/cm3/sec

)
×
(
gapp
10−10

)2(
F (xp)

0.601556

)(
pF,p

1.68 fm−1

)(
T

108 K

)6

×
(
βpp
0.7

)(
γpp
0.838

)(
γ

1

)6(Rpp

1

)
(H.2)

np→ npa : εa ≃
(
9.617× 1011 erg/cm3/sec

)
×
(

geff
10−10

)2(
pF,p

1.68 fm−1

)(
T

108 K

)6

×
(
βnp
0.66

)(
γnp
0.838

)(
γ

1

)6(Rnp

1

)
. (H.3)

Note that 1.68 fm−1 ≃ 331.5 MeV, 108 K ≃ 8.617 keV, mn ≃ 939.565 MeV, and mp ≃
938.272 MeV.

Let us now discuss each of the factors appearing in the emissivities above.

• The axion emissivity is proportional to g2ann (g2aψψ) if the axion couples to a neutron

(proton) only. If the axion couples to both nucleons, then the axion emissivity for the
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process np→ npa depends on an effective coupling [394]

geff =
√

(gapp + gann)2Cg + (gapp − gann)2Ch

Cg =
1

2
F (xp) + F

( 2xnxp
xn + xp

)
+ F

( 2xnxp
xp − xn

)
+
xp
xn
F
( 2xnxp
xn + xp

)
− xp
xn
F
( 2xnxp
xp − xn

)
+G(xp)

Ch =
1

2
F (xp) +

1

2
F
( 2xnxp
xn + xp

)
+

1

2
F
( 2xnxp
xp − xn

)
+

1

2

xp
xn
F
( 2xnxp
xn + xp

)
− 1

2

xp
xn
F
( 2xnxp
xp − xn

)
+G(xp)

F (x) = 1− 3

2
x arctan

1

x
+

1

2

x2

1 + x2

G(x) = 1− x arctan
1

x
,

where xn = xp = xe = mπ±/2pF,e ≃ 0.207 (pF,e/1.68 fm−1)−1.

• The dependence on the nucleon Fermi momenta, pF,n and pF,p, are identical to Refs. [300,

394]. Similarly the temperature dependence is identical. Both protons and neutrons

are assumed to have the same temperature T .

• We add the factors of βnn = 0.56, βpp = 0.7, and βnp = 0.66. These factors account for

short-range correlations induced by the hard core of the nucleon-nucleon interactions.

The nuclei interact by pion exchange, which corresponds to a Yukawa potential V (r),

but the potential is suppressed at separations smaller than the nucleon radius. In the

context of neutrino emission, this effect was discussed in Refs. [576, 577], which also

provide the numerical values that we use.

• We add the factors of γnn = γpp = γnp = 0.838. The emissivities provided by

Refs. [300,394] are derived under the one-pion exchange approximation (OPE). Graphs

with multiple pion exchanges can suppress the matrix element through a destructive in-

terference. Following Ref. [397], we account for two-pion exchange with an effective one-

meson exchange. Provided that the temperature is T < O(10 erg) and the momentum

transfer is small compared to the pion mass, then the squared amplitude is suppressed

by a momentum-independent factor of γnn ≈ γpp ≈ γnp ≈ (1 − Cρm
2
π0/m2

ρ)
2 ≃ 0.838

for Cρ = 1.67, mπ0 ≃ 134.976 erg and mρ = 600 erg.

• We account for a suppression of the nucleon couplings in high-density NS matter as

compared to their values in vacuum. To see how this suppression arises, we first
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substitute f → f ∗ and gaNN → g∗aNN in the expressions from Refs. [300, 394] to

indicate that these are in-medium couplings. Then(
f ∗

mπ

)4(
g∗aNN

)2(
m∗
N

)2 ≈ g4πNNg
2
aNN

16m2
N

(
g∗πNN
gπNN

)4(
g∗aNN
gaNN

)2(
m∗
N

mN

)−2

≈ g4πNNg
2
aNN

16m2
N

γ6 .

(H.4)

In the first equality we have used f ∗/mπ ≈ g∗πNN/2m
∗
N . In the second equality we have

used the scaling laws from [578]: the Goldberger-Tremain relation (g∗πNN/gπNN) ≈
(m∗

N/mN)(g
∗
A/gA)(f

∗
π/fπ)

−1, the Brown-Rho scaling relation (m∗
N/mN) ≈ (f ∗

π/fπ), and

the Mayle scaling relation (g∗aNN/gaNN) ≈ (m∗
N/mN)(g

∗
A/gA). Then γ ≈ (g∗A/gA) is

given by [412]

γ =

[
1 +

1

3

(
m∗
N

mN

)(
pF,n

1.68 fm−1

)]−1

. (H.5)

Note that 0 < γ < 1, such that γ → 1 for low-density NS matter, whereas for neutron

densities a few times larger than the nuclear saturation density we have γ = O(0.1).

We neglect medium-dependent corrections to the pion mass, which could potentially

enhance the axion emission rate [578]. The net effect of accounting for the medium-

dependent couplings is to introduce a factor of (m∗
N/mN)

−2γ6.

• We add the factors of Rnn, Rpp, and Rnp to account for a suppression of the brem-

strahlung rates due to superfluidity [577, 579]. When the NS core temperature falls

below the superfluid critical temperature, T < Tc, nucleons can form Cooper pairs as

the system partially condenses into a baryonic superfluid. As nucleons are bound into

Cooper pairs, there are fewer free nucleons, which suppresses the bremsstrahlung rate

exponentially.

If the temperature is not far below the critical temperature, Cooper pairs can also be

broken by scattering. The formation and breaking of Cooper pairs can produce axions and

neutrinos that carry away the liberated binding energy. If the NS matter is in the superfluid

phase, these PBF processes provide the dominant axion production channels [580].

Phases of baryonic superfluids can be distinguished by the spin and flavor of the paired

nucleons. In this chapter, we consider the spin-0 S-wave neutron-neutron pairing, the spin-0

S-wave proton-proton pairing, and the spin-1 P -wave neutron-neutron pairing. We do not

consider the neutron-proton D-wave pairing, which is easily disrupted by a small difference

between the proton and neutron densities [581]. Each pairing has an associated energy

gap in the quasiparticle spectrum, called the superfluid pairing gap ∆. For the neutron
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P -wave superfluidity, there are two possible types of pairings, called PA-wave and PB-wave,

which differ in the anisotropy of the gap energy [579, 580, 582]. We only include the PA-

wave pairing in our analysis, since the results are similar for the PB-wave pairing. The

temperature dependence of the pairing gaps are provided by [580], and the corresponding

superfluid critical temperatures are provided by [562]. We do not account for uncertainties

in the pairing gaps when deriving limits on the axion parameters. We find that our limits

change by only a few percent between a model with no superfluidity and our fiducial model

for S-wave superfluidity. Since this is small compared to other sources of uncertainty in our

analysis, we do not expect an uncertainty in S-wave pairing gaps to have a significant impact

on our results.

To determine whether neutron or protons form a superfluid at a given point within the

star, we use the local densities to evaluate the corresponding superfluid critical temperatures

[562]. For protons, if the local temperature is below the critical temperature for S-wave

superfluidity, we say that a proton superfluid is present. For neutrons, we perform a similar

comparison using the larger of the critical temperatures for the S-wave and P -wave pairings.

We evaluate the axion emissivity εa for each pairing. Expressions for the emissivities are

provided by Refs. [221, 296, 298]. We modify these expressions to account for the medium-

dependent couplings, which introduces a factor of (m∗
N/mN)

2γ2. Thus, the axion emissivities
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used in our work are

PBF in S1 0(n) : εa ≃
(
4.692× 1012 erg/cm3/sec

)
×
(
gann
10−10

)2(
pF,n

1.68 fm−1

)3(
T

108 K

)5

×
(
m∗
n

mn

)−1(
γ

1

)2( ISa,n
0.022

)
(H.6)

PBF in S1 0(p) : εa ≃
(
4.711× 1012 erg/cm3/sec

)
×
(
gapp
10−10

)2(
pF,p

1.68 fm−1

)3(
T

108 K

)5

×
(
m∗
p

mp

)−1(
γ

1

)2( ISa,p
0.022

)
(H.7)

PBF in P3 A
2 (n) : εa ≃

(
3.769× 1013 erg/cm3/sec

)
×
(
gann
10−10

)2(
pF,n

1.68 fm−1

)(
T

108 K

)5

×
(
m∗
n

mn

)(
γ

1

)2( IP
A

a,n

0.022

)
(H.8)

PBF in P3 B
2 (n) : εa ≃

(
3.769× 1013 erg/cm3/sec

)
×
(
gann
10−10

)2(
pF,n

1.68 fm−1

)(
T

108 K

)5

×
(
m∗
n

mn

)(
γ

1

)2( IP
B

a,n

0.022

)
, (H.9)

where the temperature-dependent integrals ISaN are evaluated numerically and appear in

Ref. [298]. If both neutrons and protons are in a superfluid phase, we sum the two emissivi-

ties. At low temperature, T ≪ ∆(T ), the emissivity is exponentially suppressed ∝ e−2∆(T )/T ,

since most nucleons settle into stable Cooper pairs, whereas axion emission requires the for-

mation and breaking of pairs.

In the next subsection we present our similar modifications to the neutrino emissivities

and discuss the quantitative effects of these corrections relative to previous works.

H.1.2 Neutrino production rates

Neutrino emission from NS matter results from the direct URCA, modified URCA (MURCA)

processes (both n-branch and p-branch), nucleon-nucleon bremsstrahlung, and PBF pro-

cesses. The direct URCA processes correspond to the reactions n → p + e + ν̄e and

p+ e→ n+ νe. The MURCA processes in the N = n, p branch are n+N → N + p+ e+ ν̄e
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andN+p+e→ n+N+νe. (Note that we do not modify the direct URCA rates from those in

NSCool because they are less relevant to this chapter, since the direct URCA process, which

turns on at high NS masses, causes the NSs to cool too rapidly to explain the isolated NS

luminosity data.) The corresponding emissivities are provided by Refs. [393, 576, 580, 583].

We reproduce these formulas here for completeness, and we update these formulas to account

for the medium-dependent couplings in the same way that we did for the axion emissivities.

This introduces a factor of γ6(m∗
N/mN)

−4 for the MURCA and bremsstrahlung rates, and it

introduces a factor of γ2 for the PBF rates; see (H.5). We should emphasize that the same

approximations were used to derive the neutrino emissivities as well as the axion emissivities

above, and the nuclear physics factors are treated in the same way. The formulas are

summarized by

MURCA(n): εν ≃
(
4.64× 1013 erg/cm3/sec

)
×
(

pF,e

1.68 fm−1 +
pF,µ

1.68 fm−1

)(
T

108 K

)8

×
(
αn
1

)(
βn
0.68

)(
γn

0.838

)(
γ

1

)6(Rn

1

)
(H.10)

MURCA(p): εν ≃
(
4.62× 1013 erg/cm3/sec

)
×
(

pF,e

1.68 fm−1

)(
(pF,e + 3pF,p − pF,n)

2

8pF,epF,p

)(
T

108 K

)8

×
(
αp
1

)(
βp
0.68

)(
γp

0.838

)(
γ

1

)6(Rp

1

)
×Θ(pF,e + 3pF,p − pF,n) (H.11)

nn→ nnνν̄ : εν ≃
(
9.18× 1011 erg/cm3/sec

)
×
(

pF,n

1.68 fm−1

)(
T

108 K

)8

×
(
αnn
1

)(
βnn
0.56

)(
γnn
0.838

)(
γ

1

)6(Rnn

1

)
(H.12)

362



np→ npνν̄ : εν ≃
(
2.16× 1012 erg/cm3/sec

)
×
(

pF,p

1.68 fm−1

)(
T

108 K

)8

×
(
αnp
1

)(
βnp
0.66

)(
γnp
0.838

)(
γ

1

)6(Rnp

1

)
(H.13)

pp→ ppνν̄ : εν ≃
(
1.14× 1012 erg/cm3/sec

)
×
(

pF,p

1.68 fm−1

)(
T

108 K

)8

×
(
αpp
1

)(
βpp
0.7

)(
γpp
0.838

)(
γ

1

)6(Rpp

1

)
(H.14)

PBF in S1 0(n) : εν ≃
(
1.24× 1014 erg/cm3/sec

)
×
(
m∗
n

mn

)(
pF,n

1.68 fm−1

)(
T

108 K

)7

×
(
γ

1

)2(
an,s
1

)(
FA(v)

1

)
(H.15)

PBF in S1 0(p) : εν ≃
(
1.24× 1014 erg/cm3/sec

)
×
(
m∗
p

mp

)(
pF,p

1.68 fm−1

)(
T

108 K

)7

×
(
γ

1

)2(
ap,s
1

)(
FA(v)

1

)
(H.16)

PBF in P3 A
2 (n) : εν ≃

(
1.24× 1014 erg/cm3/sec

)
×
(
m∗
n

mn

)(
pF,n

1.68 fm−1

)(
T

108 K

)7

×
(
γ

1

)2(
an,t
1

)(
FB(v)

1

)
(H.17)

PBF in P3 B
2 (n) : εν ≃

(
1.24× 1014 erg/cm3/sec

)
×
(
m∗
n

mn

)(
pF,n

1.68 fm−1

)(
T

108 K

)7

×
(
γ

1

)2(
an,t
1

)(
FC(v)

1

)
, (H.18)
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Figure H.1: Left: The density-dependent neutron effective massm∗
n compared to the vacuum

massmn for the BSk22 EOS. Right: The density-dependent correction factors that are added
to the axion and neutrino emissivity calculations to account for the medium-dependent
effective couplings. At low density, all of these factors asymptote to 1.

where the α factors are given by [576]

αn ≈ αp ≈
2

(1 + 4x2n)
2
+

2C

1 + 4x2n
+ 3C2 (H.19)

αnn ≈ F (xn) (H.20)

αnp ≈ F (xe) +
2

(1 + 4x2n)
2
+

4C

1 + 4x2n
+ 6C2 (H.21)

αpp ≈ F (xp) , (H.22)

with C ≃ −0.157. The a factors are given by [584]

an,s ≈ g2A v
2
F,n

[(
m∗
n/mn

)2
+ 11/42

]
(H.23)

ap,s ≈ g2A v
2
F,p

[(
m∗
p/mp

)2
+ 11/42

]
(H.24)

an,t ≈ 2g2A , (H.25)

with gA ≃ 1.26 and vF,N = pF,N/m
∗
N , and the F (v) factors are given by Ref. [580]. For

the p-branch MURCA emissivity, we include momentum-dependent factor from Ref. [393],

which corrects the factor from Ref. [583]. We set βn = βp = 0.68, βnn = 0.56, βnp = 0.66,

βpp = 0.7, and γn = γp = γnn = γnp = γpp = 0.838.

For both the axion and neutrino emissivities, we introduced correction factors to account

for the effective medium-dependent couplings. To assess the effect of these corrections,

we plot these factors in Fig. H.1 as a function of the neutron number density n. At the

saturation density, n ≃ 0.16 fm−3, these factors are all close to 1 except for (m∗
n/mn)

2γ2 ≃
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0.3, which suppresses the axion PBF emissivities. For typical stars in our cooling simulations,

the maximal core density can be as large as n ≈ 0.4 fm−3. At these higher densities,

(m∗
n/mn)

2γ2 ≃ 0.2 suppresses the axion PBF emissivities, while (m∗
n/mn)

−4γ6 ≃ 5 enhances

the MURCA and neutrino bremsstrahlung rates. The factor γ2 ≈ 1 across the whole range of

NS densities, implying a negligible effect on the neutrino PBF emissivities. These corrections

due to the effective medium-dependent couplings where not taken into account in previous

studies of axion limits from NS cooling or SN 1987A. Thus, as mentioned in the main

chapter, we estimate that the SN 1987A suggested upper limits in Ref. [397] should be a

factor ∼1.3–1.6 weaker, depending on the EOS, after the medium-dependent couplings have

been accounted for. This is because that work computed the upper limits on axion couplings

by requiring L∞
a /L

∞
ν < 1.

H.2 Statistical methodology

Because our analysis includes a large number of nuisance parameters, many of which have

degeneracies with each other and the signal parameter ma, upper limits and possible de-

tection significances cannot be interpreted in the asymptotic limit through Wilks’ theorem.

Instead, we determine limits and significances through MC procedures (see, e.g., [109]). We

describe those procedures in detail in this section.

H.2.1 Detection Significance

We use the test statistic q0 for the discovery of a signal in order to assess the significance of

the axion hypothesis over the null hypothesis. This test statistic is defined as

q0 = −2 ln
L(d|ma = 0, θ̂(0))

L(d|m̂a, θ̂(m̂a))
, (H.26)

where m̂a is the axion mass at which L(d) is globally maximized and θ̂(ma) is the nuisance

parameter vector that maximizes L(d) at fixed ma. Recall that ma < 0 is allowed, with the

axion emissivities multiplied by sign(ma). In order to assess for mismodeling we perform a

two-sided significance test for the axion model, even though only positive axion masses are

physical. A p-value for the improvement of the goodness-of-fit to the observed data with the

inclusion of the axion signal parameter ma can be obtained by

p =

∫ ∞

q0,obs

f(q0)dq0 , (H.27)
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Figure H.2: The MC distributions used to determine the detection significance of the axion
model (left panel) and the 95% upper limit (right panel) for the KSVZ analysis that leads to
the weakest 95% upper limit (BSk22 EOS and SFB-0-0 superfluidity model). We determine
the detection significances and 95% upper limits through MC procedures by repeated sim-
ulations of the null and signal hypotheses. The detection significances are similar to those
that would be obtained by assuming Wilks’ theorem but the upper limits tend to be more
conservative by ∼50% when obtained by MC, as illustrated in the right panel. See text for
details.

where f(q0) is the probability density function of the q0 under the null hypothesis. This p-

value can then be associated with a significance (in terms of number of σ) by
√

Φ−1(1− p),

where Φ−1 is the inverse of the cumulative distribution function of the χ2-distribution. Since

we are not in the asymptotic limit, rather than assuming f is the probability density function

of the χ2 distribution, we will determine it through the following MC procedure.

After fitting the null hypothesis to the observed data, we have θ̂(0), which contain a

maximum-likelihood age under the null for each star t = {t̂i(0)}. We also compute the set

of maximum-likelihood luminosities L = {L(0, θ̂i(0))} from θ̂(0). A single MC realization

of the data under the null is then constructed by diMC = {Li+ δLi, σiL, t
i+ δti, σit} where δLi

and δti are variates drawn from a zero-mean Gaussian distribution with standard deviation

σiL and σit, respectively. These quantities represent the measured luminosity and measured

age of the NS within the MC realization. Note that infrequently, we may have ti + δti < 0,

which we address by flooring the MC measured age at 0. For a given realization of the MC

data, we compute

qMC
0 = −2 ln

L(dMC|ma = 0, θ̂(0))

L(dMC|m̂a, θ̂(m̂a))
, (H.28)

from which we infer f(q0) and determine a detection significance associated with q0 as cal-

culated from the observed data. This procedure is performed independently for each combi-

nation of EOS and superfluidity model.

In the left panel of Fig. H.2 we illustrate the survival function for the χ2-distribution
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(dashed) as a function of the discovery test statistic q0. We compare this distribution to the

distribution of p-values, as defined in (H.27), over an ensemble of 103 MC realizations. This is

the discovery test statistic distribution for our EOS and superfluidity combinations that leads

to the weakest upper limit for our KSVZ analysis (BSk22 EOS and SFB-0-0 superfluidity

model). Note that in this case finite test statistics are somewhat less significant than they

would be under the χ2 distribution, though for other EOS and superfluidity combinations

the opposite is true.

H.2.2 Upper Limits

The procedure for setting a 95% upper limit follows a similar MC approach as that used

to determine a detection significance. We now consider a test statistic qma for upper limits

defined by

qma =

−2 ln L(d|ma,θ̂(ma))

L(d|m̂a,θ̂(m̂a))
m̂a < ma,

0 m̂a ≥ ma,
(H.29)

The compatibility between the data and a hypothesized value ma for the axion mass is

quantified by the p-value

pma =

∫ ∞

qma

f(qma |ma)dqma
, (H.30)

where f(qma |ma) is the probability density function for the distribution of qma under the

assumption that the axion has mass ma. The 95% upper limit on ma is then determined at

m95
a where pm95

a
= 0.05. As in the case of determining the distribution relevant for detection

significance, we will use a MC procedure to determine probability density functions, though

now we are determining through MC a family of distributions parametrized by the assumed

value of ma.

Specifically, for a range of values of ma, we determine θ̂(ma), providing the maximum-

likelihood estimate of the age under the assumed ma and enabling us to calculate maximum-

likelihood luminosities L(ma) = {L(ma, θ̂
i(0))} from θ̂(ma). Similar to before, a single MC

realization under the assumed ma is constructed by diMC = {Li + δLi, σiL, t
i + δti, σit}. For

each MC realization, we compute qMC
ma

defined by

qMC
ma

=

−2 ln L(dMC|ma,θ̂(ma))

L(dMC|m̂a,θ̂(m̂a))
m̂a < ma,

0 m̂a ≥ ma,
(H.31)

and then calculate pma from the MC distribution. We then vary ma until pma = 0.05 to

determine our 95% upper limit. As before, this procedure is performed independently for
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each combination of EOS and superfluidity model.

In the right panel of Fig. H.2 we illustrate the pma that we determine through the MC

procedure for the KSVZ analysis that leads to the weakest limit (BSk22 EOS and SBF-0-0

superfluidity model, as in the left panel). Note that the p-value distribution has been rescaled

such that the one-sided 95% upper limit is achieved when the curve crosses unity. On the

same figure we illustrate the test statistic itself, as defined in (H.29). In the asymptotic limit

where Wilks’ theorem holds the 95% one-sided upper limit should be given by where the test

statistic crosses ∼2.71 (see, e.g., [109]), though again we have rescaled the test statistic such

that the Wilks’ limit is achieved for the curve crossing unity. Comparing the limit obtained

through the MC procedure to that obtained by assuming Wilks’ theorem we see that the

MC limit is more conservative by ∼50% in ma.

H.3 Extended Results

In this section we present additional results related to the analyses discussed in the main

chapter. The EOS that are consistent with the mass-radius relation (BSk22, BSk24, BSk25)

determined by [68] and inconsistent (APR, BSk26) are illustrated in Fig. H.3. Note that

the green and gold bands show the containment regions determined from that work at the

indicated confidence. Ref. [68] combined mass-radius measurements of PSR J0030 [69] and

PSR J0740 [68], made with NICER data, with gravitational wave data from NS mergers in

the context of a non-parametric mass-radius model based off of Gaussian Process modeling.

H.3.1 Extended results for fiducial analyses

In Tab. H.1 we present the full results from the analyses of the different EOS and superfluidity

combinations for the KSVZ axion. We present the 95% upper limits (m95
a ), the best-fit

axion masses (m̂a), allowing the best-fit masses to be negative with the axion luminosities

multiplied by sign(ma), the significance of the axion model over the null hypothesis under

the two-sided test, and the absolute χ2 value of the null hypothesis test. The significance is

quoted in terms of σ as determined by our MC procedure described in Sec. H.2.1. The χ2

value of the null hypothesis is defined by

χ2 ≡
∑
i

[
L(0, θ̂i)− Li0

]2
(σiL)

2
+

(t̂i − ti0)
2

(σit)
2

, (H.32)
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Figure H.3: Green and gold bands show the containment regions (at indicated confidence) for
the NS mass and radius as constructed in [68]. That work made use of simultaneous mass-
radius measurements of two NSs, PSR J0030 [69] and PSR J0740 [68], with NICER data,
in conjunction with gravitational wave data from NS mergers. On top of the containment
regions we illustrate the mass-radius predictions from the five EOS considered in this chapter.
The APR and BSk26 EOS are not consistent within 90% with the mass-radius data and are
thus not considered in our fiducial analyses, though results with these EOS are presented in
this chapter.

with the sum over the five NSs and the notation as in (9.2). Note that θ̂i denotes the best-fit

model parameter vector under the null hypothesis (ma = 0). Smaller values of χ2 denote

better fits of the null hypothesis, though keep in mind that many of the χ2 values are smaller

than unity because of the large number of nuisance parameters. Still, the χ2 values clearly

show that some superfluidity and EOS models provide worse fits to the data than others.

The best-fitting model under the null hypothesis is the BSk22 EOS with no superfluidity. In

Tabs. H.2, H.3, H.4, H.5, and H.6, we show the best-fit nuisance parameters for the individual

NSs under the null hypothesis for the different EOS and superfluidity combinations. Note

that many of the NSs have best-fit masses near or at 1M⊙, which is the lower edge of our

mass prior. However, as we show, the dependence of our results on the NS mass is relatively

minor, so long as the mass is not large enough for the direct URCA process to be important.

In Fig. H.4 we show the test statistic for upper limits, defined in (H.29), for the indi-

vidual NSs considered in this chapter as functions of the KSVZ axion mass ma. Note that

these curves extend to negative masses, though they are only illustrated for positive masses.

We illustrate the test statistics assuming the SFB-0-0 superfluidity model and the BSk22

EOS, since that leads to the most conservative limits for the KSVZ axion. As described in

Sec. H.2.2, assuming Wilks’ theorem is not a good approximation in determining the upper

limit and leads to an overestimate of the limit by ∼50%. Still, for the purpose of comparing

the relative importance of different NSs it is instructive to compare their upper-limit test
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BSk22 BSk24 BSk25 Bsk26 APR

m95
a =14 meV m95

a =12 meV m95
a =8.8 meV m95

a =13 meV m95
a =4.7 meV

0-0-0 m̂a=-8.1 meV m̂a=-9.4 meV m̂a=-9.4 meV m̂a=-11 meV m̂a=-11 meV

σ =0.36 σ =0.8 σ =1.1 σ =0.83 σ =1.4

χ2 =0.46 χ2 =0.99 χ2 =1.8 χ2 =1 χ2 =3

m95
a =16 meV m95

a =13 meV m95
a =9.3 meV m95

a =14 meV m95
a =3.4 meV

SFB-0-0 m̂a=-9.4 meV m̂a=-9.4 meV m̂a=-11 meV m̂a=-13 meV m̂a=-13 meV

σ =0.92 σ =1.1 σ =1.5 σ =1.2 σ =1.9

χ2 =1.2 χ2 =1.9 χ2 =2.9 χ2 =2 χ2 =4.8

m95
a =15 meV m95

a =10 meV m95
a =6 meV m95

a =10 meV m95
a =4.6 meV

SFB-0-T73 m̂a=-8.1 meV m̂a=-9.4 meV m̂a=-11 meV m̂a=-11 meV m̂a=-13 meV

σ =0.83 σ =1.5 σ =1.6 σ =1.3 σ =1.9

χ2 =1.8 χ2 =2.9 χ2 =4.2 χ2 =2.3 χ2 =5.2

Table H.1: 95% C.L. limit m95
a , best-fit axion mass m̂a, and significance σ of the best fit

under the KSVZ axion model for different combinations of EOS and superfluidity model.
We also provide the χ2 quantity which describes the goodness-of-fit of the null model. Note
that significance σ is computed through the MC procedure described in Sec. H.2.1 but is
presented in the equivalent number of σ for a χ2-distributed discovery test statistic.

J1856 BSk22 BSk24 BSk25 Bsk26 APR

MNS = 1.0M⊙ MNS = 1.6M⊙ MNS = 1.4M⊙ MNS = 1.4M⊙ MNS = 1.0M⊙

0-0-0 ∆M = 10−6 ∆M = 10−10 ∆M = 10−10 ∆M = 10−10 ∆M = 10−10

MNS = 1.0M⊙ MNS = 1.4M⊙ MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.8M⊙

SFB-0-0 ∆M = 10−8 ∆M = 10−10 ∆M = 10−10 ∆M = 10−10 ∆M = 10−12

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.8M⊙

SFB-0-T73 ∆M = 10−10 ∆M = 10−10 ∆M = 10−10 ∆M = 10−10 ∆M = 10−12

Table H.2: Best-fit nuisance parameters assuming no axion for the NS J1856 for different
combinations of EOS and superfluidity model.
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J1308 BSk22 BSk24 BSk25 Bsk26 APR

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙

0-0-0 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12

MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.2M⊙ MNS = 1.0M⊙ MNS = 1.6M⊙

SFB-0-0 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−14

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.6M⊙

SFB-0-T73 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−14

Table H.3: Best-fit nuisance parameters assuming no axion for the NS J1308 for different
combinations of EOS and superfluidity model.

J0720 BSk22 BSk24 BSk25 Bsk26 APR

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙

0-0-0 ∆M = 10−14 ∆M = 10−14 ∆M = 10−14 ∆M = 10−14 ∆M = 10−16

MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.2M⊙ MNS = 1.2M⊙ MNS = 1.2M⊙

SFB-0-0 ∆M = 10−14 ∆M = 10−16 ∆M = 10−16 ∆M = 10−16 ∆M = 10−16

MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.4M⊙

SFB-0-T73 ∆M = 10−14 ∆M = 10−16 ∆M = 10−18 ∆M = 10−16 ∆M = 10−20

Table H.4: Best-fit nuisance parameters assuming no axion for the NS J0720 for different
combinations of EOS and superfluidity model.

J1605 BSk22 BSk24 BSk25 Bsk26 APR

MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙

0-0-0 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12

MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.2M⊙ MNS = 1.0M⊙ MNS = 1.4M⊙

SFB-0-0 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−14

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.4M⊙

SFB-0-T73 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12 ∆M = 10−14

Table H.5: Best-fit nuisance parameters assuming no axion for the NS J1605 for different
combinations of EOS and superfluidity model.
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J0659 BSk22 BSk24 BSk25 Bsk26 APR

MNS = 1.0M⊙ MNS = 1.2M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.8M⊙

0-0-0 ∆M = 10−8 ∆M = 10−10 ∆M = 10−10 ∆M = 10−10 ∆M = 10−12

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 2.0M⊙ MNS = 1.6M⊙

SFB-0-0 ∆M = 10−10 ∆M = 10−10 ∆M = 10−20 ∆M = 10−20 ∆M = 10−12

MNS = 1.0M⊙ MNS = 1.0M⊙ MNS = 1.6M⊙ MNS = 1.8M⊙ MNS = 1.6M⊙

SFB-0-T73 ∆M = 10−10 ∆M = 10−10 ∆M = 10−12 ∆M = 10−12 ∆M = 10−12

Table H.6: Best-fit nuisance parameters assuming no axion for the NS J0659 for different
combinations of EOS and superfluidity model.

statistics. Recall that assuming Wilks’ theorem the 95% upper limits are determined by

where these curves cross ∼2.71. From Fig. H.4 we see that the most constraining NS is

J1605, followed by J0720 and J1308.
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Figure H.4: The test statistic for upper limits, defined in (H.29) and in the context of the
KSVZ axion model, for the individual NSs. These curves assume the SFB-0-0 superfluidity
model and the BSk22 EOS. Assuming Wilks’ theorem, the 95% upper limit is given by where
the test statistic is equal to ∼2.71, as indicated. The most constraining NS is J1605.

In the main chapter we interpreted our results in the context of the KSVZ and DFSZ

QCD axion models. In Fig. H.5 we take a more phenomenological approach and consider

axion models characterized by coupling strengths gann and gapp to neutrons and protons,

respectively. The shaded region in that parameter space is excluded by our analysis at

95% confidence. To construct this figure we fix the ratio gann/gapp and then construct the

likelihood profile as a function of gann. The presented limits are then the one-sided 95%

upper limits constructed from our MC procedure.
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Figure H.5: The one-sided 95% upper limits from this chapter in the plane of axion-neutron
(gann) and axion-proton (gapp) couplings. The shaded region is excluded by our analysis; see
text for details.

H.3.2 Axions in younger neutron stars

In this chapter we focus on older NSs, with ages over ∼105 yrs. We find that younger NSs,

including Cas A, are typically less constraining in the context of our modeling procedure,

though a few younger NSs have comparable sensitivity. This point is illustrated in Fig. H.6,

where we compare the upper-limit test statistic (for the KSVZ axion) from the individual NSs

considered in this chapter with those we determine from analyses of five younger NSs. Note

that in Fig. H.6 we show the EOS and superfluidity combinations that lead to the weakest

limits, as estimated by the test statistic assuming Wilks’ theorem, for the individual NSs.

This is unlike in Fig. H.4 where we show the individual test statistics for the EOS and super-

fluidity model that gives the weakest limit in the joint analysis over all five old, isolated NSs.

The properties of the additional NSs are given in Tab. H.7. For Cas A we also include the tem-

perature derivative measurement from [24], who measure Ṫ /T = (0.011 ± 0.0046)/(10 yrs)

assuming the Hydrogen column density was constant over all Chandra observations of Cas

A. As mentioned in the main chapter, previous to [24] analyses of Cas A (such as [596,597])

assumed strong superfluidity in order to explain the rapidly changing Ṫ /T , but [24] pointed

out that much of this cooling was instrumental in nature. Indeed, as shown in H.6, the Cas

A cooling data are consistent with the null hypothesis without 3P2 superfluidity, since the
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Name L∞
γ [1033 erg/s] Age [yr] Refs

Cas A — 330± 19 [585,586]

J173203 17± 10 (4± 2)× 103 [587–590]

J172054 11.4± 4.4 650± 50 [591–593]

J0357 0.015± 0.011 (7.5± 5.5)× 105 [594]

J0538 1.09± 0.47 (1.10± 0.3)× 105 [404,595]

Table H.7: The properties of the supplemental NSs considered in this chapter: CXOU
J232327.8+584842 (Cas A), XMMS J173203-344518 (J173203), XMMU J172054.5-372652
(J172054), PSR J0357+3205 (J0357), PSR J0538+2817 (J0538). Note that for Cas A we
use measurements of its temperature T = (200.0± 5)× 104 K (with the uncertainty roughly
accounting for systematic differences in T measurements between different analyses, in ad-
dition to statistical uncertainties) and its temperature derivative Ṫ /T = 0.0011 ± 0.00046
yr−1 (with the value taken as that with fixed hydrogen column density, since it is the most
conservative) rather than the luminosity measurement [24]. Also, to match the conventions
of [24], the age of Cas A is presented at the reference epoch of 2011.49.

Cas A curve in Fig. H.6 is for the model with no superfluidity and the BSk22 EOS. J173203

has also been the target of previous axion searches [598, 599] that found ma,KSVZ < 0.085

eV at 90% confidence. These works assumed that the age of J173203 was ∼27 kyr [600],

which indeed would require a reduction in neutrino cooling rates to match the observed sur-

face temperature, as discussed in [598, 599]. However, J173203 is actually a much younger

NS, with an age 4± 2 kyr [588–590], which is consistent with the standard cooling scenario

and does not require unusual pairing gaps. We find that with the corrected NS data the

constraint is relaxed. J172054 is a young NS which is naively interesting for axion searches

given its well-measured luminosity of ∼(12 ± 1) × 1033 erg/s [591]. However, this measure-

ment assumes a fixed distance to Earth, and we find that after accounting for the distance

measurement and uncertainty [14] J172054 is not a powerful probe. J0357, although older

than 105 yr, has extremely uncertain luminosity and age measurements, so it is the least

constraining NS in our analysis and we do not consider it in the main chapter. Finally, we

include J0538 in this chapter because its age is debated and could be a lower value than

given in Tab. H.7 of 40± 20 kyr [595]. We find that in either case it is not constraining and

so exclude it from our main analysis. As the ages and luminosities of some of the younger

NSs become better understood in the future, it is likely that they will become more sensitive

probes of axion-induced cooling.
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Figure H.6: As in Fig. H.4 but including the five younger NSs we consider in this chapter,
whose properties are given in Tab. H.7. Note that unlike in Fig. H.4 here we display the test
statistics for the EOS and superfluidity combinations that lead to the weakest limits for the
individual NSs not the combination that leads to the weakest limit in a joint analysis.

H.3.3 Effects of nuisance parameters

In Fig. H.7 we illustrate the effects of the various nuisance parameters that we profile over

in our analysis on NS cooling. We do not include axion in these simulations, and unless

otherwise stated we fix the NS mass at M = 1.4M⊙, the mass of light elements in the

envelope ∆M/M⊙ = 10−12, the BSk24 EOS, and the SFB-0-0 superfluidity model. On top

of the cooling curves which show the surface luminosity as a function of NS age, we indicate

the data points for the isolated NSs that we consider in this chapter.

In the top-left panel we show the effect of varying ∆M . Larger values of ∆M increase

the luminosity at early times but can rapidly decrease the luminosity at late times, for ages

∼106 yrs. The top-right panel indicates illustrates the varying NS mass. For this particular

EOS masses larger than ∼1.6 M⊙ reach high enough densities in the core to undergo direct

URCA neutrino production and thus cool rapidly. The bottom-left panel varies the EOS.

Apart from the BSk22 EOS, the the other EOSs give similar results. The BSk22 EOS is

different in that already for M = 1.4 M⊙ the direct URCA process is allowed. Lastly, the

bottom-right panel shows the effect of the superfluidity model. The 1S0 and no superfluidity

models, which are our fiducial choices, produce similar results. The 3P2 pairing models that

we consider in this chapter. These models undergo rapid cooling at late times when the

temperature drops below the 3P2 critical temperature, from PBF neutrino production, and

are inconsistent with the M7 data. We discuss the 3P2 superfluidity models more in the next

subsection.
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Figure H.7: As in Fig. 9.1 except for an example NS with parameters, unless otherwise stated,
M = 1.4M⊙, ∆M/M⊙ = 10−12, the BSk24 EOS, and the SFB-0-0 superfluidity model. Each
panel varies the indicated parameter, and no axions are included in the simulations. On top
of the cooling curves we indicated the age and luminosity data for the isolated NSs considered
in this chapter. The old NSs considered in our fiducial analysis are in black, while the data
for the younger NSs that we analyze in this chapter are in grey.

H.3.4 3P2 superfluidity

In the right panel of Fig. S6 we showed that the 3P2 superfluidity models appear incon-

sistent with the isolated NS data. Here, we present further details of our 3P2 superfluidity

tests. We consider four different superfluidity models, which are characterized by their zero-

temperature gaps ∆ as functions of Fermi momenta. (Note that the critical temperatures

are proportional to ∆.) The first three models are denoted as models “a”, “b”, and “c”

from [562], and, in NSCool, as SFB-a-T73, SFB-b-T73, and SFB-c-T73, respectively. (These

NSCool models also self-consistently use the SFB 1S0 neutron gap model and the T73 proton
1S0 gap model.) However, more recent works indicate that the 3P2 gap may be substantially

lower than in these models (see, e.g., the recent review [419]). Of all the recent models

reviewed in [419], the SCGF model with long and short range correlations from [601] has the

lowest gap ∆ across all Fermi momenta. Thus, between the SCGF model and the models
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“a”, “b”, and “c” from [562], we span a large range of gaps discussed in the literature for

the possible 3P2 pairing, though of course it is also possible that the gap is substantially

lower such that 3P2 superfluidity never occurs (as we assume in the main chapter).

In the left panel of Fig. H.8 we show the upper limit test statistics, for different EOS,

as a functions of the KSVZ axion mass ma for the indicated 3P2 gap models. Note that all

of these models are inconsistent with the isolated NS data at more than ∼3σ, as may be

inferred from the test statistic at ma = 0 (more precisely, the axion model prefers a negative

mass at more than 3σ). On the other hand, these models are much more sensitive to axions

due to the PBF axion production mechanism. In the right panel of Fig. H.8 we show how

the neutrino PBF process leads to the rapid cooling for the 3P2 models, as seen in e.g. the

right panel of Fig. H.7. We illustrate the ratio of neutrino PBF luminosity (L∞
ν,PBF) to the

bremsstrahlung neutrino luminosity plus L∞
γ . When this ratio is greater than unity it means

that the PBF neutrino process dominates the cooling. Note that since the SCGF model

has the lowest gap the 3P2 superfluidity turns on at the lowest temperature of the models

considered. For this example we fix M = 1.4 M⊙ and ∆M = 10−12M⊙.

We contrast the right panel of Fig. H.8 with Fig. H.9, where we illustrate similar luminos-

ity ratios for the BSk22 EOS and a M = 1.0 M⊙ NS for the model with no 3P2 superfluidity

but 1S0 neutron and proton superfluidity, as we consider in our fiducial analyses. (Note that

the dependence on the EOS and NS mass is minor, and we also take ∆M = 10−12M⊙.) For

that figure we take the KSVZ axion model with ma = 16 meV, at our 95% upper limit. We

show the ratios of the axion and neutrino PBF luminosities, for neutron and proton produc-

tion, to the sum of the total neutrino and axion bremsstrahlung luminosities and the thermal

surface luminosity. Comparing this figure with the right panel of Fig. H.8 illustrates that

the 3P2 pairing, if present, plays a much more important role on the NS thermal evolution

than the 1S0 pairings.

H.3.5 Sensitivity to the neutron star mass

In Fig. H.7 we show that the NS cooling is not very sensitive to the NS mass unless the mass

is large enough for the direct URCA process to become active. As an additional test of the

effect of the NS mass on our final results, we consider including mass priors on J0720, J1308,

and J1856. We do so following [70], who estimate that masses of these NSs as 1.23+0.10
−0.05 M⊙

(J0720), 1.08+0.20
−0.11 M⊙ (J1308), and 1.24+0.29

−0.29 M⊙ (J1856) using gravitational redshift data.

We analyze the cooling data for each of these NSs individually but we add to the likelihood

an extra Gaussian contribution for the NS masses, centered on the mass estimates and with

standard deviations given by the average of the upper and lower uncertainties from [70]. The
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Figure H.8: 3P2 superfluidity leads to rapid cooling of the NSs, as illustrated in the right
panel of Fig. H.7. (Left panel) We show the effects of including axions (for the KSVZ
model) with 3P2 superfluidity, for the 3P2 gap models considered in this chapter. Note that
the SCGF model has the lowest gap and model ‘c‘ has the highest gap. The axion PBF
process results in the NSs being much more sensitive to ma, but on the other hand the
3P2 models appear inconsistent with the isolated NS data. (Right panel) Here, for the case
ma = 0, we show the neutrino PBF luminosity relative to the neutrino bremsstrahlung and
thermal surface luminosities. When the neutrino PBF luminosity dominates the NS will
undergo rapid cooling. Note that for this figure we fix M = 1.4 M⊙.
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Figure H.9: As in the right panel of Fig. H.8 but for the BSk22 EOS, a 1.0 M⊙ NS, and the
superfluidity model with 1S0 neutron and proton pairings but no neutron 3P2 pairing. We
additionally include a KSVZ QCD axion with ma = 16 meV. We show the ratios of the PBF
luminosities for neutrinos and axions produced from neutrons and protons relative to the
total bremsstrahlung luminosity plus the thermal surface luminosity. This figure illustrates
that the PBF process plays a less important role for the 1S0 pairings than for the 3P2 pairing.

results, shown in Fig. H.10, indicate that the upper-limit test statistics are nearly identical

with and without the inclusion of the mass priors.
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Figure H.10: Mass estimates are available from [70] for the NSs J0720, J1308, and J1856.
Here we consider including these mass estimates as priors in our analysis. As shown here,
however, including the mass estimates makes little difference in our analysis.

H.4 Magnetic field decay

In this section consider the possible effects of magnetic field decay on the axion mass upper

limits. We note that despite some dedicated efforts (e.g., [71,602–612]) it is still not standard

to include magnetic field decay in NS cooling, in part because the underlying mechanisms

that transfer heat from the magnetic field to the NS matter are still not well understood.

For example, while the magnetic field at the surface of a NS may be measured by e.g. spin-

down – the M7 have field strengths ∼1013 G – the magnetic fields within the NSs are not

directly observable. The dissipation of energy from these fields into heat depends not only

on the field strength and decay rate but also on the geometry of the fields within the NSs

and the dissipative mechanisms, such as the electric conductivity, which are also uncertain.

Still, there is evidence that old (∼Myr-Gyr), isolated NSs, such as the M7, with stronger

magnetic fields have higher surface temperatures than those with lower magnetic fields,

suggesting that magnetic field decay may play a role in determining the surface temperature

of isolated NSs in the epoch after neutrino emission dominates the energy loss, though this

is far from conclusive (see, e.g., [608]).

While complex 2D simulations of the coupled magneto-thermal evolution are now avail-

able (see [71] for the state-of-the-art), we take a simpler approach in this chapter since, as we

will show, the effect of magnetic field decay appears to be subdominant compared to other

effects that we consider (though this should be checked with dedicated magneto-thermal sim-

ulations incorporating axions). We follow instead the effective approach from e.g. [602,608]
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Figure H.11: We test for the possible effects of magnetic field decay on our axion upper
limits by using a parametric magnetic field decay model, where the magnetic field energy
is dissipated in the crust as a heat source. The results depend sensitivity, in this model,
on the Hall timescale. Using estimates (e.g., [71]) that this timescale is less than τHall =
103 yr /B0,15, with B0,15 the value of the magnetic field in units of 1015 G, we conclude that
B-field decay likely plays a subdominant role, as it produces similar results to the no B-field
scenario. On the other hand, an increased Hall timescale, as illustrated, could weaken the
upper limits. In these analyses we allow for initial magnetic fields up to 1016 G that fill the
entire crust.

and assume that the heat H from magnetic field decay (see (9.1) for the relation of H to

L∞
γ ) is given simply by H = −VeffBḂ, where Veff is the effective volume of the NS that

supports the magnetic field B, with time derivative Ḃ. As is standard, we assume that

the dominant Joule heating arises from Ohmic dissipation in the crustal-confined magnetic

fields, such that in our modified version of NSCool we only include energy injection from H

into the crust. The magnetic energy is likely dissipated in hot-spots in the crust [608], such

that Veff is much smaller than the full volume of the crust. The double blackbody fits for

the M7 indicate that the hot-spots have size of a few km across [278, 289, 324, 326, 407]. In

these hot spots the magnetic field could be ∼10 times higher than the poloidal values [608].

To be conservative we assume Veff is the full crustal volume, which is typically around 1/3 of

the total NS volume, and we consider initial magnetic fields up to 1016 G that fill the entire

crust.

Following [610] we use the phenomenological parameterization of the magnetic field decay

B(t) = B0
e−t/τOhm

1 + (τOhm/τHall)(1− e−t/τOhm)
(H.33)
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with B0 the initial magnetic field strength, τOhm the Ohmic dissipation timescale and τHall

the Hall diffusion timescale. Ref. [610] suggests τOhm ∼ 106 yr and τHall up to τHall ∼
103 yr /B0,15, with B0,15 ≡ B0/10

15 G, though the Hall timescale could be faster. As a test

we fix τOhm = 106 yr (this timescale plays a less important role than the Hall timescale) and

τHall = 103 yr /B0,15. In Fig. H.11 we show the result of adding this heating contribution in

the context of the KSVZ axion model upper limit test statistic profile. We compare the new

result to that with no B-field decay, as considered in the main chapter. The difference be-

tween the two results is minimal. Smaller values of τHall lead to smaller differences, indicating

that magnetic field decay likely plays a subdominant role. As a test, however, we consider

increasing τHall by an order of magnitude to τHall = 104 yr /B0,15. In Fig. H.11 we show that

in this case the upper limit may be weakened by ∼50%. Given the potential relevance of

magnetic field decay to the axion upper limits, this process should be investigated further in

future works using more sophisticated treatments of the B-field decay.

381



Appendix I

Red-Giant Branch Stellar Cores as

Macroscopic Dark Matter Detectors

I.1 M15 DM Halo

In the main chapter we made the conservative assumption that the DM in M15 is sourced

by the Milky Way halo. The DM density within GCs can be significantly larger if the GC

formation took place in an initial DM overdensity, although this scenario is uncertain and

we ignored it in our fiducial analysis. However, if further observations show there is indeed

substructure, the constraints from DM-induced ignition can be improved, and we estimate

the sensitivity gain in this section.

The formation of the GC occurs when the proto-GC virial temperature drops below

∼ 104 K when radiative cooling turns on [509]. At this time the proto-GC collapses, and

the DM halo undergoes adiabatic contraction that increases the steepness of the density

profile towards the center of the GC [613]. Simulations suggest that at high redshifts the

subhalo around GCs is tidally stripped, such that the GC is baryon-dominated by mass at

present times [510]. At later times, stars kinetically heat the DM so that the profile becomes

cored [614].

We assume the parameters derived in [513], which computed present-day M15 DM profile

under this scenario in the context of DM annihilation searches. The DM distribution is cored

at ∼ 10 pc [513], inside which nearly all of the RGB stars are contained [615]. Therefore, we

take the DM density to be a constant throughout the core, with a value of

ρDM = 35M⊙ pc−3 = 1.3× 103 GeV cm−3. (I.1)

The radial stellar velocity dispersion σvr in M15 was measured within the inner 3 pc

382



1016 1018 1020 1022 1024 1026

mχ [g]

101

103

105

107

109

1011

1013
σ
χ
n

[c
m

2 ]

Subaru

Nuclea
r Density

Ia SNe

Figure I.1: The 95% confidence limit on macroscopic DM (red) from the non-observation
of DM-induced He flashes in the GC M15 LF, assuming that M15 hosts its own DM halo.
The region inside the red line is ruled out. The dashed line is the Asimov expectation under
the null hypothesis with green (yellow) bands denoting the 1σ (2σ) containment region. We
show the same constraints detailed in Fig. 11.5.

by [615]; within the inner 1 pc that reference found σvr to be a constant 10.2± 1.4 km s−1,

and declines to ∼7 km s−1 at 3 pc. In [616] σvr was determined out to the cluster edge,

where it continues declining to ∼5 km/s. In the central ∼0.3 pc, σvr may rise to ∼14 km

s−1 [616], but the number of stars in this region is volume suppressed. Therefore, we adopt

the conservative value 10 km s−1 as both the stellar and DM velocity dispersion, so that the

relative velocity dispersion is
√
2× 10 km s−1. Lastly, the GC escape velocity of stars in this

region is ∼ 50 km s−1 [513]. Therefore it is a very good approximation to use Eq. (11.13),
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setting c(t) = 1, which gives

Γ =
√
2π
ρDM
mχ

R2
ζ=1

v2∗esc(Rζ=1)

σvr
. (I.2)

In Fig. I.1, we show the 95% limit on macroscopic DM assuming that M15 hosts a DM

subhalo with the above parameters. Similarly to our fiducial bound plot, the bounded

region is roughly triangular, see text around Fig.11.5. The extra tip to the triangle is due to

the presence of friction near the hypotenuse, which for small values actually focuses the DM

towards the core. Under this scenario, the constraints improve substantially, particularly at

high mχ where the rate is suppressed by low DM number density in the case where the DM

is provided only by the Milky Way halo. The bound is nearly saturated in the sense that

almost all of the parameter space in which DM-induced HFs are possible is disfavored, as

mχ > 1023 g is already disallowed by microlensing. To further sensitivity substantially, new

targets hosting RGB stars of other masses or metallicities may be required, or targets with

more RGB stars that are nearing the standard HF.

I.2 Ignition Profile

We assumed the energy is deposited in a linearly increasing profile from the edge of the

geometric cross section to the center. The exact profile depends on the form of the DM,

as well as on details of shock layer formation in front of the DM. This could increase the

effective area over which the temperature is spread. In the limit where the only change is in

the increase of the effective area, our bounds simply translate upwards to the correspondingly

larger cross sections.

Separately one may be concerned of a sharp dependence of the ignition ratio, Eq. 11.10,

on the shape of the profile. To investigate this we generalize Eq. 11.2 in two ways. Defining

ξ = r/
√
σχn/π, our nominal energy deposition is ∝ (1 − ξ). We investigate the two sets of

profiles

dE

dV
∝ (1− ξn)

dE

dx
, (I.3)

∝ (1− ξ)n
dE

dx
. (I.4)

In Fig. I.2 we show these distributions in the left panel, and an example of the resulting

set of ignition ratios in the right panel. For n = 1 these two shapes are equivalent, and is

the case we assumed for our limits. In the large n limit, the first set approaches a top hat
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Figure I.2: Left Panel The dimensionless energy deposition profiles. Each is normalized
over a cylinder to give the same dE/dx. Right Panel The corresponding ignition parameter
for various profiles. Stellar and DM properties are fixed at the values shown in the figure
inset.

shape, and the latter approaches a delta function peaked at the center of the DM (ξ = 0).

Assuming the former set of lines represent more physical DM models, we find very little

shape dependence.

I.3 Analytic Ignition Rate

In terms of the velocity distribution function, the rate of DM-induced ignition from an

asymptotic surface Ω r2∞ is

Γ = N
ρχ
mχ

r2∞

∫
dΩ

∫
d3v (−v⃗ · r̂) (I.5)

× exp

(−(v + vGC)
2

2σ2
vr

)
Θ(v2esc − (v + vGC)

2). (I.6)

Where r̂ points out from the star, and N is the normalization of f(v⃗)

N−1 = (2πσ2
vr)

3/2 × k, (I.7)

For constant k which accounts for finite MW escape velocity, given by

k =

(
erf

(
vesc√
2σvr

)
−
√

2

π

vesc
σvr

exp

(−v2esc
2σ2

vr

))
. (I.8)
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The solid angle of velocity space which hits the star is πϕ2 ≈ πb2/r2∞ for impact parame-

ter b. Conserving energy and angular momentum gives the gravitationally focused impact

parameter as a function of the escape velocity from the core of the star v∗esc,

b2 = R2
ζ=1

(
1 + v2∗esc/v

2
)
≈ R2

ζ=1v
2
∗esc/v

2. (I.9)

With vGC along the z-axis, v · vGC = vvGC cosθ. Applying these gives

Γ = N
ρχ
mχ

(πR2
ζ=1)v

2
esc2π

∫ 1

−1

dcosθ

∫ ∞

0

dv v (I.10)

× exp

(−(v2 + v2GC + 2vvGCcosθ)

2σ2
vr

)
(I.11)

×Θ(v2esc − (v2 + v2GC + 2vvGCcosθ)). (I.12)

We evaluate this integral with the methods in [617] and arrive with

Γ = Γ0 × c(t, vGC , vesc). (I.13)

Where Γ0 is the rate including gravitational focusing, but without MW escape velocity, or

GC velocity, evaluated at the current time t0. The correction factor for the latter three

effects defines c(t, vGC(t), vesc). These are

Γ0(τ) =
√
2π
ρDM(t0)

mχ

R2
ζ=1(τ)

v2∗esc
σvr

+O(σ2
vr/v

2
∗esc) (I.14)

c(t) =
ρDM(t)

ρDM(t0)

√
πσvr

4kvGC

[
2
√
2erf(

vGC√
2σvr

), (I.15)

− Exp

(
v2esc − 2v2GC

2σ2
vr

)
×
(
erf

(
vGC + vesc

σvr

)
− erf

(
vesc − vGC

σvr

))]
.

Using the M15 orbital data obtained from the authors of [518], we compute the correction

factor c(t) for M15 over the last Gyr and show it in Fig. I.3. This factor accounts for the DM

density variation, GC velocity, and MW escape velocity as M15 orbits the Galactic Center.

Minima (maxima) correspond to the orbital apoapses (periapses). At time t0, today, the

GC is near its apoapsis. We see that the rate is enhanced by a factor of ∼2.8 at periapsis

relative to apoapsis.
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Figure I.3: The correction factor c(t) to the rate of DM-induced ignition for M15, see
Eq. (I.15).
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[249] L. Darmé, L. Di Luzio, M. Giannotti, and E. Nardi, Selective enhancement of the
QCD axion couplings, Phys. Rev. D 103 (2021), no. 1 015034, [arXiv:2010.15846].

[250] A. V. Sokolov and A. Ringwald, Photophilic hadronic axion from heavy magnetic
monopoles, arXiv:2104.02574.

406

http://arxiv.org/abs/1007.4978
http://arxiv.org/abs/1807.03894
http://arxiv.org/abs/hep-ph/9306216
http://arxiv.org/abs/1302.1208
http://arxiv.org/abs/1910.02956
http://arxiv.org/abs/1809.09642
http://arxiv.org/abs/1611.09855
http://arxiv.org/abs/1705.05370
http://arxiv.org/abs/2010.15846
http://arxiv.org/abs/2104.02574


[251] F. M. Walter, S. J. Wolk, and R. Neuhäuser, Discovery of a nearby isolated neutron
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