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ABSTRACT

The connected and automated vehicle (CAV) technology in recent years has demonstrated

its potential in improving efficiency in transportation systems. Prediction, as a key

component of the technology, enables smart vehicles to anticipate future movements

of traffic agents and potential future risks, so as to plan in advance by incorporating

these predictions in their trajectory planning. In this dissertation I propose a prediction-

based framework to identify risky scenarios at urban intersections, develop strategies to

mitigate them, and conduct prediction-based vehicle trajectory planning in a connected

environment. The framework consists of three main components: (1) real-time risky driving

prediction; (2) traffic agent trajectory prediction; (3) prediction-based vehicle trajectory

planning.

For risky driving prediction, I propose an unsupervised learning framework to predict

risky driving at urban intersections in a connected vehicle environment. The proposed

framework uses time series k-means to categorize multi-dimensional time series trajectories

into several context-aware driving patterns. I train an anomaly detection model on the

trajectory dataset to identify anomalous trajectories, and apply this model to clusters of

driving patterns to provide Risky Driving Prediction (RDP) scores for each driving pattern.

I provide a real-time online assessment approach to predict the risk score of driving

trajectories that travel toward a signalized intersection. I use real-world connected vehicle

trajectories collected by a road-side unit (RSU) in Ann Arbor, Michigan to implement the

framework. I use several quantitative measures as well as illustrative tools to validate the

model, and further discuss how the RDP framework can be used to develop network-level

and individual vehicle-level insurance and safety focused applications.

For traffic agent trajectory prediction, I propose a deep learning model, which I call

xii



step attention. The model learns trajectory patterns directly from input trajectories. For

pedestrian trajectory prediction, I evaluate the model using a benchmark dataset and a

proprietary dataset collected at urban intersections. I compare the performance of step

attention with three existing state-of-the-art algorithms. Experiments show that on the

benchmark dataset the average and final displacement errors of step attention for a 4.8-

seconds prediction horizon are 0.53 and 1.72 meters, respectively. Both average and final

displacement errors are favorable compared to the benchmark methods. Furthermore, on

the urban intersection dataset, the proposed model has an average displacement error of

0.74 meters and a final displacement error of about 1.40 meters for a 6-seconds prediction

horizon. I conduct a complementary set of experiments to further investigate model

performance in a real-world intersection. In these experiments, the model gains an

ADE/FDE of 0.76/1.70 m. The proposed model also produces accurate prediction results

on different scenarios composed of different walking patterns (e.g., straight and curvy)

and different environments (e.g., sidewalk and street). The average displacement errors on

all datasets are within the length of a single step of an adult. The experiments also indicate

that the displacement error grows almost linearly with the prediction horizon. Finally, I

extend the architecture to different agents, namely, vehicles and cyclist, and demonstrate

that step attention can perform well on long look-ahead trajectory prediction tasks for

heterogeneous agents.

With aforementioned models and results, I put forward a predictive trajectory planning

framework to help autonomous vehicles plan future trajectories. I develop a partially

observable Markov decision process (POMDP) to model this sequential decision making

problem, and a deep reinforcement learning solution methodology to learn high-quality

policies. The POMDP model utilizes driving scenarios, condensed into graphs, as inputs, to

devise safe, comfortable, and energy-efficient trajectories for the subject vehicle to follow. I

propose a simulation framework to generate socially acceptable driving scenarios using a real

world autonomous vehicle dataset. The simulation framework utilizes Bayesian Gaussian

mixture models to learn trajectory patterns of different agent types, and Gibbs sampling

to ensure that the distribution of simulated scenarios matches that of the real-world

dataset collected by an autonomous fleet. I evaluate the proposed work in two complex

xiii



urban driving environments: a non-signalized T-junction and a non-signalized lane merge

intersection. Both environments provide vastly more complex driving scenarios compared

to a highway driving environment, which has been mostly the focus of previous studies.

The framework demonstrates promising performance for 5 seconds planning horizons. I

compare safety, comfort, and energy efficiency of the planned trajectories against human-

driven trajectories in both experimental driving environments, and demonstrate that it

outperforms human-driven trajectories in a statistically significant fashion in all aspects.

xiv



CHAPTER I

Introduction

1.1 Motivation

Connected and automated vehicle (CAVs) technology is an emerging topic in the

transportation field, and it is regarded as one of the pillars shaping the next generation

of transportation systems. In the past decades, the rapid development of communication

technologies, such as dedicated short range communication (DSRC), 5G, etc., and artificial

intelligence (AI), has brought what was once considered science fiction closer than ever to

reality. Connectivity and autonomy are two major properties differentiating CAVs from

traditional vehicles.

Connected vehicle (CV) technology enables vehicles to communicate with other road

users or infrastructures through embedded communication modules with low latency (Lu

et al. (2014); Siegel et al. (2017)). More specifically, according to the type of the receiver

during the communication process, connectivity can be defined as: i) Vehicle-to-vehicle

(V2V), where communication occurs between vehicles; and ii) Vehicle-to-infrastructure

(V2I), where communication occurs between vehicles and road infrastructures. V2V and

V2I can be combined and referred to as Vehicle-to-everything (V2X). With V2X, vehicle

information is transmitted through Basic Safety Messages (BSMs), with standardized

contents. A BSM typically contains identification of the sender vehicle, its location and

real-time motion status, etc. (Kamrani et al. (2018)).

The development of automated vehicle (AV) technology can be dated back to the late

20th century (Fenton et al. (1976); Shiller et al. (1991)). A fully automated vehicle, i.e.,

1



autonomous vehicle, is anticipated to operate safely and efficiently in daily transportation

systems without human intervention. The introduction of CAVs to existing transportation

systems is envisioned to bring about other benefits, which includes but are not limited

to lowering greenhouse gas emissions (Greenblatt and Saxena (2015)), reducing traffic

congestion (Wang et al. (2017)), boosting economy (Fagnant and Kockelman (2015)), etc.

From profitability to privacy and equity, debates regarding CAVs have never stopped

since the birth of the technology. Among them a core issue is the reliability of the CAV

technology itself. The development of reliable CAV technology is challenging due to the

complexity of transportation systems. When traveling on roads, a CAV is required to

interact with its dynamically changing surrounding environment, e.g., weather, other road

users, road infrastructures, etc., in real-time, and make appropriate driving decisions. The

presence of road users including pedestrians and cyclists, which can be more vulnerable

than machinery, introduces additional requirements to CAVs. Such challenges can be

enhanced in urban areas, especially at urban intersections, which host more complex traffic

environments.

With the advancements in the field, more and more CAVs have begun hitting public

roads and testing the reliability of the technology, thereafter a large volume of defects in

existing CAV-related systems have been exposed. Although systems are well-engineered,

CAV-involved crashes and accidents still emerge occasionally (Petrović et al. (2020); Favarò

et al. (2017)). A recent study shows that 74% of respondents do not trust AVs, nor do they

believe that AVs can outperform a human driver. Participants also believed that AVs would

be prone to malfunction (Othman (2021)). The safety concern of CAV-related systems is

further put under the spotlight by the public for the future development of these systems

(NHTSA (2017); Nunes et al. (2018)). “How to benefit from the CAV technology while

guaranteeing safety of our daily transportation systems” has become an non-negligible

question for researchers, policy makers, and CAV manufacturers.

Successful development and deployment of CAV systems requires combining the

strengths of technology with those of human drivers. Human drivers typically anticipate

what will happen next in their surrounding traffic environment before making driving

decisions. For example, a driver may pause her right turn at an intersection if she anticipates

2



a pedestrian is about to cross the street, and waits until she feels safe enough to finish

the right turn. This property equips human drivers with the ability to avoid potential

accidents, and lowers the risks they pose to their surrounding road users. Similarly, such

predictive-prescriptive mechanism can be integrated to CAV systems to improve their safety

performance. With connectivity and other sensor technologies, CAVs are able to obtain

information about other road users in their surrounding environment. This information can

be used to inform predictive models that CAVs can employ to anticipate the future status

of their surrounding environment. Such predictions can then be taken into consideration to

improve a CAV’s performance as well as its interactions with the rest of the transportation

system. The aforementioned challenges and the potential benefits of developing safety-

focused CAV systems are the main drivers of the proposed framework in this dissertation,

which focuses on one of the most complex driving environments–urban intersections. To

estimate where an agent is heading, trajectory prediction models are proposed within

the framework to predict long look-ahead future trajectories of traffic agents. To further

anticipate the risk brought by surrounding vehicles, a driving risk prediction framework is

proposed. Based on these predictive models, a predictive trajectory planning framework is

proposed to enable CAVs to make informed driving decisions.

1.2 Challenges

Four main challenges currently hinder successful development and implementation of a

predictive-prescriptive CAV-related framework:

• Uncertainty: The surrounding environment of CAVs is composed of a number

of components, such as weather, road surface condition, road geometry, traffic

volume, etc. Many of these factors are time-sensitive and geo-location dependent.

Therefore, when traveling on roads, the surrounding environment of a CAV keeps

changing. Such changes are difficult to enumerate exhaustively. Hence, part of

the uncertainty originates from the inability of CAVs to exactly capture all the

factors in the surrounding environment that may impact them. Another source

of uncertainty is related to other road users. Human behaviors are complex by nature
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as an individual’s intention and psychological state may change frequently, and

heterogeneity of behaviour exists between different individuals. This behavior can

further be affected by physical or social factors (Staats and Staats (1963); Gardner

and Stern (1996)). Uncertainty affects the accuracy of the output of the framework,

and thereby its effectiveness and safety implications. As such, uncertainty should be

embedded into any trajectory planning framework.

• Scalability: To be able to operate in real-world systems, such a framework should

be scalable. When it comes to transportation systems and CAVs, the number of

potential users can grow dramatically when service areas are enlarged. As such, the

framework should be able to support a potentially increasing number of system users

and regions.

• Generalizability: Existing research in the CAV field relies heavily on learning-

based approaches. By examining existing data samples, learning-based methods

extract features from the data, and gain knowledge about the hidden patterns to

facilitate system functionalities. If not formulated and developed properly, data-

driven approaches can easily lead to poor out-of-sample performance. In other

words, the generalizability of the models can be impaired, leading to systems that

work well in specific regions, but perform poorly on others. A generalizable model

ensures the validity and performance of the system when it is transferred from one

location to another.

• Real-time responsiveness: Real-world environments change rapidly, and therefore

decision making in such environments is time-sensitive. A high-quality but late

decision by a CAV can easily result in a disaster. As such, for CAVs operating in the

real world, the framework should generate reliable outputs within reasonable time to

maintain its effectiveness.
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1.3 Contribution and Dissertation Outline

This dissertation puts forward a general predictive-prescriptive safety framework that

utilizes infrastructure-based and vehicle sensors to monitor intersections with the objective

of predicting future trajectories of agents, identifying high-risk scenarios and mitigating

them, and generating high-quality driving polices for vehicles. The framework includes

three main modeling modules, namely a risky driving prediction module, a traffic agent

trajectory prediction module, and a vehicle trajectory planning module that are embedded

within a control framework. The framework and its modules are displayed in Figure. 1.1.

Each of these modules is elaborated in the following.

Figure 1.1: The predictive-prescriptive trajectory planning framework

1.3.1 Predicting Risky Driving in a Connected Vehicle Environment

In Chapter II I propose an unsupervised learning framework to predict risky driving at

intersections in a connected vehicle environment. The proposed framework uses time series

k-means to categorize multi-dimensional time series trajectories into several context-aware

driving patterns. Dynamic time warping (DTW) is implemented within the time series
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k-means algorithm for measuring the similarity between trajectories. DTW is adopted to

make the framework robust to temporal distortions and missing data. I train an isolation

forest model on the trajectory dataset to identify anomalous trajectories, and apply this

model to clusters to provide Risky Driving Prediction (RDP) scores for each driving

pattern. I provide a real-time online assessment approach to predict the probability of

aggressiveness for driving trajectories that move toward a subject intersection. I use real-

world connected vehicle trajectories collected by a road-side unit (RSU) to implement this

framework. Several quantitative measures and illustrative tools are used to validate this

model. I discuss how safety-focused warning systems at the individual vehicle level as

well as at the system level can be developed using this framework.

1.3.2 Step Attention: Sequential Pedestrian Trajectory Prediction

In Chapter III I propose a deep learning model, which I call step attention, for pedestrian

trajectory prediction. The model has a special architecture which consists of recurrent

neural networks, convolutional neural networks, and an augmented attention mechanism.

Rather than developing architectures to model factors that may affect the walking behavior,

the step attention model learns trajectory patterns directly from input sequences. I

evaluate the performance of the step attention model using TrajNet–a publicly available

benchmark dataset collected from a diverse set of real-world crowded scenarios. I

compare the performance of step attention with three existing state-of-the-art algorithms,

including social LSTM, social GAN, and occupancy LSTM on the TrajNet benchmark

dataset. Experiments show that the average displacement error (ADE) of step attention

for a 4.8-seconds-long prediction horizon is about 0.53 m. The final displacement error

(FDE) is 1.72 m. Both average and final displacement errors are favorable compared

to the benchmark methods. I conduct a second set of experiments using data collected

from a four-way intersection through roadside camera sensor platforms to study the

effectiveness of the proposed model in uncrowded environments. On this dataset, the

proposed model has an ADE of 0.74 m and a FDE of about 1.40 m for a 6-seconds-long

prediction horizon. A complementary set of experiments is conducted to further investigate

model performance in a real-world intersection. In these experiments, the model gains an
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ADE/FDE of 0.76/1.70 m. The proposed model also produces accurate prediction results

on different scenarios composed of different walking patterns (e.g., straight and curvy)

and different environments (e.g., sidewalk and street). The average displacement errors on

all investigated datasets are within the length of a single step of an adult. The experiments

also indicate that the displacement error grows almost linearly with the prediction horizon.

1.3.3 A Learning-based Trajectory Prediction Approach for Heterogeneous Traffic

Agents

In Chapter IV I present a learning-based trajectory prediction method for different road

users, including vehicles, pedestrians, and cyclists. The model uses history position

information of traffic agents, and predicts future positions of subjects within a finite

horizon. Instead of developing different model architectures for different agent types, a

generic model architecture is used to learn trajectory patterns. This common architecture is

then trained using agent-specific datasets, providing individualized models for different

agent types. I evaluate the model on the Lyft dataset–a publicly available dataset collected

by a set of autonomous vehicles–and compare its performance against extended Kalman

filter (EKF) as a benchmark. Results indicate that the learning-based method outperforms

the benchmark method and provides high accuracy predictions in 5-second prediction

horizons across all agent types. I also show that the prediction accuracy on rarely-seen

agents can be greatly improved using transfer learning.

1.3.4 Predictive Trajectory Planning for Autonomous Vehicles at Intersections Using

Reinforcement Learning

In Chapter V I put forward a predictive trajectory planning framework to help autonomous

vehicles plan future trajectories. I develop a partially observable Markov decision process

(POMDP) to model this sequential decision making problem, and a deep reinforcement

learning solution methodology to learn high-quality policies. The POMDP model utilizes

driving scenarios, condensed into graphs, as inputs. More specifically, an input graph

contains information on the history trajectory of the subject vehicle, predicted trajectories
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of other agents in the scene (e.g., other vehicles, pedestrians, and cyclists), as well as

predicted risk levels posed by surrounding vehicles to devise safe, comfortable, and energy-

efficient trajectories for the subject vehicle to follow. In order to obtain sufficient driving

scenarios to use as training data, I propose a simulation framework to generate socially

acceptable driving scenarios using a real world autonomous vehicle dataset. The simulation

framework utilizes Bayesian Gaussian mixture models to learn trajectory patterns of

different agent types, and Gibbs sampling to ensure that the distribution of simulated

scenarios matches that of the real-world dataset collected by an autonomous fleet. I

evaluate the proposed work in two complex urban driving environments: a non-signalized

T-junction and a non-signalized lane merge intersection. Both environments provide vastly

more complex driving scenarios compared to a highway driving environment, which

has been mostly the focus of previous studies. The framework demonstrates promising

performance for planning horizons as long as 5 seconds. I compare safety, comfort, and

energy efficiency of the planned trajectories against human-driven trajectories in both

experimental driving environments, and demonstrate that it outperforms human-driven

trajectories in a statistically significant fashion in all aspects.
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CHAPTER II

Predicting Risky Driving in a Connected Vehicle

Environment

2.1 Introduction

The next generation of transportation systems is envisioned to be greatly influenced

by a number of technological advancements, including the connected and automated

vehicle (CAV) technology (Zhang and Masoud (2020)). The connected vehicle (CV)

technology enables a vehicle to be in constant communication with other road users

and infrastructures trough broadcasting and receiving basic safety messages (BSMs), which

contain information on the vehicle’s location, speed, etc. CV technology is anticipated to

enhance mobility by enabling innovative mobility systems (Zhang et al. (2020); Masoud

and Jayakrishnan (2016); Abdolmaleki et al. (2019)). Additionally, CVs can increase safety

in the transportation system through reducing vehicle perception times, allowing vehicles

to ‘see’ beyond line of sight, and providing vehicles with frequent status updates on their

local neighbourhood. CV technology can also help better regulate the traffic flow (Liu et al.

(2020)), which contributes to reduction of accidents by reducing congestion and moderating

driver fatigue and frustration, and reducing the potential for poor driver decisions and

reactions that contribute to accidents (van Wyk et al. (2019); Jeong et al. (2018)). In addition,

CV technology can inform safety focused predictive models that allow for anticipating

risky scenarios in different contexts and proactively taking action to mitigate them. Such

predictive models can help reduce crash rates by monitoring risky drivers and issuing
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warning messages to all road users in a connected vehicle environment or advising traffic

controllers to adjusting traffic light timing to avoid crashes. In this chapter, I develop

a framework for risky driving prediction at intersections. This framework allows the

infrastructure to cluster trajectories into different categories with different driving patterns

as they approach an intersection, and provides predictive RDP scores in real-time, thereby

granting the intersection time to take action (e.g., warn other road users or adjust traffic

light timing ) to mitigate potentially unsafe situations.

A challenge in adopting supervised learning methods in predictive frameworks is

the need for manual labeling of trajectories. As such, the proposed framework has been

designed based on an unsupervised learning framework to ensure model scalability and

avoid introducing bias through subjective labeling. First, since driving behavior can be

dependent on geolocation and the driving environment, labeling will be needed when

transferring a supervised learning model from one intersection to another. This limits the

scalability of the framework. The need for labeling can also become a bottleneck if one

needs to update the model periodically based on newly collected data. In this case, manual

labeling can be time-consuming, thereby limiting the ability of the system to adapt and

update the model in real-time. Secondly, supervised learning methods tend to introduce

labeling bias (Barbosa and Chen (2019)); that is, manual labeling introduces subjectivity in

identifying risky driving behavior.

For a vehicle approaching a traffic intersection, the proposed framework maps the

vehicle trajectory into a set of cluster centroids, where each cluster is associated with

a driving pattern and a probabilistic measure of risk. As the vehicle approaches the

intersection, more of its trajectory profile is revealed, allowing the framework to monitor

the vehicle’s driving behavior and update its RDP score in real-time. I use real-world

connected vehicle data, collected by the Ann Arbor Connected Vehicle Test Environment

(AACVTE) Safety Pilot Model Deployment project (Woodhouse (2014)), to identify and

predict risky driving behavior in real-time. AACVTE is considered as the largest CV test

facility around the world to this date, containing daily trajectories from over 2500 CVs and

75 RSUs (AACVTE (2020)). Connected vehicle data provides standardized safety messages

that contain basic motion-related vehicle information with low overhead (Kamrani et al.
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(2018)). Using CV data, I construct multi-dimensional time series input features, including

measures on basic vehicle motion information, energy, and force to capture and differentiate

driving styles.

The proposed approach constructs a driving risk scale at the vehicle trajectory level,

which can be used by insurance companies and city traffic engineers to monitor and

quantitatively measure driving risk and intersection safety, respectively (Zhang et al.

(2021)). The proposed framework does not require pre-labeled training data, which makes

it scalable and cost-effective to implement in practice. This is an important feature of the

proposed method, since in transportation systems driving patterns could be significantly

dependent of geolocation and the driving environment, rendering manual labeling of data

impractical.

2.2 Related Work

Traffic intersections are scenes to about 50% all of the combined total of fatal and injury

crashes within the United States (USDOT (2018)). Since 1990s, researchers have been

attempting to identify risky and aggressive driving behaviors that play a role in road

traffic accidents (Lajunen and Parker (2001); Houston et al. (2003); Mizell et al. (1997);

Constantinou et al. (2011)). Many studies have focused on improving intersection safety

with consideration of driving behavior (Wali et al. (2018); Aycard et al. (2011)). Risky

driving can be marked by speeding, harsh acceleration or deceleration, ease of getting

agitated by other drivers, frequent honking, cutting across one or more lanes in front of

other vehicles, passing on the shoulders, etc. (Aljaafreh et al. (2012); Shinar and Compton

(2004)). There are many factors that may result in risky driving, such as driver’s personality

and the driving environment (Ma et al. (2020); Alonso et al. (2019)). Regardless of what

factors lead to risky driving, it overwhelmingly manifests itself in vehicle trajectories

through unusual changes in acceleration, as it directly changes vehicle motion (Hong

et al. (2014); Ma et al. (2020); Moukafih et al. (2019)). As such, abnormal accelerating and

decelerating behaviors are considered to be main indicators of risky driving patterns.

There are a number of studies in the transportation literature that focus on risky and
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aggressive driving prediction. The strong majority of these studies rely on survey data

to develop models for predicting risky driving patterns and driver aggressiveness. J.

Deffenbacher et al. (Deffenbacher et al. (1994)) developed a driving anger scale through

self-reported accident frequency surveys. Based on this scale, the authors categorized

drivers into several classes, where each class was associated with an angry level ranging

from ‘not at all’ to ‘very much’. Similarly, E. Constantinou (Constantinou et al. (2011))

investigated the personality factors that contribute to driving risk. J. DePasquale et al.

(DePasquale et al. (2001)) developed a propensity-for-angry-driving scale based on survey

data to measure aggressiveness in drivers. Using survey data, B. Krahe et al. (Krahé and

Fenske (2002)) provided an approach to predict aggressive driving behavior based on

drivers’ personality and attributes of their of vehicles, e.g., vehicle power.

Relying merely on survey data for predicting risky driving could result in training

models that are biased and/or non-generalizable. Survey-based data can be subjective,

as survey respondents could have different understandings of risky driving behavior

(Dula and Geller (2003)). Furthermore, survey-based models typically focus on driver-

level attributes, e.g., driving experience, age, gender, etc., failing to incorporate driving

environmental and situational contexts that could affect driving patterns.

To avoid the drawbacks of survey-based approaches, in recent years some studies have

started leveraging information generated by vehicles and sensors to train models that can

detect risky driving in a timely manner. Among them there are a few studies that use

pre-labeled datasets to train models or compare a trajectory with “templates”/thresholds,

so as to detect risky and aggressive driving behavior. B. Bose et al. (Bose et al. (2018))

proposed a sensor-based classification model to classify trajectories into aggressive or

non-aggressive, and provided binary classification results. J. Lee et al. (Lee and Jang

(2019)) proposed a framework to diagnose aggressive driving through thresholds based on

in-vehicle records such as steering and yaw rate information. A. Aljaafreh et al. (Johnson

and Trivedi (2011)) used smartphone as a sensor platform to recognize driving styles.

They used sensors available on smart phones, such as camera and microphone, to detect

drivers’ gestures and driving events, e.g., accelerating and decelerating. By comparing

these events to aggressiveness “templates”, they categorized driving styles into typical
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(non-aggressive) or aggressive. Similarly, H. Eren (Eren et al. (2012)) used smartphone data

to train a Bayesian classification model to mark unsafe driving behavior. O. Karaduman

et al. (Karaduman et al. (2013)) utilized information from a vehicle’s CAN Bus to detect

driver aggressiveness. Their method selected a number of essential features from the CAN

bus and provided a binary detection of vehicle aggressiveness. P. Droz et al. (Droz and Zhu

(2014)) proposed a method to identify nearby aggressive drivers based on their estimated

distance, with the goal of providing a control strategy for the subject vehicle. Y. Ma et al.

(Ma et al. (2020)) proposed a conceptual road model and performed on-line analysis on

vehicle planes based on in-vehicle kinematic data to identify aggressive driving based on

road alignments.

Compared to survey-based approaches, this class of studies can provide more timely

results on identification of risky driving. However, they only provide binary detection

results (i.e., safe or unsafe, risky or non-risky). These studies fail to recognize that not

all risky driving behaviors are similar, thereby requiring different mitigation strategies.

As such, they may not be sufficient for real-world safety focus applications. In practice,

different responses may be needed for different risky driving behaviors. For example,

harsh braking and speeding may both be marked as risky driving behaviors by a binary

classification model. However, they may impose different risk levels and require different

responses from a mitigation response system (Collins (2011)). Another drawback of these

models is that they require labeled datasets, or manually-labeled risky driving “templates”,

making the training process cumbersome and subjective, since the labeling criteria is

subject to interpretation. In addition, these methods are capable of detecting risks in

driving patterns, but have limited ability to forecast future behavior.

As discussed, existing methods used to identify risky driving suffer from one or more

of the following drawbacks: (i) they are based on descriptive surveys, and therefore may

not be sensitive to situational changes in the driving environment; (ii) they apply only to

the drivers under study, and cannot be necessarily generalized to the driving population;

(iii) they provide binary results, identifying the driving behavior as normal or abnormal,

thereby limiting the set of mitigation strategies that can be taken in response to predictions

of risky and aggressive driving; and (iv) they require pre-labeled datasets, while the
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Study Automatic
data

collection

Situational
awareness

Automatic
labeling

Generalizable Multiple
classes

Deffenbacher
et al. (1994)

✗ ✗ ✗ ✗ ✓

DePasquale
et al. (2001)

✗ ✗ ✗ ✗ ✓

Krahé and
Fenske (2002)

✗ ✗ ✗ ✗ ✓

Johnson and
Trivedi (2011)

✓ ✓ ✗ ✓ ✗

Eren et al.
(2012)

✓ ✓ ✗ ✓ ✗

Karaduman
et al. (2013)

✓ ✓ ✗ ✓ ✗

Droz and Zhu
(2014)

✓ ✓ ✗ ✓ ✗

This chapter ✓ ✓ ✓ ✓ ✓

Table 2.1: Summary of the literature on identifying risky and aggressive driving

labeling process can be cumbersome and subjective. An overview comparison of the

existing studies in the literature on risky driving is provided in Table 2.1.

In the era of CV technology, the need for comprehensive and generalizable diagnostic

and predictive models is conveniently met with high volumes of data collected through

V2V and V2I communications (Zhang et al. (2019)). By leveraging the possibilities brought

by connectivity, the proposed method satisfies the critical requirements of a scalable risky

driving prediction solution, as detailed in Table 2.1. It utilizes real-world CV data, which is

automatically collected by RSUs or CVs. Incorporating situational awareness in predicting

risky driving is important since driving risk is not necessarily a personality trait and can

vary depending on the driving situation. The proposed framework incorporates situational

awareness as it predicts driving risk by identifying trajectories that are anomalous in a

pool of trajectories all subjected to the same driving environmental.

Manual data labeling, which is a practice widely adopted in the literature, can enter

subjectivity into the process. Furthermore, it can hurt the generalization performance of

aggressive driving prediction models, as such models can be dependent on geolocation

and the driving environment. Additionally, significant resources are required to perform
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the labeling task, which may limit the size of the datasets used for training, and possibly

generate biased models.

Another benefit of the proposed method is its ability to provide non-binary predictions.

Although there are several existing methods that can provide real-time identification of

driving risks, they are limited to binary predictions. However, the mere knowledge on

whether a driver is risky or not is not sufficient for informing actions by all road users

and/or traffic engineers. The non-binary results produced by the proposed model provides

a probabilistic view of risky driving, enabling issuing warnings to all road users and for

traffic engineers to adopt more informed mitigation strategies.

The contributions of this chapter are as follows. Unlike the majority of the existing

literature, which are based on descriptive surveys or are heavily reliant on manual

labeling to mark risky and aggressive trajectories, in this study I automate this process by

developing an unsupervised learning method, thereby overcoming the shortcomings of

manual data labeling, including subjective labeling, potential biased models, and lack of

scalability. Secondly, in this work I propose a vehicle motion and physics-based feature

selection methodology to construct high-dimensional features based on basic driving

information. Furthermore, the resulting clusters can be interpreted as driving patterns,

providing context for taking mitigatory actions when a driver belonging to a cluster

demonstrates risky behavior. Another contribution of the framework, to the best of my

knowledge, is producing probabilistic scores to quantify the level of risk, thereby providing

more information that can be leveraged by system users. Finally, I use real world data

collected in a CV environment to implement the framework, and validate the results using

both quantitative measures as well as illustrative tools.

The rest of the chapter is organized as follows: I start by presenting the framework.

This section includes a DTW-based time series k-means algorithm to categorize multi-

dimensional time series trajectories into several clusters that correspond to different driving

patterns, and applying a trained iForest to clusters to assign a risk score to each driving

pattern. Next, I conduct experiments using real-world CV data, and discuss how the

framework can be used to enable individual vehicle-level insurance and safety focused

applications. I end the chapter with the Conclusion section.
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2.3 Methodology

In this section I provide a framework for risky driving prediction. The framework

implements unsupervised learning on multi-dimensional connected vehicle trajectories

to learn driving patterns, and applies an anomaly detection method to identify risky

driving patterns. I start this section by introducing a feature selection methodology to

quantitatively measure the driving risk by considering a vehicle’s real-time motion. Next,

I use a time series k-means algorithm with a DTW similarity measure to cluster multi-

dimensional trajectories into groups of driving patterns. Driving patterns at intersections

capture differences in driving styles. I then train an iForest model to detect anomalous

trajectories and assign risk scores to clusters. An assessment approach is then proposed

to predict real-time driving risk in a probabilistic manner. Finally, I describe how the

proposed framework can be used to determine the risk score of a trajectory as a vehicle

approaches the signalized intersection under study.

2.3.1 Feature Selection

BSMs contain motion-related information including vehicle geolocation, speed,

acceleration, heading, etc. (Cronin (2012)). At each time step, I use this information

to form a multi-dimensional feature profile that can capture drivers’ level of risk. A

number of features are constructed separately for each time step, and concatenated over

multiple time steps, to form time series feature sequences. The details of feature selection

and construction rules are elaborated in the following.

1. Relative location measure, dt: As I am interested in identifying and forecasting risky

driving at intersections, the distance of the subject vehicle to the intersection at time t,

denoted as dt, is incorporated into the feature space.

2. Vehicle motion measures: velocity, vt, and acceleration, at: Research has shown that the

driving risk level is typically related to speed and acceleration (Dula and Ballard (2003);

Wang and Lukic (2011); Danaf et al. (2015)). For example, risky and aggressive drivers are

more likely to drive over the speed limit. Vehicle velocity, denoted by vt, represents the

vehicle motion status at current time t, and vehicle acceleration, at, is a measure of change
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in vehicle velocity (at = (vt − vt−1)/∆t). Both vt and at carry important information about

the level of risk imposed/faced of a driver, and can be obtained through the vehicle’s

on-board sensors or its controller area network (CAN) bus.

3. Energy measure, ∆v2
t : Risky drivers typically accelerate or apply the brakes more harshly

than their peers to achieve a rapid change in acceleration or speed. The functionality of

the vehicle brake is to change the kinetic energy into other forms of energy (e.g., thermal

energy), while the vehicle accelerator creates kinetic energy to facilitate motion. Vehicle

occupants may experience a sharp change in the kinetic energy of the vehicle due to a

variety of reasons, including insufficient driving experience, risky driving attitude, or

driving environmental factors, e.g., pavement quality or the surrounding traffic. As such,

the change in the energy measure corresponds to the intensity of the impact. It should

be noted that not all these factors may be directly observable; however, regardless of the

underlying reason, the changes in kinetic energy can capture the intensity of such impacts.

Therefore, here I incorporate the energy measure in the feature space to capture changes in

the kinetic energy of the vehicle. The kinetic energy of a moving vehicle traveling with

mass m and velocity vt at time t can be calculated as Et =
1
2 mv2

t . Therefore, at time step t, I

can compute the change in kinetic energy as ∆Et =
1
2 m(v2

t − v2
t−1), i.e., ∆Et ∝ ∆v2

t .

4. Force measure, ∆at: According to Newton’s second law (Ft = mat), it is the force that

moves a vehicle. Therefore, the change in acceleration between two consecutive time

steps can capture the change in the vehicle’s tractive effort, i.e., ∆Ft ∝ ∆at, prompting

us to incorporate ∆at as a feature in the model. Note that force and energy measures

capture fundamentally different aspects of vehicle motion while both measures utilize a

compressed memory of vehicle motion based on a history of vehicle trajectory, the force

measure makes use of a longer temporal history compared to the energy measure, as the

force measure at time t contains temporal velocity information from time t− 2 to time

t, and the energy measure contains that from time t − 1 to time t. Furthermore, these

two measures serve different purposes: While the energy measure monitors the general

motion-related impacts on the vehicle, the force measure captures braking-related behavior.

The goal of this study is not only to identify risky driving patterns at intersections,
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but more importantly to predict a vehicle’s level of risk based on its real-time trajectory

while the vehicle approaches the intersection stop line. As such, I form the feature space by

concatenating several seconds of vehicles’ information before they reach the intersection.

Stacking recent trajectory data provides the model with the knowledge of the history

behavior of the driver, which can be helpful in extrapolating their future behavior. With

a 10Hz frequency of data transmission, which is the original setting of the AACVTE

environment, the trajectory sequence is formulated as in Eq. (2.1).

f =[(v1, a1, ∆v2
1, ∆a1, d1), (v2, a2, ∆v2

2, ∆a2, d2), ...,

(v99, a99, ∆v2
99, ∆a99, d99)]

T
(2.1)

2.3.2 Time Series K-means

Unlike existing methods in the risky driving literature that use manual labeling to prepare

training sets, in this chapter I adopt an unsupervised learning method to cluster vehicle

trajectories into a number of driving patterns. The adopted clustering method is consistent

with the feature vector constructed in the previous section, which is a time series sequence.

T. Liao (Liao (2005)) provides a survey on time series clustering methods, concluding

that k-means-based methods provide good performance when clustering time series data.

Hence, based on the survey results, in this study I use time-series k-means to cluster

multi-dimensional vehicle trajectories. Time series k-means is an extension of the k-means

algorithm, with proven high performance in learning from time series data. Given a set

of observations (x1,x2, x3, ..., xn) and k clusters, the objective of the k-means algorithm

is to find a partitioning of data so as to minimize the sum of the intra-cluster variances.

Based on the well-known Loyd’s algorithm, k-means starts by randomly selecting k objects

as cluster centers (centroids). Then, in an iterative process, the following two steps are

repeated: (i) each data point xj in the dataset is assigned to its nearest centroid based on a

distance function dist(ci, xj), where ci ∈ C, i = 1, ..., k, and C is the set including all cluster

centroid; (ii) each cluster centroid is updated based on the objects in the cluster, typically

by taking the mean: ci = ∑
µi
j=1 xj/µi, where µi is the size of cluster i. In its basic form, the
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k-means algorithm uses a Euclidean distance function, guaranteeing that it converges in a

finite number of iterations. The convergence criterion is reached when the cluster centers

do not change in consecutive iterations.

The number of clusters in k-means is an input parameter and cannot be endogenously

determined by the algorithm. Therefore, in this chapter I use the elbow method to

heuristically determine the number of clusters. The elbow method determines the number

of clusters based on the elbow score, which is computed as the sum of the intra-cluster

variances. It is easy to see that a higher number of clusters will result in a smaller elbow

score. The elbow method selects the number of clusters at which the rate of change of the

elbow score becomes smaller than a threshold (Ketchen and Shook (1996)).

Under this setting, by treating each time series feature sequence as a high-dimensional

data point, time series clustering can be implemented using the k-means algorithm. Unlike

traditional k-means in which each point consists of a vector of independent features, in time

series k-means each training point is a vector of dependent features. As such, the traditional

Euclidean distance is not the best measure for quantifying the similarity between points. I

introduce the DTW similarity metric as the measure to compute the distance between two

time series sequences.

2.3.2.1 Dynamic Time Warping (DTW)

When samples to be clustered are time series sequences, the Euclidean distance measure

attempts to find the similarity between two points based on the correspondence between

their time indices. Therefore, the Euclidean matching of two time series sequences can

fail to identify the similarity of two trajectories with identical patterns, but a small shift in

the time domain. DTW is a similarity measure that resolves this issue by asynchronously

mapping two time series sequences. In the problem of interest, if two vehicles have the

exact same multi-dimensional trajectory but one starts preparing for taking action a few

tenth-of-a-seconds later than the other, the Euclidean distance between them could be

as high as that computed for two completely different trajectories. DTW can capture

temporal distortions in time series sequences by finding the optimal alignment path

between sequence points (Berndt and Clifford (1994); Petitjean and Gançarski (2012);
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Taylor et al. (2015)). Other advantages of DTW include being able to compute similarities

between two trajectories of different lengths, and being resilient to missing data points.

Many DTW computation methods are provided in the existing literature. In this chapter,

I use a widely adopted symmetric DTW computation method (Sakoe and Chiba (1978)).

Given two time series sequences S = (s1, s2, s3, · · · , sn) and M = (m1, m2, m3, · · · , mk),

DTW computes the Euclidean distance between S and M, and finds an optimal alignment

path such that the Euclidean distance between the aligned time series is minimal. Denote

the optimal warping trajectory between S and M as π∗ = (w∗1 , w∗2 , ..., w∗Q). An alignment

path π satisfies the below constraints:

• for a position wq = (iq, jq) in π, 0 ≤ iq ≤ n, 0 ≤ jq ≤ k

• wq is related to wq−1 as follows: iq−1 ≤ iq ≤ iq−1 + 1, jq−1 ≤ jq ≤ jq−1 + 1

The optimal alignment, π∗, and its corresponding optimal DTW similarity measure, can be

obtained through Eq. (2.2), subject to satisfying the two previously mentioned constraints.

ddtw = minπ

√
∑

(i,j)∈π

∥Si −Mj∥2 (2.2)

The obtained optimal warping path π∗ is a temporal alignment of S and M, and provides

a symmetric similarity measure regardless of the size of S and M.

Since the DTW algorithm provides the optimal warping trajectory, and following Lloy’s

algorithm, it is easy to show that the sum of intra-cluster variances decreases with iterations

of k-means, guaranteeing that the DTW-based k-means algorithm will converge in a finite

number of steps.

DTW-based clustering serves as a cornerstone of the proposed framework. Using

DTW-based clustering, the framework identifies different driving patterns from the raw

trajectory data. The risk probability for each driving pattern is then computed based on an

anomaly detection method, which will be introduced in following sections. Once the model

is fully trained and the probabilistic risk score of each cluster is obtained, the DTW-based

clustering results serve as a template that can be leveraged during the online assessment

(prediction) process.
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2.3.3 iForest

With a multi-dimensional feature vector and using a DTW-based time series k-means,

I obtain clusters that represent different context-aware driving patterns. Risky driving

trajectories can be modeled as anomalies because the majority behaves “normal” (Ellison

et al. (1995)). Each class of driving pattern can include anomalous points, which I consider

to be risky trajectories. As such, I use iForest to identify risky trajectories in the dataset.

iForest is an unsupervised learning algorithm based on decision trees, and offers an efficient

way for outlier detection in high-dimensional feature spaces (Liu et al. (2012)). Unlike

popular outlier detection methods, e.g., elliptic envelope (Rousseeuw and Driessen (1999))

and one-class SVM (Perdisci et al. (2006)), which profile normal data points or can be very

sensitive to outliers (Amer et al. (2013)), iForest explicitly identifies anomalies by taking

full advantage of the anomalies’ properties of few and different. An iForest uses several

isolation trees to detect anomalies. An isolation tree is constructed as a proper binary tree,

which has either zero or exactly two child nodes. When constructing, given a sample X

from the data with n instances, X is divided recursively by randomly selecting an attribute

and a split value until the tree reaches a height limit, or all data points in X have the same

value, i.e., all instances are isolated (Liu et al. (2008)). The ‘anomaly score’ for an iForest,

denoted as κ(x, ϕ) can be computed as in Eq. (2.3)

κ(x, ϕ) = 2−
E(h(x))

nc(ϕ) (2.3)

where x is a data point, ϕ is the sub-sampling size, h(x) is the the depth of the tree, and

c(ϕ) is the average of h(x) given ϕ, n is the number of fitted estimator during the process.

E(h(x)) is the average depth of the isolation trees that form the forest. The lower the score,

the more abnormal a sample is. Note that the anomaly score penalizes the higher number

of partitions for the normal class.

The iForest has been successfully used in detecting anomalies in stream data (Ding and

Fei (2013)) and to detect anomalous user behavior (Sun et al. (2016)). I train an iForest on

the history trajectory data collected by an RSU at the intersection of interest. The iForest

finds outlier trajectories, which are assumed to be risky driving trajectories, given the
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selected feature space. In the next section, I discuss how the trained iForest can be used to

generate RDP scores for clusters of driving patterns.

2.3.4 Risk Probability

Survey-based studies typically devise risk and aggressiveness scales based on the frequency

at which the survey participants report manifesting risky and aggressive driving behaviors.

Similarly, I adopt a frequency-based method to compute risk scores of clusters that

correspond to driving patterns.

Using a DTW-based time series k-means, I cluster trajectories into different classes based

on a risk-informed features space. To quantify the risk level in each cluster, I use the trained

iForest to identify the risky trajectories in each cluster. By computing the percentage of

risky trajectories in each cluster, I construct a quantitative measure of risk for each driving

pattern, as Pi = T
′
i /Ti, where Pi is the risk probability of cluster i, also known as the RDP

score, T
′
i is the number of trajectories identified as risky by the iForest in cluster i, and Ti is

the total number of trajectories in cluster i.

2.3.5 Real-time Assessment

The goal of this chapter is to predict risky driving before vehicles arrive at an intersection

stop line so as to inform nearby drivers and traffic engineers to take appropriate actions.

As a driver approaches an intersection, more of its trajectory becomes revealed. In the real

time assessment step, the framework computes the DTW similarity measure between the

revealed portion of the trajectory and cluster centers to find the cluster that best represents

the trajectory. The trajectory then adopts the RDP score of this cluster.

The real time assessment process is illustrated in Figure 2.1, where Pk is the RDP

score of cluster k, and pt, pt′ , pt′′ ∈ {P0, P1, · · · , Pk} are the RDP scores of the approaching

vehicle at times t, t′ and t′′, respectively. Once a vehicle enters the CV communication

range of the RSU located the intersection, the framework is activated. At each updating

step, the DTW similarity between the so-far revealed trajectory of the vehicle and all

cluster representatives are computed. The cluster representative that provides the closest
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Figure 2.1: Real-time forecasting of driving risk. The trajectory adopts the RDP score of the cluster to which
it is assigned.
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DTW similarity measure is selected as the cluster that best represents the trajectory, and

the RDP score of that cluster is adopted as the RDP score of the vehicle. This flow of

information is depicted in Figure 2.1 in the form of dashed lines. Assuming that each

cluster representative is a multi-dimensional sequence with length n, then for an incoming

vehicle the computational time complexity of real time assessment is O(kn2), in which the

complexity of DTW similarity measure is O(n2). The computation can be further boosted

through GPU-based parallel DTW computation (Xiao et al. (2013)).

2.4 Experiments

The CV data for the work is collected by AACVTE (Woodhouse (2014)). Connected vehicles

in AACVTE are able to communicate with other surrounding connected vehicles and with

RSUs. When a CV is driving around an intersection equipped with an RSU, it continuously

sends real-time BSMs to the RSU. The RSU then forwards the BSMs to the central server.

As the dataset can include a mix of time-stamped messages reported by many vehicles, I

extract vehicle-level information based on unique vehicle IDs. A part of such vehicle-level

information is a time-series sequence. Each BSM includes information on vehicle ID, its

basic motion information including location, speed, and acceleration, its nearby RSU ID,

etc. Based on this information, I construct the time-series feature sequences using Eq.(2.1).

I investigate the performance of the framework using the CV data collected at the

Huron parkway and Plymouth road intersection, located in Ann Arbor, MI, United States.

The subject intersection is shown in Figure 2.2.

The intersection under study is a fully signalized 4-way intersection with protected left

turns. There is a right-turn only lane at the south bound of the intersection, while all other

three approaches have three lanes: one for left-turn, one for through movement, and one for

through movement and right-turn. The speed limits of the intersection north/south bound

and east/north bound lanes are 35 mph and 45 mph, respectively. Raw data generated

by CVs can contain trajectories that are not driving on the road. For example, if a CV

is driving in a plaza near the RSU, its trajectory will be collected by the RSU. Therefore

pre-processing is needed to exclude those trajectories that are not using the intersection.
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(a) Satellite image of the subject intersection (b) Conceptual diagram of the subject intersection

Figure 2.2: The subject intersection located at the Huron parkway and Plymouth road, in Ann Arbor, MI

2.4.1 Pre-processing Process

I start the experiments by pre-processing the raw data following the two steps laid out

below:

Step 1: For each trajectory in the dataset, find its nearest point to the center of the

intersection. If this distance is greater than the midpoint of the diagonal end points of

the intersection, the trajectory is assumed not to be passing through the intersection, and

is excluded from the dataset. The threshold is selected based on the structure of the

transportation network at the intersection.

Step 2: For each trip, extract the trajectory that is farther than 10 seconds away from

the intersection. These trajectories will be utilized to construct the features. Generally, the

selected trajectories should be as long as possible so as to allow time for mitigatory actions

in case of a risky environment. However, selecting a longer feature profile would result in

trajectories that do not pass though the intersection, or whose behavior is not impacted by

the presence of the intersection yet, reducing the effectiveness of the trained model.

The result of the pre-processing is demonstrated in Figure 2.3. As this figure shows,

this process helps exclude the trajectories that do not pass through the intersection.

After pre-processing, time series profiles of the main features are illustrated in Figure

2.4. The processed dataset includes trajectories from CVs during a one-month period. For
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(a) Raw CV trajectories (b) Pre-processed trajectories

Figure 2.3: (a) raw and (b) pre-processed data

visualization purposes, Figure 2.4 only illustrates trajectories generated by 40 randomly

sampled CVs. This figure serves as a benchmark against which the performance of the

clustering algorithm can be judged.

2.4.2 Time Series K-means

In this section, I demonstrate the driving patterns generated in the target intersection

using the time series k-means algorithm. Since the time series k-means algorithm is a

locally optimal algorithm, I run this algorithm multiple times, each time using a randomly

selected set of points as cluster centers, and use the best obtained clustering, i.e., the one

with the smallest total intra-cluster distances, as the final solution. The elbow method,

used in conjunction with the time series k-means algorithm suggests 3 to 8 number of

clusters for the intersection of interest. The clustering results for the case of 6 clusters are

shown in Figure 2.6 with the visualization of motion-related features. Figure 2.6 shows

that vehicle trajectories are well-clustered compared to the raw data in Figure 2.4. Based

the clustering results, the proportion of trajectories in clusters are 16.9%, 7.8%, 17.4%,

17.9%, 27.7%, and 12.3% from clusters 0 to 5, respectively. This figure demonstrates that

trajectories in each cluster share similar feature profiles, and different clusters showcase

different patterns, providing a visual confirmation that different clusters correspond to

different driving patterns. To quantify the clustering performance, the average inter- and

intra-cluster distances are computed and demonstrated in Table 2.2. The diagonal terms
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(a) Velocity feature (b) Energy measure

(c) Acceleration feature (d) Force measure

Figure 2.4: Feature illustration of raw trajectory data
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in this table show the intra-cluster distances, computed by averaging the DTW similarity

measures between each cluster member and its cluster representative. Each off-diagonal

value is the inter-cluster distance between its corresponding row and column clusters, and

is computed as the DTW similarity measure between the cluster representatives of the row

and column clusters. As demonstrated by this table, for each cluster inter-cluster distances

are overwhelmingly greater than the intra-cluster distance, indicating that trajectories

with similar patterns are clustered together, while trajectories with different patterns are

assigned to different clusters.

To cluster
0 1 2 3 4 5

Fr
om

cl
us

te
r 0 3.32 9.72 6.97 4.83 8,65 4.30

1 9.72 3.12 4.90 8.43 3.13 7.03
2 6.97 4.90 3.72 3.46 1.74 5.64
3 4.83 8.43 3.46 3.82 5.45 6.48
4 8.65 3.13 1.74 5.45 3.95 5.69
5 4.30 7.03 5.64 6.48 5.69 4.23

Table 2.2: Inter- and intra-cluster distances measuring the similarity between and within clusters, respectively

One observation from Table 2.2 is that the intra-cluster distances are not always lower

than inter-cluster distances. This occurs because different clusters may contain cross

behaviors. Note that cross behavior is an intrinsic part of clustering. There is typically a

trade-off between increasing the number of clusters so as to reduce cross behavior, and

accepting some degree of cross behavior in favor of more meaningful clusters. Furthermore,

the impact of the cross-cluster behavior in the general framework is mitigated due to the

fact that clustering is only used to construct driving patterns, whose boundaries are not

exclusive by nature, and the risky trajectory detection step is independent of the clustering

step.

2.4.3 iForest

To systematically mark risky trajectories in each cluster, I train an iForest model on the

full dataset with different contamination rates. I selected contamination rate of 0.18 in the

the experiment as it results in a wide range of RDP scores for clusters, with one cluster
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Figure 2.5: Anomaly scores of training samples based on the trained iForest model

achieving a zero RDP score, thereby proving a bolder distinction between clusters as it

relates to risky driving. This value is based on the general driving attitude in the region,

and could vary depending on the application and the tolerance for abnormal behavior.

Results are demonstrated in Figure 2.5. This figure demonstrates the anomaly scores of

the data points as generated by the iForest, and quantified using Eq. (2.3). Anomalous

trajectories are generally easier to isolate, leading to shallower trees to correctly identify

them. The average score for anomalous trajectories is the study is 0.4, while that of normal

trajectories is 0.51. The iForest model can successfully identify risky driving behavior, as

trajectories with lower risk typically demonstrate fewer unexpected behaviors, such as

dramatic speed and acceleration change, while trajectories that contain high jerk values

differ substantially from the rest of the trajectories due to sudden changes in their profile.

2.4.4 Overall Framework

To further evaluate the overall performance of the proposed framework, Figure 2.7

demonstrates the mean values and 95% confidence intervals of all features for both normal

and anomalous trajectories in each cluster. In Figure 2.7, solid lines represent mean

values, and blue and gray regions mark the 95% confidence intervals of risky and normal
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(a) Clustered feature illustration-velocity

(b) Clustered feature illustration-energy measure

(c) Clustered feature illustration-acceleration measure

(d) Clustered feature illustration-force measure

Figure 2.6: DTW-based time series k-means clustering results

trajectories, respectively.

As shown in Figure 2.7, anomalous trajectories typically correspond with much wider

confidence intervals, regardless of the feature. Anomalous trajectories also demonstrate a

higher level of uncertainty in driving behavior as identified by frequent changes in feature

mean values. These characteristics correspond to more unexpected behaviors and therefore

higher risk levels. The RDP score of each cluster, defined as the percentage of anomalous

trajectories in the cluster, can be interpreted as the probability of a trajectory assigned to

the cluster demonstrating anomalous behavior. The RDP scores range from 0.0 to 0.412,

which indicate the corresponding risk level of each cluster. As can be noticed in Figure

2.7, within a cluster, the confidence ranges of normal and anomalous trajectories may

overlap. This overlap is due to the fact that normal and anomalous trajectories may have

similar patterns for several time segments. However, note that the unit of modeling here
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(a) Cluster 0 (b) Cluster 1 (c) Cluster 2, RDP score of 0.088.

(d) Cluster 3 (e) Cluster 4 (f) Cluster 5

Figure 2.7: Features and their 95% confidence intervals for normal and anomalous trajectories in clusters. The
gray and blue regions show the 95% confidence intervals of normal and anomalous trajectories, respectively.

is a full trajectory. Therefore, the cluster robustness is determined by confidence ranges

of full trajectories and is not affected by different clusters sharing small portions of their

trajectories, as demonstrated in Table 2.2. In addition, the confidence ranges of anomalous

trajectories are typically much wider than those of normal trajectories, demonstrating the

difference between normal and risky trajectories. Figures 2.6 and 2.7 provide a validation

of the premise of this study that, based on the proposed method, different clusters represent

different driving patterns, and different driving patterns are associated with different levels

of risk.

By investigating feature profiles of the clusters, as indicated in Figure 2.6 and Figure

2.7, rough interpretations can be provided for each driving pattern. Cluster 0 represents a

“decelerating driving pattern” according to its acceleration profile. Note that the full feature

space should be used for such interpretations, and the acceleration profile here is used only

for demonstration purposes. Cluster 1 signifies “waiting and then start moving”, since the

feature profiles show that the majority of trajectories are initially stopped, and then move
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at very low speeds, together with changes in energy, acceleration and force measures. It is

likely that such a feature profile results from a change in the traffic signal light from red to

green. By examining the feature profile of cluster 2, the driving pattern represented by this

cluster can be explained as “safe acceleration”, because the feature profiles show that the

trajectories are accelerating within a narrow acceleration range, and the changes detected

in energy and force profiles are not drastic with a low RDP score. Similarly, I can explain

cluster 3 as “driving with low acceleration”, cluster 4 as “accelerating after a short waiting

period”, and cluster 5 as “driving under uncertainty”, as its feature profiles showcase

several spikes and drastic changes. Note, however, that the above interpretations are given

using only the limited set of features introduced here. Access to further information such

as signal phase and timing (SPaT) or the status of the surrounding vehicles may enable

more accurate, context-aware interpretation.

The iForest requires a pre-defined contamination rate, i.e., the percentage of anomalous

trajectories in the dataset. Here, I conduct sensitivity analysis on the contamination rate and

report the results in Figure 2.8. In this figure, a wide range, 0.10 to 0.45, of contamination

Figure 2.8: Contamination rate sensitivity analysis

rates are applied to the six clusters. For a given contamination rate, each dot represents

a cluster, where the RDP score of the cluster is marked on the vertical axis, and the size
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of the dot represents the proportion of trajectories in it. As Figure 2.8 demonstrates, the

contamination rate affects the range of the RDP scores. This hyper-parameter may be

fine-tuned for different application scenarios. If a larger RDP score range is preferred, a

larger contamination rate could be adopted.

Results from the RDP framework can be used by transportation management agencies

to obtain structural or operational intersection safety profiles, which can be used for

improving intersection safety. For instance, if for a subject intersection most trajectories are

located in clusters that have low RDP scores, then it indicates that the subject intersection

is in generally safe and the existing intersection design is likely to be appropriate. On the

other hand, if an intersection located in the same region is hosting a large number of highly

risky trajectories, this implies that there can be structural or operational issues with the

intersection, e.g., blind spots, narrow lanes, or sub-optimal phasing and timing.

The results of real time assessment and prediction of 10 sample trajectories at the

intersection under study are shown in Figure 2.9. These trajectories are deliberately selected

to showcase different driving patterns. In this figure, I re-assess the clustering assignments

of vehicles every second. In Figure 2.9, when vehicle 5 enters the RSU detection region of

the intersection, it is assigned an RDP score of of 0.412. As it approaches the intersection,

its risk is reduced substantially, to the point of reaching an RDP score of 0.171 at the

intersection. As another example, the RDP score of vehicle 6 does not change throughout

the interval this vehicle approaches the intersection, and remains at the high value of

0.273. It is worth noting that the RDP scores of all vehicles remain constant just before

they reach the intersection. This is because as vehicles approach the intersection, more

of their trajectory profiles are accumulated, enabling the model to produce more robust

predictions.

At the vehicle level, RDP scores can be used to set the appropriate mitigation strategies

when vehicles are still farther away from the intersection, such as issuing safety alerts to

drivers who have high RDP scores, or for behavior-based insurance policies. Similarly,

a safety-focused intersection-monitoring system can also benefit from the proposed

framework by broadcasting warnings to other vehicles at the intersection, or taking other

actions for passive safety, e.g., adjusting the traffic signal light timing to avoid crashes. The
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Figure 2.9: Real time assessment of incoming trajectories

total training time for a training set of size 10,000 is 608 seconds on a personal computer

with 4 Intel-i7 CPU cores, using a parallel training procedure. During the prediction

process, with the pre-trained model, it takes 2.5-4.0 ms to provide the assessment result. In

real-world deployments, the RDP model can be trained offline, and the pre-trained models

can be used for prediction purposes. Considering the general BSM frequency, which is

10Hz (receiving a new message every 100ms) in the experiments, the computation time

is suitable for real-time applications. The CV environment is readily applied to single

intersections, corridors, or regions to ascertain risk and safety and facilitate insurers to

implement dynamic insurance policies as well as enable traffic engineers to reduce crash

rates by traffic signal cycle lengths.

2.5 Conclusion

In this chapter I propose a scalable framework to detect and predict risky driving in a

CV environment. The proposed framework is based on unsupervised learning, and uses
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a multi-dimensional time series feature space, constructed based on connected vehicle

trajectories, to assign risk scores to vehicles approaching a signalized intersection. Unlike

existing studies, the proposed framework does not require a labeled dataset, making

it scalable and easy to implement, especially since risky driving patterns could vary

by location and driving environment. Additionally, avoiding manual labeling and/or

using survey-based datasets eliminates the possibility of introducing subjectivity into

the model. I implement the framework using vehicle trajectories collected through the

AACVTE, for an intersection located in the city of Ann Arbor, Michigan. Results validate the

existence of different context-aware driving patterns among drivers using this intersection.

I demonstrate how this methodology can be used to dynamically update the risk score of a

vehicle approaching the intersection. Furthermore, I discuss how this framework can be

used to construct intersection safety profiles and safety warning systems.

The RDP model can be used by a number of stakeholders to enhance safety at

intersections. It can be used by city traffic engineers to implement real-time control

strategies in response to risky driving scenarios, as informed by driving patterns. In

addition to real-time control measures, cities can identify intersections with lower safety

levels, which correspond to consistently high risk scores across drivers, and attempt to

improve the general safety of the intersection by, for example, improving the intersection

geometry, optimizing SPaT, etc. Additionally, RSUs can send warning messages to risky

drivers with recommendations on how to improve their driving behavior, or issue risk

warnings to all road users to avoid potential accidents. Insurance companies can use

this driver-level risk-based analysis to provide premiums based on a region rather than

assessing premiums individually, thus offering competitive cost insurance rates. Finally,

this information can be used by law enforcement agencies to curb risky driving behavior

of individual drivers.

The proposed framework can be easily transferred to different types of intersections.

When extending the framework to different intersections, intersection-specific models

may be trained. Users may adopt different model parameter settings to customize the

model for different intersections. Examples include using different cluster numbers to

capture the range of driving patterns/contexts at different intersections and different
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contamination rates to model the general level of risky behavior at the intersection of

interest. Additionally, trajectories collected from an intersection may capture intersection-

specific characteristics, including the influence of the geometry of the intersection, existing

SPaT control measures, etc. As such, training intersection-specific models will allow users

to capture such idiosyncrasies.
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CHAPTER III

Step Attention: Sequential Pedestrian Trajectory Prediction

3.1 Introduction

Recent studies on AV technology have demonstrated its potential in improving efficiency

in transportation systems (Fagnant and Kockelman (2015); Hult et al. (2016); Bagloee et al.

(2016)). At the same time, safety concerns surrounding autonomous vehicles are gaining

more attention, partly due to several publicly known incidents involving AVs (Favarò et al.

(2017); Bissell (2018)). Different from traditional vehicles, AVs are equipped with more

sensors to capture the surrounding environment, such as dynamics of other surrounding

traffic agents. AVs are envisioned to share the roadway network with legacy vehicles as

well as other road users. Consequently, one important aspect of autonomous driving is for

the autonomous entity to predict the future trajectories of its surrounding agents, and plan

its motion accordingly (Rudenko et al. (2020)). In addition to alleviating safety concerns,

high-quality trajectory prediction of other agents can enhance model predictive control

(MPC) performance of AVs (Kim et al. (2001); Liu et al. (2017); Almasri et al. (2016)).

This chapter focuses of trajectory prediction for the most vulnerable road users: the

pedestrians. Due to the advancements in sensor technologies, real-time pedestrian location

information can be obtained easily. Pedestrians’ movements can be perceived by cameras,

localization units, or other device in real time (Tian et al. (2019); Yu et al. (2019); Etinger et al.

(2013); Kim et al. (2015)). Given a perceived trajectory of a pedestrian, a timely research

direction is to develop methods that produce high-quality predictions of future pedestrian

movements.
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Pedestrian trajectory prediction is becoming a critically important topic of research as we

move toward the next generation of transportation systems in which pedestrians interact

with AVs, creating safety concerns (Jaipuria et al. (2018); Møgelmose et al. (2015); Ma et al.

(2019); Chandra et al. (2019)). AVs require precise prediction of their dynamic surrounding

environment, which includes pedestrians, for long look-ahead planning. Such predictions

will allow AVs to plan paths that have safety guarantees, and safely engage in other related

driving tasks (Hussein et al. (2016); Saleh et al. (2017)). This could ensure the safety of

the AV occupants, pedestrians, and other surrounding road users. However, the complex

nature of the walking behavior makes long look-ahead walking trajectory prediction a

challenging problem. In general, pedestrians move slower than vehicles, but their motion

change can be rapid due to the complex nature of human behavior. For an adult, the

length of a step ranges from 0.71 m (walking) to 1.49 m (running), taking approximately

0.33 s to 0.53 s to take a step (Hoeger et al. (2008)). Additionally, a pedestrian’s walking

behavior can be subjective, depending on individual characteristics (e.g., age, gender), their

goal of walking, and their dynamically changing surrounding environment (e.g., public

environment, road surface, etc.) (Zacharias (2001)).

In this chapter, I propose a deep learning model, which I call step attention, to achieve

accurate pedestrian trajectory prediction for long look-ahead horizons. In the proposed

model, I introduce long-short term memory (LSTM)-based and gated recurrent unit (GRU)-

based recurrent neural networks (RNNs) to capture sequence-related hidden features

in pedestrian trajectories. A time-distributed kernel is proposed with multiple deep

convolutional neural network (CNN) layers and an augmented attention mechanism in

order to learn patterns of walking behavior.

Unlike the existing deep learning approaches, step attention does not explicitly model

environmental factors such as social interactions, pedestrian density in the under-study

region, road surface conditions, weather, etc. Not only can it be unrealistic to collect real-

time information on all these factors, but also incorporating all such features creates large-

scale input spaces on which learning generalizable models may prove to be impractical

(Rasouli and Tsotsos (2019)). On the contrary, step attention captures these factors by

means of learning patterns on revealed pedestrian trajectories. As such, step attention can
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be implemented in any generic environment, and does not require a certain density of

other agents or network conditions to perform well.

I showcase the performance of step attention by conducting experiments on the well-

known and diverse benchmark dataset TrajNet (Sadeghian et al. (2018)), as well as real-

world pedestrian trajectories collected through infrastructure-based roadside sensors and

portable devices. I show that owing to its generic model architecture, step attention

provides accurate predictions and outperforms state-of-the-art methods based on two

commonly used evaluation metrics, i.e., the average displacement error (ADE) and the final

displacement error (FDE) along the prediction horizon. The proposed model also shows

good performance when generalizing to driving environments, specifically intersections,

for long look-ahead predictions, with an approximately linear prediction error propagation

trend within the prediction horizon.

The main contributions of this chapter are as follows: i) A deep learning-based model

is proposed for long horizon pedestrian trajectory prediction. Instead of utilizing as

much information as possible, e.g., surrounding traffic status, road surface condition,

weather condition, etc., the model uses only history trajectory of subject pedestrians,

reducing the information requirements compared to other learning based methods. Less

information requirement makes the model more adaptive to different systems, as history

trajectory is one of the the most basic information and can be easily accessed in different

environments; ii) A novel architecture is designed and developed within the model,

including an LSTM-RNN kernel, a time-distributed kernel, and a GRU-RNN kernel, to

learn different patterns. In the time-distributed kernel, augmented attention is introduced

as an improvement strategy to mitigate the drawbacks of CNNs and to learn global

information from its previous layers; iii) The proposed model uses a sequential prediction

strategy, which allows users to select the prediction horizon freely based on their need

and/or tolerance to prediction error; iv) The proposed model is rigorously tested on three

different datasets that are collected using different sensor systems: (1) several benchmark

datasets collected using drones and top-down view cameras in various crowded public

spaces, (2) a proprietary dataset collected using roadside cameras at an intersection, and

(3) A complementary dataset collected using portable devices at a secondary intersection
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location. v) The proposed step attention model outperforms existing state-of-the-art

models and obtains high-quality prediction, with ADE/FDE of 0.53/1.72 m for a 4.8-

seconds-long prediction horizon on the benchmark datasets. It also performs well in

predicting pedestrian trajectories at intersections, obtaining an ADE/FDE of 0.74/1.40

m for a 6-seconds-long prediction horizon on a proprietary intersection dataset, and

ADE/FDE of 0.76/1.70 m for a 6-seconds-long prediction horizon on a complementary

intersection dataset. The performance of the model is visually demonstrated under different

scenarios such as stopping, walking in curvy pattern, walking straight, turning, etc. on the

complementary dataset.

3.2 Related Work

In this section I review the existing work on pedestrian trajectory prediction, with special

emphasis on a type of deep learning architecture called the attention mechanism.

3.2.1 Pedestrian Trajectory Prediction Methods

In the past several years, a large number of methods and algorithms for pedestrian

trajectory prediction has emerged due to its significance in achieving a safe autonomous

driving environment, among other applications (Rudenko et al. (2020); Xu et al. (2018);

Zhang et al. (2019); Alahi et al. (2016); Xue et al. (2019); Sun et al. (2018)). Existing work on

this topic can be mainly summarized into three categories: (i) physics-based models; (ii)

planning-based models; and (iii) pattern-based models (Rudenko et al. (2020)). The rest of

this section is dedicated to the literature on these three categories.

3.2.1.1 Physics-based Models

Physics-based models observe a pedestrian’s motion properties, such as location, speed,

etc., and use laws of physics to predict its future movements. S. Kim et al. used a Kalman

filter and machine learning-based approach to predict pedestrian trajectories through

velocity-space reasoning (Kim et al. (2015)). This method constructed a motion model to

compute the desired velocity of pedestrians, and was shown to offer good performance.
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F. Zanlungo et al. used a social force-based model to predict pedestrian locations so as to

avoid collisions (Zanlungo et al. (2011)). They modeled walking behaviors following the

social force paradigm with physical constraints, and stated that the model achieves high

performance in describing pedestrians’ trajectory sets. However, due to the nature of the

social force model, its performance could be negatively affected when pedestrian density

is low. A. Martinelli et al. proposed a method for pedestrian dead reckoning based on step

length estimation (Martinelli et al. (2017)). Based on the classified walking behavior, the

step length of an individual was estimated, and then the position was inferred. Similary,

W. Kang et al. proposed a smartphone-based method for pedestrian position inference

(Kang and Han (2014)). The step length estimation-based inference was demonstrated

to have good performance in indoor environments, but the inference error accumulated

over time as walking distance increased (Hou and Bergmann (2020)). Based on Wi-Fi

signal fingerprints and smartphone signals, K. Gao et al. proposed a probabilistic method

for indoor position estimation with gyroscope and accelerometer (Gao et al. (2021)). It

demonstrated good performance on overcoming signal changes and improved average

accuracy.

Most physics-based models rely on manually specified model parameters or rules,

which makes their application limited to scenarios such as predicting trajectories in a

closed space, where the uncertainly of movement is more limited compared to outdoor

scenarios. Unlike these models, the proposed step attention model does not manually

specify parameter values; rather, it learns trajectory patterns using history trajectory

profiles.

3.2.1.2 Planning-based Models

Planning-based approaches to predict pedestrian trajectories are typically goal-directed.

B. Ziebart et al. proposed a planning-based model for pedestrian trajectory prediction

with a destination distribution, and formulated a Markov decision process to conduct the

planning and prediction procedures (Ziebart et al. (2009)). This model outperformed the

generalization ability of the variable-length Markov model, which was a hidden Markov

model-based approach capable of predicting 3 s long trajectories (Galata et al. (2001)).
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N. Deo et al. proposed a variational Gaussian mixture model (VGMM) to learn position

distribution. VGMM clustered trajectories into sub-categories based on estimated sources

and destinations, and then trained a model for each sub-category to predict pedestrian

trajectories (Deo and Trivedi (2017)). The planning based approach was a probabilistic

framework and outperformed monolithic VGMM, i.e., a single model for all sub-categories,

of equivalent complexity. E. Rehder et al. adopted deep neural networks to predict

pedestrian trajectories through a planning-based approach (Rehder et al. (2018)). This

method relied on an inferred mixture density function for possible destinations to conduct

goal-directed planning, after which the planner used as a predictor. This work concluded

that planning-based approaches perform well for short horizon predictions, but could

diverge when conducting long term-horizon predictions. P. Dendorfer et al proposed

a deep learning model called goal-GAN for trajectory prediction. It used a two-phase

strategy that first estimated the goals, and then generated predicted trajectories by routing

from the current position toward the estimated goal (Dendorfer et al. (2020)). Y. Yao et al

proposed a method for pedestrian trajectory prediction conditioned on goal estimation

(Yao et al. (2021)). It used a bi-directional multi-modal setting to improve the performance

of the model. H. Tran et al. proposed a goal-driven method for human trajectory prediction

(Tran et al. (2021)). It decomposed the model into two sub-processes: i) goal process; and

ii) movement process. By using a goal channel to govern the prediction and a movement

channel to control the movement details, the authors claimed the method obtained good

performance in long-term trajectory prediction.

Planning-based models always speculate the future goals of a pedestrian. Due to the

uncertainty of a pedestrian’s purpose, this setting can lower their performance when

conducting longer horizon predictions, as demonstrated in some of their findings. In

contrast, the proposed model has an open setting, which does not guess or speculate any

future goals or destinations, thereby increasing prediction accuracy for longer horizon

predictions and improving the generalization ability of the model.
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3.2.1.3 Pattern-based Models

Pattern-based models have become mainstream in recent years due to advancements in

deep learning. The majority of the existing studies focus on designing modules to learn

the interactions and social features between pedestrians, as it is a direct contributor to

individuals’ movements. A. Alahi et al. proposed a deep learning model called social

LSTM to predict human trajectories in crowded spaces (Alahi et al. (2016)). Social LSTM

assumed the interactions between pedestrians could be captured with pooling layers

in model architecture. It used a social pooling strategy to capture patterns of social

interactions, and showed high performance when predicting human trajectories in long

look-aheads. Similarly, H. Xue et al. adopted a different scale strategy to capture the

neighborhood influence to a subject pedestrian (Xue et al. (2018)). A. Gupta et al. used a

novel approach, i.e., social GAN, which was based on generative adversarial networks

(GAN) to learn the interaction pattern between pedestrians and predict their trajectories

(Gupta et al. (2018)). Social GAN predicted several possible future trajectories, and picked

one as its final prediction. The social context was also captured by a shared pooling

layer based on its assumption, similar to social LSTM. They demonstrated that the best

prediction among all predicted candidates achieves a high accuracy when predicting a

4.8-seconds-long look-ahead time. P. Zhang et al. proposed a state refinement module

SR-LSTM for LSTM networks to predict trajectories, and could moderately explain implicit

social behaviors between pedestrians (Zhang et al. (2019)). T. Zhao et al. proposed a

multi-agent tensor fusion model (MATF) to decode the social and interactive relationships

between pedestrians (Zhao et al. (2019)). It aligned spatial encoding of scenes to encoding

of each agent in the scene, and trained a GAN model to learn patterns and generate

predictions. N. Nikhil et al. adopted a CNN based model that was computationally

efficient, allowed fast parallel processing, and achieved competitive performance (Nikhil

and Tran Morris (2018)). Y. Huang et al. extended the idea by taking temporal correlation

between interactions into consideration and producing more socially plausible trajectories

Huang et al. (2019). Y. Xu et al. used a deep neural network-based encoding approach to

predict the displacement between pedestrians and therefore trajectories (Xu et al. (2018)).
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This method assigned different weights to different pedestrians to model the impact of

different social interactions. X. Song et al. proposed a deep convolutional LSTM network

to predict human trajectory (Song et al. (2020)). It used tensors to represent environmental

features, and designed a convolutional LSTM to predict trajectory sequences. R. Quan et

al. proposed a LSTM-based model to predict pedestrian trajectory (Quan et al. (2021)). It

designed a nontraditional LSTM mechanism to capture the intention of pedestrians, and

estimated trajectories accordingly.

The majority of the existing approaches require information from all pedestrians

in the scene, and use this information to inform specific modules in the model to

capture pedestrian interactions and complete the prediction process. This can limit the

generalization ability of the predictor if the surrounding environment is not a crowded

scene, or not all pedestrians’ information is accessible due to reasons such as data

privacy and lack of corresponding data collection facilities, e.g., surveillance cameras.

By constructing a model specifically for capturing patterns such as social interaction, these

models have to find a trade-off between improving prediction accuracy in specific scenes

and maintaining generalization ability, as there can be a large number of factors affecting

an individual’s walking behavior. In contrast, the model uses minimal information and

adopts a decentralized approach; that is, it only uses the trajectory profile of the pedestrian

for whom prediction is taking place. All other factors affecting the pedestrian’s movement

are treated as unknown factors affecting the walking trajectory, or uncertainty of the

environment, and are assumed to be learned by the model. In contrast to the existing

literature, this setting does not limit the applicability of the proposed model to specific

scenes, such as crowded spaces, but provides high quality predictions in a more general

environment, which is essential for real-world pedestrian safety applications.

3.2.2 Attention Mechanism

The past several years have been witness to the development of attention mechanisms

due to their ability to capture interactions and relationships between features, even when

they are not close to each other in sequences (Vaswani et al. (2017); Wang et al. (2017)),

which is a restriction of CNNs. Attention mechanisms have been widely adopted to enable
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learning patterns from sequences in many fields such as video question answering, video

captioning, speech recognition, neural machine translation and so on (Ye et al. (2017); Yan

et al. (2019); Chorowski et al. (2015); He et al. (2018)). A main drawback of many deep

learning-based methods on learning patterns from sequences is that they are not capable of

remembering and learning information in long sequences, which harms their performance

(Sutskever et al. (2014); Bahdanau et al. (2014)). The attention mechanism solves this

problem. Sequence prediction tasks always require sequence inputs. To conduct sequence

prediction, traditional deep learning models usually use encoder-decoder pairs to encode

input sequences into patterns, and then directly decode the resulting learned patterns to

output sequences (Park et al. (2018); Sak et al. (2017)). The general idea of the attention

mechanism is the following: when predicting a sequence with a sequence input, instead

of directly connecting the encoding networks with the decoding networks, the attention

mechanism creates shortcuts between the context vector built in the encoder networks.

That shortcut design compresses the global information by connecting the input sequence,

e.g., the entire source input, to the target sequence, e.g., an RNN sequence (Bahdanau

et al. (2014); Luong et al. (2015)). This helps models improve the performance on capturing

global sequence patterns.

Common attention mechanisms use input and target sequences separately to capture

relationships between them. Self-attention, which is a kind of recently proposed attention

mechanism, does not use separate input and target sequences. Instead of computing

representations of a target sequence, given an input vector, it computes the representation

of itself (Cheng et al. (2016); Parikh et al. (2016)). Unlike traditional attention mechanisms

which are parameterized in a deterministic way, self-attention layers are always trainable,

which further provides robustness to models. The attention kernel constructed in the

proposed model is a type of self-attention.

3.3 Methodology

In this section, I introduce different components of the proposed step attention model.
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3.3.1 Problem Statement

In this chapter, I formulate the pedestrian trajectory prediction problem in a generic

environment. Let Xt = (xt, yt) be the location coordinates (Cartesian coordinates) of

a pedestrian at time t. The goal is to predict the position of the pedestrian within the

next n time steps, i.e., (Xt+1, Xt+2, ..., Xt+n), given a history trajectory location sequence

(Xt−m+1, Xt−m+2, ..., Xt) of the most recent m time steps, where m is the maximum trace-

back history and n is the prediction time horizon, both measured as the number of time

steps.

3.3.2 Step Attention

The main idea behind the proposed model is to learn patterns in trajectory sequences, so

as to provide accurate predictions for future movements. In this section, I describe the

detailed architecture of the proposed step attention model, and show how the model is

designed to capture sequence patterns. The model architecture is shown in Figure 3.1. This

architecture is carefully designed based on the advantages and drawbacks of different

types of neural networks, as well as the computation cost. RNNs are known for their

ability in learning time-related patterns. Since the raw input of the model is pedestrian

history trajectories, I introduce an RNN kernel to learn time-related patterns. Within the

RNN kernel, based on LSTM’s demonstrated advantages in learning sequential sensor data

(Li et al. (2019); Wang et al. (2018)), two LSTMs are used in order to explicitly learn time-

related patterns within raw trajectory sequences. After the LSTM-RNN kernel, although

time-related patterns are learned, high-dimensional patterns within each time step may

be missed due to the drawbacks of RNN. To overcome this problem, the second kernel,

i.e., the time-distributed kernel, is designed to learn patterns for each time step. Within

this kernel, deep CNNs are adopted to learn patterns within a time step. However, due to

the nature of the convolution operation, CNNs learn only local information of their inputs

and represent learned patterns in 2-D convolutions based on convolution kernels. These

2-D convolutions are isolated between each other and their original spatial information

in inputs are missing. The augmented attention is adopted to mitigate this drawback
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by introducing relative spatial logits to represent relative position information of inputs,

and use such information along with learnable weights to learn global patterns of inputs.

The time-distributed kernel outputs a new sequence, which represents previously learned

patterns in time order. Hence, another RNN is developed to further learn the sequence-

related features in the series. Unlike the first RNN kernel, the second RNN kernel uses a

GRU due to its computation efficiency. Note that the proposed model predicts the position

of the next step based on the history trajectory information, and uses this prediction to

predict future time step positions sequentially, thereby producing a sequential trajectory

prediction.

Figure 3.1: Step attention architecture

3.3.2.1 LSTM-RNN Kernel

In the past decade, RNNs have demonstrated great performance in capturing series-related

features from sequences (Greff et al. (2016); Dey and Salemt (2017)). LSTM is a mechanism

that is able to store and forget input information through its forget, input, and output gates.

An LSTM-based RNN layer is a looped structure in which the output of a time step is

connected to the next time step, as demonstrated in Figure 3.2, where m is the number of
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Figure 3.2: An LSTM-RNN layer illustration

time steps. Note that to make the LSTM process of m× 2 shape into an output shape of

m× 128, the strategy I use is to set 128 units in the hidden layer of the LSTM cell. Each

LSTM cell takes in a 2× 2 shape vector and outputs the shape of 1× 128 according to the

hidden layer. An LSTM layer is formed by duplicating m LSTM cells, and therefore the

output shape of m× 128 is obtained after the LSTM layer.

As demonstrated in Figure 3.1, an LSTM-RNN kernel is implemented at the beginning

of the architecture. The LSTM-RNN takes inputs of shape [m, 2], where m is the history

trajectory length and 2 is the dimension of the location coordinates. First, the trajectory is

encoded and learned by an LSTM layer of shape [m, 128], and then it is passed to a second

LSTM layer of shape [m, 256]. The two LSTM layers extract time-related patterns directly

from the input trajectory. The LSTM-RNN kernel processes the raw pedestrian trajectory

into a new high-dimensional time-ordered sequence.

3.3.2.2 Time-distributed Kernel

I use a time-distributed kernel to capture patterns from the LSTM-RNN output sequences.

Given a time-ordered sequence, the time-distributed kernel assigns a pipeline to every

input in the sequence. Pipelines from different time steps do not share weights with each

other. As a result, the time distributed kernel generates an ordered sequence as its output.

In other words, each pipeline learns high dimensional patterns from a single time step for

which it is trained.

I develop the time-distributed kernel with multiple CNN layers and an augmented
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attention mechanism, followed by several fully connected layers. In the beginning, the raw

input trajectory sequence encoded by the LSTM-RNN layer is reshaped to [m, 16, 16], i.e.,

into a sequence of m 2-D tensors with dimension [16, 16]. The purpose of the reshaping

step is to prepare the encoded sequence for the following CNN kernel, as the CNN within

each pipeline is constructed to take a 2 dimensional tensor as input. As shown in Figure 3.1,

each pipeline begins with four CNN layers with shapes [13, 13, 1024], [12, 12, 512], [9, 9, 256]

and [8, 8, 128]. A max-pooling layer then performs pooling to conduct down sampling.

Next, three more CNN layers with shapes [3, 3, 64], [2, 2, 32] and [1, 1, 16] are designed to

further learn high dimensional patterns. The augmented attention, which is explained in

detail in the next section, is then implemented to squeeze and learn the patterns processed

by the previous layers, and generate an output of shape [1, 1, 4]. Three fully connected

layers with shapes [4], [128] and [32] are then attached to learn from the patterns generated

by the augmented attention mechanism. The final output of the time-distributed kernel is

of the shape [m, 32], as each trajectory contains m time steps.

Through the time-distributed kernel, the proposed architecture learns patterns in a

high dimensional space within every time step. That is, rather than learning a global

sequence pattern from the input trajectory, which is the task of the RNN kernels in the

model, the time-distributed kernel focuses on learning patterns in each time step. As

convolution sequences are generated by the CNN layers in the time-distributed kernel

for each time step, the augmented attention mechanism learns the global patterns in the

convolution sequences generated in a time step, which mitigates the drawback of CNNs, i.e.,

learning only local information.

3.3.2.3 Augmented Attention

Outputs of CNNs in the proposed architecture are sequences of 2 dimensional (2-D)

convolutions. For each time step in the time-distributed kernel, after several CNN layers, I

obtain long convolution sequences that represent local information of their leading layers.

I introduce augmented attention to allow the model to capture global information of the

convolutions from the previous layer. Traditionally, the family of attention mechanisms,

including the self-attention mechanism, is used for one dimensional (1-D) inputs. I. Bello
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et. al proposed an attention mechanism that is augmented to convolutional networks. The

augmented attention mechanism sees accuracy improvement over the ResNet50 (He et al.

(2016)) baseline and outperforms other attention mechanisms (Bello et al. (2019)). The

standard 1-D self-attention uses query Q, key K and value V logits to compute multi-head

attention (MHA) results as proposed in the Transformer architecture (Vaswani et al. (2017)).

Given a flattened 1-D input matrix X of the original matrix, the resulting value Oh of a

single head h is computed as in Eq. (3.1).

Oh = Softmax(
(XWq)(XWk)

T√
dk

h
)(XWv)

= Softmax(
QKT√

dk
h
)V

(3.1)

where Wq, Wk and Wv are learned weights of query, key and value, respectively. dk is the

depth of keys per attention head.

In Eq. (3.1), spatial information related to input width and height is lost as the original

input is flattened into a 1-D vector. This may harm the performance of the model in

learning global patterns. As a single convolution output is always 2-D, in the proposed

framework I use an augmented attention mechanism to take 2-D convolutions as inputs,

and learns global and spatial information within convolutions. In augmented attention,

relative spatial information in a convolution is preserved by introducing additional logits

to compute Oh, as demonstrated in Eq. (3.2):

Oh = Softmax(
QKT + Srel

H + Srel
W√

dk
h

)V (3.2)

In Eq. (3.2), Srel
H and Srel

W are logits representing relative position information from the

input, computed as:

Srel
H [i, j] = qT

i rH
jy−iy

(3.3)
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Srel
W [i, j] = qT

i rW
jx−ix

, (3.4)

where rH
jy−iy and rW

jy−iy are learned representations for relative height, jy − iy, and width,

jx − ix, respectively. Here, qi is the query vector at position i = (ix, iy). The output Oh of

Eq. (3.2) is a single head. While the input is 2-D, I obtain a multi-head attention (MHA)

2-D output. The augmented attention mechanism is then constructed by concatenating the

attention with the previous convolution layer.

3.3.2.4 GRU-RNN kernel

The output of the time-distributed kernel is a set of trajectory patterns that are represented

by a sequence of high-dimensional tensors. Here, I introduce another RNN kernel based

on a GRU-RNN network to further learn time-related patterns in the new sequence, and

decode it into future positions. Similar to LSTM, GRU uses gate design. However, the

gates are limited only to reset and update gates. This makes GRU-based models more

computationally efficient (Nurvitadhi et al. (2016)). The GRU-RNN kernel learns the

time-related patterns of the new sequence. Unlike the LSTM-RNN kernel, the GRU-RNN

layer does not return a time series sequence; instead, the kernel removes the temporal

dimensions (hidden state outputs from time step 1 to t− 1) of the GRU states, and outputs

the state of the most recent GRU unit, which produces a one dimensional output. The GRU-

RNN takes result of previous layers and then squeeze them into the shape [256], followed

by three fully connected layers, with shapes [168], [64], and [2]. The model generates results

with shape [1, 2] as the prediction for the next time step.

3.3.2.5 Sequential Prediction

The proposed architecture predicts future positions of a pedestrian in a sequential

manner. The model outputs n predictions through n executions, where each execution

predicts the future position in a single time step. Given an history trajectory buffer

(Xt−m+1, Xt−m+2, ..., Xt) in the first execution, the model predicts the position of time step

Xt+1. Next, the model removes the oldest point (i.e., Xt−m+1) from the history trajectory,

and pushes the predicted position into the buffer, producing the new input sequence
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(Xt−m+2, ..., Xt, Xt+1). This is followed by another n− 1 executions of the model, where

in each execution the oldest point is removed from buffer and the most recent prediction

is added to it. The final result is a predicted trajectory (Xt+1, Xt+2, ..., Xt+n) with length

n. The sequential prediction strategy is shown in Figure 3.3. Note that the model needs

to be trained only once. Once the model is trained, by updating the trajectory buffer, a

trajectory sequence with any desired length n can be predicted by invoking the trained

model sequentially n times.

Figure 3.3: The sequential learning strategy for trajectory prediction

Unlike models that use a fixed-length sequence prediction strategy, this sequential

prediction strategy allows us to freely control the length of the prediction horizon, which

can prove helpful for real-world applications.

3.4 Experiments and Results

In this section, I study the performance of the proposed model by evaluating it on the

publicly available TrajNet dataset (Sadeghian et al. (2018)) against three benchmark

methods. Trajectories in the TrajNet dataset are collected in locations such as hotel

entrances, campuses, public walking areas, etc. Since TrajNet trajectories are mainly

collected in crowded spaces, this dataset has become a well-known benchmark for trajectory

prediction when modeling human interactions. I also use a second proprietary dataset

whose trajectories are extracted from roadside sensors in a typical inter-city intersection in
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the US. I use this dataset to validate the generalization performance of the proposed step

attention model in real-world settings that are not necessarily crowded. Finally, I conduct

a complementary set of experiment in Ann Arbor, MI, USA, to demonstrate the model

performance and illustrate prediction results on satellite maps.

3.4.1 Data Collection and Preparation

The TrajNet dataset was originally collected through mounted cameras and drones on

university campuses, hotel entrance, etc. Videos were then processed and converted into

images. After that, positions of pedestrians were extracted. Next, pedestrian locations

were converted to trajectories represented by local coordinates. In the chapter I use the

same dataset as used by the benchmark methods (Alahi et al. (2016); Gupta et al. (2018)).

The proprietary dataset was originally collected in video format through roadside

cameras. Videos were then converted into image frames. Within each frame, pedestrians

were detected, and the corresponding pixel locations in the image were obtained. With the

longitude and latitude information of a known base point (e.g., center of the intersection),

previous extracted pedestrian locations were converted to geo-locations represented by

longitude and latitude. Finally, the location information were converted to Cartesian

coordinates, allowing trajectories to be represented using relative locations. As raw data

were in video format, the output of the processing was also be in time order. The final

location information was then used by the model for training and testing.

For the complementary experiments, data was collected using smartphones (i.e., IPhone

devices equipped with SensorLog (Mosenia et al. (2017))) in an intersection in Ann Arbor,

MI. Raw pedestrian motion data were recorded in real-time including longitude, latitude,

speed, etc. Location information, i.e., longitude and latitude, were then extracted offline at

the trajectory level. The collected trajectories were later converted to local coordinates with

the center of the intersection as the origin.
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3.4.2 Experiments on the TrajNet Dataset

I compare the proposed step attention model with three benchmark models, including

social LSTM (Alahi et al. (2016)), occupancy LSTM (Alahi et al. (2016)) and social GAN

(Gupta et al. (2018)) on the TrajNet dataset. These benchmark models are considered

as state-of-the-art on pedestrian trajectory prediction, and are the most commonly used

benchmark methods. The TrajNet dataset is a collection of multiple sub-datasets, including

trajectories collected from top-down view cameras and drones. It also contains trajectories

from earlier pedestrian trajectory datasets including the ETH (Pellegrini et al. (2010)) and

UCY (Lerner et al. (2007)) datasets, and many drone-collected trajectories, mainly from

university campuses. The dataset was initially constructed and used by the proposers of

these benchmark methods to test and demonstrate their model performance for trajectory

prediction in crowded spaces (Social-LSTM (2016); Occupancy-LSTM (2016); Social-GAN

(2018)).

In the experiments with the TrajNet dataset, I use 8 history frames (a total of 3.2 s) for

training–a setting that was also adopted by the three benchmark methods–and predict the

next 12 frames (a total of 4.8 s). I use two metrics to compare the performance of the model

against those of the benchmarks: (i) the average displacement error (ADE), and (ii) the final

displacement error (FDE). ADE is computed by taking the average error of the 12 predicted

time steps for a given trajectory, averaged across the entire dataset. FDE is computed by

averaging the displacement of the final time step (12th time step) across all trajectories in

the dataset. Table 3.1 compares the ADE and FDE measures of the proposed model against

the three benchmarks, showcasing the superior performance of the step attention model.

Table 3.1: Benchmark Performances

Displacement
Errors

ADE (m) FDE (m)

Benchmark
Models
Social LSTM 0.68 2.10
Occupancy LSTM 1.10 3.12
Social GAN 0.56 2.11
Step Attention 0.53 1.72
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Table 3.2: ADE and FDE metrics reported in the form ADE/FDE for all TrajNet sub-datasets for step attention
and the three benchmarks

Benchmark
Models

Social LSTM Social GAN Occupancy
LSTM

Step Attention

Dataset
BIWI ETH 0.98/3.02 1.02/4.21 2.11/6.07 0.59/2.00
Crowds Zara 0.69/2.18 0.41/1.58 1.12/3.19 0.36/1.30
Crowds Univ. 0.77/2.46 0.53/2.26 1.53/4.58 0.51/1.88
Drone 1 0.45/1.35 0.35/1.29 0.61/1.73 0.29/1.03
Drone 2 0.84/2.68 0.62/2.38 1.26/3.60 0.56/1.92
Drone 3 2.66/8.80 1.73/8.18 4.16/10.14 1.28/5.71
Drone 4 0.80/2.66 0.70/2.92 1.24/3.48 0.53/1.85
Drone 5 0.48/1.51 0.31/1.18 0.68/1.97 0.25/0.88
Drone 6 0.57/1.76 0.51/1.86 0.91/2.60 0.38/1.32
Drone 7 1.28/4.17 1.35/4.85 2.54/6.81 0.97/3.39
Drone 8 0.68/1.61 0.60/2.14 0.92/1.97 0.23/0.70
Drone 9 0.81/2.49 0.53/2.21 1.41/4.00 0.46/1.64
Drone 10 0.68/2.06 3.27/3.98 1.17/3.36 0.35/1.21
Drone 11 0.59/2.01 0.44/1.73 1.06/3.20 0.30/1.07
Drone 12 0.68/2.10 0.46/1.81 1.15/3.25 0.42/1.43
Drone 13 0.74/2.31 0.52/2.04 0.93/2.61 0.55/1.80
Drone 14 0.72/2.22 0.63/2.50 1.25/3.62 1.36/3.81
Drone 15 0.72/2.24 0.57/2.23 1.11/3.15 0.44/1.48
Drone 16 0.29/0.95 0.17/0.94 0.56/1.56 0.20/0.71
Drone 17 0.69/2.17 0.56/2.33 1.12/3.13 0.42/1.41

As Table 3.1 demonstrates, the proposed step attention model outperforms all three

benchmark methods in terms of both ADE and FDE. The overall performance reported in

this table is computed by averaging the ADE and FDE metrics across all sub-datasets.

The ADE of the step attention model is 0.53 m. Not only is this value smaller than the

ADE values of the benchmark models, but it is also smaller than the typical range of a

single step length of a pedestrian, which is between 0.71 and 1.49 m (Hoeger et al. (2008)).

Moreover, the FDE of the step attention model for the 4.8 s long-horizon is 1.72 m. This

value is much smaller than those of the three benchmarks, with values 2.10, 3.12 and 2.11

m for the Social LSTM, Occupancy LSTM, and Social GAN, respectively.

The detailed performance results of all sub-datasets are shown in Table 3.2. These results

are shown in the form of (ADE/FDE) for each sub-dataset. The model that provides the best

performance in terms of ADE and FDE metrics is highlighted in bold for each sub-dataset.
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This table indicates that the step attention model outperforms the three benchmarks across

all sub-datasets almost universally. Additionally, analysis on sub-datasets indicates that in

most cases the ADE error of step attention is within a single step length of an adult.

The benchmark sub-datasets in the TrajNet dataset are mainly composed of trajectories

collected from crowded spaces, providing an ideal benchmark for methods that seek to

learn human interactions in crowded spaces. In contrast, the step attention model is

not specifically structured to capture human interactions. This distinction highlights two

benefits of the step attention model: (1) even though it is not designed specifically to capture

interactions in crowded spaces, it can nonetheless outperform state-of-the art methods

and provide high performance in crowded space scenarios, and (2) its generic architecture

allows it to be implemented in scenarios where interactions between individuals is not the

driving factor to govern their motion.

3.4.3 Experiments at Signalized Intersections

Tables 3.1 and 3.2 demonstrate the promising performance of the step attention model

over the state-of-the-art methods on the benchmark dataset. However, the TrajNet dataset

can deviate from commonplace scenarios that can be realized in the real world as it

concentrates on crowded spaces. There are predictive models that perform well on TrajNet

but have poor performance when generalizing to real-world instances. For example, MATF

outperforms Social LSTM on TrajNet, but its average displacement error can be more than

3 m for a 4-seconds-long prediction when extended to a private real-world dataset called

Massachusetts Driving Dataset (Zhao et al. (2019)).

One of the main applications of the proposed model is to enable autonomous vehicles

to accurately predict trajectories of pedestrians, so as to ensure their safety when planning

vehicle motion or allow them to intervene with active safety functions. In this section,

I demonstrate the performance of the step attention model on two datasets collected at

signalized intersections.

The first dataset is a proprietary dataset collected through infrastructure sensors at a

4-way intersection, and contains more than 10,000 pedestrian trajectories. These trajectories

are segmented into large sub-sequences for training and testing. Unlike the TrajNet
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Figure 3.4: The average displacement error at each prediction time step across the test dataset of the
proprietary dataset. The shaded region highlights the 95% confidence interval

dataset, this dataset is not limited to crowded scenarios, thereby enabling us to assess

the generalization performance of the step attention model. All pedestrian trajectories

used for the study have been captured using cameras and then converted into pedestrian

trajectories (sequences of data coordinates) using detection and tracking algorithms.

As the prediction is done in a sequential manner, the error of earlier predictions

can propagate to later predictions. To demonstrate the performance, similar to the

demonstration strategy adopted by (Zhao et al. (2019)), I report the ADE metric averaged

at each prediction time step to show detailed model performance over the entire test set, as

demonstrated in Figure 3.4.

While the prediction horizon in the literature is typically limited to 4 to 5 s, here I

predict the pedestrian trajectories for the next 6 seconds, extending the prediction horizon

beyond the existing literature. Experimental results indicate that step attention can obtain

ADE/FDE of 0.52/0.98 m for a 4-seconds-long prediction, and 0.74/1.40 m for a 6-seconds-

long prediction. Figure 3.4 shows how the model prediction error propagates with the

length of the prediction horizon. The shaded region highlights the 95% confidence interval.

As this figure demonstrates, the prediction error and its 95% confidence interval increase

with the length of the prediction horizon. However, the increase in the displacement error

is approximately linear for a rather long horizon, showcasing the performance of the step

attention model. When deploying the model in a real-world setting, the prediction horizon
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Figure 3.5: The average displacement error at each prediction time step across the test dataset of the
complementary dataset. The shaded region highlights the 95% confidence interval

can be set based on the desired tolerance for the displacement error.

Due to the proprietary nature of the previous dataset, I are not able to visualize and

analyze the prediction performance under different scenarios. To visually illustrate the

performance of step attention, I conduct a complementary set of experiments by collecting

pedestrian trajectories using IPhone devices equipped with SensorLog (Mosenia et al.

(2017)) as the sensor platform at a major intersection in Ann Arbor, Michigan, USA. The

dataset is constructed similarly to the proprietary dataset by using a moving time window

on raw trajectories. This dataset has 226,947 samples for training, 28,368 samples for

validation, and 28,369 samples for testing.

Figure 3.5 shows the overall performance of step attention on the test dataset. For a

6-seconds-long prediction, the ADE/FDE of the proposed step attention model is 0.76/1.70

m. Similar to the proprietary dataset, both the displacement error and the confidence

interval increase when the prediction horizon increases, showing the further I predict

into the future, the lower the accuracy. However, the overall low ADE and FDE values

demonstrate that step attention is able to produce accurate predictions within a 6-seconds-

long prediction horizon. The training and validation error trends are shown in Figure 3.7.

It demonstrates that the training error converges to a small error within 100 epochs, while

no over-fitting occurs as the validation loss decreases gradually.
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(a) Scenario 1: stopped at intersection, ADE=0.03m(b) Scenario 2: walking straight on sidewalk,
ADE=0.22m

(c) Scenario 3: walking on crosswalk, ADE=0.50m (d) Scenario 4: curvy walking on sidewalk,
ADE=0.29m

(e) Scenario 5: turning on crosswalk, ADE=0.49m (f) Scenario 6: turning on sidewalk, ADE=0.30m

Figure 3.6: Prediction results for the case study in an intersection. The observed trajectories, i.e., 4-seconds-
long history trajectories used for training, are colored in blue, while the predicted and the ground truth
trajectories are colored in green and red, respectively.
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Figure 3.7: Learning curve of the proposed model on the complementary dataset

Figure 3.6 illustrates the performance of the step attention model under different

walking scenarios. For each scenario, one representative case is selected, and the pedestrian

trajectory is plotted on top of a satellite map to better visualize the road geometry and

the surrounding environment. Scenario 1 in Figure 3.6(a) shows the predicted trajectory

when the pedestrian is stopped at the intersection. Step attention accurately predicted the

future trajectory which consists of the pedestrian not moving. Scenario 2 in Figure 3.6(b)

demonstrates model performance on a randomly selected case where the pedestrian walks

straight on the sidewalk toward the intersection. Here, the corresponding ADE is 0.22 m

for a 6-seconds-long prediction horizon. Scenario 3 in Figure 3.6(c) depicts and instance

of walking on the crosswalk. The corresponding ADE is 0.5 m. Scenario 4 in Figure 3.6(d)

shows model performance on the case where the pedestrian walks in a curvy pattern on

the sidewalk. The model accurately predicts the future 6-seconds-long trajectory with an

ADE of 0.29 m. Both Figure 3.6(e) and Figure 3.6(f) illustrate the performance of the model

on predicting turning behaviors. In scenario 5, the pedestrian walks on the crosswalk but

turns left to the sidewalk. The step attention model accurately predicts this behavior, with

corresponding ADE of 0.49 m. In scenario 6, the pedestrian is walking on the sidewalk

towards the intersection, and makes a turn to continue walking on the sidewalk rather

than cross the intersection. As demonstrated in Figure 3.6(f), step attention successfully

predicts the future trajectory with an ADE of 0.30 m.
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3.4.4 Error Sources

The model error results from multiple sources: i) sensor quality: All data used in this

chapter are collected through sensors such as cameras or potable devices. The quality of the

sensors largely affects the quality of the collected data, and consequently the performance

of the model; ii) prediction horizon: The prediction error is also affected by prediction

horizon–the longer the prediction horizon, the larger the error. The proposed work adopts

a sequential prediction strategy, indicating that prediction error can accumulate and

propagate across time. However, one advantage of sequential prediction is that users

can freely control the prediction horizon based on their needs and/or tolerance for error;

iii) unexplored features in the input space: Similar to other supervised learning methods,

the proposed model learns patterns from the training data. If a not-previously-seen pattern

appears, the prediction outcome can be less accurate due to the lack of exposure of the

model to that pattern at the training stage.

3.4.5 Computational Efficiency

With an NVIDIA TITAN V GPU, the computation time of one epoch on training and

validation sets is 750 s with the batch size of 32. Corresponding computation time is 0.11 s

for predicting a 6-seconds-long trajectory. With the same hardware setting, it takes 0.17

s, 0.05 s, and 0.09 s for Social LSTM, Occupancy LSTM and Social GAN to produce the

prediction of the same trajectory length, respectively. As specified previously, it takes 0.33

s to 0.53 s for an adult to take a step. Once the model is trained offline, the prediction can

be completed within a step time. Therefore, the proposed model can provide real-time

prediction results.

3.5 Conclusion

In this chapter, I propose a deep learning model, called step attention, to predict pedestrian

trajectories. The proposed model architecture is designed to learn patterns from time-series

input sequences. The architecture is built using a combination of RNN and CNN layers

and a novel augmented attention mechanism. Unlike the existing literature on pedestrian
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trajectory prediction that aims to learn factors affecting an individual’s walking behavior,

e.g., social interactions, the proposed step attention model has a more general design

that aims to learn trajectory patterns directly from input sequences, without making any

assumptions on the environmental settings. This makes step attention more robust, and

applicable to a wide range of real-world scenarios.

I showcase the performance of the step attention model by comparing it to three state-of-

the-art benchmark methods, including social LSTM, social GAN, and occupancy LSTM, on

the well-known TrajNet dataset. For a 4.8-seconds-long prediction, the typical prediction

horizon length used in the literature, step attention outperforms the benchmark methods

in terms of average and final displacement errors. The average displacement error of step

attention (0.53 m) on the TrajNet dataset is less than a single step length of an adult.

I conduct two additional sets of experiments using two pedestrian trajectory datasets

collected at signalized intersections. The first dataset contains pedestrian trajectories

collected using infrastructure-based cameras. Experimental results indicate that step

attention can obtain ADE/FDE of 0.74/1.40 m for a 6-second-long prediction horizon. The

second dataset is collected using portable devices. Step attention obtains an ADE/FDE

of 0.76/1.70 m on this dataset for a 6-second-long prediction horizon. Furthermore,

using this dataset I provide visual validation that the proposed step attention model can

accurately predict future trajectories for different walking behaviors. In both experiments,

I demonstrate that the displacement error increases at an approximately linear rate with

the length of the prediction horizon for horizons as long as 6 seconds.
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CHAPTER IV

A Learning-based Trajectory Prediction Approach for

Heterogeneous Traffic Agents

4.1 Introduction

The past decade has witnessed the rapid development of autonomous vehicle (AV)

technology. AVs are able to drive on their own without any human intervention (Fagnant

and Kockelman (2015)). AVs are envisioned to lower traffic accident rates (Hulse et al.

(2018); van Wyk et al. (2019)), reduce greenhouse gas emissions (Faisal et al. (2019)) and

reduce traffic congestion (Metz (2018)), and enhance mobility (Zhang et al. (2020); Masoud

and Jayakrishnan (2016); van Wyk et al. (2020); Abdolmaleki et al. (2019); Liu et al. (2020)).

To achieve these goals, AVs are expected to accurately perceive, predict, and interact with

their surrounding transportation system (Kato et al. (2015); Miglani and Kumar (2019);

Yoon and Kum (2016)). This chapter focuses on the prediction component, where an AV

uses the spatial temporal information of its surrounding agents to predict their future

trajectories. Using these predictions, AVs can prepare themselves for safely interacting

with other road users, e.g., avoiding collisions (Lefèvre et al. (2014)), improving decision-

making performance (Shi et al. (2020)), etc. Accurate trajectory prediction enables AVs

to anticipate future movements of their surrounding road users, and plan in advance by

incorporating these predictions in their motion planning, e.g., by incorporating model

predictive control (Kim et al. (2001); Liu et al. (2017)). This can help improve driving

performance and mitigate risks both to the AV occupants and its surrounding road users.
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When incorporated in road-side units, such predictive algorithms can be utilized by state

and federal transportation agencies for managing traffic through adjusting traffic control

units (e.g., traffic signals and ramp meters) and/or issuing alerts to agents at risk.

Trajectory prediction for traffic agents can be a challenging task for three main reasons:

(i) The complex nature and heterogeneity of traffic agents: Each traffic agent typically

aims to maximize their own utility, where utility functions may be different across agent

types with different dynamics (Ma et al. (2019)), or even across time and space for a single

agent type (Hoeger et al. (2008)); (ii) The complexity of traffic systems: Traffic systems

consist of different agent types that interact with each other and environmental factors; (iii)

Increasing accumulated uncertainty of prediction within the prediction horizon: When

predicting future movements, due to the uncertainty of the environment, the prediction

error can accumulate along the prediction horizon, rendering predictions that are further

into the future less reliable.

In this chapter I use a learning-based approach for trajectory prediction based on the

previous work discussed in Chapter III that focuses on pedestrian motion prediction.

Unlike the existing learning-based models that develop agent-specific model architectures,

in this work I use a single model architecture to predict trajectories for different agent

types, including pedestrians, vehicles, and cyclists. I train the model on a number of agent-

specific datasets, and evaluate its performance on real-world scenarios. Results show that

the learning-based method outperforms EKF and provides high prediction performance

when predicting 5-second trajectories for pedestrians, vehicles, and cyclists. The major

contribution of this work is that it utilizes a learning-based approach for general purpose

trajectory prediction for traffic agents of different types. The approach does not use agent-

specific architectures or designs, and provides highly accurate results for long-horizon

trajectory prediction. Furthermore, I show that with the proposed approach, trajectory

prediction accuracy for cyclists, which are less commonly observed in transportation

systems compared to pedestrians and vehicles, can be boosted with transfer learning. The

rest of the chapter is organized as follows. I first review the existing work. Next, I elaborate

the model design and its training and prediction strategies. Finally, I evaluate and show

the performance of the model for vehicles, pedestrians, and cyclists using a public dataset
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collected by a set of autonomous vehicles, and show that transfer learning can be used to

significantly improve the prediction accuracy of cyclist trajectories.

4.2 Related work

In this section I review the existing work on trajectory prediction. Current work can be

roughly categorized into two classes: (i) physics-based models, and (ii) learning-based

models.

Physics-based approaches model subjects as dynamic entities that follow the laws

of physics. These models can be more or less complicated depending on the extent to

which they keep track of the properties of entities to perform prediction. Since this type of

models typically only rely on low level properties of motion, e.g., dynamic and kinematic

properties, physics-based motion models are limited to short-term motion prediction.

Typically, they are unable to anticipate any changes in vehicle motion caused by the

execution of a particular maneuver, e.g., slow down and then accelerate to make a turn at

an intersection, or sudden changes caused by external factors (Xie et al. (2017)). Among

physics-based models, Kalman filter (KF)-based approaches are the most wildly used

methods due to their generalization ability (Zernetsch et al. (2016); Schulz et al. (2018);

Prevost et al. (2007)). C. G. Prevost et al. proposed an extended Kalman filter (EKF) model

to estimate the trajectory of moving objects (Prevost et al. (2007)). In their work they utilized

dynamics of objects observed from Unmanned Aerial Vehicle (UAV) to build a motion

model, and provided predictions based on EKF. They demonstrated that the method can

successfully estimate future trajectories on a simulated dataset; however, result can be very

sensitive to pre-defined parameters in the model. J. Schdulz et al. proposed an unscented

Kalman filter method for driver intention estimation and trajectory prediction (Schulz et al.

(2018)). They showed that their method improved prediction accuracy and provided a

lower run time compared to a sequential Monte Carlo method.

Besides KF-based models, there also exists a body of literature that uses probabilistic

estimation for trajectory prediction using a physics-based approach. L. Hewing et al.

proposed a trajectory prediction method based on Gaussian process dynamics (Hewing
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et al. (2020)), in which trajectory dynamics were modeled as a Gaussian process, and

predictions were generated by estimating a Gaussian distribution. They claimed that this

method can improve prediction accuracy at the cost of increased computational demand

for long prediction horizons. However, as indicated by authors, in some cases this method

can lead to significant prediction errors due to the local approximation around the mean.

Another body of literate uses learning-based methods, based on machine learning and

artificial intelligence, for trajectory prediction. Learning-based methods have garnered

considerable attention recently in light of their good performance in long horizon

predictions and superior generalization ability (Ma et al. (2019); Altché and de La Fortelle

(2017); Alahi et al. (2016); Deo and Trivedi (2018b)). Existing learning-based methods

are mainly agent-specific, i.e., they use different model architectures for different agent

types, and even for different environmental settings. A Alahi et al. proposed an approach

called social LSTM, where they modeled human interactions using a long short term

memory (LSTM)-based neural network to predict pedestrian trajectories in crowded

spaces (Alahi et al. (2016)). This method achieved good performance in predicting

pedestrians’ movements in a 4.8-second prediction horizon. However, the method is

designed specifically for pedestrians in crowded spaces, limiting its application to other

agent types, scenarios, or even pedestrians in non-crowded spaces. N. Nikhil et al.

proposed a convolutional neural network (CNN)-based approach for human trajectory

prediction (Nikhil and Tran Morris (2018)). Their model used CNN to learn temporal

representations of pedestrian behavior, and enabled parallelism. It provided competitive

results compared to other models, including social LSTM. K. Saleh et al. proposed a

recurrent neural network (RNN)-based approach for cyclist trajectory prediction (Saleh

et al. (2018)). This method utilized bidirectional LSTM to learn from cyclist trajectories, and

outperformed EKF by 50% in terms of displacement error within a 3-second prediction

horizon. However, the model used longitude and latitude as its input format, rendering

it geo-location dependent. Similarly, Z. Huang et al. proposed an LSTM-based model

to predict cyclist trajectories. This model learned the interactions between a cyclist and

its surroundings, and obtained a 0.86m average error within a prediction horizon of 2.4

seconds (Huang et al. (2021)). B. Kim et al. proposed a probabilistic method for vehicle
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trajectory prediction based on RNN (Kim et al. (2017)). This method utilized occupancy grid

maps to discretize the output space in order to generate accurate predictions. The authors

indicated that the method worked reasonably well in a 2-second prediction horizon.

In addition to aforementioned agent-specific models, there are a few methods that

provide general models for different types of agents. Y. Ma proposed an LSTM-based

model to learn agent behaviors and their interactions (Ma et al. (2019)). This method gained

around 20% improvement in accuracy compared to agent-specific methods, e.g., social

LSTM (Alahi et al. (2016)), social attention (Vemula et al. (2018)), etc. The approach used

raw image sequences as inputs, and required the availability of information from all agents

at all time steps. By modeling the interactions between agents, this method could learn and

predict the behaviors of agents within the scenario from which the images were generated.

H. Cheng et al. proposed an LSTM-RNN model for mixed traffic trajectory prediction.

They indicated that the model can well predict traffic agents’ trajectories in a shared space

within a 3-second prediction horizon (Cheng and Sester (2018)).

As described above, the existing work suffers from one or more of the following

drawbacks: (1) Agent-specific model architectures, e.g., model architectures are designed

specific for pedestrians; (2) Discrete output spaces, as discretizing the output space can

harm the prediction accuracy. Because in real-world scenarios, trajectories are continuous;

(3) Short-prediction horizons; (4) Sensitivity to model parameters; and (5) High information

requirement, e.g, information of all agents present in a scene.

In contrast to the existing literature, in this chapter, I propose a generic model to predict

trajectory of traffic agents, regardless of their type of the environment. Unlike methods

that require information from all agents in a scene, the proposed model only uses history

trajectory information of the subject agents, and learns patterns within those trajectories.

The model does not use agent-specific design in its architecture, and provides trajectory

predictions in a continuous space. The model uses a single architecture and learning setting,

and is trained with different datasets collected from different agent types. The model is

capable of providing high accuracy prediction within a 5-second prediction horizon.
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4.3 Methodology

In this section I delve into the proposed methodology, including the problem definition,

the model architecture, and the learning and prediction settings of the proposed approach.

4.3.1 Problem Statement

In this chapter I consider the problem of predicting an agent’s trajectory in a heterogeneous

transportation system with mixed agent types by utilizing their history trajectory. The

proposed approach obverses the most recent trajectory history of a subject agent, and learns

its motion patterns. Formally, the trajectory prediction problem in a generic environment

can be formulated as follows: Assume Pt = (Pxt, Pyt) is the position of an agent at

time t under a Cartesian coordinate system, where Pxt × Pyt ∈ R2. An agent’s most

recent history trajectory of length m can be represented as (Pt−m+1, Pt−m+2, ..., Pt). The

objective of the problem is to predict the position of the agent for the next n time steps, i.e.,

(Pt+1, Pt+2, ..., Pt+n).

4.3.2 Model Architecture

Developing different architectures for different agent types can be time-consuming and

harder to maintain in real-world applications. More specifically, with agent-specific

architectures, the modeler would need to tune hyper-parameters of all model structures

(e.g., training optimizer, learning rate, etc) separately, making it more difficult to update

and maintain the different structures and requiring more resources (i.e., data, time, and

computational resources). In the proposed approach I develop a generic deep learning

model with a single set of hyper-parameters to learn patterns in trajectories directly,

and provide accurate predictions on agents’ future positions. Instead of using different

model architectures, the proposed approach provides agent-specific predictive models by

conducting the training process on agent-specific datasets.

The common architecture used in this study includes a combination of RNN and CNN

kernels. The input to the architecture includes two-dimensional local coordinates of the

history trajectory of an agent. First, an LSTM-based RNN kernel is used to process the
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raw trajectory inputs and learn time-related patterns. The patterns in each time step are

then reshaped into a square tensor, and are fed to a time-distributed kernel constructed

by CNNs and augmented attention, which is used to capture global information from the

CNN outputs in order to learn patterns within a time step. A number RNN layers are then

used to decode the learned patterns in the time-distributed kernel. Finally, the architecture

outputs the position of the agent within the next time step.

4.3.3 Prediction and Training Settings

During the prediction process, the trained model predicts the future position of an agent

one time step ahead at a time. Hence, a full trajectory is generated sequentially. When

predicting a trajectory, the model maintains an time-ordered observation buffer with

size m. Starting with an observation buffer of m time steps of history trajectory, i.e.,

(Pt−m, Pt−m+1, ..., Pt), the model predicts the agent position in the next time step Pt+1. Next,

the observation buffer is updated by adding the most recent predicted point Pt+1 to the

end of the time-ordered buffer, and removing the first element in the buffer, rendering the

new buffer (Pt−m+2, ..., Pt, Pt+1). With the updated buffer, the position of the agent for the

next time step is then predicted. By repeatedly updating the prediction buffer n times, a

predicted trajectory with length n is obtained. Using this form of sequential prediction, the

prediction horizon can be controlled freely, which is desirable for real-world applications,

as it allows users to change the prediction horizon without having to change the model

architecture and re-train it.

The common model architecture is trained on agent-specific datasets, so as to learn

agent-specific models. Prior to training, the model architecture is specified with a set of

hyper parameters, including training optimizer, learning rate, etc. Next, this common

architecture is trained on pedestrian, cyclist, and vehicle trajectory datasets separately,

resulting in agent-specific models.
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4.3.4 Model Evaluation

I benchmark the model against EKF, which is a wildly adopted state estimation method,

and a popular approach in trajectory prediction. I use two evaluation metrics: Average

displacement error (ADE) and final displacement error (FDE). ADE is computed as the

average displacement error of all predicted time steps of a trajectory, averaged across all

predicted trajectories. FDE is the displacement error of the last time step of a predicted

trajectory, averaged across all predicted trajectories.

I use a velocity-based motion model for the EKF benchmark method, detailed in

Algorithm 1.

Algorithm 1 EKF algorithm for trajectory prediction
Result: Predicted trajectory sequence S with length n

1 Require: µt−1, Σt−1, ut, et, H, R, Q
2 Initialize result sequence S = ∅, round=1
3 Repeat step 1 to step 8 below m+n times:

4 µt = µt−1 +

− vt
ωt

sinµt−1,θ +
vt
ωt

sin(µt−1,θ + ωt∆t)
vt
ωt

cosµt−1,θ − vt
ωt

cos(µt−1,θ + ωt∆t)

ωt∆t


5 et = h(µt)

6 Gt =

1 0 vt
ωt

cosµt−1,θ − vt
ωt

cos(µt−1,θ + ωt∆t)

0 1 vt
ωt

sinµt−1,θ − vt
ωt

sin(µt−1,θ + ωt∆t)

0 0 1

 Σt = GtΣt−1GT
t +Rt

7 Kt = ΣtHT
t (HtΣtHT

t + Qt)−1

8 µt = µt + Kt(et − et)

9 Σt = (I − KtHt)Σt
10 If round > m , add µt to S, round = round +1
11 µt−1 =µt, Σt−1 = Σt

In Algorithm 1, θ is the angular orientation, ut = (vt, ωt)T, where vt is the velocity and

and ωt is rotation velocity at time step t. Both vt and ωt can be calculated based on the

history trajectory. R and Q are pre-defined noise matrices on the observation and motion

models, respectively. e is the observation model defined as e = h(X ) + Q.

70



(a) Pedestrian trajectory prediction (b) Vehicle trajectory prediction (c) Cyclist trajectory prediction

Figure 4.1: Comparison of the displacement errors for all agent types

(a) A pedestrian trajectory prediction example (b) A vehicle trajectory prediction example (c) A cyclist trajectory prediction example

Figure 4.2: Visualization of predicted trajectories

4.4 Experimental Results

4.4.1 Result Performance

The proposed approach is evaluated on the Lyft L5 dataset (Houston et al. (2020)), which

provides trajectories of different traffic agents collected by AVs through their on-board

sensors. In this dataset, based on AV sensor detection results, traffic agents are labeled

as pedestrians, vehicles, or cyclists. All information in the dataset is time-ordered and

stored in three different lists: scenes, frames, and agents. Each frame contains information

regarding the position of the ego vehicle and the indices of the agents in the frame. Each

agent information contains its position, orientation, agent specific ID, and agent type.

Based on the dataset, I extracted and constructed agent-specific datasets of pedestrians,
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Table 4.1: Overall benchmark performance. The values in each cell show the ADE/FDE metrics in meters.

Method Pedestrian Vehicle Cyclist
EKF 3.98/10.06 15.21/43.87 7.89/22.52
This work 0.89/ 2.58 2.95/7.03 5.96/14.18

cyclists and vehicles with frequency of 2 Hz (0.5 seconds per position point), which is a

general frequency setting in the existing literature (Cheng and Sester (2018); Rasouli et al.

(2019)). 5-second history trajectories were used for training, with the goal of predicting the

trajectory in next 5 seconds. The dataset was shuffled and separated into a training set and a

test set. In the training phase, each trajectory containing 11 points or more (5.5 seconds) was

separated through a sliding window to generate more unique trajectories, while trajectories

containing less than 11 points were discarded. In the prediction and evaluation phases, 20

points (10 seconds) were extracted for each trajectory, where the model used the initial 5

seconds as inputs, and predicted the next 5 seconds sequentially.After pre-processing, the

vehicle, pedestrian, and cyclist training sets includes 450,000, 191,094, and 31,813 samples,

respectively. The ADE and FDE evaluation metrics obtained based on the predictions by

the proposed method and the benchmark EKF are presented in Table 4.1. Each entry in the

Table 4.1 shows the metrics ADE/FDE in meters.

The results in Table 4.1 indicates that the proposed approach has good performance

and outperforms the benchmark EKF method. Based on results of the proposed approach,

the ADE of the pedestrian trajectory prediction is around a single step length of an adult

(0.71m to 1.49m), the ADE of the vehicle trajectory prediction is less than the average

vehicle length (around 4.20m), and the ADE of the cyclist trajectory prediction is about 3

times of the average bicycle length (around 1.70m). The lower performance of the cyclist

model compared to the vehicle and pedestrian models can be attributed to its smaller

training sample size. The performance of the proposed model against the EKF benchmark

during the prediction horizon is demonstrated in Figure 4.1, where the EKF predictions

are shown using dashed lines and predictions of the proposed approach are plotted in

solid lines. The gray regions indicate the 95% confidence intervals of predictions over the

prediction horizon. This figure demonstrates that, not surprisingly, in both models, the

displacement error increases with time. However, the rate of increase in the displacement

72



error of the proposed model is significantly lower that that of the EKF model, resulting in

the gap between the displacement errors of the two models to grow super-linearly with

time. I random selected a pedestrian, a vehicle, and a cyclist agent, and illustrated their

corresponding prediction results in Figure 4.2. These figures clearly show the background

contexts in which the agents are active. The autonomous vehicle whose sensors have

provided the data is highlighted with a green box.

Figures 4.1 and 4.2 demonstrate that EKF tends to have lower prediction errors when

the prediction horizon is short, e.g., within the first 1 to 2 seconds. However, the EKF

prediction error can grow exponentially as prediction horizon increases. On the contrary,

with the proposed approach, the rate of increase in error is much slower.

4.4.2 Transfer Learning Performance

The performance of deep learning tasks can be related to the size of the available training

datasets. As aforementioned, the size of the cyclist trajectory dataset is small as it is a less

commonly-used vehicle in the real world, compared to pedestrians and vehicles. A main

benefit of the proposed work is that, as a result of using a common model architecture for

all agent types, transfer learning can be adopted to improve the prediction performance

of cyclists. S. Pan et al. mentioned that transfer learning can be conducted if the domains

of the two tasks are different, but share some similarities (Pan and Yang (2009)). Here,

I investigate the transfer of the learned knowledge from vehicles and pedestrians to

cyclists. The transfer learning task fits the domain of inductive transfer learning, where the

target task (learning cyclist trajectory patterns) is different from the source task (learning

pedestrian/vehicle trajectory patterns), no matter when the source and target domains are

the same or not. The transfer learning results are shown in Figure 4.3. Conducting transfer

learning from the pedestrian (vehicle) model results in the ADE/FDE for the 5-seconds

cyclist trajectory prediction to reduce from 5.96/14.18m to 1.43/3.74m (2.86/7.13m).

An observation from these results is that, although the vehicle trajectory dataset is

larger than the pedestrian set, it does not produce the best transfer learning performance

for cyclist trajectory prediction. The reason is that performance of transfer learning is also

affected by the similarity between the source and target tasks (Pan and Yang (2009)). Better

73



Figure 4.3: Transfer learning results

transfer learning results can be obtained with higher similarity between source and target

tasks. To measure such similarity and to investigate its corresponding impact, the Kullback-

Leibler divergence (KL divergence) (Mathiassen et al. (2002)) is introduced and computed

between the distribution of pedestrian–cyclist task and that of the vehicle–cyclist task. A

smaller KL-divergence value indicates a higher similarity between two distributions. I

use the probability distribution of the distance between two adjacent positions for each

agent type to represent them. This distribution captures the moving velocity of agents,

which is one of the most basic patterns of behaviour attributed to traffic agents. Resulting

distributions (fitted with Gaussian distribution) are shown in Figure 4.4. Based on these

distributions, the KL-divergence of pedestrian-cyclist task is 51.15, while that of the vehicle-

cyclist task is 127.76. These scores explain the performance difference of transfer learning

results, i.e., the pedestrian-cyclist transfer learning task is more desirable as the source and

target tasks show higher similarity.
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Figure 4.4: Probability distribution of three type of agents

4.5 Conclusion

In this work I utilize a learning-based approach to predict trajectories of pedestrians,

vehicles, and cyclists in rather long horizons using a unified architecture. The proposed

approach does not construct different model architectures to develop agent-specific models.

Instead, it generates agent-specific models by training a common architecture over agent-

specific datasets, rendering it more desirable for practical applications. I train the common

architecture on three agent-specific datasets, namely, pedestrians, vehicles and cyclists,

and compare it against an EKF benchmark model. Experimental results indicate that the

proposed approach outperforms the EKF benchmark in longer-horizon 5-sec periods in

terms of both average and final displacement errors. The generic architecture also allows

for realizing the benefits of transfer learning. I demonstrate that by transferring knowledge

from the pedestrian and vehicle datasets, which are larger in size, the prediction accuracy

on cyclists can be significantly improved.
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CHAPTER V

Predictive Trajectory Planning for Vehicles at Intersections

with Deep Reinforcement Learning

5.1 Introduction

The last decade has been a witness to rapid development of autonomous driving technology.

By leveraging breakthroughs in sensor technology and artificial intelligence, AVs are

expected to perceive their surrounding environment, such as other road users and obstacles,

and make driving decisions (Claussmann et al. (2019); Jo et al. (2015); Ma et al. (2015)). AVs

have the potential to reduce human driving errors (van Wyk et al. (2020)), lower motor

vehicle crash rates (Zhao et al. (2021); Geary and Danks (2019)), facilitate community-

based mobility services (Hasan and Van Hentenryck (2021); Masoud and Jayakrishnan

(2017); Zhang et al. (2020)), and increase fuel efficiency (Fagnant and Kockelman (2015);

Xiangguo Liu (2021); Liu et al. (2022); Wu et al. (2019)), among other benefits. AVs are also

expected to reduce traffic congestion and travel times (Zhang et al. (2020)).

In order to operate successfully in real world scenarios, AVs rely on three key

technologies–perception, prediction, and planning (Raju et al. (2019); Sadat et al. (2020)).

The purpose of perception is to help AVs understand their surrounding environment. The

prediction step helps AVs forecast future movements and trajectories of their surrounding

agents, including vehicles, pedestrians, cyclists, etc. Accurate prediction enables AVs to

take more informed actions for the sake of safer driving. Finally, the planning module

serves as the decision maker for an AV’s future motion. A planner generates driving
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strategies based on the information collected and the knowledge gathered by the AV in the

perception and prediction steps.

Perceiving the environment and forecasting the future movements of traffic agents

allows AVs to create robust and safe planning strategies. However, due to the complexities

involved in navigating a dynamic traffic environment and other changing factors, such as

weather and road infrastructure conditions, the surrounding environment is only partially

observable to AVs (van Wyk et al. (2020); Toghi et al. (2021); Hubmann et al. (2018); Zhang

and Masoud (2021)). AVs are anticipated to be able to drive without human intervention,

prompting safety to be considered as the top priority by users, manufactures, and policy

makers (Moody et al. (2020); Koopman and Wagner (2017)). In addition to avoiding crashes

with their surrounding vehicles, it is critical for AVs to interact safely with other road users,

such as pedestrians and cyclists (Rasouli and Tsotsos (2019); Pammer et al. (2021)). One

important reason is that these road users may be more vulnerable compared to airbag-

protected drivers if involved in traffic crashes (Rahman et al. (2021); Das (2021); Penmetsa

et al. (2019)). To investigate their reliability before scaling up the market, currently AVs are

required to be tested in real world conditions, i.e., by accumulating as may driving miles as

possible, so as to enable AV developers to observe, analyze, and improve their performance.

Nonetheless, no matter how many miles are collected, uncertainty will still remain (Kalra

and Paddock (2016)). Such opportunities and challenges make trajectory planning of AVs

a challenging, yet essential problem, as planning policies directly determine how AVs

behave.

In this chapter, I model the trajectory planning problem as a partially observable

Markov decision process (POMDP), and develop a reinforcement learning (RL)-based

approach to find a driving policy. This driving policy dictates acceleration and heading

profiles that the subject AV should follow for several seconds into the future. The devised

policy accounts for the predicted state of the surrounding traffic agents (e.g., vehicles,

pedestrians, and cyclists). This predicted state includes trajectory prediction and driving

risk prediction of surrounding road users. A deep Q learning algorithm is developed in the

framework to learn from abstract graphs, which are constructed to represent surrounding

traffic dynamics. In order to obtain enough driving scenarios for training purposes, a
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Bayesian Gaussian mixture model and Gibbs sampling-based approach is proposed to

simulate socially acceptable driving scenarios, which contain the subject AV, surrounding

vehicles, pedestrians and cyclists. Different from the existing work in the literature, which

mainly focused on planning for simple driving scenarios, e.g., highway driving or driving

on straight paths, this work focuses on one of the most complex driving scenarios– non-

signalized urban intersections. The proposed work is also more general in terms of

planning task settings. While the existing literature mostly focuses on a specific task, such

as avoiding obstacles when driving on a straight path, the proposed approach is not limited

to a certain type of future movements of the subject AV, i.e., going straight, turning left

or turning right. Rather, it can accomplish the planning task under a set of future goals

for the subject AV. The framework learns an offline policy that prescribes the acceleration

and heading profile of the AV in the next few several seconds. When implemented in real

time, the proposed approach utilizes the learned policy for online planning and guides the

subject AV to follow a path that is safe, comfortable and more energy efficient.

The rest of the chapter is arranged as follows: First I present the related work on

trajectory prediction, driving risk prediction, AV trajectory planning, and RL. Next, I

introduce the methodology and elaborate on the individual components of the framework.

After that, I evaluate the proposed work using different driving experiments and compare

the performance of the proposed method to that of human driving. At last I conclude the

chapter.

5.2 Related Work

The proposed approach consists of three main components: trajectory prediction, driving

risk prediction, and trajectory planning. In this section, I discuss related work regarding

these topics as well as RL, which is the methodology I use for trajectory planning.

5.2.1 Trajectory Prediction

In the past decade, with the development of AV technology, traffic agent trajectory

prediction has become an increasingly important topic because of its potential in reducing
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traffic accidents such as collisions (Rudenko et al. (2020); Ma et al. (2019)). With accurate

trajectory prediction of traffic agents, AVs can have a clear picture of the state of the

environment in the near future, which will inform their decision making. Due to the

heterogeneity between different types of road users, trajectory prediction settings and

models are usually different in order to capture different motion patterns in different road

user groups (Zhang et al. (2021)). In this work, I embed the planning framework with

trajectory prediction of three major types of road users–vehicles, pedestrians, and cyclists.

In recent years, several studies have focused on vehicle trajectory prediction. Deo

and Trivedi (2018a) proposed a long short-term memory (LSTM) method with social

pooling to predict future vehicle trajectories. They used a pooling layer to capture the

interactions between vehicles, and showed promising performance on public datasets.

Kim et al. (2017) proposed a recurrent neural network (RNN)-based model to conduct

vehicle trajectory prediction. Their proposed method was mainly based on LSTM-RNN,

and generated probabilities of future vehicle locations in a grid map. They showed that

with a large amount training data the proposed method could learn dynamics of vehicles.

Houenou et al. (2013) predicted future vehicle trajectories by combining advantages of the

constant yaw rate and acceleration (CYRA) model and maneuver recognition. However,

the method has several rigid assumptions, such as a constant road curvature. Ding and

Shen (2019) proposed an online prediction framework for vehicle trajectory prediction

in urban scenarios. It first anticipated a vehicle’s driving policy, e.g., forward, turning

left/right, etc., and then conducted optimization-based context reasoning to predict future

trajectories. They demonstrated that the method had good performance in different road

traffic configurations, such as curvy roads and intersections.

Different from trajectory prediction for vehicles, the trajectory prediction problem

for pedestrians can be more complex, mainly because of the complicated nature of the

human walking behavior. Xue et al. (2018) proposed a deep learning-based approach,

called SS-LSTM, to capture patterns in pedestrian walking scenarios, which were used for

trajectory prediction. Their approach showed good performance on public datasets and

could predict acceptable trajectories in different scenarios. Based on encoding of crowd

interaction, Xu et al. (2018) developed a method to accurately predict pedestrian trajectories.

79



Instead of treating all surrounding pedestrians as equal, they assigned different importance

weights to different surrounding pedestrians. Alahi et al. (2016) used an RNN-based

strategy, called social LSTM, to predict pedestrian trajectories. They introduced a “social

pooling” mechanism in the model to learn the interactions between different pedestrians,

and were able to provide accurate predictions in long prediction horizons. Gupta et al.

(2018) proposed a general adversarial network (GAN)-based method, called social GAN,

to predict pedestrian trajectories. Instead of predicting one target trajectory, it predicts a

number of socially acceptable future trajectories of the subject pedestrian.

With the rising interests and concerns about cyclists’ safety, trajectory prediction for

cyclists has been gaining increasingly more attention. Zernetsch et al. (2016) studied cyclist

trajectory prediction with both a physical model and a multi-layer perceptron model.

Both methods showed good performance within a short prediction horizon. Huang et al.

(2021) proposed an LSTM-based model by introducing a focal attention mechanism. They

indicated the method could accurately predict 2-3 seconds cyclist trajectories. Pool et al.

(2017) used road topology as prior information and proposed a cyclist trajectory prediction

method. They demonstrated that their model could provide higher accuracy compared to

benchmarks when predicting one second future cyclist trajectories.

I conducted trajectory prediction research in the Chapter III (Zhang et al. (2022)),

in which I developed a trajectory prediction algorithm called “step attention”. In

contrast to the existing work requiring different information from the surrounding

traffic environment, step attention used only history trajectory information. When

predicting a pedestrian’s trajectory, step attention outperformed state-of-the-art algorithms

including the aforementioned social LSTM and social GAN, and demonstrated promising

performance when predicting long look-ahead pedestrian trajectories in real-world urban

intersections. I also showed that after being trained on a vehicle trajectory dataset,

step attention was able to accurately predict 5 seconds vehicle trajectories (Zhang et al.

(2021)). Cyclists are usually less seen in transportation systems compared to vehicles and

pedestrians, which can result in fewer training data. However, I showed that using transfer

learning, step attention can also accurately predict cyclist trajectories within a 5 seconds

prediction horizon.

80



5.2.2 Driving Risk Prediction

Studies show that more than 1.3 million people die worldwide every year because of traffic

accidents (Ali et al. (2021)). When vehicles are driving in transportation systems, they can

pose risks to themselves and their surrounding traffic agents. Shi et al. (2019) proposed a

XGBoost-based approach to assess driving behavior and predict risk levels. It utilized fuzzy

c-means to label risks and conducted crash risk prediction. Wang et al. (2017) proposed

a machine learning-based approach to predict driving risk. It used supervised learning

methods on a pre-labeled dataset to obtain insights on human driving behavior. However, it

was not able to predict future driving behaviors as it mainly conducted classification based

on different driving-related information. Xu et al. (2022) demonstrated a risky driving

prediction method with panel data. They used a deep learning framework to capture

features in raw driving data, and predicted if a driving behavior is aggressive or not. Wang

et al. (2010) proposed a method for driving risk/danger prediction based on a variety

of features, e.g., vehicle dynamics, driver psychological data, etc. Using an RL-based

algorithm, they determined driving danger levels. Different from existing work, in the

previous work in Chapter II (Zhang et al. (2022, 2021)) I proposed an unsupervised learning

based approach to predict driving risks. It uses clustering with dynamic time warping

(DTW) as the similarity measure to learn driving patterns from raw vehicle trajectory data,

and an anomaly detection method to obtain driving risk probabilities for the future several

seconds in real-time. Unlike the majority of work in the literature, it does not require

manual labeling, which avoids labeling bias introduced by human subjectiveness, and

ensures scalability when deploying in real world systems. Instead of providing binary

prediction results, the model quantifies driving risks and provides probabilistic outputs,

which can be more informative in real-world applications.

5.2.3 Vehicle Trajectory Planning

Vehicle planning can be roughly categorized into three types: route planning, maneuver

planning, and trajectory planning (Zhang et al. (2013)). Route planning provides the general

destination information to the subject vehicle, e.g., which route to take when traveling
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from one city to another. Maneuver planning tells the subject vehicle what maneuver to

take during driving, such as changing lanes, turning left, etc. Finally, trajectory planning

generates strategies directly related to vehicle dynamics, such as acceleration and heading.

In this work, I focus on trajectory planning. Trajectory planning is also one of the most

challenging tasks for AVs, as it directly impacts a vehicle’s driving behavior, driving

comfort, energy efficiency, etc.

Zhang et al. (2013) proposed a dynamic trajectory planning method by decomposing

maneuvers into simple sub-maneuvers. With a two-fold optimization-based approach, it

could find optimal steering angles and showed good trajectory planning performance in

terms of driving comfort. Ntousakis et al. (2016) proposed an optimal control-based method

to plan vehicle trajectories in a simple highway merging scenario. It utilized a model

predictive control (MPC) scheme to consider possible traffic disturbances. Simulation

results demonstrated validity and applicability of the method. Zhou et al. (2018) proposed

a recursive planning framework to plan vehicle trajectories in simple on-ramp merge

scenarios. Similarly, they modeled the problem using an optimal control approach and

demonstrated its effectiveness. However, as indicated by the authors, the planning horizon

of the method is time-varying, which can be affected by the state of traffic. Burger and

Lauer (2018) proposed a mixed integer quadratic programming-based approach to plan

multiple vehicle trajectories. It minimized the cost brought by road geometry, collisions,

etc., and showed feasibility and benefits with simulated data compared to a priority-based

method.

With the advancements of machine learning and artificial intelligence in the past

decades, deep learning-based vehicle trajectory planning has been gaining more attention,

as it shows robust performance in dynamic traffic environments (Aradi (2020); Ye et al.

(2021)). Cai et al. (2019) introduced a trajectory planning approach based on imitation

learning. It separated planning into three tasks: going straight, turning left, and turning

right, and created a different model for each task. Authors indicated the method was able

to plan collision-free future trajectories. Song et al. (2018) proposed a deep learning-based

method to determine motion parameters. Directly based on image inputs, it can learn

from humans‘‘ driving behaviors, and plans vehicle motions that adapt to different roads.
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Zhu et al. (2018) used a RL-based approach to plan vehicle trajectories in car-following

scenarios. It used historical trajectory data to train the model in order to find an optimal

inter-vehicle spacing strategy. Josef and Degani (2020) demonstrated an online RL-based

method to conduct safe local planning for vehicles in an unknown terrain. By formulating

the surrounding environment with a Markov decision process (MDP) and using a dense

reward signal, it learned an optimal planning policy with the help of a constructed deep

neural network. According to their experimental results, the planned trajectory can capture

the vehicle‘‘s dynamics and its interaction with terrains, and avoid obstacles.

5.2.4 Reinforcement Learning

RL can be viewed as a solution methodology for sequential decision making problems

(e.g., POMDPs), in which the state and action spaces are too large to warrant the use of

exact methods. RL relies on a delayed reward signal to find a control/action policy. When

learning, an agent takes actions to interact with its environment based on its current policy,

and obtains a reward. The policy is then updated based on the reward signal. The process

repeats until the policy converges. RL has been demonstrated as a robust tool in decision

making, and has shown promising performance in many fields such as robotic control

(Recht (2019); Arulkumaran et al. (2017)), signal processing (Zhang and Masoud (2020)),

traffic signal control (Mannion et al. (2016)), congestion pricing (Pandey et al. (2020)), etc.

This field has been further promoted in recent years with a number of deep learning-based

algorithms.

In this chapter, I propose a predictive trajectory planning framework based on deep

Q learning (Mnih et al. (2015)). Different from some of the existing applications of RL, in

this chapter I focus on more complex traffic environments, i.e, urban intersections. I use

graphs to represent dynamic traffic scenarios, and formulate the problem as a POMDP. The

model is trained offline to find a trajectory planning policy for the next several seconds

given an observation at a given time step. The proposed method is not limited to finding a

trajectory planning policy for a specific task, e.g., through movement, which is usually the

case in the existing literature. I evaluate the learned trajectory planning strategy in terms

of safety, driving comfort (trajectory jerkiness), and energy efficiency.
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The main contributions of this chapter are as follows:

• A predictive-prescriptive framework is proposed to conduct long look-ahead vehicle

trajectory planning, while integrating future trajectories of surrounding agents and

driving risks of surrounding vehicles;

• A graph-based representation is proposed to capture dynamic traffic environment;

• A Bayesian Gaussian mixture model-based scenario encoding and a Gibbs sampling-

based scenario simulation approach are proposed to generate training samples under

the guidance of real-world driving scenarios;

• An RL-based framework, including a POMDP formulation, reward design, a deep

Q network and the training strategy, is proposed to learn planning policies. The

resulting planning policy is demonstrated to enhance safety, comfort, and energy

efficiency compared to human driving.

5.3 Methodologies

In this section I elaborate on different components of the proposed framework, including

scenario simulation, predictive models, the POMDP that models the system, and its

accompanying RL solution methodology. An overview of the methodology section is

provided in Figure 5.1.

5.3.1 Problem Statement

The purpose of this work is to plan the future trajectory of the subject vehicle for several

seconds in complex and dynamic traffic environments, and in the presence of different road

users–vehicles, pedestrians, and cyclists. The proposed trajectory planning framework

does not require prior knowledge on the vehicle’s intention (e.g., through movement, left

turn, right turn, etc.). More precisely, the framework is trained on the history trajectory of

the subject vehicle as well as predicted trajectories of surrounding agents, and outputs an

acceleration and heading profile for the subject vehicle to follow within the next several

seconds.
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Figure 5.1: An overview of the proposed methodology. Shaded boxes are the unique contributions of this
chapter.

Consider a vehicle traveling on a road network at time t. Let us denote the history

trajectory of the subject vehicle by Tt
s = (Xs

t−m+1, Xs
t−m+2, ..., Xs

t ), where Xs
t = (xt, yt)

denotes the geo-coordinates of the subject vehicle at time step t, m is the trace-back history

in the number of time steps, and xt× yt ∈ R2, ∀t. At time step t the subject vehicle observes

its surrounding traffic agents. Let Tt
v = ∪k

i=1Tt
vi be the set of observed history trajectories of

the vehicles in the surrounding environment of the subject vehicle, where k is the number

of surrounding vehicles, and Tt
vi = (Xvi

t−m+1, Xvi
t−m+2, ..., Xvi

t ) denotes the history trajectory

of the ith surrounding vehicle with a trace-back history of length m. Similarly, sets of

observed history trajectories of pedestrians and cyclists can be denoted as Tt
p = ∪h

i=1Tt
pi

and Tt
c = ∪

q
i=1Tt

ci, respectively, where h denotes the number of pedestrians and q denotes

the number of cyclists present within scene at time t. The priori of the problem at time

step t is expressed as Priorit = (Tt
s , Tt

v, Tt
p, Tt

c , M), where M denotes the map. Based on

Priorit and given a planning horizon n, the purpose of this work is to provide the subject

vehicle with an acceleration profile and a heading profile (future driving strategies), i.e.,

Output = (P1, P2, ..., Pj, ..., Pn), Pj = (aj, θj), for the subject vehicle to follow in next n time

steps, so as to achieve better driving safety, driving comfort, and fuel efficiency. Here, aj

and θj are planned acceleration and heading values at a future time step j, respectively.
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5.3.2 Scenario Generation

Trajectory planning approaches need to be developed and validated in realistic driving

scenarios, either in a real-world environment or under realistic simulated driving

conditions. I define a driving scenario (or scenario for short) as a 10-seconds long realization

of the transportation network. A scenario includes (1) a map of the transportation facility of

interest, including lane boundaries, and (2) all agents who are present in the transportation

facility of interest within the specified 10 seconds, either for the entity of the 10 seconds or

a part of it. In this study, I will generate all scenarios in experimented intersections.

A noticeable feature of deep learning models is their need for a large volume of training

examples to guarantee generalizability of the final trained model. There exist a few publicly

available driving datasets that provide samples of driving scenarios, but the number of

scenarios available in such datasets are severely limited. In order to train the deep learning

model with a sufficient number of training samples, in this work I propose a driving

scenario generation method that utilizes a Bayesian Gaussian mixture model (BGM) and

Gibbs sampling to generate realistic driving scenarios.

Simulated driving scenarios have to satisfy two conditions: (1) at the individual agent

trajectory level, all agent trajectories in the scenario should be reasonable in terms of their

behavior:

• For vehicles, acceleration/deceleration should be within a reasonable range to have

trajectories that are kinematically feasible;

• The movement of vehicles should be confined within lane boundaries;

• The step length of pedestrians should be reasonable, ranging from 0.71 m (walking)

to 1.49 m (running). The time length of a step should be between 0.33 s to 0.53 s

(Zhang et al. (2022));

• Cyclists should move slower than vehicles, but faster than pedestrians.

(2) at the scenario level, simulated scenarios should resemble real-world traffic scenarios

and be socially acceptable, i.e., they should follow rules that are naturally followed in real

traffic environments, e.g., rational agents who try to avoid collisions, etc.
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To satisfy these two conditions and simulate reasonable driving scenarios, I present a

hybrid simulation method. It simulates driving scenarios based on a real-world driving

scenario dataset collected by a fleet of autonomous vehicles. In order to have the trajectories

in the simulated driving scenarios follow the real behavior patterns of real-world agents,

first I collect trajectories of different agent types from a wide range of driving scenes

from an autonomous fleet driving dataset D = {Dv, Dp, Dc, M}, where Dv, Dp, and Dc

denote datasets that contain vehicle, pedestrian, and cyclist trajectories, respectively, and

M denotes the map, which contains information on the transportation infrastructure,

including the geometric features of the network at the scene where data is collected. Next,

I reconstruct driving scenarios using the collected real-world trajectories under the second

condition. The details pertaining how to construct and simulate driving scenarios are

provided in the following sections.

5.3.2.1 Bayesian Gaussian Mixture Model

The simulation of driving scenarios can be considered as a dataset augmentation process.

A simulated driving scenario consists of four components: 1) vehicle trajectories dv ⊂ Dv;

2) pedestrian trajectories dp ⊂ Dp; 3) cyclist trajectories dc ⊂ Dc; and 4) a map. In the

scenario generation process in this study, the map information, i.e., lane boundaries, is

static and consistent across all driving scenarios. Therefore, a driving scenario is uniquely

determined by dv, dp and dc. Let us represent a scenario as Scene = [X, Y, Z], where X, Y, Z

are encodings of dv, dp and dc, respectively. The purpose of this encoding is to reshape,

condense and extract patterns of trajectories with different agent types into more concise

vectors that together construct the input space of the scenario generation model. Note

that encodings are done at the scenario level, and all trajectories of the same agent type

presented in a scenario correspond to a single encoding.

After extracting agent trajectories from raw scenarios, I use them to train three BGM

models to capture the scenario pattern distributions. The scenario generation process

learns one BGM model per agent type. As such, I denote by Kv, Kp, and Kc the number of

components in the BGM models for vehicles, pedestrians, and cyclists, respectively. I use

the phrase scenario pack to refer to all trajectories from an agent type in a given scenario. As
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the nature of the training process for all three BGM models is the same, in the following I

elaborate on the training of a general BGM model with K components.

Unlike commonly used hard clustering methods such as K-means, BGM is a

soft/probabilistic clustering approach (Patel and Kushwaha (2020)), which assumes

samples are generated from a mixture of different Gaussian distributions with unknown

parameters.

Assume that trajectories in a scenario pack are generated according to a random

process that: 1) randomly selects one of K components from the mixture distribution

π = (π1, ..., πK), and 2) generates a pack of trajectories from the probability distribution of

the selected component. The mixture model can be presented as:

P(X|θ = {ϕ, π}) =
K

∑
k=1

πkP(X|ϕk), (5.1)

where ϕ = (ϕ1, ..., ϕK) includes the set of parameters associated with the K components

in the mixture model. For a given component k ∈ K, ϕk = (µk, Σk) with µk and Σk

respectively denote the mean and the covariance matrix of the kth Gaussian component,

P(X|ϕk). During training, the unknown parameters θ = {ϕ, π} are estimated using

Bayesian estimation, as indicated in Eq. (5.2), based on the prior distribution in Eq. (5.3).

P(θ|X) =
P(θ)P(X|θ)´
P(θ)P(X|θ) dθ

(5.2)

π = (π1, ..., πK) ∼ Dir(α)

µ1, ..., µK ∼ N (0, 1)

Σ1, ..., ΣK ∼ IW(Φ, m)

(5.3)

where Dir(α) is a Dirichlet distribution, α is a vector of positive real numbers, N (0, 1) is a

standard Normal distribution, and IW is an Inverse-Wishart distribution, with Φ as the

scale matrix and m as the degree of freedom.

The scenario generation algorithm is shown in Algorithm 2.
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Algorithm 2 Scenario encoding and trajectory pool construction
Data: Real world driving scenario dataset D
Result: Scenario encodings; trajectory pools

1 Initialization: BGM training dataset veh = ∅, ped = ∅, cyc = ∅
2 foreach Scenario in D do
3 pack trajectories in a scenario
4 1. Extract agent trajectories dv, dp and dc from the scenario: for each scenario, enumerate

all vehicle, pedestrian, and cyclist trajectories in the order of the trajectory start times.
Discard trajectories with the total trajectory length of less than 10 seconds;

5 2. Randomly choose up to 10 trajectories for each agent type;
6 3. Crop dv, dp and dc into shape [10, m, 2] (if less than 10, pad 0s);
7 4. reshape dv, dp and dc into [10, m× 2];
8 5. Add reshaped results to sets veh, ped, cyc.

9 foreach dataset d f ∈ {veh, ped, cyc } do
10 1. Assume that vehicle, pedestrian and cyclist data in d f are generated by mixture

models with Kv, Kp and Kv components;
11 2. Train a Bayesian Gaussian mixture model using dataset d f ;
12 3. Obtain component IDs (encodings) of all samples in d f ;
13 4. Collect all raw trajectories in each component to form a trajectory pool;
14 Output 1:Trajectory pools for component.
15 Encoding: for each scenario, use the three trained BGM models to find the component

IDs of dv, dp and dc and form a scenario encoding in the format [vehicle-pack
component i, pedestrian-pack component j, cyclist-pack component k].

16 Output 2: Scenario encodings.
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Figure 5.2: Scenario encoding workflow

The scenario encoding flow is shown in Figure 5.2, where the encoding process of an

example scenario is illustrated.

5.3.2.2 Socially Acceptable Scenario Generation using Gibbs Sampling

In this chapter I develop a Gibbs sampling-based approach to generate a realistic dataset

of driving scenarios. Gibbs sampling guarantees that the resulting dataset follows a

similar distribution as the original real-world dataset in terms of patterns of movement by

each agent type, as encoded in the previous step. In a real-world environment, trajectories

generated by traffic agents are socially acceptable (Gupta et al. (2018)). Random sampling of

trajectories to construct new scenarios may result in scenarios that are socially unacceptable.

For example, randomly selecting vehicle trajectories to construct a scenario may result

in crashes. In order to generate socially acceptable scenarios, once a candidate scenario

is simulated, a cleaning step is conducted to remove agents with socially unacceptable

behaviors.

In this work, I consider the patterns of vehicle trajectories to serve as the backbone of a

simulated driving scenario; that is, Y and Z are affected by X. Due to the generally small
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Figure 5.3: Scenario generation workflow

sample size of cyclist trajectories and the fact that areas in which cyclists ride rarely have

conflicts with the areas in which pedestrians move, I assume Y and Z are independent

of each other. With scenario encodings scene = [X ∈ {1, · · · , kV}, Y ∈ {1, · · · , Kp}, Z ∈

{1, · · ·Kc}] obtained using BGM models, the conditional distributions P(Y|X), P(Z|X),

and P(X|Y, Z) are then estimated. Note that X, Y, and Z are variables representing BGM

component IDs for vehicles, pedestrians, and cyclists, respectively, defined in the previous

section.

Let Ssim
n be the desired simulated dataset size, and a, b, and c be the maximum number

of trajectories for vehicles, pedestrians, and cyclists in a simulated scenario, respectively.

Denote the trained BGM model for vehicles as BGMveh. The sampling algorithm is shown

in Algorithm 3.

Note that in Algorithm 3, a simulated scenario affects the simulation of the next scenario.

Once vehicle trajectories are sampled based on conditional probability distributions to

form a scenario, it is used as the backbone to initialize the simulation of the next scenario

recursively. The whole workflow for scenario simulation is depicted in Figure 5.3.

91



Algorithm 3 Socially acceptable scenario generation with Gibbs sampling
Data: P(Y|X), P(Z|X), P(X|Y, Z); trajectory pools; BGMveh
Result: Simulated scenario dataset

1 Initialization:
2 1. Simulated dataset Dsim = ∅;
3 2. Randomly select a vehicle trajectories from the original dataset;
4 while |Dsim| < Ssim

n do
5 1. Reshape vehicle trajectories to the BGMveh input shape;
6 2. Obtain the encoding ex on vehicle trajectories using BGMveh;
7 3. Sample the pedestrian encoding category ey based on P(Y|X) and X = ex;
8 4. Sample the cyclist encoding category ez based on P(Z|X) and X = ex;
9 5. Sample the vehicle encoding category e

′
x based on P(X|Y, Z), Y = ey and Z = ez;

10 6. Randomly sample a, b, and c trajectories respectively from the vehicle, pedestrian,
and cyclist trajectory pools with X = e

′
x, Y = ey, Z = ez;

11 7. Form a candidate scenario using sampled trajectories in step 6;
12 8. foreach Simulated time step in candidate scenario do
13 i). Remove vehicle trajectories that collide with other vehicle trajectories;
14 ii). Remove pedestrian trajectories that collides with the remaining trajectories from

step i;
15 iii). Remove cyclist trajectories that collides with the resulting trajectories from steps

i and ii.
16 9. Check if the remaining number of trajectories of each agent type is less than the

corresponding desired minimum number in a scenario. If yes, discard current scenario,
repeat steps 6-9 and generate another scenario;

17 10. Add simulated scenario to Dsim; continue to the next round with current vehicle
trajectories.

18 Output: Simulated scenario dataset Dsim.
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5.3.3 Predictive Models

By accurately predicting future states of surrounding traffic agents, the subject vehicle

is able to conduct predictive planning. In this work I consider two kinds of predictive

results that inform the decisions made by the subject vehicle: i) trajectory prediction of

surrounding agents; and ii) driving risk prediction of surrounding vehicles. Prediction

horizons for both predictive models are 5 seconds into the future. Since the predictive

models are discussed from Chapter II through Chapter IV, in this section I only provide

general descriptions of these models.

5.3.3.1 Trajectory Prediction

When an agent moves in a transportation network, its history trajectory reveals its hidden

behavioral patterns. Learning such patterns can help predict its future positions. In my

previous work I proposed a deep-learning based trajectory prediction model, which I called

step attention, to accurately predict future trajectories of different types of agents (Zhang

et al. (2022, 2021)). Step attention only utilizes one of the most basic information of agents,

namely their history trajectories, which greatly reduces its information requirements

compared to the majority of the literature, which exhaustively uses several pieces of

information that might be difficult to obtain. In the step attention model, raw history

trajectory information is firstly learned using an LSTM-RNN kernel, which consists of

two LSTM layers. The LSTM-RNN kernel is designed to learn the time-related patterns in

the raw history trajectory sequence by taking advantages of LSTM’s ability to learn time-

related patterns. Within each time step, features in previously learned patterns are further

captured by a CNN-based time distributed kernel. An augmented attention mechanism

is also introduced in the time distributed kernel to mitigate a drawback of CNN, which

is limited to learning only local patterns. Finally, features are decoded to the position

of the next time step with an GRU-RNN kernel. In my previous work, I demonstrated

that the step attention model outperforms state-of-the-art models in terms of pedestrian

trajectory prediction. Its final average displacement error (ADE) and final displacement

error (FDE) on public benchmark datasets were 0.53 m and 1.72 m, respectively, for 4.8
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seconds prediction horizon. Step attention is also able to accurately predict the future 5

seconds vehicle trajectories when trained using a real-world autonomous vehicle dataset–

the same dataset used in this work (Zhang et al. (2021)). For vehicle trajectory prediction

with a prediction horizon of 5 seconds, the resulting ADE/FDE are 2.95/7.03 m. Using

transfer learning, I demonstrated that the step attention model could obtain promising

performance when predicting cyclist trajectories even when the dataset was small. The

corresponding ADE/FDE for cyclist trajectory predictions were 1.43/3.74 m in a 5 seconds

prediction horizon (Zhang et al. (2021)).

Similar to the previous work, in this work I train a trajectory prediction model for each

agent type. When planning begins, the subject vehicle uses the trained models to predict

the future 5 seconds trajectories of all surrounding agents. Such predicted trajectories

are then used to help construct related modules, which which will be discussed in the

following sections.

5.3.3.2 Driving Risk Prediction

Driving behaviors can vary in different driving environments, posing different driving risks

to surrounding traffic agents. In the previous work, I proposed an unsupervised learning

method for driving risk prediction (Zhang et al. (2021, 2022)). Instead of identifying risk

at the current time step, the method is able to predict driving risk of a vehicle in future

several seconds based on the vehicle’s history trajectory information. Training does not

require manually labeled data, and the model is able to predict risk probabilities rather

than only providing binary risky/non-risky results.

The driving risks are predicted as follows: 1) First, a dynamic time warping (DTW)-

based time-series K-means is used to generate driving patterns from a multi-dimensional

time series dataset, which consists of 10 seconds full length driving history of vehicles in

the study region; 2) An isolation forest anomaly detection model is then trained on the

dataset to detect all anomalous data points; 3) Based on the results in step 2, the anomaly

rate within each driving pattern is obtained, which provides the risk probability for each

driving pattern. I train a model using 10 seconds trajectories. During implementation,

when the first 5 seconds of a trajectory is realized, I use the model to predict the risk level
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for the remaining 5 seconds of the trajectory.

5.3.4 Deep Reinforcement Learning-based Trajectory Planning

In this study I propose a deep RL-based trajectory planning framework. In this section I

discuss details of the proposed deep RL learning designs and its learning strategy. I first

model the problem as a POMDP, and represent traffic dynamics in driving scenarios as

graphs. Graphs are then learned by a deep Q learning model with a custom-designed

reward mechanism. The outcome of this offline training process is a trajectory planning

policy, ready for use in real-time trajectory planning.

5.3.4.1 Problem Formulation

The purpose of this work is to identify a planning strategy, i.e., a series of acceleration and

heading profiles, for the subject vehicles to follow in the future 5 seconds horizon. However,

the surrounding traffic environment of the subject vehicle can dynamically change, making

it challenging for the subject vehicle to plan its trajectory into a long look-ahead horizon.

POMDP is known for its ability to find decision making policies in uncertain environments.

In a driving scenario, the surrounding environment of the subject vehicle continuously

changes. To model the dynamic environment affecting the subject vehicle, in this proposed

work I represent the surrounding traffic dynamics as a graph, where each agent, including

the subject vehicle, is represented by a node. The subject vehicle node has the following

properties: history trajectory information, desired destination in 5 seconds (i.e., goal),

current acceleration and heading, and current position. Other vehicle nodes have the

following properties: history trajectory information, predicted future trajectory information,

predicted driving risk information, and current position. Different from vehicle nodes,

pedestrian and cyclist nodes have the following properties: history trajectory information,

predicted future trajectory information, and current position. A driving environment may

have different numbers of surrounding traffic agents. During training, at each planning

step, I select a fixed number of nodes for each agent type in the surrounding environment,

based on their proximity to the subject vehicle, and use them to construct a directed
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graph. In this directed an edge is introduced from each surrounding node to the node

corresponding to the subject vehicle (Figure 5.4). If the number of nodes for an agent type

is less than the required number of nodes for that agent type, I add empty nodes to the

graph to make sure all graphs have the same number of nodes for each type of agent, as

deep RL models require standardized inputs.

The edge weights at time step t are computed as demonstrated in Eq. (5.4), where pst is

the positional stressor, indicating the stress that an agent imposes to the subject vehicle at

time t, r is the predicted driving risk obtained at the beginning of the planning process,

and wt
sv, wt

sp and wt
sc are the edge weights between the subject vehicle and surrounding

vehicles, pedestrians, and cyclists, respectively. In this work the positional stressor is

computed as the distance between the predicted position of the surrounding agent and the

position of the subject vehicle at a planned time step.

wt
sv = exp(−0.01 pst + r)

wt
sp = exp(−0.01 pst)

wt
sc = exp(−0.01 pst)

(5.4)

The scenario graph construction algorithm is demonstrated in Algorithm 4. Note that

all graphs are time-dependent. The graph Gt constitutes the observation state of the RL

problem. Note that the state space is infinite. An example process is illustrated in Figure

5.4, where 3 vehicle nodes, 2 pedestrian nodes and 2 cyclist nodes are sampled to construct

the graph.

Since planning happens in a continuous space, for trajectory planning a reference path

is always introduced by the existing literature to assist the subject vehicles in narrowing

the exploration space (Fu et al. (2015); Li et al. (2015)). A reference path is a rough driving

route for the subject vehicle from the starting location of the vehicle in the beginning of

the planning horizon to its desired destination, and is typically provided by other vehicle

modules, e.g., Geographic Information System (GIS) (Fu et al. (2015)). The reference path

needs not be precise, and only kinematically feasible as well as reasonably consistent
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Figure 5.4: Illustration of extracting a graph from a scenario at a given time step. The green circle represents
the subject vehicle and ovals linked to it represent the surrounding agents.

Algorithm 4 Scenario graph construction
Data: A simulated scenario, time step t
Result: Scenario graph Gt

1 Initialization: If t = 0 (planning begins), predict trajectories for all surrounding agents
except the subject vehicle; predict driving risks for surrounding vehicles.

2 Build graph:
3 1. Build the target vehicle node at t using: position at t, acceleration at t, heading at t, 5

seconds history trajectory, desired destination;
4 2. Build surrounding vehicle nodes at t using: predicted position at time t, history trajectory,

predicted trajectory, predicted risk; select I nodes closest to the subject vehicle using the
L2 norm (if the number of agents is less than I, add empty nodes to reach I);

5 3. Build surrounding pedestrian nodes at t using: predicted position at time t, history
trajectory, predicted trajectory; select J nodes closest to the subject vehicle using the L2

norm (if the number of agents is less than J, add empty nodes to reach J);
6 4. Build surrounding cyclist nodes at t using: predicted position at time t, history trajectory,

predicted trajectory; select V nodes closest to the subject vehicle using the L2 norm (if the
number of agents is less than V, add empty nodes to reach V);

7 5. Compute wt
sv, wt

sp and wt
sc;

8 6. Construct a graph Gt based on nodes and edge weights obtained above.
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with the road structure, i.e., the path should not drive off road. The reference path can

serve as a rough guide to planners, and planning strategies work to correct/modify it. A

reference path can be obtained using heuristics, e.g., lane centers from the origin location

to the destination (goal), etc. In this work I adopt human driven paths with the same

starting and destination locations as reference paths. In cases where a human-driven path

may not be available, one can obtain a reference path through vehicle modules such as

simulation and example trajectory generation modules (Fu et al. (2015); Tsuchiya et al.

(2021)). I also conduct additional experiments, where I demonstrate the performance

of the proposed framework using easier-to-generate reference paths in Appendix A. In

this appendix, reference paths are generated assuming the subject vehicle approaches its

desired destination with constant speed (adjusted to be kinematically feasible).

For a planning task Tplan = (start, goal, Pr, Env), assume the reference path is Pr =

(p1
r , p2

r , ..., pi
r, ..., pn

r ), where pi
r is the location of the reference path at the i-th time step, and

Env is the surrounding environment. Note that in this work Tplan is a variable, and it does

not limit the maneuver from start to goal, e.g., driving forward, turning left, turning right,

etc. Based on the reference path, the acceleration and heading of the reference path at each

time step can be computed. At each planned time step, I define an action to be a tuple that

dictates the adjustments to the acceleration and heading values of the reference path at that

time step. To reduce complexity of the action space, I discretize acceleration and heading

values. I define the acceleration adjustment space as Aa = [−0.2,−0.19, ..., 0.19, 0.2] (unit:

m /s2), and the heading adjustment space as Ah = [−5,−4, ..., 4, 5] (unit: degrees). Then

the action space is defined as A = Aa × Ah, with length 451.

The driving environment is only partially observable as I are not able to enumerate all

factors and features that impact the behaviour of agents. Accordingly, I model this problem

as a POMDP, as displayed in Figure 5.5. When the subject vehicle drives in environment

Envt at time t, graph Gt is constructed to represent the partially observable environment.

Then, Gt is mapped into the belief state bt , which generates the action policy at. Taking

action at results in the reward Rt. The status of the subject vehicle changes, which is

reflected by a graph update in Gt+1 and a belief state update in bt+1.
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Figure 5.5: POMDP diagram of the formulated problem

5.3.4.2 Reward Design

The purpose of the work is to plan trajectories that lead to safe, comfortable and energy

efficient trajectories. Accordingly, in this section I propose a custom-designed reward

function for the RL problem. After taking action at, the graph is then updated. At a

planned time step t, denote the edge weight set of graph Gt as Wt, and the planned

trajectory of the subject vehicle up to time step t as St. Then, the reward is computed based

on Wt and the average driving jerkiness in St, which is a widely used metric for measuring

driving comfort. The reward function is indicated in Eq. (5.5), where η is the discount

factor and τ is the number of maximum look-ahead steps of the RL exploration, which is

set to τ = 10 in this study. If based on the selected action the subject vehicle crashes into

other traffic agents or drives off road (i.e., outside of geo-fenced area determined by the

map), the planning process stops immediately and τ is shortened correspondingly.

rt = e−0.2ct
s−ct

j

Rt = r1 +
τ

∑
t=2

ηt−1rt
(5.5)
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where

ct
s = max(Wt)

ct
j =

2
t

t

∑
i=1
|ai − ai−1|

(5.6)

This reward function is designed to have actions (i.e., the adjustments in acceleration

and heading relative to the reference path) indirectly affect the reward through graph

weights. Recall that the graph weights capture the distance between agents as well as the

risk associated with drivers. To maximize the reward return, the subject vehicle is led to

maintain its distance from other agents and high-risk vehicles to reduce its exposure to

positional stress, which corresponds to safer action policies, and is captured by the term ct
s

in Eq. (5.6). When taking an action, the resulting reward will also be penalized if driving

comfort is low (high driving jerkiness), which is captured by the term ct
j in Eq. (5.6).

5.3.4.3 Model Architecture

A deep Q-learning model is developed in this work to find a trajectory planning policy

π(at|Gt). Compared to the traditional Q-learning algorithm, which uses a Q-table to map

an observation to a Q-value and is only able to handle small state spaces, deep Q learning

uses neural networks (DQN) to approximate the Bellman function, which is:

Qnew(Gt, at)← Q(Gt, at) + α(Rt + γ max
a

Q(Gt+1, a)−Q(Gt, at)) (5.7)

where Gt and at are observation and action at time t, α is the learning rate, and γ is

the discount factor. In the deep Q-learning training process, two parallel networks are

maintained: a target network and a prediction network. During learning, past experiences

seen by the prediction network are stored in memory. When the prediction network

output a Q-value, i.e., Q(Gt, at), the target network conducts experience replay, randomly

sampling a batch of past experiences from memory and using the average Q-value to

approximate the target, which is rt + γmaxaQ(st+1, a) in Eq. (5.7). By minimizing the

Q-value gap between the target network and the prediction network, Deep Q-learning
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Figure 5.6: The proposed DQN architecture

approximates the Bellman equation gradually. This approximation design makes Deep

Q-learning desirable for learning tasks with large or even infinite state spaces, and learning

policies in uncertain environments.

The proposed DQN architecture in this work is shown in Figure 5.6. In this DQN

architecture, five modules are designed to learn patterns in observations, Gt. For each

module in this architecture, a learning module is established. For agent nodes, I focus on

learning history patterns and motion properties of agents. In the vehicle node learning

module, the input includes history trajectories of all vehicle nodes in Gt. In this work I set

the number of vehicle nodes in each Gt to 5. Consequently, the input shape to the vehicle

nodes learning module is [5, 10, 2] as the history trajectory length is 5s seconds long and

one time step is 0.5s. The first element of the input tuple is the number of vehicles, the

second element is the number of time steps, and the third element includes the vehicles’

local geo-coordinates. For pedestrians and cyclists, the number of nodes are set to 3 in each

Gt, resulting in input shape [3, 10, 2] for both the pedestrian nodes learning module and

the cyclist nodes learning module. All three node learning modules have similar neural

network architectures. After taking the input, first a fully connected layer is constructed
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to learn the pattern in the last dimension of the input tensor with output shape [5,10,1],

[3, 10, 1] and [3, 10, 1] for vehicle, pedestrian and cyclist modules, respectively. Inside

each module, the resulting tensor is then reshaped and fed into an LSTM network with 64

hidden units. Finally, the features are further learned using a fully connected layer with an

output of shape [4]. To learn patterns embedded in the subject vehicle node, based on Gt, I

extract the input feature as:

fsubject = [goalx, goaly, xt, yt, vt, at, θt] (5.8)

where goalx and goaly are the coordinates of the desired destination, xy and yt indicate

the subject vehicle’s position at time t, and vt, at, and θt are respectively the velocity,

acceleration and heading of the subject vehicle at time t. Subject vehicle features are

extracted through a fully connected layer with output shape [256]. The last component of

Gt to be learned is weights. In this architecture, weights are formulated in the form of 1-D

tensors as:

fweight = [wt
sv1

, ..., wt
sv5

, wt
sp1

, ..., wt
sp3

, wt
sc1

, ..., wt
sc3
]. (5.9)

Similar to the subject vehicle node learning module, edge weights are also learned

with a fully connected layer with output shape [4]. All learned features across the five

modules are then concatenated, and additional features are extracted sequentially using

three fully connected layers with output shapes [256], [256], and [451]. The total number of

parameters in the proposed DQN is 312,072. Final outputs of the model are Q-values of

actions at time t. Based on the network architecture, the model is trained with the proposed

learning approach in Algorithm 5. In this algorithm, the model is trained after every four

actions are taken, and the target model is updated once every 10,000 actions are taken. The

first 50,000 actions are randomly taken as model warm-up. Here, random(0, 1) indicates

choosing a random value between 0 and 1, and ϵ < 1.
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Algorithm 5 The proposed deep Q learning algorithm
Input: learning rate; batch size bs; experience replay memory size M; epsilon-greedy ϵ ;
optimizer; max episodes to train E
Initialization: model=DQN; target model=model; frame=0
Result: Trained DQN model

1 while episode number < E and not converged do
2 1. Sample a simulated scenario;
3 2. Extract Gt based on Algorithm 4; Reward=0;
4 while time step < 10 and not terminated do
5 frame = frame +1;
6 if current experience memory size < 50,000 or random(0, 1) < ϵ then

7 pick a random action
8 else
9 a. prepare model input based on Gt;

10 b. pass inputs in (a) to model, pick action with largest Q-value;

11 move to the next state by taking the action, get reward r;
12 Reward = Reward +r;
13 save states, action, reward to experience memory;
14 if frame mod 4 = 0 and current memory > bs then

15 a. randomly sample bs frames from memory;
16 b. compute future reward with target model;
17 c. train the model on sampled frames based on rewards in sampled frames and

future rewards by the target model;
18 if frame mod 10000 = 0 then
19 replace target model with model
20 if episode ends then
21 terminate current loop; move to the next driving scenario.

22 Return model.
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5.4 Experiments and Results

5.4.1 Experiment Data

The proposed work is evaluated using Lyft L5 motion prediction dataset. The dataset

contains more than 1,000 hours of autonomous vehicle driving data, and has more

than 170,000 driving scenarios. Each raw scenario is 25 seconds long, sampled at 10

Hz. (Houston et al. (2020)). I process the raw dataset in different ways as necessitated

by modules that together form the framework–trajectory prediction for traffic agents,

driving risk prediction, and driving scenario simulation. I focus the experiments on

two driving environments: a non-signalized T-junction and a non-signalized lane-merge

intersection. Both of these environments have more conflicting points compared to

signalized intersections, resulting in more complex driving environments and making the

planning problem more challenging. Illustrations of the two environments are shown in

Figure 5.7, where arrows show the traffic movements in their corresponding lanes.

In the regions of interests, full trajectories of agents are first processed into 10 seconds

long non-overlapping trips with data frequency of 2 Hz. Agent-specific trajectory datasets

are extracted. For trajectory prediction purposes, I separated agent-specific trajectory

datasets into training sets and test sets with ratio 8:2. As mentioned earlier, I use 5 second

trajectories for training, and predict the position of the agent in the next time step. A

sequential prediction strategy is used to predict a full future 5 seconds trajectory. For

trajectory prediction models, with a sliding window technique, the size of the training

sets for vehicles, pedestrians and cyclists are 100,000, 100,000, and 30,000, respectively.

For driving risk prediction, 10,000 vehicle trajectories with lengths of 10 seconds each are

extracted from the dataset. For scenario simulation, I only extract driving scenarios where

all three agent types are present. Each simulated driving scenario is 10 seconds long, and

the planning starting time (t = 0) is at the 5th second.

5.4.2 Calibrating the BGM Models

Recall that I train three BGM models, where the purpose of each model is to learn

the underlying trajectory patterns of one agent type. In this section, I obtain the best
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(a) Illustration of the non-signalized T-junction intersection

(b) Illustration of the lane merge intersection

Figure 5.7: Illustration of the two intersections selected for experimentation.
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combination for the number of components of the three BGM models so as to generate

high-quality scenarios.

Recall that a raw simulated scenario is needed to be further cleaned (by removing agents)

in order to become socially acceptable. To find the best combination of the number of

components Kv, Kp, and Kc, I use the social acceptability metric. More precisely, I evaluate

the performance of each combination of the number of components, (Kv, Kp, Kc), based on

the percentage of agents that will need to be removed in order to achieve socially acceptable

scenarios. The more appropriate a parameter combination setting is, the lower the agent

removal rate would be. An extreme case would be to set Kv, Kp, and Kc respectively to

the total number vehicles, pedestrians, and cyclists in the real-world driving scenarios

in the original dataset. In this case, the removal rate will be 0, but the models with be

severely overfitted and no new scenarios will be generated. In this work I investigate

all combinations of the following values: Kv ∈ [2, 9], Kp ∈ [2, 5], and Kc ∈ [1, 3], where

Kv, Kp, Kc ∈N. These sets of values are selected based on the number of agents observed

in real-world scenarios at intersections of interest. For each combination of (Kv, Kp, Kc),

the agent removing rate is computed based on 1,000 simulated driving scenarios, where

every simulated driving scenario has 10 vehicles, 5 pedestrians and 5 cyclists. The analysis

is shown in Figure 5.8. Based on results demonstrated in Figure 5.8, in this work I set

(Kv, Kp, Kc) to (3, 3, 1) as it yields the least percentage of agent removals, which is 0.22.

5.4.3 Reduction of the Exploration Space

Based on the definition of the action space, the proposed model does not exhaustively

search the entire space of continuous planning strategies. Instead, it explores areas in

the vicinity of the reference path. This setting reduces random exploration of the model,

making it converge faster to the optimal policy. Figure 5.9 illustrates the exploration region

of the subject vehicle based on the proposed action space formulation. This region is

designed to be large enough not to exclude the optimal policy, but at the same time restrict

the action space to actions that are conducive to safer, more comfortable, and more energy

efficient trajectories. In Figure 5.9, the subject vehicle, surrounding vehicles, pedestrians,

and cyclists are respectively colored as red, blue, orange, and gray. End dots denote their
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(a) Percentage of removed agents, as the number of
components in the vehicle BGM model, Kv, changes, averaged
over all simulated scenarios

(b) Percentage of removed agents, as the number of
components in the pedestrian BGM model, Kp, changes,
averaged over all simulated scenarios

(c) Percentage of removed agents, as the number of
components in the cyclist BGM model, Kc, changes, averaged
over all simulated scenarios

(d) Percentage of removed agents averaged over 1,000 scenarios
w.r.t. different (Kv, Kp, Kc) tuples

Figure 5.8: Finding the best combination for the number of components in the three BGM models
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corresponding positions at t = 0, while tail lines indicate history trajectories. Regions

colored in cyan are regions to explore, based on the definition of the action space.

5.4.4 Performance

The reward trends during model training are shown in Figure 5.10, where shaded areas

denote the raw reward for each training episode and red lines are reward trends averaged

every 10,000 episodes. As indicated in this figure, for both intersections the proposed

model converges after 30,000 training episodes (driving scenarios). After convergence,

there are still small fluctuations in reward due to the epsilon greedy exploration mechanism

used during training to allow the model to explore random policies rather than always

using the best policy learned so far.

Figure 5.11 shows the performance of the proposed model at several example driving

environments and with different planning tasks. As trajectory planning is time-dependent,

I also demonstrate these example cases in video format. The video recording which can be

accessed at: https://www.youtube.com/watch?v=ioTCsEZuoVc

In Figure 5.11(a), the subject vehicle is on the arterial and is about to drive through the

intersection. At the same time, there are two surrounding vehicles who intend to use the

same lane as the subject vehicle in the intersection: one vehicle is moving straight through

the intersection ahead of the subject vehicle, and the other vehicle is turning right from

the minor road into the arterial. The planning strategy generated by the model has the

subject vehicle decelerate to let the right turn vehicle complete making the turn. During

this process, the velocity of the subject vehicle changes from 12.1 m/s to 10.0 m/s.

In Figure 5.11(b), the subject vehicle attempts to turn right onto the arterial, while a

surrounding vehicle is approaching on the arterial. Both vehicles have the same goal of

joining the through movement in the same direction. At the same time, a cyclist is moving

towards the crosswalk from a far distance. The planned trajectory allows the surrounding

vehicle to pass through the intersection first, after which the subject vehicle completes

making a right turn. Though the cyclist is far away from the subject vehicle when planning

begins, the model has the subject vehicle maintain a wide distance from the cyclist in order

to avoid a potential future collision.
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(a) An example of the exploration region at the non-signalized T-junction

(b) An example of the exploration region at the non-signalized lane merge intersection

Figure 5.9: Illustrations of possible regions for the subject vehicles to explore within 5 seconds on example
driving scenarios
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(a) Training reward at the T-junction

(b) Training reward at the lane merge intersection

Figure 5.10: Reward trends of model training
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(a) Driving through the T-junction (b) Slowing down for through movement when turning

(c) Making a stop for through movement when turning (d) Slowing down for pedestrian through movement

(e) Merging at the lane merge intersection (f) Merging from another lane at the lane merge
intersection

Figure 5.11: Planning results on example cases. Planned trajectories for the subject vehicle are in red. Ground
truth of vehicle, pedestrian and cyclist trajectories are plotted in blue, yellow and gray, respectively. Stars
mark the positions of agents at the planning start time.
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In Figure 5.11(c) a surrounding vehicle is about to pass through the intersection from a

further distance compared to Figure 5.11(b). The policy has the subject vehicle come to an

stop, with an average planned velocity of 0.76 m/s.

In Figure 5.11(d) the subject vehicle plans to turn right into the arterial. At the same time,

two pedestrians are near the intersection, and one of them ends up crossing the intersection

during the planning horizon. The policy has the subject vehicle stop for the entirely of the

planning horizon,i.e., 5 seconds. The average speed for the planned trajectory is 1.0 m/s.

Figures 5.11(e) and 5.11(f) show two different merging scenarios at the lane merge

intersection. In figure 5.11(e) the subject vehicle is merging from the upper lane. At the

beginning of the planning horizon, a leading vehicle VA is ahead of the subject vehicle, and

another vehicle VB is following the leading vehicle, but in an adjacent lane. Recognizing

that VA and VB are in two different lanes, the planned trajectory has the subject vehicle

closing its gap with VA, and positioning itself longitudinally ahead of VB. During the

process, the velocity of the subject vehicle initially increases from 3.8 m/s to a peak of 5.1

m/s, and then decreases from its peak to 4.7 m/s.

In 5.11(f) the subject vehicle merges at the intersection from the lower lane. A leading

vehicle is ahead of the subject vehicle and a following vehicle is at the upper lane. However,

in this scenario when planning begins, the following vehicle is still far from the merging

point, traveling with a low speed. As such, the policy has the subject vehicle accelerate and

place itself ahead of the following vehicle in the target lane. During this merging process,

the velocity of the subject vehicle changes from 4.8 m/s to 6.4 m/s.

5.4.5 Comparison to Human Driving

I compare the performance of the proposed trajectory planning method against human

driving in terms of three metrics: safety, driving comfort, and energy efficiency. In order

to investigate the overall performance of the proposed method relative to human-driven

trajectories, I generate 1,000 simulated driving scenarios for each of the two intersections

to serve as test sets. These driving scenarios have different planning tasks and traffic

conditions compared to the training set, and will allow us to assess the out-of-sample

generalizablity of the framework. To measure safety performance, I use the following
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procedure for both planned and human-driven trajectories:

1. In each driving scenario and at each time step, compute the positional stressor (the

greater, the safer) between the subject vehicle and other surrounding traffic agents.

2. Find the strongest (smallest) positional stressor within the planning horizon (i.e.,

future 5 seconds, as determined in step 1).

3. Average the smallest positional stressor obtained in step 2 over 1,000 driving

scenarios.

The resulting average can be used as a metric to measure the safety risks of both planned

and human-driven trajectories.

Following the literature (Zhou et al. (2020); Feng et al. (2017)), I measure driving comfort

by the jerkiness in the planned/human-driven trajectories, indicated as ct
j in Eq. (5.6). I

compute the energy consumption of a trajectory based on the work proposed by Galvin

(2017). Assuming the subject vehicle is an electric Ford vehicle, energy consumption can be

computed as:

E =
T

∑
t=1

(1100vt − 96.61v2
t + 2.745v3

t + 1439vtat)× 0.5 (5.10)

where vt and at are respectively the velocity and acceleration at time t, and T is the time

horizon, with a maximum of 10 seconds for both planned trajectories and human-driven

trajectories.

For each measure, I use two-sample t-tests to investigate whether there exists a

statistically significant difference between the planned trajectories and human-driven

ones. The values are reported in Table 5.1. Results indicate that planned trajectories

perform superior to human-driven ones based on all three metrics.

Figure 5.12 shows the general trajectory planning performance of the proposed model

compared to human driving. In this figure, blue lines demonstrate the mean values for

human driving, while green lines indicate the mean values for planned trajectories. Shaded

regions denote 95% confidence intervals.

As demonstrated in Table 5.1 and Figure 5.12, planned trajectories by the proposed

model demonstrate promising performance compared to human driving. Table 5.1

demonstrates that the proposed model is capable of outperforming human driving with
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(a) Jerkiness in 5 seconds planning horizon at the T junction (b) Energy consumption in a 5 seconds planning horizon at the
T junction

(c) Jerkiness in a 5 seconds planning horizon at the lane merge
intersection

(d) Energy consumption in a 5 seconds planning horizon at the
lane merge intersection

Figure 5.12: Model performance compared to human driving
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Metrics Planned
trajectories

Human-driven
trajectories p-value

T-junction average safety
measure 8.91 8.69 5× 10−10

T-junction average jerkiness 1.61 3.47 8× 10−8

T-junction average energy
consumption per trajectory 25538.5 44075.6 2× 10−168

Lane merge average safety
measure 5.73 5.65 6× 10−4

Lane merge average jerkiness 1.76 3.57 4× 10−8

Lane merge average energy
consumption per trajectory 26511.2 33654.1 2× 10−63

Table 5.1: Result metric statistics

respect to safety, comfort, and energy consumption for a planning horizon as long as 5

seconds with under a 0.5% type I error. Figure 5.12 further demonstrates that in both

experimental regions, driving behavior planned by the proposed method outperforms

human driving significantly over the planning horizon. At the T-junction, the average

energy consumed by the proposed model and human drivers are 2553.8 and 4407.6 per

time step (0.5s), respectively. At the lane merge intersection, the average energy consumed

by the proposed model and human drivers are 2651.1 and 3365.4 per time step, respectively.

Compared to human driving, energy savings for the above two experimental regions are

42.06% and 21.22%.

5.5 Conclusion

In this chapter I develop a predictive framework based on reinforcement learning for

vehicle trajectory planning. The framework is capable of devising offline policies, in the

form of acceleration and heading profiles, for a target vehicle to follow in complex and

dynamically changing driving environments. I abstract the driving environment in a

graph, where each agent in the driving scene constitutes a node. The weight of an edge

connecting two agent nodes represents the positional stressor between the agents. Agents

carry different information depending on their type: the target vehicle carries its history

trajectory, while other agents carry information on their predicted trajectories and/or the
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level of risk they pose on other agents. When traffic dynamics change, nodes and graph

edges are adjusted accordingly, resulting in state updates in the corresponding POMDP. I

propose a deep Q network to capture patterns in graphs and learn offline planning policies.

Since publicly available real-world autonomous driving datasets are scarce, I simulate

socially acceptable driving scenarios through a simulation framework, which is based on

real-world autonomous vehicle data. I show that the proposed model outperforms human

driving when planning vehicle trajectories for horizons as long as five seconds. According

to experimental results, the proposed model delivers safer driving trajectories. Statistically

significant improvements in driving comfort and energy consumption are also obtained

using the proposed model. Energy efficiency savings are specifically high, and they depend

on the reference paths used in planning. Compared to human-driven trajectories, up to

42% energy savings can be obtained when using human-driven trajectories as reference

paths. Kinematically feasible constant speed reference paths can provide up to 70% energy

savings.
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CHAPTER VI

Conclusion and Discussions

6.1 Research Findings and Conclusions

The rise of CAV technology has the potential to free drivers from traditional steering wheels

and tedious daily driving tasks. Safer driving, less congestion, and more sustainable

traveling are parts of the merits of the future application of CAVs. After decades’

development, the field of CAV has evolved dramatically along with the advancing of

communication and sensor technologies, and artificial intelligence. Although still in the

early stage, CAVs are transformed from a theoretical exercise into real-world products. As

the CAV technology keeps marching forward, along with appealing opportunities and

benefits, the society sees challenges. More and more critical problems keep emerging due to

the current immaturity of the technology. The successful development and implementation

of CAVs and CAV-related transportation systems would not be achieved without the

prioritization of safety. This dissertation puts forward a predictive-prescriptive framework

in order to enhance the safety at urban intersections, with the consideration of connectivity

and autonomy. The framework can be adopted by CAVs to mitigate real-time risks and plan

future trajectories. It can also be utilized by other agencies, e.g., transportation management

departments, to promote safety in transportation systems.

At the beginning of the dissertation, an overview on the field of CAVs is provided,

which includes general backgrounds on CVs and AVs. Preliminary discussions about

potentials and status-quo of CAVs are put forward. Most importantly, from the perspective

of human driving, the merit of a predictive-prescriptive mechanism is introduced, which
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is leveraged by this dissertation to develop a safety-focused framework for CAVs. Four

main challenges are analyzed regarding the development and implementation of such

framework.

In Chapter II, the dissertation delves into the problem of risky driving prediction, and

demonstrates an unsupervised learning approach, i.e., RDP, to predict driving risk in

real-time. The model is established by generating driving patterns through clustering

and using anomaly detection to identify risky driving in an offline dataset. RDP does not

require manual labeling, and is able to provide non-binary prediction results on real-time

driving risk of vehicles in a connected vehicle environment. An online assessment strategy

is provided for the sake of real-world implementation of RDP.

In Chapter III, the dissertation proposes a deep learning-based model, namely, step

attention, for long look-ahead pedestrian trajectory prediction. The model learns patterns

in recent history trajectories, and estimates future pedestrian locations within the next

several seconds. It is demonstrated that step attention outperforms benchmark methods

and the resulting average displacement error is smaller than the typical range of a single

step length of a pedestrian. Promising results are also obtained at urban intersections.

Furthermore, step attention shows favorable results when utilized for trajectory prediction

for heterogeneous traffic agents, as demonstrated in Chapter IV. Using transfer learning,

step attention is able to accurately predict trajectories for less-seen traffic agents, such as

cyclists, within a large prediction horizon.

On the basis of the predictive models discussed from Chapter II through Chapter IV,

this dissertation proposes a predictive trajectory planning framework to generate high-

quality driving polices for autonomous vehicles to follow within the next few seconds.

A driving scenario generation module and a POMDP-based RL algorithm are proposed

in search of high-quality planning strategies in uncertain dynamically changing traffic

environments. Experiments are conducted at two different urban intersections, and I show

that with the proposed approaches, the framework is able to plan safer, more comfortable,

and more energy-efficient future trajectories compared to human-driven ones.

The establishment of methodologies and models in this dissertation meticulously takes

the four main aforementioned challenges in Chapter I into consideration. To capture
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uncertainties in a dynamically changing environment, POMDP is introduced for the

formation of the reinforcement learning graphical model, so as to mitigate the drawbacks

due to uncertainty of environment observation. Uncertainties also play a role in the setup

of RDP and step attention. For RDP, during online assessment, the uncertainty comes

from partially-observed trajectory information. When more trajectory information of an

approaching vehicle is revealed, its prediction can be updated in real-time to achieve better

prediction results. As uncertainty resides in traffic agents’ behaviors, step attention adopts

a look-back strategy with deep learning, to examine and extract patterns embedded in

recent history trajectories of traffic agents, so as to decrease the deficiencies caused by

uncertainty and obtain insights on agent behaviors.

The work demonstrated in this dissertation is not limited to a specific region nor a

special case. Different experiments are conducted to show the effectiveness and robustness

of the proposed framework. When transferred from one location to another, the framework

still provides promising results. Without rebuilding a whole new framework, the model

can be easily scaled. Such scalability is further promoted by the settings of the framework’s

components, e.g., eliminating the time-consuming and subjective manual labeling process

in RDP. The proposed models are responsive in real-time. Although training takes time,

after offline completion of training, implementations of the proposed framework and its

components discussed in this dissertation can take place in a timely manner, congruent

with requirements of real-time applications.

6.2 Future Directions and Challenges

This dissertation only presents my investigations and findings in the past several years

on limited topics within the vast field of connected and automated transportation. Diving

deep into the CAV field, along the journey I have noted some future research directions

and, more importantly, challenges for the future CAV-related systems:

• Microscopic vs. macroscopic: This dissertation focuses more on individual vehicles

and other road users at intersections, which belongs to the microscopic paradigm.

When microscopic behaviors are aggregated, they may affect macroscopic system-
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level outcomes and measures, such as traffic flow in a transportation system. Changes

in macroscopic measures may in turn impact microscopic-level behaviour. A few

topics worth further investigation include: i) the development of microscopic

transportation models with the consideration of CAVs; ii) the mechanism through

which CAVs impact macroscopic models; iii) the design of transportation systems

given the existence of CAVs.

• Privacy and security: A CAV collects and shares information with other vehicles

or data centers when traveling. Such data collection and sharing pose challenges

to user privacy. For example, the RDP study mentioned in this dissertation utilizes

connected vehicle information collected in Ann Arbor, MI. The raw BSMs contain

real-time motion information of vehicles. Although real vehicle identifications are not

revealed for the sake of maintaining privacy, such information may be reconstructed

in the real world to identify vehicles. The privacy concern applies to other types of

sensitive information. With more and more involvements from public and private

sectors in this field, for long-term deployment, principles and regulations should be

further established to inform how the data is collected, shared, used, and protected.

The privacy concern usually accompanies discussions on security of CAVs. When

connected, CAVs can be vulnerable to cyber attacks, whose consequences can be

more severe as vehicles are equipped with higher levels of autonomy (Takahashi

(2018); Othmane et al. (2015); Wang et al. (2020)). The successful development and

deployment of CAVs is not going to occur without detailed investigation and research

on privacy and security.

• Equity: The very basic principle of transportation is delivering people or goods from

one location to another, and therefore it has tremendous social impacts by nature.

Instead of only focusing on vehicles, this dissertation addresses the participation of

different road users. One reason is that a transportation system is not built only for

drivers/vehicles but for providing mobility and accessibility to everyone. Research

has shown that if developed and implemented properly, CAV technology can be a

solution to narrow the equity gap and promote societal equity (Guo et al. (2020); Bills
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(2020)). How to properly develop such systems is still a challenging problem. For

public agencies, corresponding management strategies and regulations should be

re-investigated and established. For the private sectors, it may increase operational

costs and lower profitability. For individual users, public acceptance and additional

accessibility costs can contribute to the barriers. However, for the sustainability of the

field and for a better society, equity is one of the important concerns to be addressed

in future research and development of CAV-related systems.
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APPENDIX A

Supporting Materials For Chapter V

A.1 Constant Speed Reference Path

Here I analyze the performance of the proposed framework using a different reference

path. When planning begins, a human driving reference path may be obtained through

simulation or other trajectory generation modules. However, users may be interested

in a simpler way to generate reference paths. A wildly adopted simple reference path

in the literature is a path constructed by assuming the subject vehicle drives towards its

goal with constant speed while staying within lane boundaries (Carvalho et al. (2013);

Raffo et al. (2009)). When generating the reference path, the following information are

required: the planning start time, the vehicle starting position, the desired destination of

the vehicle, and the road structure. Given this information, I assume the subject vehicle

drives towards its goal with constant speed within the next 5 seconds. Hence, a raw

reference path can be denoted as Path1
re f = {re f1, re f2, ..., re fi, ..., re f10}, where re fi is the

reference position at the i-th planning step. However, the raw Path1
re f can be kinematically

infeasible due to the fact that when transiting from history trajectory to the reference

positions in Path1
re f , unreasonable acute acceleration or deceleration may be required.

Therefore, I update Path1
re f by imposing kinematic constraints. Since with maximum

performance most vehicles can reach 0-60 mph within 10-15 seconds, in this work I updated
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Metrics Planned
trajectories

Human-driven
trajectories p-value

T-junction average safety
measure 8.76 8.61 1.83× 10−5

T-junction average jerkiness 0.70 3.49 1× 10−4

T-junction average energy
consumption 11982.4 44416.5 1.71 ×

10−186

Lane merge average safety
measure 5.93 5.71 9.75× 10−10

Lane merge average jerkiness 0.46 3.21 4.96× 10−5

Lane merge average final energy
consumption 8910.2 34673.1 9.21 ×

10−245

Table A.1: Result metric statistics using a constant speed reference path

the Path1
re f with a maximum acceleration limit of 2m/s2. When generating the reference

path and during the transition from one position to the next in Path1
re f , if the corresponding

acceleration exceeds the maximum limit, the next stop on the path will be computed with

an acceleration of 2m/s2. I denote the updated kinematically feasible reference path as

Pathre f = {re f
′
1, re f

′
2, ..., re f

′
i , ..., re f

′
10}. Similar to our settings in Section 3, I train the model

with Pathre f .

Figure A.1 displays the reward trends during training on both T-junction and lane

merge intersections. This figure demonstrates that using a simple reference path the

model convergences to similar reward values compared to the results obtained when using

human-driven trajectories as reference paths in Chapter V.

The performance metrics are demonstrated in Table A.1. The values in this table are

averaged over 1,000 simulated scenarios. As this table demonstrates, with the new reference

path planned trajectories outperform human-driven ones based on all three metrics. At

the T-junction, the average energy consumed by the proposed model and human drivers

are 1198.3 and 4441.6 per time step (0.5s), respectively. At the lane merge intersection,

the average energy consumed by the proposed model and human drivers are 891.1 and

3467.3 per time step, respectively. In both scenarios, planned trajectories obtain over 70%

reduction in energy consumption compared to human-driven trajectories.

Figure A.2 demonstrates the general trajectory planning performance of the proposed

model compared to human drivers. In the figure, blue lines demonstrate the mean values
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(a) Training reward at the T-junction using a constant speed reference path

(b) Training reward at the lane merge intersection using a constant speed reference path

Figure A.1: Reward trends of model training
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(a) Jerkiness in 5 seconds planning horizon at the T junction

(b) Energy consumption in 5 seconds planning horizon at the T junction

(c) Jerkiness in 5 seconds planning horizon at the lane merge intersection

(d) Energy consumption in 5 seconds planning horizon at the lane merge intersection

Figure A.2: Model performance compared to human driving
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for human driving, while green lines indicate the mean values for the planned trajectories.

Shaded regions denote 95% confidence intervals.

As indicated in Table A.1 and Figure A.2, with a constant speed reference path the model

plans trajectories that outperform human-driven trajectories in terms of safety, driving

comfort, and energy efficiency. The planned trajectories show much less jerkiness and

consume less energy within the 5 seconds planning horizon. When compared to Figure 5.12,

I can also notice a difference between using a constant speed model to generate reference

paths and using human-driven trajectories as reference paths. Compared to results shown

in Figure 5.12, using Pathre f the model has better energy efficiency at both intersections.

However, at the beginning the jerkiness can be high compared to using human-driven

trajectories as reference paths. The reason is that since the utility of a reference path is to

reduce the model exploration space during training, with Pathre f the model is intrigued

to learn a planning strategy to reach the goal with the least acceleration/deceleration.

This leads to lower energy consumption. However, to achieve that, at early steps within

the planning horizon the model generates larger jerkiness compared to human-driven

reference paths. This is due to a more turbulent acceleration profile at the beginning when

the trajectory transitions from the history trajectory to a near-constant speed trajectory.

To sum up, with different reference paths, the proposed model can learn different

planning strategies. Using a kinematically feasible constant speed reference path, the

planned 5 seconds trajectories outperform human-driven trajectories in terms of safety,

driving comfort and energy consumption. However compared to using human-driven

trajectories as reference paths, which naturally provides kinematically feasible paths, the

model shows higher jerkiness at the early planning steps and lower jerkiness toward the

end of planning. With Pathre f , compared to using human-driven trajectories as reference

paths, the model sacrifices driving comfort at the early time steps to achieve better energy

efficiency.
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