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PREFACE

The purpose of this dissertation is to provide a roadmap for spectral diagnostic development and
modeling of the electron beam-target interaction at the Dual-Axis Radiographic Hydrodynamic
Test (DARHT) facility. This is motivated by the current lack of detailed knowledge of the beam-
target interaction and the warm dense matter (WDM) generated during this process, along with
the direct relevance to DARHT’s main purpose in fulfilling its Stockpile Stewardship mission.
Fully characterizing the beam-target interaction will improve the radiographic performance of the
DARHT accelerators and can lead to a more advanced and optimized target design for minimizing
the radiographic spot size. The phase space trajectory from cold metal to expanded plasma plume
in an electron beam driven target is not known. Complicating this issue is the lack of validation of
equation-of-state models in the WDM regime and under the vapor dome. The plasmas generated
at DARHT span both regimes. Fully diagnosing this beam-target interaction can provide answers
to many of these present unknowns. A critical part of solving these problems includes a full-scale,
spectroscopic-quality radiation transport model to interpret the resulting spectroscopic measure-
ments. This has been developed by linking together several codes, including atomic physics, radi-
ation hydrodynamics, and radiation transport, and will continue to mature into the future.
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ABSTRACT

Quantitative electron beam-target interaction studies on the Dual-Axis Radiographic Hydrody-
namic Test (DARHT) electron linear induction accelerators have only been performed recently.
This includes characterization of the temperature, density, pressure, extent, and expansion veloc-
ity of the plasma plume. The results presented in this dissertation present a detailed and unified
overview of the accelerator systems, target heating physics, beam transport, and diagnostic tools.
Additional information includes calibration sources, radiation hydrodynamics, spectroscopic-qual-
ity radiation transport modeling, experimental measurements, and analyses of electron beam driven
aluminum experiments.

The first set of spatially and temporally resolved spectroscopic measurements of electron beam
driven aluminum are presented. Contamination quantification analyses are used to understand the
origin of the strong Na-I 3p-3s lines that are observed in absorption within the aluminum plasma
continuum. These results inform the creation of the first spectroscopic-quality radiation transport
model that links several atomic physics codes to interpret the conditions from which the Na-I lines
originate. A good agreement is found between the surface analysis results and the model which
confirms the concentration of the sodium present within the aluminum alloy foil material. It also
demonstrates, for the first time on electron beam-driven target experiments, the ability to interpret
plasma conditions from measured absorption lines.

In a second experimental campaign which focuses on pure aluminum, the Al-I 3p-4s and 3p-
3d doublets are both measured in emission. A detailed analysis of the Al-I 3p-4s doublet reveals
that the lines undergo moderate self-absorption. A simple model of the self-absorption effect is
successfully used to match measured spectra at various temperature/density/plasma scale length
combinations. These measurements led to the realization of the minimum density that can be re-
solved by the spectrometers for the Al-I 3p-4s lines due to the large slit width required to observe a
signal on aluminum. These measurements also demonstrate the sensitivity of visible and long wave
UV spectroscopy to minor changes in both temperature and density. The simple self-absorption
model will be useful for analysis of other beam-target interaction experiments with spectra exhibit-
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ing either self-absorption or full self-reversal.
Substantial headway has been made on the modeling front by linking together several codes

needed to model both the energy deposition, hydrodynamic motion, and atomic kinetics to pro-
duce synthetic spectral calculations that are compared with experimental measurements. There
exists ample space for improvement, especially with benchmarking the hydrodynamics codes and
equation-of-state tables with experimental measurements. The X-ray diagnostics required to make
these new measurements along with the simulation capabilities required to interpret the results are
under development and will be the subject of future studies.
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CHAPTER 1

Introduction

Los Alamos National Laboratory (LANL) is the nation’s premier nuclear weapons design labora-
tory. Operating under the purview of the National Nuclear Security Administration (NNSA) within
the Department of Energy (DOE), LANL’s primary mission is to ensure the safety, security, and
effectiveness of the U.S. nuclear deterrent. Since 1992, the end of U.S. nuclear testing, this has
become known as the Stockpile Stewardship Program. In addition to advanced computer codes
dedicated to modeling the events happening inside a nuclear weapon, experiments are performed
to acquire data from which computational models can be validated. The purpose of the Dual-Axis
Radiographic Hydrodynamic Test (DARHT) facility at LANL is to support the Stockpile Stew-
ardship Program by providing high-quality, multi-frame radiographic images of hydrodynamic
(hydro) tests.

1.1 The DARHT Facility

The DARHT facility (Fig. 1.1) is used to study basic weapons physics. The facility consists of two
accelerators, Axis-I and Axis-II. The axes of these two accelerators are orthogonal to one another
and intersect at the firing point. The firing point is where the hydrodynamic tests are deployed and
where the electron beams from the two accelerators are converted into X-rays for radiographing
the hydrodynamic tests. The dual-axis nature of the facility provides the ability to extrapolate the
resulting radiographs into three dimensional data. This was not possible with previous single-axis
systems. As originally conceived in the early 1980s, DARHT was to have two identical single-
pulse accelerators. The requirements, after the nuclear testing moratorium had begun, expanded
to include a machine with the capacity to deliver multiple X-ray pulses in time. The single pulse
machine, Axis-I, was commissioned in 1999 and continues to provide high quality radiographs.
Axis-II, the multi-pulse machine, faced significantly more complex design challenges; a long-
pulse electron Linear Induction Accelerator (LIA) had never before been constructed. After its
full energy commissioning in 2008, a result of extensive inter-laboratory collaboration between
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Axis-II Axis-I

Firing point

Figure 1.1: Top-down cutaway view of the DARHT facility at LANL. Axis-II is located on the left,
and Axis-I on the right. The intersection of the two accelerators is the firing point.

LANL, Lawrence Livermore National Laboratory (LLNL), and Lawrence Berkeley National Lab-
oratory (LBNL), DARHT successfully fired its first dual-axis hydro test in 2009. A description
of both Axis-I and Axis-II follows, but more emphasis (and detail) is given to Axis-I as all of the
experiments presented in this thesis were performed on Axis-I.

1.1.1 Axis-I

DARHT Axis-I (Figure 1.2) is a single pulse electron LIA. Developed by LANL, it began as the
Integrated Test Stand (ITS) in 1991, which comprised the injector and the first set of 8 accelerator
cells for initial electron beam generation and transport [13,14]. The injector consists of four major
parts: a Prime Power Tank (PPT), Blumlein, transmission line, and diode. The PPT consists of a
capacitor bank DC charged nominally to 112 kV [15, 16]. This is switched through a Stangenes
transformer to pulse charge a glycol Blumlein to 1.5 MV. The Blumlein is switched with a set of
four laser-triggered spark gap switches in parallel into a set of three series transmission lines with
increasing impedance to further step up the voltage. This voltage pulse arrives at the diode with a
nominal voltage of 3.8 MV in a trapezoidal-like pulse, having 20 ns rise and fall times with a 60 ns
flat top [17].

The cathode employed for electron production via field emission is a circular piece of velvet
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Injector Diode DARHT Axis-I Accelerator
8 Cell Blocks; 64, 250 kV Cells

Downstream Transport

Measurement regionCell Block 1 Cell Block 5

48.5 m

Figure 1.2: Axis-I of the DARHT facility. The confinement vessel used for hydrotests is located
inside the containment chamber (yellow cylinder). Total length of the accelerator from the cathode
surface to the converter target is 48.5 meters.

Figure 1.3: Example diode voltage (red) and beam current (blue) traces from Axis-I, shot 33925.
The 3.5 MV voltage is due to operating the prime power tank at a charge voltage of 98 kV, which
also results in a lower extracted and transported current of 1.5 kA.
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(a) (b)Blumlein
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Figure 1.4: The Axis-I accelerator (a) and pulsed power (b) halls. Shown in (a) is the view look-
ing downstream from the injector (white). The Blumleins (silver cylinders) and Blumlein charge
units (BCUs) (blue, directly below Blumleins) along with the associated trigger units (TUs) (blue,
foreground, with brass feedthroughs) can be observed in (b).

with a diameter of 50 mm [18]. The cathode size, and thus extracted current, can be varied from
19 mm to 70 mm to provide a range of space charge limited beam currents (200 A to 2.9 kA). The
A-K gap is 17.8 cm. Example current and voltage pulses are shown in Figure 1.3.

The accelerator section of Axis-I is composed of 8 cell blocks, each of which contains 8 ac-
celerator cells. Each individual cell is capable of imparting 250 kV to the beam across a 19.1 mm
accelerating gap, including the effect of beam loading, for a net energy of 16 MeV added upon ex-
iting the final cell block and entering the drift section of the accelerator. The pulsed power system
used to drive the cells consists of 32 identical units, each of which contains a trigger unit, Blumlein
charge unit, water-insulated Blumlein, and coaxial cables used to deliver the voltage to the cells.
Each Blumlein drives two cells. The Blumleins are pulse charged to a nominal 250 kV in a similar
fashion to the injector Blumlein. The voltage is fed out to four parallel 44 Ω coaxial cables (two
for each individual cell) in a 70-ns pulse [19, 20]. See Figure 1.4 for representative photos of the
accelerator and pulsed power halls.

The timing of the voltage delivery to the accelerator cells is critical. The length from the
cathode surface to the final cell is approximately 34 meters, and since the electrons are born out of
the diode with nearly 4 MeV, their speed is > 99% the speed of light, or roughly 1 ft/ns. Thus, the
firing of Blumlein 32 (driving Cells 63 and 64) will be delayed about 100 ns later than the firing
of Blumlein 1 (driving Cells 1 and 2) to provide the maximum accelerating voltage to the beam at
the appropriate time as it traverses the accelerator.
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Due to the short pulse length of the electron bunch, the accelerator cells are designed with
a ferrite core containing a nested solenoid magnet. The ferrite core is made up of a stack of 11
oil-insulated nickel-iron-zinc toroids for a total of 27.93 mV-s per cell. A polystyrene insulator is
used for vacuum voltage holdoff [21].

Included within each cell are a pair of nested dipoles that can be used to steer the beam. Beam
position and current measurements are made by a Beam Position Monitor (BPM). There are two
BPMs located in each cell block, in addition to two located between the injector and Cell Block
1 and the seven located downstream of Cell Block 8, in the downstream transport section of the
accelerator. These BPMs are one of the primary beam diagnostics used every shot to ensure beam
quality and repeatability.

1.1.2 Axis-II

DARHT Axis-II is an intense, long pulse, relativistic electron LIA [22, 23]. With a nominal pulse
length of 2 µs, the Axis-II beam contains over 30× more charge than the Axis-I beam. This re-
quired duration and intensity necessitated many different design choices for the injector, cathode,
pulsed power, accelerator cells, and downstream transport compared with Axis-I. LBNL was re-
sponsible for the design of the pulsed power and injector systems, while LLNL was responsible for
the kicker design and downstream transport to produce the desired multiple radiographic pulses.

The injector system, to provide the required long pulse length, is an 88-stage Marx generator
with each stage consisting of a type E Pulse Forming Network (PFN) architecture. Compared with
a traditional Marx generator, a Marx PFN system uses lumped element PFNs to form each stage of
the Marx instead of capacitors. The injector delivers a nominal 3.2 MV voltage pulse with a 400 ns
rise time and 2 µs flat top to a 16.5-cm-diameter dispenser cathode [24]. A thermionic cathode is
required for low emittance, long pulse, high current extraction as designated by the Axis-II beam
parameters; research is ongoing to investigate the long pulse and multi pulse capability of field and
photoelectron emitters.

A total of 74 induction cells add voltage to the beam after extraction through the diode. Six
of these cells operate as a part of the injector and have a larger center bore and a lower operating
voltage (175 kV) than the subsequent 68 cells operating at 200 kV that form the accelerator section
[25]. The injector cells, combined with collimators and apertures, collectively form the Beam
CleanUp Zone (BCUZ) [26]. The BCUZ is used to remove the off-energy electrons in the beam
head due to the finite rise time of the voltage pulse. The tail of the pulse is sharp due to the use of a
crowbar. Removing these off-energy electrons before the beam enters the accelerator helps prevent
background X-ray production and beam charge deposition in undesired portions of the accelerator
that could result in insulator flashover, cathode poisoning by backstreaming desorbed neutrals and
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ions, or other detrimental issues.
The Axis-II inductor cells have Metglas cores with a ∼0.50 V-s capacity. Each cell is individ-

ually driven by a 4-stage Marx PFN. The nonlinear magnetization current of the Metglas cores of
the accelerator cells is compensated within the Marx PFNs by varying the inductance within each
stage [27].

After exiting the beam transport section, the beam continues into the downstream transport
section. Pulsed electromagnetic fields in the kicker divert portions of the large, 2-µs-long beam to
the bremsstrahlung converter target, while the remaining parts of the beam are transported into a
beam dump [28, 29].

1.1.3 The Beam-Target Interaction

While fundamentally different in how the electron bunches are accelerated, the end goals of both of
DARHT’s machines are clear; provide a quality X-ray pulse (or pulses, for Axis-II) for radiography
of the hydrodynamic test object. The choke point of both of these radiographic systems is the
point at which the X-rays are produced. This is known as the beam-target interaction. A detailed
physics description of this in its entirety is left to Chapter 2, but an overview and motivation for its
understanding will be laid out here.

The target used for X-ray production is made of tantalum, which has an atomic number, Z, of
73. The reason why a high-Z material such as Ta is desirable for X-ray generation is because the
bremsstrahlung (braking) radiation cross-section scales as Z2 [30]. A ∼20 MeV electron beam,
when focused onto a bremsstrahlung converter target, will collisionally and radiatively deposit en-
ergy into the target material. This produces a spectrum of X-rays up to the beam endpoint energy,
the precise details of which are dependent on target thickness [31, 32]. The bremsstrahlung gener-
ated along with the scattered electrons will also contribute to secondary energy deposition into the
target material. This net energy deposition eventually will result in the heating and disassembly of
the target material which can then adiabatically expand into the surrounding vacuum.

Less of a concern, but still non-negligible for the single pulse Axis-I accelerator, this expanding
plasma plume can and will interact with subsequent electron pulses later in time and result in un-
desirable effects. First, this can lead to space charge neutralization of the beam which can pull the
focal spot upstream and cause defocusing and an increase in spot size, degrading radiograph qual-
ity [33–37]. Second, the vaporized target material now exists in a lower density condition which,
when subsequent electron beam pulses arrive later in time on Axis-II, lowers the bremsstrahlung
production efficiency relative to the original solid target. This reduced dose may mean an inad-
equate radiographic pulse for the experimenters as it potentially would not provide the contrast
required to resolve certain features of the test object under dynamic conditions.
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Figure 1.5: Phase space plot highlighting the region of WDM. Note that WDM spans nearly all
four regular states of matter: solid, liquid, gas, and plasma. Figure from https://www.lanl.gov/.

Understanding this beam-target interaction is important both for DARHT and future multi-
pulse flash radiography machines. Measurements of the Warm Dense Matter (WDM) evolution
and late-time plume expansion using visible, EUV, and X-ray diagnostics to determine the tem-
perature, density, pressure, velocity, and other relevant parameters are required to diagnose the
beam-target interaction. In addition, mature computational models are required to interpret more
complex experimental measurements. These experiments are key to uncovering potentially new
physics concepts, validating hydrodynamics and Equation of State (EOS) models, and improv-
ing the radiographic performance of DARHT by realizing new bremsstrahlung converter target
designs. Initial measurements on DARHT Axis-I have focused on low-Z materials because the
electronic structure and resulting characterization is simpler compared with mid-Z and high-Z ma-
terials, while also minimizing undesired bremsstrahlung production acting as added background
that reduces signal-to-noise ratio (S/N ). The material of focus in this thesis is aluminum (Z = 13).

1.2 Warm Dense Matter

WDM is characterized by the strongly correlated nature of the ions in addition to the partially or
fully Fermi degenerate electron population [38]. Occupying the region of phase space defined by
0.1ρ0 < ρ < 10ρ0 and temperatures of 0.1 eV to 10 (or 100) eV, WDM is a theoretical no-man’s
land, presenting significant challenges to accurately model and predict its properties. It is con-
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Te (eV) ne (cm−3) λD (nm) NDebye (#
atoms)

ϵF (eV) Θ Γ

10 1016 2.02× 102 345 1.68× 10−4 59500 0.005
1 1023 2.35× 10−2 0.005 7.80 0.13 1.22

Table 1.1: Calculated quantities from Equations 1.1–1.5 for a classical plasma (10 eV, 1016 cm−3)
compared with a warm dense plasma (1 eV, 1023 cm−3).

jectured to be the makeup of some stellar interiors where pressure ionization dominates. Further,
it is likely a transient state in inertial confinement fusion, which makes it relevant for harnessing
fusion as a future power source. WDM is also formed in high-power pulsed radiography systems,
where the plasma formed will expand upstream into the incoming electron beam and, due to the
space charge neutralization of the beam, cause an over-focusing which degrades spot size and,
subsequently, radiograph quality. WDM is a subsection in the field of high energy density physics
defined by materials having an energy density greater than 1 MBar (see Figure 1.5). However,
WDM can exist at lower pressures, particularly when not driven with shock compression. WDM is
too dense for ideal plasma theory to apply, along with being too warm for condensed matter theory,
which assumes zero temperature.

A classical plasma can be defined as a gas of quasi-neutral charged and neutral particles that
exhibit collective behavior. A couple key assumptions of traditional plasma theory include the
dominance of collective effects over collisions between individual particles, and a large number of
particles contained within a Debye sphere NDebye ≫ 1. The Debye length, λD, is defined as the
distance over which individual charges have their electric fields screened from the remainder of
the plasma. The Debye sphere is a quantity that describes the number of particles within a sphere
of radius λD. The Debye length is computed by the following expression:

λD =

√
ϵ0kBTe
nee2

, (1.1)

where ϵ0 is the free space permittivity, kB is the Boltzmann constant, Te is the electron temperature,
ne is the electron density, and e is the electron charge. The Debye sphere can be calculated by the
following:

NDebye =
4π

3
λ3Dne. (1.2)

The number of particles in the Debye sphere for a representative warm dense plasma of density
1023 cm−3 and temperature 1 eV is 0.005, with Debye length equal to 0.23 Å. It is clear that these
values do not meet the condition of an ideal plasma.

Electron degeneracy and Coulomb coupling parameters are two metrics by which one can
classify states of matter in the high energy density regime. WDM spans a wide range of both of
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these parameters. The degeneracy is given by the following expression,

Θ =
kBTe
ϵF

. (1.3)

where the Fermi energy ϵF is defined as:

ϵF =
ℏ2

2me

(3π2ne)
2/3. (1.4)

If Θ < 1, the plasma is considered degenerate. The Coulomb coupling is given by

Γ =
q2e

4πϵ0(Te + ϵF )

(
4πne

3

)1/3

, (1.5)

where qe is the electron charge. The Coulomb coupling defines the collectiveness of the system,
and is the ratio of the Coulomb energy to thermal energy. Typically, classical plasmas are weakly
coupled (high Te and low ne), meaning Γ ≪ 1; conversely, strongly-coupled plasmas have a
coupling parameter around or greater than 1. Table 1.1 compares and contrasts these quantities
between a classical plasma and a warm dense plasma.

Within the phase space range of WDM, the degeneracy and coupling range over several orders
of magnitude: 0.05 < Θ < 100 and 0.1 < Γ < 2. These values are calculated using an aluminum
plasma (nsolid ≈ 6 × 1022 cm−3), and demonstrate the multi-physics nature of the WDM state;
many effects need to be considered to accurately capture the interplay of the physical phenomena.

1.2.1 Drivers for WDM

Many platforms exist at this time to generate and probe the WDM state: laser driven shock heating,
direct heating with X-ray free electron laser beams, magnetic compression of material using pulsed
power, and collisional heating with particle beams. All of these techniques can vary significantly
in the duration, size, repetition-rate, and temperature of the WDM generated. A brief overview of
each technique is presented below.

Intense lasers focused onto a thin target foil surface results in the generation of strong elec-
tric and magnetic fields. These electric fields accelerate electrons from the target foil and cause
them to reflex back and forth through the material. This results in rapid, isochoric heating of the
material [39–43]. Lasers can also be used to indirectly drive targets into and through the WDM
phase by using a hohlraum which creates an X-ray bath that subsequently drives the target, or by
driving X-ray backlighters for probing the experimental volume. This is the method employed
on the National Ignition Facility (NIF) for fusion-related experiments, where WDM is a transient
state when investigating capsule implosions [44]. Note that the time resolution required for these
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experiments is very short (<1 ns) due to the relevant timescales for heating. An alternative X-ray
drive is achieved through the use of an X-ray Free Electron Laser (XFEL). The monochromatic,
intense X-ray pulse can both directly heat and probe WDM samples with extremely high spatial
and temporal resolution [45–49].

Pulsed power is another controlled means of generating WDM samples [50, 51]. In cylindri-
cal liner implosions, megaampere-class currents flowing axially along the cylinder walls generate
strong magnetic fields that implode the liner and its contents via the J⃗ × B⃗ force. Single-wire,
multiple-wire and tamped rod implosions can similarly generate states of WDM [52–55]. For
many machines, the pulsed power driver can typically afford to act as both the drive and probe
X-ray source by using X-pinches as backlighters. The Z machine at Sandia also has available a
kilojoule-class laser for backlighting experiments [56].

Particle beam heating with ions has been demonstrated at several facilities. Both light [57–59]
and heavy [60–62] ions have been used to heat thin foils, with the generating mechanism a particle
accelerator. Laser driven ion heating through target normal sheath acceleration that can produce
quasi-monochromatic beams has also been demonstrated [63–66]. The foil thicknesses are chosen
taking into consideration the energies of the accelerated ions and the stopping power to ensure
uniform, isochoric heating of the target material. One limitation of ion accelerators is the maximum
charge that can be transported (10s of nC), which limits the sample volume that can be effectively
heated, compared with electron LIAs which can contain on the order of 100s of µC of charge per
bunch, without the need of drift compression to enhance intensity.

1.3 Electron Beam Driven WDM

As previously described, the DARHT facility at LANL consists of two fundamentally different
electron accelerators with their beamlines oriented perpendicular to one another. The Axis-I
LIA produces an intense, relativistic electron bunch with an 80-ns Full-Width at Half-Maximum
(FWHM) at an energy of 19.8 MeV and a current of 1.5 kA. In these beam-target interaction exper-
iments, the beam is incident upon range-thin low-Z metal foils and collisionally deposits energy in
a two-stage heating process [3, 67–69]. Prior to hydrodynamic disassembly of the foil, the heating
is isochoric. Once the foil begins to disassemble, the electron beam is depositing its energy into an
expanding volume of WDM. The advantages of heating with relativistic electron beams include:
(1) generating large volumes of WDM, (2) high reproducibility limited only by the quality of the
linac, and (3) the “slow” timescales over which the WDM exists (100s of ns) compared to laser or
X-ray driven WDM. The electron beam driven heating mechanism can be made purely isochoric,
i.e. by forcing the foil disassembly time to coincide precisely with the end of the electron pulse.
For example, this can be achieved by expanding the beam to a ∼1 cm diameter on the foil surface,
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yielding a lower fluence and heating the material through the vapor dome while only achieving
pressures on the order of 10s of kBar.

Limitations of this technique, however, include the generation of background radiation and
scattered electrons during the electron pulse, which can have endpoint energies up to the beam
energy of 19.8 MeV. This is especially critical for quantifying the early time dynamics of the WDM
during the electron beam pulse and must be accounted for in the design of X-ray diagnostics. As
previously mentioned, this effect is presently mitigated by decreasing foil thickness and using
lower-Z target materials. Further, the expanding plasma plume exhibits a strong density gradient,
varying several orders of magnitude over millimeter scales. This limits visible diagnostic probes
to surface measurements of the plume, rather than bulk measurements due to opacity and cutoff
effects. This provides motivation for developing computational models to interpret and predict
experimental measurements. Finally, DARHT is not a fundamental science facility like the NIF and
the Z machine, or user facility like OMEGA; experimental time is governed by several competing
resources, but is dominated by the mission need to support the Stockpile Stewardship Program. A
more appropriate platform to study electron beam driven WDM with collisional heating would be
a standalone facility with an endpoint energy of a few MeV – essentially a DARHT-I injector with
a small transport lattice to focus the beam on target.

1.3.1 Outline of Present Work

This section outlines a brief summary of the remaining contents of this thesis. In Chapter 2, the
details of the electron beam-target heating physics are given with relevant parameters and deriva-
tions needed to understand the context of the experiments presented in later chapters. In Chapter 3,
an overview of the beam dynamics are provided to fully describe the electron beam and its gener-
ation, acceleration, transport, and focusing for the heating experiments described in later chapters.
In Chapter 4, all the diagnostics for probing both the beam and plasma are presented, along with
examples to illustrate their use in later chapters. Chapter 5 details the spectral calibration sources
and measurements made for the utilized spectrometers. All computational modeling and simu-
lation tools are explained in Chapter 6 and are subsequently used extensively to match and, in
some cases, predict experimental measurements. Chapters 7 and 8 describe experimental measure-
ments made on Axis-I, primarily focusing on temporally- and spatially-resolved visible emission
and absorption spectroscopy and the supporting spectroscopic-quality radiation transport modeling
required to interpret the measurements.

Conclusions are presented in Chapter 9 along with an attempt to coalesce and summarize the
achievements from this body of work. Some notable firsts have been achieved here, including the
development of a spectroscopic-quality radiation transport modeling capability interfacing with a
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radiation hydrodynamics code for interpreting spectroscopic measurements. Diagnostic limitations
illuminated from these models are provided along with recommendations for future diagnostic and
modeling capabilities, some of which are already developing out of this thesis work.
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CHAPTER 2

Electron Beam-Target Heating Physics

Electron beam-target heating is a complex process involving thermodynamics, particle beam en-
ergy deposition, and phase transitions, and can differ dramatically between different target mate-
rials. Figure 2.1 shows a general overview of the energy deposition process and subsequent target
expansion. In this chapter, Sections 2.1–2.4 explain steps (1) and (2) in Fig. 2.1, Sections 2.5–2.6
explain step (3), and Section 2.7 explains step (4). This chapter will focus primarily on the heat-
ing of aluminum targets, but will also draw comparisons with other materials for comparing and
contrasting the different processes. Throughout this chapter, the nominal beam parameters used
for calculations, unless otherwise explicitly stated, are a beam energy of 19.8 MeV with a current
profile as shown in Figure 1.3(b).

2.1 Energy Deposition

Energy deposition into solid targets by charged particle beams is calculated using the stopping
power (dE/dx), which is a function of target material and particle energy and is typically given in
units of MeVcm2/g. The stopping power is defined as the rate of energy loss per distance traveled
within a medium. The total stopping power is composed of two separate contributions: collisional
stopping (which involves Coulomb collisions with atomic electrons that result in ionization and
excitation) and radiative stopping (which involves emission of bremsstrahlung). The collisional
stopping power deals directly with the impinging charged particles (in this discourse, electrons)
and their interaction with the target material via inelastic scattering cross sections [70, 71]. The
radiative stopping power is evaluated with bremsstrahlung cross sections [72].

Another relevant quantity extracted from the total stopping power is the Continuous-Slowing-
Down Approximation (CSDA) range R. This is calculated by integrating the total stopping power
from starting energy E0 to endpoint energy Ef :

R =

∫ E0

Ef

dE ′

[dE/dx]tot (E
′)
, (2.1)
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t0 = 0 ns ~ 30 ns ~ 30 – 200 ns > 200 ns
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Figure 2.1: Electron beam driven WDM production. Approximate timescales for a 100-µm-thick
target are given for reference, where t0 is the start of energy deposition. (1) The intense, relativistic
electron beam is focused down to a small spot on the Al foil (gray). (2) Energy deposition results
in a pressure build-up and displacement of the foil. (3) Hydrodynamic disassembly and pressure
release of the foil material; transition into the WDM stage, where the contours from blue to red
represent roughly the increasing density gradient. (4) Adiabatic expansion of the WDM, which
transitions later in time to a classical plasma.

where E ′ is the is the particle energy and [dE/dx]tot is the total stopping power. This calculation
is performed under the approximation that the continuous rate of energy loss by the particle in a
material is equal to the total stopping power. Energy loss fluctuations due to the nature of the large
angle scattering of electrons are also neglected. The CSDA range very accurately estimates the
average depth reached within a material by a charged particle as it is decelerated. The National
Institute of Standards and Technology (NIST) ESTAR stopping power tables are used to determine
the stopping powers and CSDA ranges [73, 74].

Figure 2.2 plots the collisional, radiative, and total stopping powers for three different mate-
rials: aluminum (Z = 13), copper (Z = 29), and tantalum (Z = 73). Commonalities across
all three materials include power law scaling of the radiative stopping power for electron energies
≳ 1 MeV, and a minimum around 1 MeV for the collisional stopping power. It is clear from
these plots that radiative stopping power scales with the Z of the material. Collisional stopping
dominates the total stopping below 50 MeV for aluminum, below 25 MeV for copper, and below
10 MeV for tantalum. A plot of the CSDA range in Figure 2.3 is a more intuitive way to consider
the electron beam interaction with the target material; it is apparent that the higher-Z material more
quickly stops electrons (and thus deposits more energy) compared to a lower-Z material. In other
words, the CSDA range demonstrates the correlation between increasing atomic number and the
corresponding increase in stopping power (and thus a decrease in range).

The stopping power is used to calculate the energy deposited by an electron bunch with a radius
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Figure 2.2: Stopping power calculations for aluminum, copper, and tantalum highlighting the
relevant electron energies of 3.5 MeV (dash-dot, Axis-I injector only) and 19.8 MeV (dotted, Axis-
I full accelerator). (a) Collisional stopping power; (b) radiative stopping power; (c) total stopping
power.

Figure 2.3: Electron CSDA range in aluminum, copper, and titanium with the relevant electron
energies of 3.5 MeV (dash-dot, Axis-I injector only) and 19.8 MeV (dotted, Axis-I full accelerator)
highlighted. At 19.8 MeV, the range in aluminum is 3.90 cm, compared with 1.16 cm in copper
and 0.57 cm in tantalum.

15



Figure 2.4: Time dependent energy deposition (right axis) by a 20 MeV electron beam into foils
of varying Z and thickness calculated using Equation 2.2 (assuming no target expansion). (a)
100 µm aluminum, copper, and tantalum foils, where collisional energy deposited is shown in the
solid traces, and the total (collisional + radiative) energy deposited is shown in the dotted traces. (b)
Collisional energy deposition into aluminum foils with thicknesses of 50 µm (dash-dot), 100 µm
(solid), and 200 µm (dotted). The current trace shown (left axis, same scale for each inset) is from
BPM 19, shot 33909.

rbeam and time dependent charge q(t) into a target foil of thickness ∆z, density ρ0, and mass m in
the following equation:

∆E(t) = q(t)
dE

dx
ρ0∆z =

q(t)

πr2beam

dE

dx
m. (2.2)

This expression assumes a uniform distribution of electrons depositing energy and does not repre-
sent a Gaussian or Lorentzian spatial beam current profile, the latter of which is measured on target
with near-field Optical Transition Radiation (OTR) and will be described further in Section 4.1.2.
The accumulated charge q(t) is found by integrating the current profile shown in Fig. 2.4 over time.

Figure 2.4 plots the time dependent energy deposition by a 20 MeV electron beam into different
foil materials and thicknesses, assuming no foil expansion. Also highlighted is the difference when
accounting only for collisional energy deposition compared to total (collisional + radiative) energy
deposition. At ∼20 MeV for aluminum, the change is not very significant (∼20%). However, at
modestly higher Z like copper, the radiative energy deposition is very nearly equal in contribu-
tion to the collisional energy deposition. At high Z (tantalum), the radiative energy deposition
dominates the total energy deposition, accounting for almost 70% of the total.
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Figure 2.5: Temperature rise of a 100 µm Al foil heated by a 1-mm-diameter beam. The current
profile used is that from Fig. 2.4. The deposited energy is shown in black, while the temperature
rise due to the temperature-dependent heat capacity is shown in blue and the temperature rise due
to the constant heat capacity in shown in orange. The inset to the right highlights the differences
obtained when using the temperature (i.e., phase) dependent heat capacity versus a constant heat
capacity for the duration of the heating.

2.2 Temperature Rise

The time dependent temperature rise of the heated material can be estimated using the first law of
thermodynamics:

∆T (t) =
E(t)

mC
, (2.3)

where C represents the phase-dependent heat capacity of the material. For aluminum, Csolid =

0.925 J/g/K and Cliquid = 1.18 J/g/K. An ideal gas heat capacity of Cgas = 0.77 J/g/K is assumed
after the material is completely vaporized. Using Equation 2.3, the temperature as a function
of time is plotted in Figure 2.5 for a 100-µm-thick Al foil heated by an electron beam with a
diameter of 1 mm. Calculations are plotted using both a temperature dependent heat capacity as
well as a constant heat capacity. The simple approximation of a constant heat capacity results
in an underestimation of the final temperature by 17%. The temperature dependent heat capacity
calculation compares reasonably well with Ref. [75], where it is within 4% of the calculated value.

One important note on the temperature rise is that it is relatively independent of foil thickness,
due to the factor E(t)

m
. The mass scales linearly with the increasing foil thickness (m ∝ r2beam∆z),

as does the energy deposited, shown in Eq. 2.2. Increasing the foil thickness only prolongs the
time to material disassembly and results in a higher pressure attained within the foil. This will be
explained in more detail later in this chapter in Section 2.5.
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Figure 2.6: Temperature rise of a 100 µm Al foil heated by electron beams of various diameters.
Also highlighted are the melting (dotted) and boiling (dash dot) temperatures of aluminum. With
this model, beam diameters greater than 3 mm do not result in vaporization of the target material.

2.3 Gas Desorption

The energy deposition into the target material under high vacuum (10−7 Torr) can result in the
desorption of contaminant monolayers on the surface of the target material. These monolayers
usually consist of water molecules. The desorption process is described by three distinct steps: (1)
desorption of the surface monolayers (H2O) once a temperature threshold of 400◦ C is reached;
(2) disassociation and ionization of the water molecules; and (3) acceleration of the ions upstream
into the electron beam. This results in neutralization of the beam space charge, which can result in
a pinching (or over-focusing) of the beam upstream of the target.

A temperature rise of only 400◦ C is sufficient to desorb loosely bound layers of atoms on
the surface of the target and provide effectively space charge limited current emission [76, 77].
Depending on the beam size, this temperature can be achieved quite rapidly (< 50 ns). It has been
demonstrated, however, that the target material itself does not have to undergo a phase change
(melt) to release backstreaming ions that impact beam quality. In addition, the gas desorption
process does not depend on target thickness. As shown in Figure 2.6, beam diameters less than
5 mm are sufficient to induce ion emission, while beam diameters greater than 3 mm do not result
in vaporization of the aluminum target.
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Figure 2.7: (a) SESAME EOS plot of aluminum showing relevant isotherms for 0.2–1.0 eV. The
dotted lines correspond to the legacy EOS 3715, while the solid lines are the newer EOS 3720. The
vapor dome is highlighted and is only accounted for in SESAME 3720. (b) General phase space
plot highlighting the WDM phase along with other relevant states of matter such as traditional
condensed matter and classical plasmas. Also shown are contours representing the coupling (Γ)
and the onset of degeneracy (high-density side of µ = 0, where µ is the chemical potential). Inset
(b) is reproduced from Ref. [1].

2.4 Phase Dynamics

Isochoric heating is defined as uniform heating throughout the volume of a material before it has
time to hydrodynamically expand. When tracing this heating profile as shown in Figure 2.7(a), the
vertical line from t = 0 to thydro corresponds to the isochoric heating phase. The pressure points
along with temperatures and densities as a function of time are from LASNEX simulations and
will be further discussed in Chapter 6. The flexible range of fluence of the Axis-I beam (450 J/cm2

for an expanded 1-inch-diameter beam to 300 kJ/cm2 for a focused 1-mm-diameter beam) attained
by changing the focusing field strength of the solenoid magnet DT#1 provides the ability to control
both the peak temperatures and target disassembly times to reach various points within the phase
diagram. Specifically, the vapor dome highlighted in Fig. 2.7(a) is of interest. This is relevant for
benchmarking EOS tables; the legacy SESAME EOS 3715 does not account for this, while the
new EOS 3720 does. As previously mentioned, an in-depth discussion of these EOS issues will be
provided in Chapter 6.
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2.5 Hydrodynamic Disassembly

Hydrodynamic disassembly of the target material occurs when the material can no longer contain
the pressure buildup caused by the energy deposition. The hydrodynamic disassembly is influ-
enced by several different parameters: beam energy density, material thickness and properties (i.e.
equations of state), and target configurations. This peak pressure can be estimated using the ideal
gas law:

P = nekBTe. (2.4)

For example, aluminum at solid density and a temperature of 1 eV has a pressure of 9.6 GPa. This
result can be used to calculate the ion acoustic sound speed cs in the material in its given state:

cs =

√
γZP

ρ0
=

√
γkBTe
mi

, (2.5)

where γ is the adiabatic index (under the ideal gas assumption, γ = 5/3), and Z is the charge state
of the plasma. The second formulation from Equation 2.5 is used to infer roughly the electron
temperature by measuring the expansion velocity vmax. This can be obtained by performing a series
of time-gated plasma plume expansion (Chapter 4, Section 4.2.1) or shadowgraph (Chapter 4,
Section 4.2.4) measurements and then using the following relation [69, 78]:

cs =
γ − 1

2
vmax. (2.6)

The hydrodynamic disassembly time corresponding to the pressure release for a planar foil can be
estimated using the following equation [79]:

thydro =
∆z

2co
, (2.7)

where ∆z is the foil thickness and co is the sound speed at ambient pressure. For aluminum,
co = 5.2 km/s [80]. The factor of two accounts for expansion in both directions normal to the foil
surface.

Using the 9.6 GPa calculated for a solid density aluminum plasma with a temperature of 1 eV,
the ion acoustic sound speed is computed to be cs = 2430 m/s. Equation 2.7 estimates a hydro-
dynamic disassembly time of thydro = 10 ns for a 100 µm aluminum foil. This is in reasonably
agreement with the LASNEX results plotted in Figure 2.7, but the formulation in Eq. 2.7 does
not include the effect of the energy density profile provided by the beam, so it is only treated as
a rough approximation of thydro. Measurements presented in Table 4.5 in [81] on an 1100-series
aluminum foil with a thickness of 100 µm determine a thydro = 21 ns with a pressure of 8.0 GPa
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(shot #28891) which is in good agreement with Fig. 2.7.
Note that thydro is not directly proportional to the incident energy density. The hydrodynamic

disassembly time has been shown in simulations to be only slightly faster with twice the energy
density, but the resulting expansion occurs twice as fast [82]. In short, reducing the spot size by
a factor of two would increase the temperature and peak pressure by a factor of four: P ∝ T ∝
1/r2beam.

2.6 WDM

As the material heats up and builds up pressure, it transitions into the WDM state. WDM, previ-
ously defined in Section 1.2, exists in the temperature-density space from 0.1 to 10 (or 100) eV
and 0.1× to 10× solid density. As shown in Fig. 2.7(b), WDM spans a complex space where the
plasma varies strongly in both degeneracy (Θ) and coupling (Γ) , as defined by Equations 1.3 and
1.5. Collisional heating with electrons does not compress the target material, so the highest den-
sities achieved correspond to the solid densities of the target materials. Radiation hydrodynamics
simulations (see Section 6.1) predict the WDM state to exist out to 200 ns after initial heating
of the target material by the electron pulse, after which it decays to below 0.1×ρ0 into a dense,
classical-like plasma.

WDM cannot be directly probed by existing diagnosics on the DARHT accelerators. Due to the
low temperature and high density, traditional “passive” measurements, i.e. collecting, collimating,
and dispersing the radiation produced by the plasma, do not work as the plasma is dominated by
absorption effects and very low emissivity, relative to hot plasmas. Present measurements have
recorded densities up to 1019 cm−3 with 532-nm interferometry [83], and visible spectroscopy via
Stark broadening has measured densities up to 1018 cm−3 [3, 68, 69]. While these measurements
do constrain and demonstrate the WDM state to be present, the WDM state has not been directly
measured.

2.7 Expansion

The material disassembly and expansion results in the formation of a density and temperature
gradient that exhibits roughly cylindrical symmetry. The bulk of the plasma, according to radiation
hydrodynamics simulations, exists at a relatively uniform temperature and density, while the outer
region exhibits a higher temperature and a severe density gradient. This gradient can span several
decades of density in 100s of µm. The majority of the present plume measurements, especially
for spectroscopy, are made well after the material has disassembled [3, 68, 69]. A consequence
of measuring a plasma plume with a severe density gradient is the opacity effects and attenuation
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Figure 2.8: 2-D cylindrically-symmetric radiation hydrodynamics simulation results of the (a) den-
sity and (b) electron temperature at 250 ns for a representative beam heating a 100 µm aluminum
foil. The results are symmetric about R = 0 and very nearly symmetric about Z = 0 .

of the escaping (and/or probing) radiation. Thus, the majority the spectroscopic measurements
are determined to be localized to a surface layer, as will be further detailed in Chapter 8, and
can require radiation transport modeling to accurately interpret the lineshapes. A 2-D plot of the
LASNEX-modeled temperature and density of a 100 µm aluminum foil at 250 ns after initial
energy deposition is shown in Figure 2.8. Note the apparent presence of a shock signified by the
enhanced temperature on the leading edge of the plume. The shock exists within the aluminum
materials and not within the desorbed water vapor monolayers. In Figure 2.8, the water vapor
exists in the low-temperature region to the left (upstream) of the shocked region (Te > 1 eV).

As the plasma plume expands, it radiatively cools, slowing its expansion velocity and reducing
its temperature and density. The plume still exists over long timescales with respect to the electron
beam timescales. In fact, the plume light can be measured nearly 10 µs after initial energy deposi-
tion [3,67]. The plume leading edge position and velocity can be roughly approximated as a point
source explosion and calculated using the Taylor–von Neumann–Sedov formulation [84–86]:

z(t) = η

(
Et2

ρ0

)1/5

; v(t) =
dz(t)

dt
=

2η

5

(
E

ρ0

)1/5

t−3/5. (2.8)

At 500 ns, the plume extent for a 100 µm aluminum target is roughly 5 mm with an expansion
velocity of a few km/s. These time and space scales are directly relevant for multi-pulse radiog-
raphy on Axis-II and, if unmitigated, this backstreaming plasma (in addition to the backstreaming
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desorbed ions) can induce a time-varying radiographic spot size. Ref. [37] documents early efforts
on controlling the late-time behavior of the plasma plume.

2.7.1 Summary

This chapter describes the electron beam heating process of range thin metal foils. The collisional
energy deposition by the relativistic electron beam into the target material and resulting tempera-
ture rise and gas desorption due to this temperature rise has been explained. The phase changes
experienced by the heated material are explained, followed by the subsequent hydrodynamic dis-
assembly of the target material into the WDM phase. Finally, the expansion and cooling of this
plasma plume in space and time is given.
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CHAPTER 3

DARHT Axis-I Beam Dynamics

3.1 Transverse Beam Envelope Equation

To describe the motion of a charged particle beam, simplifying assumptions can be made about the
beam properties, in addition to generally decoupling the transverse and longitudinal forces acting
on the beam. Specifically, it is usually sufficient to only consider averaged values across the beam
cross section, in particular the beam radius R and the beam envelope angle. The key assumption
made for developing the beam envelope equation is that the beam is paraxial, or the beam envelope
angle ⟨x′⟩ ≪ 1. The implication of the paraxial assumption is that external transverse forces can
be simplified and beam-generated forces can be approximated as forces generated by an infinite-
length beam. In addition, external fields are treated as static and the axial beam kinetic energy is
much larger than the transverse kinetic energy. The beam energy is also assumed to be constant
within the beam envelope.

The beam envelope equation can be used to describe the Axis-I electron pulse because the
beam length (∼ 25 m) is much larger than the beam radius (< 1 cm). The derivation of the beam
envelope equation is provided in Refs. [87, 88].

Below is the beam envelope equation for electrons, where ′ denotes a derivative with respect to
the axis of propagation (ẑ):

R′′ = −γ
′R′

β2γ
− γ′′

2β2γ
R−

(
qBz

2βγmec

)2

R +
ϵ2

R3
+

(
qψ0

2πβγmec

)2
1

R3
+
K

R
. (3.1)

Here, β = 1− 1
γ2 and γ = 1 + E

E0
, Bz represents an external applied magnetic field, and ψ0 is the

magnetic flux enclosed by the beam envelope at the birth of the particles (for Axis-I, this occurs at
the planar velvet cathode):

ψ0 =

∫ Rz

0

2πR dRBz(R,ZS). (3.2)

The term on the left side of Equation 3.1 is the second derivative of the beam envelope radius

24



𝑥

𝑥′

𝑎′

𝑎

Figure 3.1: Transverse phase space representation. The area within the dotted line is quantified by
the emittance.

with respect to z. On the right side are three negative terms that represent focusing (decreasing
beam envelope size) processes, and three positive terms that represent defocusing (beam envelope
growth) processes.

The first focusing term is a result of particle acceleration, typically arising from applied axial
electric fields. The second focusing term arises from radially applied electric fields. The third
focusing term arises from axially applied magnetic fields. On Axis-I, these are provided by the
solenoid magnets located within the accelerator cells.

The first defocusing term is a result of the thermal energy spread of the beam, as quantified
by the emittance, ϵ. The emittance quantifies the thermal energy spread of the beam, and is a
measurement of the phase space distribution of the beam. The second defocusing term is a result
of the beam particles being born with nonzero canonical angular momentum. This is typically
negligible; on Axis-I a bucking coil is used to “buck out” (or zero) the magnetic field on the
cathode face. The third defocusing term is due to the repulsion of the beam by its own space
charge. This is quantified by the generalized perveance.

Transport of charged particle beams principally depends on two quantities: emittance (ϵ) and
perveance (K). The emittance quantifies the thermal energy spread of the beam, and is a measure-
ment of the phase space distribution of the beam. The phase space is a six-dimensional space in
position (x, y, z) and velocity (vz, vy, vz) that fully describes the state of the beam. A 2-D projection
is shown in Figure 3.1, where x′ ≡ vx

vz
. In a well aligned and linear accelerator focusing system,

the volume of phase space (area of the ellipse in Fig. 3.1) occupied by the beam is conserved.
Emittance is typically given as a 4rms quantity and has units of π · mm · mrad:

ϵ4rms = 4
√
⟨x2⟩⟨x′2⟩ − ⟨xx′⟩2. (3.3)
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The quantities ⟨x2⟩ and ⟨x′2⟩ are the second moments of the distribution. The third term ⟨xx′⟩2

describes the change of growth of the phase space ellipse shown in Fig. 3.1. The thermal energy
spread of an electron beam produced from a cold cathode can be characterized by measuring the
temperature of the plasma on the cathode surface through which the electrons are extracted [18].
It is described by the following expression:

a′th =
vTx

vz
. (3.4)

The quantity vTx is the transverse thermal velocity which can be calculated using the transverse
thermal beam temperature. The expression for the normalized emittance is useful because it is
usually conserved for accelerating beams:

ϵn4rms = βγϵ4rms. (3.5)

Note that the expression for emittance used in Eq. 3.1 is ϵ4rms, which is defined in Eq.3.3.
The generalized perveance is the ratio of the beam potential energy to kinetic energy, or the

ratio of the space charge of the beam to the inertia of the beam with current I:

K =
eI

2πϵ0me(γβc)3
. (3.6)

By definition, the expression in Equation 3.6 is unitless. This value is relevant for quantifying
the beam quality as it is produced out of a diode, and is a measure of the space charge effects on
the beam. Generally, beams with a high generalized perveance (> 10−4) are difficult to transport
due to extremely high space charge [89]. On Axis-I at nominal operations (50 mm cathode, 98 kV
PPT charge, 1.45 kA), K = 4.0× 10−4 at a beam energy of 3.38 MeV after extraction through the
anode, and K = 2.7× 10−6 after exiting the last accelerator cell at 19.8 MeV.

Another formulation of the perveance, known as the gun perveance, can be found from the 1-D
Child-Langmuir law:

Kgun =
I

V 3/2
. (3.7)

The gun perveance for Axis-I operating at the same conditions assumed above for the generalized
perveance is Kgun = 2.2× 10−7 A/V3/2.

Equation 3.1 can be simplified to mimic a beam bunch traveling through a uniform focusing
section by setting γ′ = 0 and ψ0 = 0, which corresponds to no applied accelerating electric field
and zero canonical angular momentum:

R′′ + k20R− ϵ2

R3
− K

R
= 0. (3.8)
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The focusing term has been written in terms of the wavenumber k0 = qBz

2βγmec
. A special solution to

this equation is when the beam radius is constant (R = R0), which is known as the matched beam
condition:

k20R0 −
K

R0

− ϵ2

R3
0

= 0. (3.9)

This expression highlights the relationship between the roles of emittance and perveance in beam
transport. If KR2

0 < ϵ2, the beam is in an emittance-dominated regime. Conversely, if KR2
0 > ϵ2,

the beam is space-charge dominated.

3.2 Numerical Modeling

The beam envelope equation can be solved numerically, given initial beam conditions a = 2
√
⟨x2⟩,

a′ = 2
√

⟨x′2⟩, and ϵ, and used to propagate the beam through a solenoid lattice for analytic beam
tuning. Here, a and a′ represent the 2rms values of the beam radius and angle, respectively. From
Eq. 3.3, when ⟨xx′⟩2 = 0, ϵ4rms = aa′th. These initial conditions are usually obtained from a
finite element model of the diode region that accurately captures the geometry and static E⃗ and
B⃗ field contours, such as TRAK [18, 90]. On DARHT Axis-I, one tool used for modeling beam
transport in the LIA is the XTR code [91, 92]. The Large Scale Plasma (LSP) code developed by
Voss Scientific is also used for particle-in-cell modeling of the beam transport.

Tuning the accelerator refers to optimizing the solenoid lattice for optimal beam envelope trans-
port conditions, namely a smooth and generally decreasing beam envelope as the beam is acceler-
ated. The increase in beam energy as it is accelerated corresponds to a higher beam rigidity, which
is relevant for calculating the kick supplied to the electron beam by the steering dipole magnets.
The linear increase in beam energy along the length of the accelerator is matched by imposing
a linearly increasing magnetic field strength. In general, the increased applied B⃗ field along the
length of the LIA is used to reduce the growth of the Beam Breakup (BBU) instability. Different
accelerator tunes are required for different cathode sizes (and thus different beam currents); to
minimize BBU, the a higher ⟨B⟩ is required for higher current beams compared with lower current
beams [89, 93].

Figure 3.2 demonstrates a tune designed for stronger (smaller beam envelope) transport through
Axis-I for a 50 mm cathode. The higher field tune is used to help minimize the scraping of off-
energy electrons along the beam pipe present at the head and tail of the beam pulse due to the
finite rise and fall times in the injector voltage. Figure 3.3 demonstrates a refined tune for a 19 mm
cathode that minimizes envelope oscillations along the length of the LIA. For both Figures 3.2 and
3.3, the magnetic lattice plotted corresponds to that of the new tune (red).
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z(mm)

Original tune
Stronger focus tune

Figure 3.2: Comparison of two accelerator tunes for a 50 mm cathode on Axis-I. Shown in cyan
is the original tune, with red being the new, stronger focused transport of the beam. The green
curves are the magnetic field lattice provided by the accelerator solenoids, with the BPM numbers
labeled at the bottom of the axis (also in green). The axial scale is shown next to an image of the
accelerator for reference. Note that the B⃗ field does not return to a value of zero in between the
cells.
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z(mm)

Original tune
New tune

Figure 3.3: Comparison of two accelerator tunes for a 19 mm cathode on Axis-I. Shown in cyan is
the original tune, with red being the refined transport of the beam that minimized beam envelope
oscillations. The green curves are the magnetic field lattice provided by the accelerator solenoids,
with the BPM numbers labeled at the bottom of the axis (also in green). The axial scale is shown
next to an image of the accelerator for reference. Note this axial scale extends out to the final focus
magnet located on the firing point. Similar to the previous figure, the B⃗ field does not return to a
value of zero in between the cells.
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Cathode

Cell Block 1 Cell Block 5 Cell Block 8

37.8 m

18.6 m 12.3 m

33(x,y)

36(x,y)

BPM 18

BPM 19 BPM 22

BPM 20

DT1

Figure 3.4: Detailed view of the Axis-I accelerator, including relevant distances in meters, refer-
enced from the cathode surface. Each cell block contains eight accelerator cells, and BPMs (red)
are located after every four cells. Beam steering is performed using the nested dipoles in Cells 33
and 36 (Cell Block 5, green), with BPM 18 (middle of Cell Block 8) and 19 (end of Cell Block
8) used for measurements of the beam centroid. Steering with these BPMs requires Cells 61–64,
located in Cell Block 8, to be zeroed-out to approximate a field-free drift space.

3.3 Beam Steering

Steering and proper alignment of the beam is done using an alignment algorithm developed in
Ref. [94] and first demonstrated on Axis-I in Ref. [93]. The goal of the steering is to have the
beam centered within the bore of the accelerator to minimize beam instability growth, in particular
BBU [89, 93]. The beam centroid can and will drift off-axis through the length of the accelerator
due to cumulative misalignments of the individual components. These details are discussed and
quantified in Ref. [93]. The time dependent motion of the beam centroid throughout the pulse,
known as corkscrew, is a result the chromaticity of the beam (energy variation in time across the
pulse) combined with cumulative misalignments of accelerator solenoids [95, 96]. Beam steering
needs to be performed after changes to the accelerator configuration, and helps to minimize both
corkscrew and keep the beam centered on-axis through the accelerator. Typically these changes
are cathode changes, but they could also include cases when parts of the beamline are removed
or replaced (i.e. an accelerator cell). A detailed view of the Axis-I accelerator with locations of
dipoles and BPMs typically used for steering are highlighted in Figure 3.4.

The beam centroid position (⟨x⟩, ⟨y⟩) (mm) and angle (⟨x′⟩, ⟨y′⟩) (mrad) can be measured
along the accelerator with BPMs. The position is directly measured, but the angle must be calcu-
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z ⟨x⟩ ⟨x′⟩ ⟨y⟩ ⟨y′⟩ ⟨r⟩
Shot (m) (mm) (mrad) (mm) (mrad) (mm)

Uncorrected 33834 32.47 0.36 0.16 −1.13 −0.02 1.25
Corrected 33839 32.47 0.17 0.11 0.01 0.09 0.28

Uncorrected 33834 34.32 0.66 0.58 −1.17 −0.18 1.42
Corrected 33839 34.32 0.38 0.55 0.17 0.07 0.53

Table 3.1: Measured time-averaged beam centroid corrections at the end of the accelerator at
BPM 18 (z = 32.5 m) and BPM 19 (z = 34.3 m) using dipoles 33(x, y) and 36(x, y).

lated using a pair of BPMs along with a B⃗-field-free drift section. The steering algorithm,
Nx
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Mx
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 =
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⟨x′i⟩
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⟨y′i⟩

−


0

0

0

0


 , (3.10)

solves for the correct dipole settings Nx, Ny, Mx, and My using the initial dipole settings Nxi, Nyi,
Mxi, and Myi and initial offsets ⟨x⟩, ⟨x′⟩, ⟨y⟩, and ⟨y′⟩ at the selected BPM. The transfer matrix,
D, is defined as:

D =
(
Axy,i Bxy,i Cxy,i Dxy,i

)
, (3.11)

where each component is defined by the following:
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(3.12)

Each constituent term in Eq. 3.12 is calculated by individually changing each dipole current (33(x),
33(y), 36(x), and 36(y)—see Fig. 3.4) while holding the other three terms constant. This requires,
at minimum, four shots, excluding the initial shot which populates the first term on the right hand
side of Equation 3.10. The applied dipole B⃗ field must be sufficient to perturb the beam, but not
cause it to scrape the beam pipe, or exceed the dynamic range of the BPM. Usually, a current
change of ±1 A is adequate.
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An example calculation using dipoles 33(x, y) and 36(x, y) located in Cell Block 5 and measur-
ing the centroid at BPMs 18 and 19 located in Cell Block 8 is presented in detail in Appendix A.
The results of the steering measurements are presented in Table 3.1. At BPM 18, the corrected
radial centroid offset is reduced by nearly a factor of 5. Note that Cell Magnets 61–64 are turned
off to provide a field-free drift section when steering with BPMs 18 and 19.

Note that the legacy algorithm used to steer the Axis-I beam inverts a 2 × 2 matrix (a single
dipole pair) to steer the beam at a single point (or BPM). This steering method only corrects the
beam centroid offset and not the angle offset. The proper steering and alignment using the 4 × 4

matrix detailed above simultaneously corrects both the beam centroid offset, ⟨x⟩, and angle offset,
⟨x′⟩.

3.3.1 Summary

This chapter introduces the relevant charged particle dynamics needed to model the transport of the
relativistic electron bunch generated on DARHT Axis-I. The paraxial beam envelope equation is
introduced, and each of the focusing and defocusing terms are explained. The intrinsic beam quan-
tities, emittance and perveance, are defined. Example accelerator lattice tunes are presented and
described. A steering algorithm which uses sets of dipoles located within accelerator cells, along
with BPMs, is employed to steer the beam at selected points along the length of the accelerator.

32



CHAPTER 4

Diagnostics

This chapter introduces and explains the various diagnostics relevant to both measurements of the
electron beam and plasma plume generated during the beam-target interaction.

4.1 Particle Beam

4.1.1 Beam Position Monitor

Beam Position Monitors (BPMs) along the length of Axis-I (shown in Figure 4.1) non-invasively
monitor the electron beam current and position within the beam pipe. Figure 4.2 shows an Axis-I
BPM with the relevant parts labeled. A total of eight inductive loops (B-dot probes) are placed
around the beam azimuth every 45 degrees. B-dot probes are inductive voltage monitors that
produce a signal proportional to the time rate of change of the beam-produced magnetic field
passing through the area enclosed by the loop. The individual B-dot probes are formed using
a type-N connector with the center conductor shorted to ground by a tab machined out of the
inner diameter of the flange. The four B-dot probes located along the ±x̂ and ±ŷ axes make
measurements of the beam centroid offset by differencing the +x and −x (as well as +y and −y)
signals to provide positions in x and y. The four B-dot probes located at 45◦ relative to x̂ and ŷ
measure beam current.

A perfectly centered beam passing through an ideal BPM (i.e., no mechanical offsets, and each
B-dot probe is identical) will produce an equivalent signal on each B-dot probe housed within the
BPM. In practice, each BPM and, subsequently, each B-dot probe is individually calibrated. The
position measurement extraction from a BPM measurement is a four step process: (1) properly
scale the current, account for attenuation; (2) convert the signal from a voltage to an amperage by
a factor of the form mV/kA; (3) subtract the offset; and (4) divide by the correction factor. The
BPMs are limited to measuring small (several mm) offsets from the center of the beam pipe, with
a minimum sensitivity to displacement of 100 µm. This limitation is a result of the S/N of the
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Figure 4.1: BPM locations on DARHT Axis-I. In the accelerator section (blue), there is a BPM
located after every four accelerator cells. Three BPMs are located in the injector region, and seven
BPMs are located in the downstream transport section. Note that for clarity, not every BPM is
labeled; however, the location of each is highlighted by an arrow.

Individual B-dot Array of 8 B-dots

Axis-I Beam Position Monitor

Type-N 
connector

ො𝑥
ො𝑦

Figure 4.2: An Axis-I BPM with relevant parts labeled. Figure reproduced from [2].
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(a)

(b) (c)

(d)

Figure 4.3: Example of Axis-I BPM data processing. (a) Measured signal (red) and corrected
waveform to recover the beam current (blue). (b) Raw dx and dy BPM signals. (c) Processed dx
and dy signals, according to the four steps discussed in the text. (d) Beam centroid location as
displayed in the DARHT Axis-I beam analysis program.
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differenced signal to determine the x̂ and ŷ offsets [97]. Figure 4.3 shows an example measurement
of an Axis-I BPM from raw data to processed and visualized results.

4.1.2 Near-Field Optical Transition Radiation

Optical Transition Radiation (OTR) is the polarized continuum radiation produced due to a parti-
cle transiting through a vacuum-metal interface [98–100]. This effect is in contrast to Cherenkov
radiation, which is produced by particles transiting a vacuum-dielectric interface where, within the
material, the particles are traveling faster than the speed of light in that material. OTR measure-
ments can be made either in the near-field or the far-field. Measurements in the far-field can resolve
the characteristic radiation lobe peaks, as shown in Figure 4.4. The lobe intensity is proportional
to γ2, and the lobe separation is proportional to 1/γ, where γ is the relativistic factor. This permits
a direct measurement of the beam energy, angular dispersion, and beam emittance [?].

OTR measurements on DARHT are made in the near-field regime, where the polarization is
not resolved. Instead, the OTR light provides a measurement of the beam spot on the target. This
allows us to quantify the energy density (J/m3) deposited into the target foils. Figure 4.5 shows
the diagnostic layout for measuring near-field OTR in the downstream barrel diagnostic region on
DARHT Axis-I [68,69,83]. The light is captured by a PiMAX4 image intensified Charge-Coupled
Device (CCD) camera [101]. Note that the line-of-sight is measuring 20◦ above the beam axis of
propagation, so a correction factor of 1/cos(20◦) must be applied to correct for the geometry as
seen by the CCD. Figure 4.6 shows a calibration image with the fiducials used to determine image
rotation and size.

The output light intensity varies with different foil materials; higher-Z materials like tin and
gold are observed to have more light production compared with lower-Z materials like aluminum,
as determined from the peak counts from the respective CCD images. The light is intense enough
at peak focus, however, to permit 3 ns gating of the CCD camera to make time resolved measure-
ments of the beam spot size throughout the beam pulse. Figure 4.7 illustrates an example OTR
measurement and analysis for a 100 µm pure aluminum foil. A Lorentzian fit is used to match the
peaked distribution of the emitted light.

4.2 Plasma

This section discusses diagnostics specific to the beam-target interaction studies performed in the
DARHT Axis-I downstream transport measurement region. The measurement region is shown
in Figure 4.8, which highlights the barrel diagnostic chamber and target paddle along with the
focusing solenoid, debris blocker, and relevant BPMs. Figure 4.9 shows the legacy configuration
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(a)

(b)

(c)

(d) (e)

Figure 4.4: Details of OTR near-field and far-field measurements. (a) Radiation lobes for a target
foil of permittivity ϵ normal to the beam. (b) Radiation lobes for a target foil at 45◦ relative to
the beam. (c) Variation of lobe intensity and angle as a function of γ. The lower energy (γ = 9)
case displays a reduced radiation intensity and angle compared with the higher energy (γ = 40)
case. (d) Example near-field OTR image, where the distribution is representative of the beam size
on target. (e) Example far-field (polarized) OTR image clearly demonstrating the radiation lobes.
Figure reproduced from [2].
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Figure 4.5: Near-field OTR diagnostic layout on DARHT Axis-I. Four turning mirrors are used
to reflect the light from the back side of the foil surface to an image intensified CCD camera for
time gated measurements. The red line roughly represents the path traveled by the light within the
diagnostic barrel to the first turning mirror an angle of 20◦ above the beam axis of propagation.
the green line represents the path of the light through the optics train external to the vacuum. Also
see Figure 4.10, which shows the current configuration of all target diagnostics on Axis-I. Figure
reproduced from [2].
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Figure 4.6: Calibration image for the Axis-I OTR diagnostic. A rotation of 21.1◦ counter-clockwise
is required to properly vertically align the image. A calibration factor of 17.5 ± 1.7 pixels/mm is
deduced based on the known sizes of dimensions A–F highlighted in the image. For reference, the
length of A is 28.47± 0.05 mm.

1 mm

Shot 33898, t0 + 40 ns, 3 ns gate

(a)
(b)

Figure 4.7: Example near-field OTR measurement. (a) Raw data with a spatial scale and a color bar
indicating the counts. (b) 10-pixel-wide (in ŷ) lineout of the data with a Lorentzian fit, indicating
a beam FWHM= 0.63 mm in x̂.
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Axis-I Downstream Transport: Measurement Region
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BPM 21(DT1)
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Figure 4.8: Part of the DARHT Axis-I downstream transport region within the accelerator hall.
This is the measurement region labeled in Fig. 1.2 and is currently used for the electron beam-target
interaction studies on Axis-I. The target paddle can hold ten, 1” square target foils. On average,
each target foil is good for seven shots (for materials like aluminum, titanium, and copper) and
will provide 100% diagnostic return. Diagnostic access via the side ports (x̂) provides ∼10 cm of
viewing area on the upstream side of the target.

of target diagnostics used for the measurements described in Chapter 7. Figure 4.10 shows the
current configuration of all target diagnostics used for the measurements described in Chapter 8.

4.2.1 Plume Imaging

Visible self-emission plume imaging using a gated intensified CCD camera provides qualitative
measurements of the plasma plume size [3, 68, 69]. A series of time gated images yields a rough
estimate of the plasma plume axial expansion velocity, subject to CCD sensitivity, dense plasma
cutoff effects, and target paddle deflection in ẑ (−12 mRad). The light output of the plasma de-
termines the minimum gate time of the CCD. For example, a titanium plasma emitted sufficient
light to permit 20 ns gated images [3], while plume imaging of an aluminum plasma required 50
ns gates [69].

Figure 4.11 shows example time gated measurements of an expanding titanium plasma plume.
From these measurements, the axial expansion velocity is calculated by performing an axial lineout
and picking off a threshold, typically 50% of the maximum value. The axial expansion velocity
vmax is related to the ion sound speed cs,ion in the plasma by the following:

cs,ion =
γ − 1

2
vmax =

√
γkBTe
mi

. (4.1)
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Figure 4.9: Legacy diagnostic configuration in the measurement region. This layout is represen-
tative of the measurements detailed in Chapter 7. Note that the side view described here is the
same view displayed in Fig. 4.8. The plasma plume distribution shown for reference is an example
measurement taken by the plume imaging diagnostic.
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Figure 4.10: Present diagnostic configuration in the measurement region. This layout is represen-
tative of the measurements detailed in Chapter 8. Note that the side view described here is the
same view displayed in Fig. 4.8. The plasma plume distribution shown for reference is an example
measurement taken by the plume imaging diagnostic.
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Figure 4.11: Example plume imaging measurement of an expanded titanium plasma. Figure re-
produced from [3].
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Here, mi is the ion mass and γ is the adiabatic index. Thus, by approximating the plasma as
an ideal gas, a measurement of the expansion velocity permits a rough estimation of the plasma
electron temperature.

Limitations of the visible self-emission plume diagnostic are principally a result of cutoff ef-
fects of light escaping from the plasma plume. The CCD measuring the continuum light from
the plasma is inherently a broadband measurement in the visible with a response defined by the
quantum efficiency of the CCD intensifier. Thus, plasma densities must be low enough and tem-
peratures high enough to ensure a sufficiently low (wavelength-dependent) opacity of the plasma
for photons to escape and be measured. As will be described in Sec. 4.2.4, probing the plasma
plume with a laser to produce a shadowgraph is inherently a more quantitative diagnostic because
the opacity as a function of Te and ne at a single wavelength is easily calculated and folded in with
the experimental measurements.

4.2.2 Visible Spectrometer

Visible spectroscopy is performed on the upstream side of the target using a lens-coupled 19 ×
200-µm-diameter linear fiber array (0.22 numerical aperture, High OH (hydroxyl ion)) oriented
orthogonal to the foil surface. A system magnification of 0.6 to 0.7× is achieved using a 180-
mm focal length lens, resulting in a 7.7 to 6.4 mm axial coverage by the fiber array in the object
plane. A 10-meter-long fiber bundle is fed into a 0.3-m focal length Czerny-Turner spectrometer
(f/3.9) containing a triple-grating turret (150 grooves/mm, 500-nm blaze; 1800 grooves/mm, 500-
nm blaze; 2400 grooves/mm, holographic) [102] and coupled with a PiMAX3 CCD containing a
P43 phosphor [101]. The standoff distance of the visible fiber array from the target in Figure 4.10 is
approximately 73 cm. All sensitive electronics (computers, CCDs, etc.) are staged approximately
2.4 meters away from the target diagnostic chamber to minimize potential radiation effects by the
bremsstrahlung produced during the electron beam pulse.

This visible spectroscopy system is principally sensitive to photons with wavelengths greater
than 340 nm and less than 700 nm, as shown in Figure 4.12. This quantum efficiency plot, however,
does not take into account other losses present in the optical train, which is detailed in Figure 4.13.
The plasma’s output light is a function of emissivity ϵ and opacity κ and will be discussed in more
detail in Chapter 6. Perfect vacuum is assumed with 100% transmission. All vacuum windows
used for optical access are made of UV grade glass (fused silica, or, equivalently, quartz) and have
excellent transmission down to 200 nm. The lens is the component that is varied in the experimental
setups. The visible spectrometer uses a standard BK12 glass compound lens whose transmission
is represented by the graph under the “Lens” block. Note the strong rolloff in transmission below
400 nm. In practice, this sets the lower bound on wavelengths measured by the visible spectrometer
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Figure 4.12: Quantum efficiencies of (a) the visible spectrometer gratings, (b) the PiMAX3 CCD
intensifer, and (c) composite efficiency of the spectrometer as a whole (gratings and intensifier).

Plasma Vacuum LensQuartz 10m 
fiber Spec.

Transmission = 1

Meas. Using Xe flash lamp

From: MDC

From: ThorLabs

𝜀𝜀 𝑇𝑇𝑒𝑒 ,𝑛𝑛𝑒𝑒 , 𝜆𝜆 ;𝜅𝜅(𝑇𝑇𝑒𝑒 ,𝑛𝑛𝑒𝑒 , 𝜆𝜆)

Meas. Using Xe flash lamp

Figure 4.13: Layout of the optical train for spectroscopy measurements in the barrel on Axis-I.
The measured transmission curves are shown for each individual component.
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Figure 4.14: Visible spectrometer measurements of a Hg(Ar) DC pen lamp using the
150 grooves/mm survey grating centered at 435 nm with a 25 µs gate and 50× gain.

Figure 4.15: Visible spectrometer measurements of a Hg(Ar) DC pen lamp using the
1800 grooves/mm grating centered at 435 nm with a 25 µs gate and 50× gain.

to around 380 nm.
The visible spectrometer is only calibrated in these measurements for wavelength accuracy and

not absolute intensity. The calibration source is a pencil lamp, described in Chapter 5, Section 5.1.
This DC source provides a very stable source of mercury emission lines when using the Hg(Ar)
lamp. Wavelength calibrations are performed within the Princeton Instruments LightField® soft-
ware, which automatically calculates the pixel offset for each grating given two user-selected wave-
lengths. The Hg-I 435.834 and 546.075 nm lines are used for visible spectrometer calibration.
In practice, only the 150 grooves/mm and 1800 grooves/mm gratings are used for spectroscopic
measurements of the beam-target interaction; the minimal increase in resolution afforded by the
2400 grooves/mm holographic grating is offset by the more significant reduction in quantum effi-
ciency. Example measurements are shown in Figures 4.14 and 4.15. Comparisons with the long
wave UV spectrometer are shown in Figures 4.20 and 4.21.
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Figure 4.16: Quantum efficiencies of (a) the long wave UV spectrometer gratings, (b) the PiMAX4
CCD intensifer, and (c) composite efficiency of the spectrometer as a whole (gratings and intensi-
fier).

4.2.3 Long Wave UV Spectrometer

Long wave ultraviolet (UV) spectroscopy provides measurements of photons down to nearly 200 nm,
complimenting the visible spectrometer’s range. The UV spectrometer also uses a lens-coupled
19× 200-µm-diameter linear fiber array, but this array has a line-of-sight that is not quite orthog-
onal to ẑ; in this case, the line-of-sight is 11 degrees off orthogonal, on the upstream side of the
foil (see Fig. 4.10). This is to accommodate the air-wedge shearing interferometer optics train.
A system magnification of about 0.5× is achieved using a pair of fused silica lenses, providing a
9.5 mm near-axial coverage by the fiber array in the object plane. The lenses used are a 2” di-
ameter plano-convex lens (f = 100 mm) and 1” diameter plano-concave lens (f = −30 mm),
where the distance from the plano-concave lens to the fiber array is adjusted to vary the magnifica-
tion. The 10-meter-long fiber bundle is fed into a 0.3-m focal length Czerny-Turner spectrometer
(f/3.9) containing a triple-grating turret (150 grooves/mm, 300-nm blaze; 1800 grooves/mm, holo-
graphic; 2400 grooves/mm, holographic–UV optimized) and coupled with a UV-sensitive PiMAX4
CCD containing a P46 phosphor. The standoff distance of the UV fiber array from the target in
Figure 4.10 is approximately 54 cm. The shorter standoff distance for the UV spectrometer was
chosen to help compensate for the lower quantum efficiency of the system, as shown in Figure 4.16.

Figure 4.17 shows in detail why UV-grade focusing optics are required instead of traditional
BK12 glass found in off-the-shelf compound lens systems. Preliminary UV spectrometer measure-
ments of an aluminum plasma with identical focusing optics used on the visible spectrometer show
significant absorption below 400 nm. Calibration measurements with a xenon flash lamp (Chap-
ter 5, Section 5.2) show clearly the reduction of transmission with BK12 glass, compared with the
transmission of fused silica. The principal thrust for deploying a UV spectrometer for beam-target
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(a)

(b)

(c)

(d)

Figure 4.17: The effect of lens material on light transmission below 400 nm on UV spectrometer
measurements. (a) Measurements of an aluminum plasma plume with original BK12 optics, with
spectral features indicated. (b) Series of calibration measurements using a Xe flash lamp. (c) Cal-
culated transmission curve for BK12 glass (old optics, note the logarithmic scale). (d) Calculated
transmission curve for fused silica (new optics) (this curve is the same as what is shown in Fig. 4.13
for the quartz window).
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Figure 4.18: UV spectrometer measurements of a Hg(Ar) DC pen lamp using the 150 grooves/mm
survey grating centered at 435 nm with a 25 µs gate and 50× gain.

Figure 4.19: UV spectrometer measurements of a Hg(Ar) DC pen lamp using the 1800 grooves/mm
holographic grating centered at 435 nm with a 25 µs gate and 50× gain.

interaction measurements arises from the general nature of emission lines produced by low-Z met-
als of interest. Many of these materials have copious emission lines in the 200–400 nm range, in
particular titanium and copper, and to a lesser extent aluminum. Making measurements of these
lines provides new insights into the plasma plume dynamics.

An example series of calibration measurements for the UV spectrometer using the Hg(Ar) pen
lamp are shown in Figures 4.18 and 4.19. The same calibration procedure used for the visible
spectrometer is also used here for the UV spectrometer, but with different lines due to the different
measurement bandwidths. The Hg-I 253.652 and 435.834 nm lines are selected for wavelength
calibration.

Figures 4.20 and 4.21 compare the spectrometer response and detection efficiency of both the
visible and UV spectrometers. At a minimum slit width of 10 µm, the UV spectrometer has on
average a 30% larger linewidth compared with the visible spectrometer. About 10% of this can be
accounted for by the varying intensifier performance of each CCD from the factory (e.g. a larger
grain size of the P46 phosphor compared with the P43 phosphor), while the remaining 20% may
be due to variation across the intensifier face, intrinsic configuration of the spectrometer slit, or
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(a)

(b)

(c)

(d)

Figure 4.20: Comparison of spectrometer response as a function of slit width measured using a
Hg(Ar) pen lamp (blue) and a Princeton Instruments mercury IntelliCal® source (orange) for the
1800 grooves/mm gratings. The visible spectrometer response is shown in (a) and (b). The long
wave UV spectrometer response is shown in (c) and (d). The peak FWHMs correspond to the
width of the measured line.
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Figure 4.21: Comparison of the visible (Fig. 4.14) and UV spectrometer (Fig. 4.18) survey mea-
surements from 350–450 nm. The Hg-I 404.656 nm line roughly has the same intensity on both
spectrometers. The Hg-I 435.833 nm line has higher peak counts on the visible spectrometer, while
the Hg-I 365.015 nm line has higher peak counts on the UV spectrometer. This agrees with the
crossover in quantum efficiency when inspecting Figures 4.12 and 4.16, where below ∼400 nm,
the UV spectrometer has a higher quantum efficiency than the visible spectrometer.

aberrations such as coma or astigmatism within the spectrometer.

4.2.4 Shearing and Shadowgraph Interferometer

The Shearing and Shadowgraph Interferometer (SSI) has been developed and deployed on Axis-I
for for the first ever spatially and temporally resolved density measurements of the electron beam-
target interaction. The laser used to probe the plasma plume is a 532 nm Nd:YAG (2ω) with a pulse
length of 5 ns and energy of 60 mJ. For a detailed description of this diagnostic, see Ref. [83,103].
This section will focus on the general layout and resulting measurements as applied to Chapter 8.

A schematic of the SSI is shown in Figure 4.22. An example shadowgraph and sheared image
is shown in Figure 4.23. The wrapped phase comes from summing the phase after processing the
fast Fourier transform of the image. The Abel inversion then converts the phase shift to electron
density. Figure 4.24 provides a more detailed view of the electron density and shadowgraph profile,
including selected density contours relevant for spectroscopy. Figure 4.24(b) highlights the fidelity
of the shadowgraph measurement compared with the sheared image; the shadowgraph corresponds
to a density contour of about 1018 cm−3.

The SSI is principally limited by the cutoff density nc and the opacity of the plasma plume
through which it passes. For 532 nm photons, nc =

1.1×1021

λ2(µm)
= 4×1021 cm−3, but most interferome-

ters are typically restricted to measuring a maximum of 0.1nc due to opacity effects, fringe spacing,
and S/N . Recent measurements with the SSI have resolved densities up to 1019 cm−3 [83]. A plot
of the photon mean free path δ = 1/κ at relevant temperatures and electron densities at 532 nm
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Figure 4.22: Experimental schematic of the SSI. (a) Optical layout of the system. Zi and Ti indi-
cate focusing lenses and turning mirrors, respectively. (b) Images produced by the interferometer.
The 2nd mirror reflection produces the shadowgraph image, and the overlap produces the sheared
image. (c) Relative alignment of the laser spot on the target paddle. The beam diameter when it
passes through the upstream plasma plume is 24 mm.

and the Al-I 3p-4s doublet 396.152 nm line center is shown in Figure 4.25. This further highlights
the difficulty of probing dense, low temperature plasmas with visible light sources. However,
the datasets obtained thus far have provided a powerful and previously unavailable capability for
benchmarking the radiation hydrodynamics codes used to model the beam-target interaction and
hydrodynamic expansion on DARHT. The measurements can also be spatially correlated with
densities inferred from emission and absorption spectroscopy.

4.2.5 Summary

This chapter introduces and describes the suite of beam and plasma plume diagnostics deployed
in the DARHT Axis-I measurement region. Near-field OTR is used as a spot size measurement
of the focused beam on target to infer energy deposition into the target material. Plume imaging
determines the plasma plume spatial extent, up to opacity limits, and permits an estimation of the
plasma plume expansion velocity and electron temperature. The two spectrometers, visible and
long wave UV, provide the capability to measure spectral lines over the wavelength range of 250–
700 nm. The SSI diagnostic enables precise time-resolved 2-D electron density measurements,
which can be spatially correlated with the 1-D axially-resolved spectroscopy measurements.
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Figure 4.23: Shot 33909: SSI measurement and analysis of an electron beam heated 100 µm pure
aluminum foil at t0 + 500 ns, where t0 represents the start of electron beam energy deposition.
(a) Raw sheared image (color bar represents percent transmission). (b) Raw shadowgraph image
(color bar represents counts). (c) Phase unwrapped from the sheared image (color bar has units of
radians). (d) Calculated electron density of the plasma plume (color bar represents log(ne), where
ne is in units of cm−3).
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Figure 4.24: Detailed (a) electron density and (b) shadowgraph plot with contours from shot 33909
(100 µm pure aluminum, t0 + 500 ns, where t0 represents the start of electron beam energy depo-
sition). The color bar for (a) represents log(ne), where ne is in units of cm−3. The color bar for (b)
represents percent transmission.

Figure 4.25: Opacity calculations at (a) 396.152 nm and (b) 532 nm for a pure aluminum plasma
using the ATOMIC code over the electron densities highlighted in Fig. 4.24. The opacity is plotted
as 1/κ in units of mm so it represents the mean free path of the photon. At all density and tem-
perature combinations, the opacity is lower at 396.152 nm compared with 532 nm. In both cases,
there is a rapid decrease in the photon mean free path below 0.5 eV.
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CHAPTER 5

Spectral Calibration Sources and Measurements

This chapter explains the different spectral calibration sources used for spectrometer (visible and
long wave UV) calibration both prior to deployment on DARHT Axis-I and in situ calibration once
deployed. The DC pen lamps are principally used for wavelength calibration. The xenon flash
lamps are used to confirm the single shot operations and temporal response of the spectrometer
systems. The pulsed hollow cathode is an experimental source still under development for use
as an Extreme Ultraviolet (EUV) photon source, but initial measurements of the discharge are
presented using a long wave UV spectrometer.

5.1 DC Pen Lamp

Pen lamps are used as spectral calibration sources due to their low cost, small footprint, and reliable
operation. These sources have been demonstrated to be simultaneous high-quality wavelength [9]
and intensity [104] calibration sources. Mercury pen lamps operate as a low current discharge and
are filled with a noble gas at a low-pressure along with a small mass of metallic mercury. The
noble gas is used as a starter to ignite the discharge, but the mercury spectrum dominates the line

102 mm

51 mm

6.4 mm diameter 9.7 mm diameter

Figure 5.1: Dimensions of an Oriel pencil calibration lamp.
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Wavelength (nm) Intensity
253.6521 300,000
296.7283 2,600
312.5674 2,800
365.0158 5,300
404.6565 4,400
435.8335 10,000
546.0750 10,000

Table 5.1: Hg-I lines consistently measured from a Hg(Ar) pen lamp. Boldface indicates that
these particular lines are used for wavelength calibration of the spectrometers: 253 nm and 435 nm
for the long wave UV; 435 nm and 546 nm for the visible. The intensity is given with respect to
the 435.8335 nm line, which has been scaled arbitrarily to 10,000. This data is from Ref. [9]. Note
that this list is not inclusive of all Hg-I lines that can be measured from a Hg(Ar) pen lamp.

0 2750613753
5 mm

(a)

(b)

Figure 5.2: (a) Vacuum-based CCD image of the DC Hg(Ar) pen lamp discharge; 10 ms gate
width. (b) Spectral survey (150 grooves/mm) of the emission lines and continuum produced by
the Hg(Ar) lamp using a long wave UV spectrometer. The prominent Hg-I line at 253.65 nm
dominates the spectra. Note the logarithmic counts scale in (b).

output of the lamp from 200–600 nm once stable operation is achieved. The Oriel 6035 Hg(Ar)
pen lamp [105], shown in Figure 5.1, is the wavelength calibration source for both the visible and
long wave UV spectrometers due to the strong and well characterized Hg-I lines produced in the
UV and visible regimes. Table 5.1 shows the lines consistently observed, along with the lines used
for wavelength calibration highlighted in bold.

A modified version of the Oriel lamp holder (#6058NS) that fits both a smaller 7 × 200 µm
fiber bundle and the larger 19 × 200 µm linear fiber pack (used for the spectrometers introduced
in Ch. 4) holds the pen lamp for spectrometer calibration measurements. Using this mount also
provides a relatively light-tight enclosure to ensure the fiber bundle is only coupling in the light
from the pen lamp, and not from ambient fluorescent lighting present in the laboratory. An example
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Figure 5.3: Hamamatsu xenon flash lamp, model L2187. The quartz cylinder which contains the
electrodes has a diameter of 28 mm. The anode-cathode spacing, and thus the arc size, is 8 mm.

image and spectrum produced by the Hg(Ar) pen lamp is shown in Figure 5.2. A vacuum-based
CCD [106] with a 10-ms gate is used to obtain the self-emission image. The broadband spectral
survey showing the emission lines and continuum produced by the Hg(Ar) pen lamp is made using
the long wave UV spectrometer described in Sec. 4.2.3.

5.2 Xe Flash Lamp

Xenon flash lamps (Figure 5.3) are excellent sources of intense light output from the UV to the
near-infrared wavelengths. These sources provide a complimentary calibration measurement to the
DC pencil lamps discussed in the previous section. Xe flash lamps are pulsed, providing enough
light in the discharge to permit sub-µs gating, which is the relevant timescale for the beam-target
interaction experiments. Furthermore, the light output is dominated by continuum-like emission
down to ∼250 nm, in addition to featuring some characteristic xenon ion lines. This feature allows
the xenon flash lamp to perform relative transmission measurements as a function of wavelength
for different lens setups to optimize the optics train for the long wave UV spectrometer. This was
previously shown in Figure 4.17.

Time gated images (10-ns gate width) using a UV-sensitive CCD [101] of the xenon flash lamp
arc are shown in Figure 5.4. Separate measurements using a long wave UV spectrometer (described
in Sec.4.2.3) yield a spectral survey, which shows the detailed spectrum of the output light from
200–450 nm. The spectrum is composed of continuum-like emission superimposed with Xe-II–IV
emission lines inferred from comparison with the NIST tables [107]. Figure 5.5 shows the time
history of the flash lamp discharge measured two independent ways: (1) integrated intensities from
the images in Fig. 5.4(a); and (2) the response of a UV-sensitive GaP photodiode [4].
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Figure 5.4: (a) Sequential images (10 ns gate width) of the Xe arc with a UV-sensitive CCD using
a OD = 1.0 neutral density filter (10% transmission). Here, 7 µs is referenced to the t0 of the
pulser used to drive the Xe flash lamp. (b) Spectral survey (150 grooves/mm) using a long wave
UV spectrometer (7 µs gate delay, 10 µs gate width, 10× gain) that shows a strong continuum
containing Xe ion emission lines.
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Figure 5.5: Plot of the xenon flash lamp discharge normalized intensity as a function of time. The
black circles represent the integrated intensities from Fig. 5.4(a), and the blue curve is from a GaP
photodiode sensitive to UV photons [4].
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Anode

Cathode

Ground strap

Nylon post

2 ¾” ConFlat flange

SHV feedthrough

Insulating AlSi puck

1.25”

Figure 5.6: 3-D model of the pulsed hollow cathode source with relevant parts labeled. Not shown
is the insulated wire connecting the ground strap to the anode. The wire is mated to the anode with
a silver epoxy. In addition, the SHV feedthrough on the vacuum side (between the nylon posts)
has been wrapped with Teflon tape to prevent corona.

5.3 Hollow Cathode

Hollow cathodes have been used as intense light sources for many decades [108, 109]. A custom
pulsed hollow cathode has been designed, fabricated, and tested. It has potential as an EUV photon
calibration source for next-generation beam-target interaction diagnostic development. The system
is gas filled with either He, Ar, or atmospheric air, which is pressurized to 1–10 Torr. A 3-D model
of the hollow cathode is shown in Figure 5.6. The relevant parts are labeled, but the insulating wire
connecting the ground strap to the anode is not shown here for clarity. The wire is attached to the
anode with a silver epoxy to provide a conductive current path. The SHV feedthrough, of which
the conductor is the cathode, has been wrapped with Teflon tape to prevent corona and improve the
discharge characteristics.

Figure 5.7 displays a hollow cathode assembly mounted to a vacuum assembly. The hardware
shown includes a Convectron gauge for measuring the system pressure, a gas line used to provide
a source gas (atmospheric air, argon, or helium), and a window for optical access to the discharge.

Figure 5.8 provides a cross-sectional illustration of the anode-cathode geometry. The cathode
stalk fits within the insulating puck and has a cupped profile as shown. The brass washer anode
has an inner diameter of 2.13 mm. The anode-cathode separation distance based on the distance of
closest approach is approximately 2.5 mm.

A source that can operate either in a DC mode or a pulsed mode will generally produce a
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Anode
Cathode(a) (b)

Figure 5.7: Images of the hollow cathode hardware. (a) The spool piece that mounts to the 2-3/4”
flange includes ports for a gas line with an in-line flowmeter and a Convectron gauge for pressure
measurements in the region of the hollow cathode. (b) End-on photograph of the anode-cathode
region.
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Figure 5.8: Cartoon diagram of the hollow cathode anode-cathode region with measured dimen-
sions indicated. The dashed black line on the right denotes the (cylindrical) axis of symmetry.
Note that the ground strap connection is not shown. The cathode is a part from Pasternack, part #
PE44118 [5].

60



Figure 5.9: DC operations of the hollow cathode at 0.5 Torr showing measured discharge current
as a function of applied voltage.

more intense discharge when operated in a pulsed mode. This hollow cathode system has been
designed to operate in a pulsed mode. However, DC tests were conducted to ensure the discharge
would operate normally and not breakdown. Figure 5.9 shows the discharge current at 0.5 Torr as
a function of applied voltage using a high voltage DC power supply.

Pulsed operation is provided by a custom high voltage pulser using a nominal 5 kV solid-state
MOSFET switch to drive the hollow cathode discharge. The circuit diagram of this pulser as mod-
eled in LTSpice is shown in Figure 5.10, and the hardware is displayed in Figure 5.11. The simu-
lated waveforms shown in Fig. 5.10(b) use a load resistance of 100 kΩ to simulate the impedance
before the discharge is ignited. A high voltage power supply charges a capacitor (∼3 nF) through
a ballast resistor (1 MΩ). The solid-state MOSFET switch (powered by a 5 V DC supply) is trig-
gered by a 5 V, 500 ns pulse that nominally defines the “on” time of the switch. The output pulse
travels through an inductor (6.5 µH), a Pearson current transformer for a current measurement,
and a current limiting resistor (50 Ω), respectively. A voltage divider (10700:1) then picks off the
output voltage waveform.

The pulser was first tested for nominal operation and validation of the model by driving a 3.3 kΩ
resistive load, which simulates an open circuit where the discharge is not ignited. Figure 5.12
shows the measured voltage and current waveforms when driving this resistive load both with and
without an inductor on the pulser output. An inductor is included on the output of the pulser in
addition to the 50 Ω resistance to help further limit the current draw through the solid-state switch
to enhance its longevity, in addition to providing an inductive kick to the voltage. Note that the
switch can be operated at a lower voltage (−3 kV) with the inductor in place compared with not
using an inductor (−3.5 kV) and deliver both a higher voltage at a lower current.
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Figure 5.10: (a) Hollow cathode solid-state pulser circuit model. The load is represented by a
100 kΩ resistance which simulates the impedance before the discharge is ignited. (b) Simulated
current (orange) and voltage (green) waveforms. (c) Measured current (orange) and voltage (green)
waveforms. The voltage pulse is measured at Vmeas, and the current pulse is measured at Imeas as
shown in (a), which corresponds to both the physical location and the location in LTSpice where
the measurements are made.
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Figure 5.11: Hollow cathode pulser chassis with all parts labeled.
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Figure 5.12: Voltage and current comparison of the custom solid-state pulser operating at a −3 kV
charge driving a 3.3 kΩ resistive load without (blue) and with (orange) an inductor on the output of
the switch. (a) Voltage measured across the load resistance using a Tektronix P6015A high voltage
probe. (b) Voltage measured using the embedded resistive divider circuit within the pulser chassis.
(c) Current measured using a Pearson current transformer located on the output of the pulser within
the chassis.

Figure 5.13: Imaging of the hollow cathode discharge at selected argon gas fill pressures (1 µs
gate, 20× gain on a UV sensitive PiMAX CCD). Vertical lineouts (10 pixels wide) are also shown
which illustrate the difference in discharge intensity versus pressure. A −3 kV charge was used to
drive the hollow cathode.
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Figures 5.13–5.15 provide a detailed overview of the operating space of the hollow cathode in
argon from 1–6 Torr, using the drive circuit shown in Fig. 5.10(a). Images of the discharge are
shown in Fig. 5.13, which highlight the effect of pressure on the spatial distribution and intensity
of the discharge. An operating pressure of 1.3 Torr results in the highest counts measured by the
UV sensitive PiMAX CCD.

Figure 5.14 shows the current and voltage profiles corresponding to different operating pres-
sures that produce the discharges shown in Fig. 5.13. The breakdown time is defined as where the
voltage pulse crosses zero; when the discharge is ignited, it provides a low resistance conductive
path to ground. The selected pressures plotted from 1.1–5 Torr show the trends in the breakdown
for different argon gas fill pressures. An increase in pressure results in a reduced amount of time
required to ignite the discharge. The discharges at lower pressures exhibit substantially more RF
oscillations superimposed on the voltage pulse. For increasing operating pressures, the collision-
ality of the plasma increases and attachment begins to dominate.

The effect of pressure on peak current and ignition delay time is shown in Fig. 5.15. Increasing
the operating pressure results in an increased current draw during the discharge, a decrease in the
delay time to discharge ignition, and a decrease in the spatial extent and intensity of the plasma.
Additionally, at increased operating pressures, the variation in the breakdown jitter and the current
drawn by the discharge is reduced.

Figure 5.16 shows an example high-resolution UV spectrum produced by the hollow cathode
discharge operating at 3.5 kV in an argon background (2 Torr) with two different time gates. A
linear 7×200 µm array is lens-coupled with a fused silica plano-convex lens (f = 60 mm) to
provide a magnification of 0.3×. The array is looking head-on at the hollow cathode, with a
line-of-sight similar to Fig. 5.7(b) and having a standoff distance from the cathode to the lens of
∼270 mm. Line emissions from several different species and ionization stages are observed and
identified using the NIST tables [107]. The copper and zinc doublet lines are characteristic of the
anode and cathode material, while the presence of the silver doublet is due to the use of a silver
epoxy to attach the ground strap and provide a conductive path from the anode to ground. Both
the Cu-I and the Ag-I doublet lines show a consistent intensity across the two time gates, while the
Ar-II line and the Zn-I doublet show a reduced intensity in the later time gate.

5.3.1 Summary

The visible diagnostic calibration sources, including the DC pen lamp and Xe flash lamp, have been
introduced and explained. The fabrication and testing of pulsed low-pressure hollow cathode is also
described. The hollow cathode is measured initially with a long wave UV spectrometer to diagnose
the spatial and temporal characteristics of the discharge. In addition, the solid-state pulsed power
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Figure 5.14: Measured voltage and current waveforms as a function of pressure for the hollow
cathode discharge operating at a 3 kV charge with an argon gas fill. These selected plots show the
trends in the breakdown (defined as where the voltage waveform crosses zero) for different argon
gas fill pressures. An increase in pressure results in a reduced amount of time required to ignite
the discharge, where the ignition time is indicated on the plots by the vertical dotted black lines.
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Figure 5.15: Operating space of the hollow cathode discharge operating at a 3 kV charge with an
argon gas fill. The delay, or time to ignition, is determined by taking the difference in time of
the driving current pulse peak (∼100 ns in Fig. 5.14) and the discharge current pulse peak. (a)
Peak discharge currents and delays for a selected set of background gas pressures, with ∼10 shots
at each pressure. The black arrow indicates the influence of increasing pressure. (b) Effect of
pressure on the average peak current (red) and delay (blue) needed to ignite the discharge.

Figure 5.16: Long wave UV spectrometer measurement of a pulsed hollow cathode discharge
operating at 2 Torr and a −3.5 kV charge under an argon gas fill. Lines are identified and labeled.
The spectrometer is using a 1800 grooves/mm holographic grating centered at 329 nm with 40×
gain, and the gate times (relative to the ignition of the discharge) are as indicated in the legend.
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system required to drive this source was also designed, modeled, built, and successfully employed
to produce a discharge.
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CHAPTER 6

Numerical Simulation Tools

This chapter provides an overview of the modeling tools used in support of the DARHT beam-
target interaction experiments. This discussion includes radiation hydrodynamics simulations of
the beam-target interaction (Sec. 6.1) and the Los Alamos suite of atomic physics codes (Sec. 6.2)
used to calculate the energy levels, cross-sections, and atomic kinetics required to generate the
synthetic spectra generated by the spectroscopic-quality radiation transport model (Sec. 6.3). The
explanations provided within the sections of this chapter are not to be considered standalone; in-
stead, they are written to provide specific details and explain nuances on how they are used for this
particular problem (the beam-target interaction, WDM, etc.). References to the primary sources
for all codes are provided for further reading.

6.1 LASNEX

LASNEX is a 2-D Lagrangian radiation hydrodynamics code that historically has been used to
model laser driven inertial confinement fusion experiments beginning in the 1970s [110]. It has
been used for several years to model the DARHT beam-target interaction experiments, in particular
the energy deposition by the electron beam and subsequent hydrodynamic expansion of the heated
target material. The specific details of the implementation of the LASNEX model are given in [79],
along with the first set of aluminum results presented in [69]. The electron beam parameters are
drawn directly from experimental measurements; the near-field OTR measurements of the beam
spot size during the peak focus are used to define the beam size in the simulation space. The
LASNEX runs presented in Chapters 7 and 8 are performed from 0–400 ns with an output temporal
resolution of 1 ns, and with variable spatial resolution over a mesh extending from −5 < Z <

+5 cm, and −0.5 < R < +0.5 cm. Axial zone sizes vary from 1 cm far from the target foil down
to ∼10 µm near and within the target foil. Similarly, radial zone sizes vary from 0.5 mm down to
∼20 µm.

The value of this hydrodynamic model is that it provides 2-D distributions of the Te, ne, ni,
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Figure 6.1: Example LASNEX 2-D ne and Te contour plots from 0–250 ns of a 100 µm aluminum
foil (SESAME 3715) heated by a 19.8 MeV, 1.6 kA, 100 ns beam in a 0.89 mm FWHM Gaussian
spot. The beam impinges on the foil on-axis from the +Z direction.

and material stoichiometry. Figure 6.1 shows example contour plots of ne and Te at 50 ns intervals
out to 250 ns. This information, contained within hydro dump files (outputs from the code), can
be post-processed and fed into a spectroscopic-quality radiation transport model to generate syn-
thetic spectra relevant to matching the real spectra measured from the visible and long wave UV
spectrometers introduced in Chapter 4. This spectroscopic-quality radiation transport model will
be discussed in detail later in this chapter in Section 6.3.

The relevant electron densities for visible emission and absorption spectroscopy are, very
roughly, 1017–1019 cm−3. The grid resolution of the LASNEX model was improved in this re-
gion to sufficiently resolve in simulation space the Te and ne regions that contribute to forming the
spectra measured by the spectrometers, specifically the density gradient from ∼1020 cm−3 down
to ∼1016 cm−3.

LASNEX interfaces with the SESAME [111,112] EOS tables for material properties, including
temperature, density, pressure, and internal energy. Aluminum EOSs used for modeling the thin
aluminum foils include the legacy SESAME 3715 [113] and the modern SESAME 3720 [114,
115]. Both tables have a minimum density of 10−6 g/cm3 (2.2 × 1016 ions/cm3). However, all
the results presented in this chapter and subsequent chapters are runs of the legacy SESAME 3715
EOS because of issues associated with the vapor dome regime included in SESAME 3720. The
hydrodynamic expansion of the target material from the beam-target interaction involves complex
two-phase transitions. After the initial heating and hydrodynamic disassembly, the spatial density
and temperature gradients likely straddle the two-phase mixture, where the vapor dome physics
plays a role. It is unclear how well LASNEX is able to handle this.
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Figure 6.2: Comparison of SESAME EOS 3715 (legacy, dotted lines) and 3720 (new, solid lines)
over the relevant pressure and density regimes at selected temperature contours from 0–1 eV. The
black circles correspond to LASNEX calculated peak pressures and densities as a function of
time out to 400 ns from the run displayed in Fig. 6.1. Note that SESAME 3715 and 3720 agree
relatively well at higher temperatures. However, the vapor dome physics captured in SESAME
3720, including the negative pressure regime, is not included in SESAME 3715.
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Figure 6.2 shows a comparison of SESAME 3715 and 3720, highlighting the difference in the
pressure and density phase space relevant to electron beam driven aluminum target physics. The
SESAME 3720 EOS, by construction, is allowed to have negative pressures when under tension,
which is a mechanism for it to handle spallation models [116]. Turning tension on and off within
the LASNEX model and comparing the results is not something that has been investigated up to
this point. Further discussion of this is beyond the scope of this dissertation, but it is vital to future
modeling efforts of electron beam driven aluminum.

6.2 Los Alamos Suite of Atomic Physics Codes

The Los Alamos suite of atomic physics codes provides an ab initio modeling capability for near-
neutral and highly charged ions in both the semi-relativistic and fully relativistic regimes [117].
In addition, the codes are capable of performing either Configuration Average (CA) or Fine Struc-
ture (FS) calculations. CA runs are used to to provide a computationally efficient picture of relevant
quantities before moving to the more intensive FS runs. For example, CA calculations can be used
to accurately compute the ionization balance of the plasma and to ensure that a sufficient (con-
verged) number of stages are included to model the plasma at a given temperature and density,
while also providing a rough estimation of the relevant spectra over a defined photon energy range.
After this verification procedure, FS calculations can then be used to provide high-resolution emis-
sivity and opacity spectra over the defined photon energy range.

This dissertation applies the original suite of semi-relativistic codes to model the beam-target
interaction physics, including the WDM state and classical-like plasmas that are best described
as near-neutral systems. The Cowan’s ATomic Structure (CATS) code is used to generate atomic
structure data [10]. The General Ionization Processes in the Presence of Electrons and Radiation
(GIPPER) code uses the levels from CATS to provide ionization cross section data [118]. The
Another Theoretical Opacity Modeling Integrated Code (ATOMIC) code, using the results from
both CATS and GIPPER, solves the collisional-radiative equations in either Local Theromdynamic
Equilibrium (LTE) or non-LTE conditions to provide atomic level populations at given plasma
conditions and calculate quantities like emissivity and opacity [117, 119]. When performing FS
calculations, ATOMIC produces fully resolved fine-structure spectra that can be compared with
experimental data. Detailed explanations and usage of the semi-relativistic capability in the Los
Alamos suite of atomic physics codes for LANL employees is provided in Appendix B.
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Ion Configurations Total Configurations Total Levels

Al-I

Base: [Ne] 3s2 3p1

3s2 nl1 through n = 8
3s1 3p1 nl1 through n = 8
3s1 4s1 nl1 through n = 8
3p3

3s1 nl2 through n = 4

76 708

Al-II

Base: [Ne] 3s2

3s1 nl1 through n = 10
3p1 nl1 through n = 4
3p2

40 174

Al-III

Base: [Ne] 3s1

nl1 through n = 9
2p5 3s1 nl1 through n = 8
2p5 3s2

2p5 3p2

60 562

Al-IV
Base: [Ne]
2p5 nl1 through n = 9
2p4 3s2 nl1 through n = 5

43 673

Table 6.1: CATS nl-type configurations for aluminum ions, where a noble gas configuration of
[Ne] (1s2 2s2 2p6) is implied for all configurations. The base (zero energy) configuration for each
ion stage is given for reference. Note that for Al-III and Al-IV, the configurations deviate from the
filled 2p6 subshell.

6.2.1 CATS

The CATS code was originally developed from R. D. Cowan’s atomic structure programs and re-
quires only simple inputs that specify the element, ion stage, and electronic configurations. It
can be run in either CA or the detailed FS mode and outputs wavefunctions, energy levels, and
oscillator strengths. For FS calculations, the output data are appropriately labeled to allow sub-
sequent recall of the calculated configurations and fine structure levels [10]. This design allows
the GIPPER and ATOMIC codes to efficiently use these calculated quantities for further atomic
physics modeling.

CATS takes a user defined list of configurations particular to an element in a certain charge
state and solves the Hartree-Fock equations. For all aluminum runs presented in this dissertation,
configuration lists for ion stages I-IV (neutral to 3+) are generated. For modeling this near-neutral-
like system, the inclusion of these charge states is sufficient to ensure a converged charged state
distribution. Configurations in CATS are provided in an nl-type format and are used to generate
LS-coupled basis states. Table 6.1 shows the configurations used for each ion stage, along with the
total number of configurations and resulting number of levels.
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No inner-shell vacancies Single inner-shell vacancy (n = 2)
Ion Configurations Levels Configurations Levels
Al-I 76 708 144 4361
Al-II 40 174 88 2366
Al-III 60 562 63 725
Al-IV 43 673 38 575

Table 6.2: Comparison of CATS configurations and calculated levels containing no inner-shell
vacancies, representative of runs for data shown in Chapters 7–8, compared with a single inner-
shell vacancy (n = 2, L-shell hole) relevant for EUV spectroscopy.

Building configuration decks is not an exact science; it relies heavily on the users experience
and intuition to include the appropriate configurations that will be relevant for modeling the ex-
periment. The spectra that are ultimately generated with these runs for electron beam driven target
plasmas are similar in character to a Laser-Induced Breakdown Spectroscopy (LIBS) plasma [120].
High-lying lines (nl > 8d, also known as Rydberg states) are generally never observed in LIBS-
type plasmas. However, while these high-lying states may not be spectroscopically significant,
they still can contribute to the level populations and can help to improve the convergence of such
quantities. These configuration lists are usually truncated at n = 10. Furthermore, when using
the CATS capability to match calculated level energies and gf values with measured values from
the NIST databases, knowledge of the transitions of interest (initial and final levels and the cor-
responding energies) helps with the proper labeling of these transitions of interest. This issue
becomes important when, in strongly mixed levels, the dominant configuration label is not always
useful since two (or potentially several) configurations can contribute strongly to that level [121].
It can also be relevant when considering configurations involving inner-shell vacancies to model
K-shell and L-shell spectra, where the resulting number of levels can increase by a factor of 10
due to the larger number of accessible states resulting from angular momentum coupling. This
behavior is shown in Table 6.2.

6.2.2 GIPPER

The GIPPER code performs ionization cross section calculations between the levels of adjacent
ion stages provided by the CATS outputs [118]. With atomic structure calculations performed for
aluminum ion stages I–IV, a total of three GIPPER runs (I–II, II–III, and III–IV) are needed to
generate the ionization cross sections required by ATOMIC. GIPPER calculates photoionization,
scaled-hydrogenic collisional ionization, distorted-wave collisional ionization, and autoionization
cross sections. For the runs that generate the data contained within this dissertation, all of these
cross sections are calculated except for the distorted-wave collisional ionization cross section. The
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Transition ci,min Run time (n = 2
vacancy)

Run time (no
inner-shell vacancy)

0.001 did not finish 3 minutes
I–II 0.01 31.5 hours n/a

0.1 46 minutes n/a
0.001 50.3 hours < 1 minute
0.005 11.5 hours n/a

II–III 0.01 4.8 hours n/a
0.05 10 minutes n/a
0.1 5 minutes n/a

0.001 1.3 hours 2 minutes
0.005 12 minutes n/a

III–IV 0.01 5 minutes n/a
0.05 < 1 minute n/a
0.1 < 1 minute n/a

Table 6.3: The effect of configuration interaction on the GIPPER calculation run times involving
full inner shells and single inner-shell vacancies. These runs used the CATS files corresponding
to those shown in Table 6.2. Note that the value of ci,min = 0.001 is the default value set for all
GIPPER runs. The runs with no vacancies were performed only with the default value as they
completed in a reasonable period of time.

energies over which these cross sections are calculated are given in threshold units, defined as
incident energies relative to the relevant transition energies. For calculations involving a large
number of configurations, or configurations that spawn a large number of levels (i.e., including
inner-shell vacancies described by K-shell and/or L-shell holes), CA mode is useful to complete
calculations in a reasonable period of time, identify ion contributions, and understand the dominant
features in a spectrum. The run time is, in general, less of a concern for low-Z elements, due to
their simpler electronic structure, but it can quickly become the only option for higher-Z element
calculations where the number of calculated levels can be very large (∼ 106).

As previously mentioned, the inclusion of inner-shell vacancies in a CATS calculation, even
for a low-Z material like aluminum, can significantly increase the number of generated levels.
This increased complexity can significantly increase run times, especially in GIPPER where the
ionization cross sections are obtained by evaluating matrix elements between these levels. This
behavior is shown in Table 6.3, where the minimum value of the mixing coefficient, ci,min, is
varied to control the number of LSJ basis states used to construct each FS level:

|LSJFS⟩ = c1 |LSJ1,basis⟩+ c2 |LSJ2,basis⟩+ · · · . (6.1)

Furthermore, in near-neutral systems, which are described by lower charge states, there can be
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substantially more Configuration Interaction (CI), or mixing, for the levels compared to higher
charge states. This effect is due to the tendency, in near-neutral systems, of pure LSJ basis states
to be closer in energies. The closeness in these energies typically results in stronger mixing in the
corresponding FS levels. Hence, there are more matrix elements for GIPPER to calculate. The
level of mixing can be controlled by the user when running GIPPER, which decreases the number
of matrix elements considered, and thus the run time, at the expense of potentially decreased
accuracy in the results. An overview of this concept is provided in Table 6.3. Note that CI is
only important for FS runs, as CA mode, by definition, considers individual configurations to the
fundamental states of interest [122]. A plot is provided in the following section of the effect of FS
mixing and CA calculations on the generated spectra from an aluminum warm dense plasma.

6.2.3 ATOMIC

The ATOMIC code was developed at LANL out of a requirement for new, more accurate, and
more extensive opacity tables for low-Z elements (Z < 31) [119]. It can be run with either an
LTE or non-LTE solver. For all applications in this dissertation, the LTE solver is used. ATOMIC
solves the collisional-radiative rate equations, given the inputs of electron temperature and electron
density, and calculates the ion density and corresponding ion level populations. Given a user-
defined photon energy grid, quantities such as emissivity and opacity can be calculated using either
fine-structure levels (FS mode) or configurations (CA mode).

As discussed earlier, the atomic structure and cross section data from CATS and GIPPER runs
that are fed into ATOMIC must also have been computed within the FS or CA mode. CA calcula-
tions are useful because they are less computationally expensive, can be used to see if the spectral
features of interest are being produced, and to check for proper (converged) ionization balance,
before proceeding with the more detailed FS runs. Figure 6.3 shows a comparison of CA with FS
runs of a spectrum from an aluminum plasma with an electron temperature of 3 eV and electron
density of 1021 cm−3. It is clear that, in going from CA to FS mode, and with an increasing amount
of CI (decreasing values of ci,min), the emissivity exhibits richer spectral features.

ATOMIC is used to generate the spectroscopic-quality databases of emissivity, opacity, and
ionization balance across a range of user-defined temperatures and densities for the Finite-Element
Spectral Transfer of Radiation (FESTR) code. The temperature and density ranges and resolutions,
along with the corresponding photon energy grid, are determined by several factors. These include:
(1) ensuring that the upper bound of temperature and density from the radiation hydrodynamics
model is captured; (2) the temperature and density resolution is of sufficient quality to map to
the mesh and maintain reasonably well its structure; (3) the photon energy grid is fine enough
to resolve the line transitions of interest and the total size (number of points) is small enough to
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Figure 6.3: The effect of CA and FS modes on the calculation of plasma emissivity. The FS
calculations are performed using four different minimum values of the mixing coefficient, ci,min,
discussed in Eq. 6.1 and Table 6.3. The ATOMIC calculations are performed for an aluminum
plasma with an electron temperature of 3 eV and electron density of 1021 cm−3 over an energy
range of 70–75 eV (16.5–17.7 nm) with a resolution of 0.01 eV.
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ensure a reasonable serial run time; and (4) the lower bounds are mostly captured within the EOS
parameter space. For example, the databases generated for the pure aluminum runs presented in
Chapter 8 have a temperature resolution of 0.01 eV from 0.1 to 2 eV, and a density resolution of 10
logarithmically spaced points per decade from 1014–1022 cm−3. The photon energy grid contains
501 points evenly spaced from 390–400 nm (inclusively), providing a resolution of 0.02 nm.

Line broadening mechanisms are also included as a capability within the ATOMIC code. Lines
can be modeled with: (1) no additional broadening (natural line width); (2) Doppler, or thermal,
broadening; (3) collisional broadening, in addition to Doppler broadening; (4) advanced collisional
broadening using the D-K broadening routine [123], in addition to Doppler broadening; (5) Stark
broadening for H- and He-like ions. For these near-neutral plasmas modeled in this dissertation,
(5) is not applicable. Calculations using Doppler broadening only are most frequently calculated,
as they typically proceed more quickly than calculations that also include collisional broadening.
Turning on collisional broadening has value for LIBS-like plasmas where density gradients are
minimal, as shown in [123], but has less utility for the beam-target interaction plasmas due to the
extreme density gradient. In short, the lines tend to be significantly over-broadened to the point
where spectral features are completely washed out, which is counter to the experimental results
presented in both Chapters 7 and 8.

Parallelized runs of ATOMIC for generating single point (single energy) opacity tables across
a grid of temperatures and densities is also useful for further post-processing of experimental data.
This capability is discussed in more detail in Appendix B.

6.3 Finite-Element Spectral Transfer of Radiation (FESTR)

This section will discuss in detail the steps involved in building, running, and analyzing the results
from the radiation transport model used to interpret the spectroscopic measurements made on the
beam-target interaction plasmas. The FESTR code [6] is used to sample the 2-D structure of the
LASNEX simulation via a ray-trace method to generate synthetic spectra and other relevant quan-
tities, such as accumulated optical depth along the path traversed by a photon. The Los Alamos
suite of atomic physics codes [117] is used to generate spectral databases that are accessed by
FESTR during its process of calculating synthetic spectra.

6.3.1 FESTR Inputs and Outputs

The FESTR code is written in C++ and includes a number of different classes (formatted as mono
spaced text) that define various objects relevant to the calculation of the synthetic spectral outputs.
The details of these classes are explained in [6], but some highlights of the selected classes will be
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Figure 6.4: Schematic illustration of the three-dimensional geometric data structure of FESTR.
Figure reproduced with permission from [6].

given here. The Mesh class consists of Zones, each of which is characterized by a uniform tem-
perature, density, and material stoichiometry. Hydro holds material conditions within all Zone
objects in the Mesh. A Zone, defined by its Faces, knows its neighbors which allows for the
passing of the Ray between Zones during raytracing. The Ray, as it traverses the Mesh, knows
its position and velocity vectors and carries with it the specific intensity (in units of W/cm2/sr/eV)
of its spectrum. The Diagnostics class defines a collection of Detector objects that de-
fine how the Ray is launched through the Mesh. A Detector can be defined to have several
spatial patches that correspond to different lines of sight and, subsequently, will launch their own
Rays to map their path through the Mesh until hitting the bounding sphere, at which point the
direction is reversed and the spectrum is then accumulated as the Ray walks through the Mesh
toward the Detector (as shown in Fig. 6.4). FESTR can also be run in tracking mode (turned
on by an option when defining a Detector), where the spectrum accumulated by the Ray as it
passes through each Zone along its trajectory through the Mesh will be printed to an output file.
This powerful capability allows for the identification of the plasma conditions that contribute most
strongly to the spectrum ultimately “seen” by the Detector.

The input deck for FESTR is relatively simple; it defines paths to all the relevant directories
containing the material, hydro, database, diagnostics, and outputs, in addition to specifying the
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Figure 6.5: Example FESTR input deck showing the paths and parameters defined by the user.

time window over which the model is run. An example input deck is shown in Figure 6.5. The
simulation volume is contained within the bounding sphere. In short, the plasma lives fully within
the bounding sphere at all times, and the Detector objects are created outside of the bounding
sphere. Figure 6.4 shows a schematic illustration of the three-dimensional geometric data struc-
tures of FESTR. Note that, with the LASNEX data used in this dissertation, there does not exist
the mesh refinement shown in Fig. 6.4; each Face of each Zone is uniquely neighbored with a
Face from an adjacent Zone. The only exception to this rule is the construction of the bounding
sphere, whose inner composite face consists of all the outermost-facing Faces that do not border
any other material-containing Zones (i.e. the perimeter of the Zones nearest the bounding sphere
in Fig. 6.4).

Along each Ray, FESTR solves the 1-D steady-state radiation transfer equation, which is ex-
pressed by the following:

dIν(x)

dx
= ϵν(x)− κν(x)Iν(x), (6.2)

where x is a spatial coordinate, I(x) is the specific intensity, ϵ(x) is the emissivity, and κ(x) is the
opacity. The subscript ν denotes the fact that these quantities are all a function of wavelength. The
general solution of Eq. 6.2 is:

Iν(x) = IB,νe
−τν(B,x) +

∫ x

B

ϵν(t)e
−τν(t,x)dt, (6.3)

where the first term represents the specific intensity of the spectrum at the starting point B reduced
by the optical depth by e−τ(B,x), and the second term represents the accumulated spectrum over
the path from B to x, also reduced by the optical depth. The optical depth τ is a unitless quantity
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Ion Configurations Total Configurations Total Levels

Na-I

Base: [Ne] 3s1

nl1 through n = 8
2p5 3s1 nl1 through n = 5
2p5 3p1 nl1 through n = 5
2p5 nl2 through n = 3

43 478

Na-II

Base: [Ne]
2p5 nl1 through n = 9
2p4 3s1 nl1 through n = 5
2p4 nl2 through n = 3

41 649

Na-III
Base: 1s2 2s2 2p5

2s1 2p6

2s2 2p4 nl1 through n = 7
21 419

Table 6.4: CATS nl-type configurations for sodium (Z = 11) ions, where a noble gas configuration
of [Ne] (1s2 2s2 2p6) is implied for all configurations unless otherwise shown. The base (zero
energy) configuration for each ion stage is given for reference.

defined as the integral of the opacity (in units of cm−1) along a path length ds:

τ(t, x) =

∫ x

t

κ(s)ds. (6.4)

The final accumulated spectrum, when running FESTR normally, is what the Detector object
“sees” once the Ray finishes traversing the Mesh. When run in tracking mode, the outputs are
the Zone-by-Zone evaluated results of the special uniform 1-D solution to Eq. 6.2, given by the
following for a uniform medium of length L:

Iν = I0νe
−κνL +

ϵν
κν

(
1− e−κνL

)
. (6.5)

6.3.2 ATOMIC Database Generation

The Los Alamos suite of atomic physics codes is used to generate spectral databases for use by the
FESTR code. The spectral databases consist of emissivity, absorption, scattering, and degree of
ionization values as a function of a user defined wavelength range across a grid of temperatures and
densities. FESTR accesses these databases by first determining the Te and ne of the Zone under
interrogation, then finds the corresponding nearest match to the Te and ne in the databases.

The configurations shown in Table 6.1 are used to generate the spectral databases for aluminum
used in both Chapters 7 and 8. Table 6.4 shows the configuration list for sodium, used to generate
the results shown in Chapter 7.

The following database generation details apply to the radiation transport model used in Chap-
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ter 7. A photon energy grid is used consisting of 2001 linearly spaced points ranging in wavelength
from 585–595 nm, providing a resolution of 0.005 nm. Spectral databases for both aluminum (Al
I–IV) and sodium (Na I–III) are generated over a temperature range of 0.25–1.5 eV (0.05-eV step).
The aluminum runs use an electron density range of 1016 to 9 × 1021 cm−3 with nine points per
decade for a total of 1404 runs. Here, each run represents a calculation at each unique Te and ne

pairing. Doppler broadening is turned on, but there is no collisional broadening included for the
aluminum runs as there are no spectroscopic lines of aluminum in this wavelength range of inter-
est. The sodium runs use an electron density range of 1016 to 9 × 1018 cm−3 with nine points per
decade for a total of 702 runs. Two sets of these runs for sodium are performed: one with Doppler
broadening only, and the other with both Doppler broadening and the D-K collisional broadening
routine [123].

The following database generation details apply to the radiation transport model used in Chap-
ter 8. A photon energy grid is used consisting of 501 linearly spaced points ranging in wavelength
from 390–400 nm, providing a resolution of 0.02 nm. Spectral databases for aluminum (Al I–IV)
are generated over a temperature range of 0.1–2 eV (0.01-eV step). The runs use an electron den-
sity range of 1014 to 7.7 × 1022 cm−3 with nine points per decade for a total of 15,471 runs. Two
sets of these runs for aluminum are performed: one with Doppler broadening only, and the other
with both Doppler broadening and the D-K collisional broadening routine.

6.3.3 Oz, a LASNEX to FESTR Translator

FESTR is built to handle a 3-D unstructured mesh, allowing it to be flexible and use inputs from a
variety of hydro codes. A pre-processor is used to format the hydro code dump files into a format
that can be read by FESTR. In this case, the LASNEX radiation hydrodynamics simulations are
performed with 2-D cylindrical symmetry, so the output files only include values in +r̂ and ±ẑ.
So, this mesh from LASNEX along with its associated quantities (Te, ne, material stoichiometry,
etc.) must be revolved about ẑ to generate a fully three-dimensional mesh consisting of Zones
bounded by Faces in the shape of conical ribbons that can be interpreted by FESTR’s Cone
objects (derived from the abstract class Face). The translator Oz is written for this purpose.

Figure 6.6 shows the general flow of data into and out of Oz. As stated, LASNEX out-
puts a hydro dump initially processed with a Yorick script [124] containing a grid of tempera-
tures, densities, and material stoichiometry at multiple timeslices. The Python pre-processor code
pyReadMulti.py reads and formats these files into text t files with a header that contains de-
tailed information about the grid structure. A file called times.txt is also created that lists all
the timeslices. This file is required by FESTR. Oz then uses these t files to produce the range of
input files required by FESTR. These files include the following:
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Figure 6.6: Oz flowchart.

1. time_*.txt: lists the plasma and material properties for each Zone at every time.

2. grid_*.txt: lists the locations (3-D vectors of position and velocity) of all of the Nodes
(that define the Zones) at every time.

3. mesh_*.txt: defines the logical structure (Zones and Faces) of the Mesh; this mesh
connectivity information is how all of the Zones will communicate with each other and
pass Rays from one Zone to the next.

Here, the wildcard ∗ indicates the time. FESTR then takes all of these files, in addition to some
other files that are shown in Fig. 6.6, to actually perform the spectroscopic-quality radiation trans-
port calculations.

Oz is a standalone code also written in C++ that uses many of the already existing classes
written for FESTR. A new class, OptionsParser, is written to handle the commands contained
within the input deck, the format and contents of which are shown in Figure 6.7. When running
Oz, the user specifies which materials to include and a density floor that treats all Zones with
densities less than this value as empty, to help speed up computational time.

The class Mesh, recycled from FESTR, is where the majority of the processing is done to prop-
erly format the t files into the time, grid, and mesh files discussed above. Figure 6.8 visualizes the
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Figure 6.7: Example Oz input deck showing the paths and parameters defined by the user, along
with their descriptions.
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Figure 6.8: Illustration of the 2-D cylindrically symmetric geometry contained within the t files
generated from pre-processing LASNEX dump files. Nodes, numbered as shown, are in black;
Faces are shown in green; and Zones are labeled in blue. The volume enclosed by each Zone
forms the shape of a toroid with a quadrilateral cross section. The bounding sphere, known as
Zone 0 (not shown), is a sphere centered at the origin with a radius sufficient to fully enclose
the spatial extent of the Nodes. The nomenclature for building the mesh ∗.txt files from this
geometry follows what is given in Fig. 6 of Ref. [6]. For example, the FaceID for Zone 4, Face
1 would read: (4, 1).
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logic contained with Oz’s Mesh class that allows it to translate the 2-D array of nodes from LAS-
NEX into a fully 3-D mesh. Note that the Zones nearest the z-axis only have three Faces while
all the other Zones have four Faces. In addition, the Zones are assigned their material proper-
ties based on the contents of the upper-right Node in the t files. In the Mesh class, the bounding
sphere inner composite Face is first built by walking the perimeter of the Zones counterclock-
wise, accumulating the set of FaceIDs that uniquely identify the Zone label and Face label within
its Zone (see Ref. [6], Fig. 6). Then, the code will iterate over the Node numbers, knowing a pri-

ori their spatial structure (total number of Nodes, number of rows, number of columns, etc.) based
on the content of the t files. A Zone is created, followed by assigning the Face type (Cone),
adding the Nodes that permit the definition of the Face, and telling that Face who its neighbor
is. For example, as shown in Fig. 6.8, Zone 4 has four neighbors; three of its neighbors are other
Zones, while the fourth is the inner composite Face of the bounding sphere, which is denoted as
Zone 0, Face 1. The Zone is defined by Nodes 5, 9, 10, and 6. Faces are similarly labeled in
a clockwise fashion. Written using the FaceID shorthand, where the first FaceID corresponds to
Zone 4 and the second FaceID corresponds to its neighbor, the relationships are as follows:

1. (4, 0) ↔ (0, 1)

2. (4, 1) ↔ (7, 3)

3. (4, 2) ↔ (5, 0)

4. (4, 3) ↔ (1, 1)

Appendix C shows the README file for the Oz code, including usage and descriptions for all
Oz-specific files and routines not found in FESTR. As illustrated in Fig. 6.6, a suite of Unit Tests
is implemented to insure proper operation of the Oz code upon compilation.

6.3.4 Optical Depth Tracking Modification

Spectroscopic analysis of lines that requires measurements of the line widths and intensities are
typically performed under the assumption that the lines originate from an optically thin plasma.
As shown by Equation 6.3, the optical depth acts as an attenuation factor to the specific intensity
of the spectrum. Opacity, and by extension the optical depth, is not only a function of temperature
and density, but also a function of wavelength. For example, emission lines from the same element
but from different ionization stages can have different optical depths; in short, at the same plasma
conditions, one line may be optically thin while another is optically thick.

When a spectral line becomes optically thick, the intensity at the line center becomes reduced
due to the SA of the emitted radiation by the other surrounding atoms due to the high opacity at
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Figure 6.9: The effect of optical depth on line shape and height. τ = 10−6 is representative of an
optically thin condition.

the line center. Figure 6.9 shows the effect of increasing optical depth on line shape and height.
At an optical depth of τ = 1, the line intensity is reduced by a factor of 2c, while the width is
increased by a factor of

√
2. In extreme situations, this can result in a complete self-reversal of the

spectral line, appearing as an absorbed line within a continuum [125]. These measurements are
discussed in Chapter 7, where a sodium contaminant layer near the outer regions of the expanding
beam-target interaction plasma plume produces D-line absorption features at 590 nm within an
aluminum plasma continuum.

However, emission lines can still be measured from optically thick plasmas. Chapter 8 ana-
lyzes the measurements of the Al-I 394/396 nm resonance doublet from beam-target interaction
experiments. The lines are observed almost always in emission, but due to the non-negligible op-
tical thickness at the center of these lines, a simple Stark analysis of the line width in an attempt to
determine ne will significantly overestimate the actual value of ne due to the reduction in intensity
illustrated by Fig. 6.9. The smoking gun that these lines are exhibiting SA is the deviation of the
doublet lines from their normal 2:1 ratio when optically thin; the stronger line (396 nm) exhibits
more SA due to the higher opacity at that line center.

To uncover the correct ne from the measurement, either a separate measurement of an optically
thin line must be made to infer the effect of SA on the optically thick line, or the optical depth
must be determined to then correct the inferred ne from the optically thick line. The authors of
Ref. [126] developed a method to correct for the effect of SA by simultaneously measuring both an
optically thick line (Al-I 396 nm) and an optically thin line (H-α) via the SA coefficient SA using
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Figure 6.10: Optical depth tracking results and resulting spectrum from an aluminum plasma at a
threshold optical depth value at the 396.152 nm line center of τ = 0.01. The detector is located at
a distance of z = 4 mm and is looking at the plasma parallel to r̂. The Ray is traveling from −r
to +r. (a) Plasma Te and ne along the path of the Ray, with dotted lines marking the temperature
(red), density (blue), and radial location (black) at which the user-defined optical depth threshold
is reached. (b) Accumulated optical depth along the path of the Ray. (c) Accumulated spectrum
corresponding to the threshold optical depth value.

the following relations:

SA ≡ 1− e−κ(λ0)l

κ(λ0)l
(6.6)

and
∆λ

2ws

=
ne

(SA)−α
, (6.7)

where κ(λ0)l is the optical depth at the line center, ∆λ is the measured (uncorrected) line width,
ws is the Stark half-width, α = 0.54, and ne is the true electron density. By definition, SA = 1

for an optically thin plasma, and SA→ 0 for increasing optical thickness. In effect, the right hand
side of Eq. 6.7 can be treated as an equivalent electron density n∗

e, which would be (incorrectly)
inferred from a simple Stark broadening analysis. By applying the correction factor (SA)−α, the
true ne can be recovered.

For the sets of measurements presented in the subsequent chapters, no optically thin lines were
able to be measured. Instead, the FESTR radiation transport model is used to determine the SA
coefficient. As previously discussed, FESTR can be run in tracking mode, which provides spectra
corresponding to each Zone traversed by the Ray as it crosses the Mesh. A simple modification
of the output file contents from FESTR, when run in tracking mode to include the Zone values of
Te and ne, allows for a posteriori calculation of the optical depth. A set of high resolution single-
point (single energy) opacity databases generated for aluminum looking at the Al-I 3p-4s doublet
line centers (3.1427 and 3.1288 eV) are generated (see Table B.5). These are used as look-up tables
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to infer the opacity for each Zone traversed by the Ray while in tracking mode. Then, knowing
the spatial information contained within the Ray (i.e., path length), the accumulated optical depth
is calculated. Figure 6.10 shows an example of the results for a pure aluminum plasma plume at a
time of 300 ns. Even at the relatively low optical depth of τ = 0.01 at λ = 396.152 nm shown here,
the synthetic spectra is already showing features of SA, as seen by the line ratio no longer being
2:1. Another important note is the spatial origin of the spectrum; these lines are coming from the
outermost region of this plasma and are not representative of the bulk plasma. The Zone at which
the threshold optical depth value of 0.01 is reached has a temperature of 0.39 eV and an electron
density of 8.1× 1017 cm−3.

At present, this calculation is only valid for 2-D, cylindrically symmetric plasmas with the Ray
traversing along either r̂ at a fixed z, or ẑ at a fixed r. The proper modification, made within the
raytracing routine of FESTR, will be completed in the near future and will be applicable to any
arbitrary three-dimensional geometry. This will not affect the results of these calculations, and is
instead intended as a generalization for any future applications of FESTR to other problems where
optical depth tracking is of value.

6.3.5 Summary

This chapter describes the numerical simulation tools used to model the electron beam-target in-
teraction experiments. The radiation hydrodynamics code LASNEX is used to model the energy
deposition by the electron beam into the target foil and the hydrodynamic expansion of the plasma.
LASNEX dump files provide information of the 2-D distributions of temperature, density, and ma-
terial stoichiometry. The Los Alamos suite of atomic physics codes is used to perform ab initio

calculations of the atomic physics processes relevant for generating spectral quantities like emis-
sivity and opacity. These outputs, along with the hydro information, are used by FESTR to perform
spectroscopic-quality radiation transport modeling of the spectra emitted by the synthetic plasma
plume. The results of this model are compared directly with experimental measurements.
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CHAPTER 7

Na Tracer Measurements

7.1 Introduction

Electron beam driven WDM production on an electron LIA results in a strong bremsstrah-lung and
scattered electron background, and diagnostics are being actively developed to perform measure-
ments in the warm dense phase. The diagnostics presented in this chapter are in the visible regime
and are measuring the plasma after it hydrodynamically expands into a dense, classical-like plasma
with a coupling of Γ ≈ 0.2 and a degeneracy of Θ ≈ 270 [3,68]. Visible measurements are limited
by opacity effects, and thus they only quantify the surface, rather than the bulk, plasma conditions.
These measurements are therefore sensitive to any spectroscopically significant contaminants that
may be present on the foil surface, most notably sodium.

In this chapter, we present measurements of sodium absorption lines (D-lines) present within
the continuum generated by an expanded dense aluminum plasma plume. The plasma is generated
by focusing an intense, relativistic electron pulse with a kinetic energy of 19.8 MeV, beam current
of 1.45 kA, and FWHM of 80 ns to a 1-mm-diameter spot on target [69, 89, 93]. The heating
and hydrodynamic transitions from solid density, to dense plasma, and eventual classical plasma
are shown in Figure 7.1. The beam deposits a small fraction (5.4 J) of its total energy (2.3 kJ)
into a range-thin 100-µm-thick Al foil. This low efficiency is due to the electron range (3.9 cm)
being more than 300× the foil thickness. A simplified 2-D spectroscopic-quality radiation trans-
port model has been constructed to interpret the plasma conditions based on the intensities and
ratio of the absorbed Na 3p-3s lines. X-ray Photoelectron Spectroscopy (XPS) and Laser-Induced
Breakdown Spectroscopy (LIBS) analysis techniques are used to verify and quantify the sodium
contaminants on the aluminum foils.
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Figure 7.1: Electron beam driven WDM production. Approximate timescales for ∼100-µm-thick
foils are given for reference, where t0 is the start of energy deposition. (1) The intense, relativistic
electron beam is focused down to a small spot on the Al foil (gray) containing a surface contam-
inant (Na, orange). (2) Energy deposition results in a pressure build-up and displacement of the
foil. (3) Hydrodynamic disassembly of the foil material and transition into the WDM stage. (4)
Vacuum expansion of the WDM, which transitions later in time to a classical plasma. Spectroscopy
measurements are presently being made temporally in and around (4).

Figure 7.2: Two views of the target diagnostic chamber configuration for visible absorption spec-
troscopy (blue), plume self-emission imaging (green), and near-field OTR imaging (orange). The
target foil lies in the x̂–ŷ plane and the electron beam travels in the ẑ direction. The OTR turning
mirror sits 15◦ above the beam axis. Note that the coordinate system is left-handed. This configu-
ration is the legacy configuration shown in Fig. 4.9.
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7.2 Experimental Configuration

These experiments are conducted using an electron beam to heat 100-µm-thick Al 1100 alloy foils
[127]. As illustrated in Figure 7.1, the energy deposited into the foil causes the material to heat,
undergo phase transitions from the solid-state to the plasma state, and expand hydrodynamically
into the surrounding vacuum. The expanding plasma initially near solid density is opaque to visible
light, which limits visible spectroscopy to later-time measurements, when the plasma begins to
transition to ne < 1019 cm−3.

Three separate beam and plasma diagnostics are shown in Figure 7.2, corresponding to the
legacy configuration shown in Fig. 4.9. More detailed information on each diagnosic is provided
in Chapter 4. Near-field OTR is used to measure the beam spot size at peak focus for energy
density quantification. This is required for comparison with a hydrodynamics code, as described in
Section 7.3. Visible plume self-emission imaging using a gated intensified CCD camera provides
measurements of the plasma plume size [3, 68]. A series of time-gated images yields a rough
estimate of the plasma plume axial expansion velocity, subject to CCD sensitivity, dense plasma
cutoff effects, and target paddle deflection in ẑ (12 mrad).

Visible spectroscopy is performed on the upstream side of the target using a lens-coupled
19×200-µm-diameter linear fiber array oriented orthogonal to the foil surface (parallel to ẑ). A sys-
tem magnification of 0.6 is achieved using a 180-mm focal length lens, resulting in a 7.68 mm axial
coverage by the fiber array in the object plane. The 10-meter-long fiber bundle is fed into a 0.3-m
focal length Czerny-Turner spectrometer (f/3.9) containing a triple-grating turret (150 grooves/mm,
500-nm blaze; 1800 grooves/mm, 500-nm blaze; 2400 grooves/mm, holographic) [128]. All sensi-
tive electronics (computers, CCDs, etc.) are staged approximately 2.4 meters away from the target
diagnostic chamber to minimize potential radiation effects by the bremsstrahlung produced during
the electron beam pulse.

7.2.1 Measured Spectra

The energy density throughout the duration of the beam is quantified with near-field OTR. Fig-
ure 7.3 shows a 5-ns gated image of the flat-top beam distribution on the aluminum target, 30 ns
after the beginning of the beam pulse. The FWHM = 0.62 mm corresponds to a fluence of 190
kJ/cm2. This results in isochoric heating of the solid foil until the pressure releases and the material
begins to hydrodynamically disassemble [79]. The heated material is now a dense plasma and the
electron beam continues to deposit energy into the expanding plasma plume.

Figure 7.4 details the plasma expansion using orthogonal visible self-emission plume imaging.
The plume imaging shows cutoff effects from 50–150 ns likely due to the dense plasma that is
opaque to visible photons. Plume ion expansion velocities and electron plasma temperatures are
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Figure 7.3: Near-field OTR measurement on shot 28891. (a) Raw image with a color bar for the
counts. (b) A Lorentzian fit of the spot shown in (a) provides a beam spot FWHM = 0.62 mm. The
CCD resolution of the target is 54 µm/pixel.
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Figure 7.4: Plume imaging sequence of shots showing plasma expansion and SA. (a) The 50-ns
gated image series beginning at t0 = 0 ns. (b) The integrated axial intensities for the images shown
in (a). (c) The axial expansion velocity of the plume ions. By treating the expanding plume as an
ideal gas, the temperature can be inferred and is shown in (d).
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estimated by treating the plume as an ideal gas (γ = 5/3) expanding into a vacuum [3, 78]. The
leading-edge velocity is calculated using the FWHMs in Fig. 7.4(b), from which the electron tem-
perature (Te) is calculated using the relation given in Eq. 2.6: cs = γ−1

2
vmax =

√
γkBTe

m
, where

m is the mass of the aluminum atom and cs is the ion sound speed. We wish to emphasize that
these vmax and Te measurements are treated as rough order-of-magnitude estimations: we can say
with certainty that the plasma plume has a Te ≈ 1 eV, based on previous measurements of other
low-Z materials [3, 68, 79]. As previously mentioned, new diagnostics to more accurately assess
plume extent (up to opacity limits) are actively being developed and will be used in lieu of this
self-emission plume imaging diagnostic for future measurements.

Three separate Al 1100 alloy foils were used as targets, with an average of seven shots per
foil. Pilot desorption shots were first taken on each foil by defocusing the electron beam on the
target face, which resulted in an incident fluence less than the melt phase transition. Subsequently,
a spectral survey was performed and showed the presence of the Na D-lines absorbed on the Al
continuum. Sodium absorption lines were clearly observed on 12 separate shots across the three
different foils, confirming the reproducibility of the dataset.

A spectral survey of the plasma plume, shown in Fig. 7.5(a), shows strong continuum emission
in the visible, perturbed by the Na D-lines near 590 nm. Figure 7.5(b) shows the absorbed D-lines
beginning 200 ns after the start of energy deposition, where several fibers are clearly illuminated,
with Fiber 6 and Fiber 10 located 2.1±0.4 mm and 3.8±0.4 mm upstream of the aluminum target
face, respectively. The speckle present on the CCD for both Figs. 7.5(a) and (b) is due to charge
deposited on the detector from the radiation background, and it is enhanced due to the increased
gain. The increasing plasma density toward the foil surface results in decreased continuum levels
(nearly 3× from Fiber 10 to Fiber 6), as shown in Fig. 7.5(c). The set of illuminated fibers is in
reasonable agreement with the plume self-emission imaging data presented in Fig. 7.4(b), which
has a FWHM of approximately 2.2 mm beginning 1 mm from the foil surface (note that fibers at
axial distances ranging from 1.3–4.6± 0.4 mm have some level of continuum emission present).

Stark broadening is used to quantify the local surface plasma density using the absorbed Na
3p-3s doublet. Stark broadening is the dominant line broadening mechanism as the instrument
width is < 0.20 nm and the Doppler width at 1 eV is 0.01 nm. In addition, the line profiles are
not measurably Doppler shifted by the plasma motion. A total of six shots are fully analyzed
to determine Stark widths as a function of axial distance from the foil surface. The following
timeslices are referenced to the amount of time elapsed from the beginning of energy deposition:
(t0 + 100 ns) shots 28891 and 28894 illuminated Fibers 6–10, (t0 + 200 ns) shots 28847, 28890,
and 28895 illuminated Fibers 6–11, and (t0 + 300 ns) shot 28889 illuminated Fibers 6–10. Stark
widths of wm = 0.180 and 0.185 Å/1017 cm−3 measured at a temperature of 15000 K are used
for the 588.995 and 589.592 nm lines, respectively [7, 8]. In Figure 7.6, the data show that, as
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Figure 7.5: Measured spectra: (a) Low groove density (150 grooves/mm), spectral survey es-
tablishing the continuum within which the Na D-lines are absorbed. (b) High groove density
(1800 grooves/mm) measurement focusing on the D-lines, both of which are clearly resolved. The
time gate of both images is 200–300 ns after t0. The aluminum foil surface and direction of the
electron beam is also indicated. Lineouts of selected fibers indicate a significant variation in (c) the
continuum intensity and (d) profiles of the absorbed D-lines. The peak line ratios for Fibers 6–10
are as follows: 1.17:1, 0.95:1, 1.06:1, 1.10:1, and 1.31:1.
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= 3.3 ± 0.4 = 2.7 ± 0.6 = 2.8 ± 1.1

Figure 7.6: Calculated electron densities (inferred from Stark widths for the 588.995 and
589.592 nm lines) across several well-illuminated fibers and three different timeslices. The den-
sities in (a) and (c) decrease as the distance from the foil surface increases, while (b) shows a
maximum around 3.5 mm. The spatially-averaged electron density ⟨ne⟩ trends to lower values at
increasing times. The error bars shown for the inferred Stark electron densities are the standard er-
rors from the Voigt fitting procedure. They do not include the 20% error bar from the documented
Stark widths [7, 8] which are used to convert the FWHMs into electron densities.

time increases, the surface plasma density generally evolves to lower densities. However, the
trends of the two lines do not agree completely. Averaging ⟨ne⟩ across all three timeslices gives
3.0± 0.8× 1018 cm−3. We are not claiming that this density constitutes the bulk plasma; it is only
representative of the outermost layer of the plasma from which the measured photons are able to
escape and reach the detector.

While the plasma is in LTE [120, 129, 130], the absorbed D-lines are saturated due to the large
density from which they originate, meaning the expected optically thin line ratio of 2:1 given by
the Einstein coefficients no longer holds true. This behavior is exhibited by the spectra in Fig. 7.5
and will be further elaborated on in Sec. 7.3.2.

7.3 Spectral Modeling

A simplified spectroscopic-quality radiation transport model has been created to interpret the ex-
perimental spectra observed in Fig. 7.5. The model integrates several codes to accomplish this task,
including radiation hydrodynamics (LASNEX [110]), radiation transfer (FESTR [6]), and the Los
Alamos suite of atomic physics codes [117], which includes atomic structure (CATS), ionization
(GIPPER), and atomic kinetics (ATOMIC). Previous aluminum-only runs using SESAME EOS
3715 [113] provided the basis for this model. While referred to as aluminum-only, they did in
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Figure 7.7: Illustration (not to scale) of the truncated hydro geometry used in FESTR with the
zones numbered as shown. The foil is centered at z = 0. The IDL routine extracts the desired
chordal lineouts (Z0, Z1, Z2) from the full hydro output file. In this simplified model, the Na is
placed at the outermost zone (maximum value of r) that contains aluminum, which borders the
vacuum-containing zones. This distance is different for each lineout. The zones are revolved about
the Z-axis to form toroids with quadrilateral cross-sections. The detector is constructed with three
patches, which correspond to the chordal lineouts.

fact include a layer of water vapor on the foil surface, the presence of which is consistent with
past experimental measurements [77]. An overview of how the LASNEX model is constructed is
given in Sec. 6.1. For the analyses presented herein, we have found that it suffices to examine the
individual axial slices immediately adjacent to the foil surface while hard-coding the sodium con-
centrations at each location. A full-scale 2-D cylindrically symmetric hydrodynamic model of the
plume expansion after heating by the electron beam, including the sodium presence, would be the
most accurate approach; however, this is not trivial and will take a significant number of iterations
to ensure correct material evolution. Such a model is described in Chapter 8.

7.3.1 Model Description and Physics

The aluminum-only radiation hydrodynamics model is run in LASNEX to 400 ns with a 1-ns
timestep containing >20,000 zones. The contents of these output files at each timestep include
the electron temperature, ion temperature, electron density, elemental number densities, total mass
density, and velocity at each node. An IDL script is used to extract the desired axial locations at
a given timeslice from a hydro output file while interpolating the previously mentioned quantities
along the radial extent [124]. This is required due to the evolution of the mesh as the simulation
progresses in time.

Figure 7.7 illustrates the layout of the zones and detector used in FESTR, which employs a ray-
trace method to sample the 2-D structure of the LASNEX simulation to generate synthetic spectra.
The sodium is placed in zones i, j, and k for axial slices located at Z0, Z1, and Z2, respectively.
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Figure 7.8: Physical description of how the Na absorption lines (nNa = 1016 cm−3) within the Al
continuum are formed from the perspective of a photon traveling from top to bottom along the ray
path (dash-dot line). (1) Optically thin emission of D-lines. (2) D-line emission on an increasing
Al continuum. (3) Dominant Al continuum all but covers D-line emission. (4) Absorbed, saturated
D-lines within a strong Al continuum. Note that these zone numbers are different than those shown
in Fig. 7.7.

The detector is built with patches located at each axial slice at a radius beyond the radial extent
of the plume. We run FESTR with its tracking feature enabled, which records local spectra at the
position of every zone and in the direction of the traversing ray. This approach allows for a detailed
understanding of how the spectra observed for each chord are built up and what parts of the plasma
contribute significantly to the final measured spectra.

Spectral databases are generated using the ATOMIC code for both sodium and aluminum over
the relevant temperature range (0.25–1.5 eV; 0.05-eV steps) and electron density range (1015–
1021 cm−3; ten points per decade) from the hydro model. Note that CATS calculates the level
energies and transitions ab initio, so these values will not identically match the NIST tables [107],
but they are corrected by hand for experimental comparison. FESTR is then run to solve the
radiation transport equation for photons as they pass through the simulated plasma plume. The
current database is constructed by ATOMIC using no Stark broadening, so it is expected that the
line widths produced by this model will not match experiment. However, the goal of this model
is to match the line ratio and intensities, which are a direct function of the level populations that
form the absorbed lines, in addition to any opacity effects that may impact the spectra formation. A
good match of these quantities implies that the concentration of sodium atoms within the aluminum
plasma plume is accurately captured.
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Figure 7.9: Comparison of experimental results from Fig. 7.5(c) with the 1-D radiation transport
model. The most reasonable peak intensity comparison is obtained with a Na density of 3 ×
1015 cm−3. The line ratio calculated from the experimental data is 1.31:1. A density of 1016 cm−3

yields a simulated line ratio of 1.36:1, which best matches the measured line ratio.

7.3.2 Results and Comparison With Experimental Measurements

The tracking capability of FESTR is displayed in Figure 7.8, where we see how the spectra are
formed as the ray passes from the far side (relative to the detector) to the near side of the plasma
plume (transport from the top to the bottom of Fig. 7.8). At the outermost section of the plasma,
the D-lines are observed in emission (blue trace, Fig. 7.8). When beginning to transit through the
plasma, the lines are still being emitted but are superimposed on an increasing continuum due to
the background aluminum plasma (orange trace, Fig. 7.8). Just before the ray exits the plasma, the
continuum level is strong enough to dominate the D-line emissions (green trace, Fig. 7.8). Finally,
once the ray escapes the plasma, the photons transit through the thin layer of sodium. The photons
with energies corresponding to the D-line energies are absorbed, forming the final spectra observed
by the detector (red trace, Fig. 7.8).

Figure 7.9 compares Fiber 10 from Fig. 7.5(c), located at an axial distance of 3.8 ± 0.4 mm
from the foil surface, with four different sodium concentrations used in the radiation transport
model. A sodium ion density of 3 × 1015 cm−3 shows the most reasonable agreement with the
line intensities. However, a sodium ion density of 1016 cm−3 gives a line ratio of 1.36:1, which
best matches the experimental line ratio of 1.31:1 with an error less than 4%. The line ratio, when
further investigated using the radiation transport model, relaxes to the optically thin LTE ratio of
2:1 at sodium ion densities ≤ 1014 cm−3. When the ion density is ≥ 5× 1016 cm−3, the absorption
lines are fully saturated, giving an effective ratio of 1:1. It is clear that the line profiles of the
absorbed D-lines show a strong sensitivity to the concentration of sodium atoms present.

Calculated from the LASNEX results, the line-averaged ion density of the bulk aluminum
plasma from 200–300 ns is 1.1× 1021 cm−3 with an average ionization of Z = 0.48. The tempera-
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ture and density gradients seen at the given axial slice used to generate the synthetic spectra given
in Fig. 7.9 remain relatively the same across the 100 ns window. In particular, the line-averaged
electron (and ion) densities across three relevant timeslices (200, 250, and 300 ns) only vary by
< 10%, while the line-averaged electron temperatures are all within 3% of the time-averaged
electron temperature of 0.37 eV. This demonstrates that the minimal error introduced by the time-
integrated spectrometer measurement is negligible compared with uncertainties in the temperatures
in Fig. 7.4(d) and electron densities in Fig. 7.6.

Note that the conditions of the bulk plasma satisfy the required conditions for LTE, despite the
Na D-line ratio not appearing in the expected optically thin LTE ratio of 2:1. This is a result of the
large level populations of the ground state Na-I atom, which result in the resonant D-lines being
optically thick. However, collisional processes still regulate the level populations, justifying the
LTE approximation [120, 129, 130]. Based on the time-averaged ⟨ne⟩ from Sec. 7.2.1, and on the
Z and best-fit nNa from the model, we can infer locally the relative concentration of sodium atoms
by dividing the sodium ion number density by the total ion number density. This yields an atomic
concentration of 0.05± 0.02%.

7.4 Sodium Contamination Quantification

After observing the Na lines experimentally from the electron energy deposition on the Al foils,
we wish to understand the origin and the amount of Na in the Al foil. XPS and LIBS are used as
complementary measurements to quantify the location and amount of the Na contaminant. XPS
uses a source of monoenergetic X-rays incident upon the foil surface from which photoelectrons
are emitted with energies characteristic of their originating atom’s binding energy. By contrast,
LIBS focuses a laser onto the foil surface, rapidly heating and ablating some of the material into
a low-temperature plasma. This plasma acts as a source of emission lines from the atoms that
make up the plasma. These diagnostic tools yield elemental composition information from two
fundamentally different processes. XPS will be sensitive to all elements that have electron binding
energies less than the incident X-ray energy. LIBS is more limited in that the temperature (and
density) of the plasma generated will determine the type of emission lines to escape the plasma
and ultimately be detected.

7.4.1 LIBS Measurements

LIBS is used to identify contaminants present on and within the aluminum foils. A 100-mJ, 8-ns
Nd:YAG laser [131] operating at its fundamental frequency and rep-rated at 5 Hz is focused onto
the sample material in a 300-µm spot. The resulting energy deposition results in material ablation
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and heating to approximately 1 eV. This plasma is generally optically thin and produces emission
lines characteristic of its constituents. An Echelle spectrograph is paired with a Raptor Photonics
Electron Multiplying CCD to record the spectra over a wavelength range of 200–1000 nm [132].
The detector delay relative to the laser pulse is 1 µs, while the gate width is 5 µs. The experimental
configuration is nearly identical to the second setup described in Section 3 of Ref. [120].

Three different foil samples (100-µm-thick, 99.999% pure Al [133]; 50-µm-thick Anodized Al
[134]; and 100-µm-thick Al 1100 alloy [127]) were prepared for analysis using identical methods.
The 1100 alloy was used for the electron beam heating experiments described in Section 7.2.1,
while the others are used as comparison for sodium quantification and documentation as potential
future target materials. Note that an elemental analysis provided by the manufacturers of the Al
1100 alloy foils and 99.999% pure Al foils do not measure sodium as a trace element. An ethyl
alcohol wipe-down was performed using Kimwipes [135] while wearing nitrile gloves [136]. Care
was taken to handle the foils only by the edges and to not touch them in the middle of the surface
where the analysis would be performed. Each sample was wrapped in Kimwipes and placed within
plastic cases for transport to the LIBS laboratory. In the LIBS laboratory, the cases were opened,
and the samples were unwrapped and placed on the substrate mount using cleaned metal tweezers
to carefully grasp only the corners of the foils.

The resulting spectra were analyzed after multiple groupings of 10 laser shots. Based on the
laser parameters and the reflectivity of aluminum, it is estimated that each laser pulse bores ap-
proximately 800 nm into the material. By taking many 10s of shots, an effective depth profile of
the elements present can be determined. We expect to see the neutral aluminum lines correspond-
ing to the 3p-4s doublet (394.401 nm, 396.152 nm) and 3p-3d triplet (308.215 nm, 309.271 nm,
309.284 nm) to dominate the spectra. We also expect contributions from sodium (principally the
strong D-lines, based on measurements in Figs. 7.5 and 7.9), in addition to other vacuum surface
impurities like carbon, nitrogen, and oxygen. The lines are identified and matched to the measured
spectra using the NIST Atomic Spectra Database [107].

Figure 7.10 shows the results for two lines of interest: (a) Al 396.152 nm (3p-4s) and (b)
Na-I 588.995 nm (3p-3s). The data were numerically integrated across the lines to investigate
how the intensities varied as a function of depth into the material. As expected, across all three
materials, the intensity of the Al line increases further into the sample. Although the trends are
different, this behavior supports the argument that the bulk of the material is dominated by Al.
This trend is followed by the other prominent Al-I lines at 394.401 nm, 308.215 nm, 309.271 nm,
and 309.284 nm, with the only variation being in the relative amplitudes. Conversely, the Na
D-line intensity decreases into the samples. Beyond 30 shots for the pure Al sample, the Na
588.995 nm line intensity was in the noise, so no further data were collected. This suggests that
the Na contamination is limited to the surface for the pure Al foil. However, there is still significant
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Figure 7.10: LIBS results for the three different Al foils. Plotted are the integrated line intensities
and linear regressions as a function of foil depth for (a) the Al-I 396.152 nm line and (b) the Na-I
588.995 nm line. Note the scale difference. The line intensity is proportional to the amount of
that element which is present. The Al linear fits show, as a function of increasing foil depth, an
increase in the Al presence. The Na data show that the pure foil only has Na contamination on
the surface, while the alloy and anodized foils still have a significant amount of Na well within the
bulk of the material. This behavior indicates that the pure foil is indeed chemically pure through
the bulk, whereas the alloy and anodized foils have Na as both a surface and a bulk impurity.

D-line intensity observed well into the alloy and anodized Al foils, potentially indicating that the
Na contamination could be both a surface and a bulk contaminant.

Figure 7.11 shows an overlay for the three different samples of the 3p-4s Al doublet (a.1–3), 3p-
3d Al triplet (b.1–3), and the Na D-lines (c.1–3) from selected groupings of 10 shots corresponding
to depths of approximately 0–8 µm, 8–16 µm, and 32–40 µm into the material. These spec-
tra were background-subtracted before analysis to remove the Echelle grating artifacts at longer
wavelengths as well as the Hg-I lines from ambient light. Note that in (b.1–3) the 309.271 nm and
309.284 nm lines are not resolved and appear as a single broad line. Further inspection of the Al-I
lines shows that the plasma created by the LIBS laser varies from sample to sample; the anodized
Al foil shows lines with larger wings than both the pure and alloyed Al samples. This could be
due to the laser coupling more energy into the foil during the ablation process. This hypothesis is
supported by the qualitative observation during the experiments that the popping sound produced
by the shockwave of the expanding plume is louder for the anodized foil compared with the pure
and alloy foils.
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(a.1) (a.2)

(b.1) (b.2)
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Al 4s-3p
Al 3d-3p

Na 3s-3p

(a.3)
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Figure 7.11: Measured line profiles for the Al-I 3p-4s doublet (top row), Al-I 3p-3d triplet (middle
row), and Na 3s-3p doublet (bottom row) at depths of 0–8 µm, 8–16 µm, and 32–40 µm. The lines
for the three foils are vertically shifted to better show the differences between the intensities. All
plots are identically scaled showing the Al-I lines are approximately 5× more intense than the Na-I
lines, and the Al-I 3p-4s lines are slightly stronger than the Al-I 3p-3d lines. Note that the pure Al
sample had shots taken no further than 16–24 µm deep so the third column presents data only for
the anodized and alloy samples.
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Figure 7.12: Example XPS spectra (corresponding to Case A in Table 7.1). Here, all peaks that
could significantly be observed in the spectra are highlighted. Only the strongest peaks from each
species are used to calculate the atomic percent concentration shown in Table 7.1.

7.4.2 XPS Measurements

XPS is used to provide a quantitative measurement of the surface contaminants present on the foils.
The equipment used is a Kratos Axis Ultra XPS system located at the University of Michigan’s
Center for Materials Characterization [137]. This system has a sensitivity down to around one part
per thousand, or 0.1 atomic percent. An electron beam operating at 15 kV and 10 mA is accelerated
onto an aluminum anode to produce characteristic Kα X-rays. The X-rays are then monochromated
and focused onto the sample in a small (<30 µm) spot, producing photoelectrons.

The electron emission occurs in a one- or two-step process. First, the X-ray transfers its energy
to an inner shell electron (1s, 2s, 2p, etc.) to create a core hole. This photoelectron is ejected from
the atom in this one step process of photoionization. Subsequently, an outer-shell electron can
fill the core-hole vacancy via radiative or Auger decay. In the latter process, another electron is
ejected, subject to energy conservation, via the process of autoionization. Both the Auger electrons
and photoelectrons are passed through a hemispherical analyzer that retards the electron energies
and focuses them onto a detector. While the X-rays may penetrate a few microns into the material,
the electrons have a much shorter mean free path (λmfp) and only escape within roughly 3λmfp of
the surface. Therefore, the sampling depth for Al is limited to 8 nm, or 20 monolayers, so this is
purely a surface interrogation technique.

The data collection was performed in survey mode over a bandwidth of 1200 eV to encompass
the inner-shell and Auger peaks that could be produced by the various elements present on the
sample surface. Figure 7.12 shows an example of the recorded spectra. Integrated peak counts are
obtained by background-subtracting the continuum and then comparing these counts with the other
peaks present. In this manner, XPS provides a quantitative measurement of the relative makeup of
the material surface. All data processing was done using the CasaXPS software [138].
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Element Case A (at.%) Case B (at.%) Case C (at.%)
C 1s 42± 10% 83% 66± 5%
O 1s 31± 5% 12% 19± 2%
Al 2p 25± 6% 3.4% 13± 3%
Ca 2p 1.0± 0.0% 0.23% 1.5± 0.3%
N 1s 0.43± 0.26% 0.77% 0.28± 0.00%
Na 1s 0.095± 0.069% 0.39% 0.075± 0.010%

Table 7.1: XPS results given for three different test cases on a 100-µm-thick Al 1100 alloy foil.
Both Case A and Case C were investigated at two different locations on the same foil, and the
data presented are the mean and 95% confidence interval for each. Case B is the result of a single
experiment at a single location. All data are given in terms of the atomic percent. Note that a
confidence interval of 0% is an artifact of having only two data points.

XPS was performed on the Al 1100 alloy [127], which was prepared in three different manners.
Table 7.1 shows the results for the test cases with all data given in terms of atomic percent. Case
A was minimally handled with Fisherbrand nitrile gloves [139] and wiped down using Kimwipes
[135] and a 90% isopropyl alcohol solution. Case B was handled with slightly sweaty bare hands
and subjected to no wipedown. Case C was liberally handled and touched all over with the same
set of Fisherbrand nitrile gloves [139], but no subsequent wipedown with isopropyl alcohol was
performed.

The data clearly show, across all three cases, that aluminum, carbon, and oxygen dominate
the elemental composition of the surface. However, there are also contributions from calcium,
nitrogen, and sodium. Comparing Case C to Case A, when the foil was liberally handled with
gloves and not wiped down, the carbon and calcium fractions increased along with a decrease in
the aluminum and a slight decrease in the oxygen fractions. The sodium and nitrogen fractions
cannot be said to have significantly changed, due to the larger error bars associated with these
measurements. Now, considering Case B, where the foil was handled without gloves, the aluminum
fraction dramatically decreases while the carbon fraction nearly doubles. Furthermore, the sodium
fraction is now nearly 4 times larger. These trends support that handling materials with bare hands
will introduce a significantly higher amount of carbon and sodium contaminants on the surface of
the aluminum. The calculated sodium atomic concentrations for Case A and Case C agree within
the error bars with the inferred concentration from Sec. 7.3.2.

7.4.3 Comparison of Results

The largest discrepancy between the XPS and LIBS results are the carbon lines. Carbon dominates
the XPS spectra while it is virtually unobserved in the LIBS data. This is most likely due to
the difference in the way each technique probes and then measures the samples. XPS can detect
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almost any element because there will always be some bound electron of that element that can be
ejected and then detected. Conversely, LIBS spectra are determined by the plasma produced and
the sensitivity of the spectrometer and detector. The majority of carbon’s strong and prominent
lines according to the NIST tables [107] lie <200 nm, and the detector used for the LIBS setup is
only sensitive to wavelengths >200 nm, so it is likely that carbon lines are being produced given
the plasma conditions, but the detector is simply not sensitive to them. This same argument holds
true for the oxygen lines.

Nonetheless, both diagnostic techniques confirm the presence of sodium contamination. XPS
initially demonstrated a measurable concentration of sodium atoms on the surface on the order of a
few parts per thousand, but this small amount was not conclusive due to the diagnostic limitations.
However, the LIBS results corroborate the XPS results by clearly measuring the spectral signature
of the sodium D-lines.

7.5 Summary of Results

Sodium absorption lines have been observed on an expanding dense aluminum plasma plume
heated by an intense, relativistic, monochromatic electron beam. The contamination location and
amount was quantified using two fundamentally different techniques, XPS and LIBS. The sodium
was determined primarily to be a surface contaminant across pure, anodized, and 1100 alloy alu-
minum, consisting of about 10 monolayers. This conclusion is supported by a decrease in the line
intensity of the sodium D-lines when boring into the sample using LIBS. However, the alloy and
anodized foils have a significant Na presence within the foils, suggesting that Na is an impurity
embedded within the material lattices while the pure Al foil is indeed chemically pure.

These results motivated the construction of a spectroscopic-quality radiation transport model
to interpret the plasma conditions using the profiles of the absorbed D-lines. The model shows
an acute sensitivity to the sodium ion concentration with the best intensity match at nNa = 3 ×
1015 cm−3, and best line ratio match at nNa = 1016 cm−3. The unsaturated line ratio of 2:1 of the
resonant Na D-lines requires nNa < 1014 cm−3. Stark broadening analysis of the experimental ab-
sorption spectra from the plasma plume gives an average electron density of 3.0±0.8×1018 cm−3.
This, combined with the measured line ratios near 1:1, suggests that the saturated absorption lines
originate from a dense, highly collisional outer layer of the plasma plume. The inferred sodium
atomic concentration from both the simplified radiation transport model and the Stark broadening
measurements agree with the XPS results from Case A and Case C, which justifies the use of the
basic radiation transport model. Further experiments will be performed to improve and refine the
modeling capability, including validation of the hydrodynamics model with time-resolved visible
interferometry.
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CHAPTER 8

Pure Al Measurements

8.1 Introduction

The measurements presented in this chapter were originally devised as a continuation of the exper-
imental measurements and the modeling capabilities presented in Chapter 7. Beam-target interac-
tion experiments of the different types of aluminum foils studied by XPS and LIBS (99.999% pure
Al, 1100 Al, and anodized Al) were performed on the DARHT Axis-I accelerator and included
50, 100, and 200 µm thicknesses. The results from these more recent experiments with Al 1100
alloy foils on DARHT-I are now serving as a reference for the original set of measurements, which
are presented in Chapter 7. The original goal of this new set of measurements was to observe the
transition from absorption to emission of the sodium D-lines and the effect of different preparation
techniques (Cases A–C shown in Tab. 7.1) on the resulting spectra. This effect is observed on
anodized aluminum foils, but presently we are lacking the computational tools (e.g., the EOS for
Al2O3) required to generate a hydrodynamic model of the plasma plume and corresponding syn-
thetic spectra. This goal evolved into, instead, measuring and interpreting the Al-I 3p-4s doublet
at 394/396 nm.

This chapter will present the spectroscopy and interferometry results of the three different
thicknesses of the pure aluminum foils [133]. Initial Stark broadening calculations of the Al-I 3p-
4s lines are performed and the effect of the self-absorption (SA) is discussed. The analysis of the
interferometer results yields radial and axial density profiles to determine plasma plume extents
and velocities. Spectra calculated by ATOMIC are used to threshold the plasma temperature in
the optically thin approximation by matching line ratios. A simple model of the Al-I 3p-4s lines
originating from a uniform slab of plasma is also created to better infer the effect of SA on line
formation. These results complement the creation of a full scale radiation transport model using
the hydro outputs from LASNEX to produce synthetic spectra and attempt to interpret the optical
depth of the calculated Al-I 3p-4s lines. The SSI results are compared directly with the LASNEX
radial and axial density profiles to both validate and improve the model.
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Figure 8.1: Present diagnostic configuration in the measurement region. This layout is represen-
tative of the measurements detailed in Chapter 8. Note that the side view described here is the
same view displayed in Fig. 4.8. The plasma plume distribution shown for reference is an example
measurement taken by the plume imaging diagnostic. This Figure is identical to Fig. 4.10 and is
reproduced here for convenience.

8.1.1 Experimental Configuration

Two new diagnostics were deployed for these measurements: the long wave UV spectrometer
(described in Sec. 4.2.3), and the SSI (described in Sec. 4.2.4). The SSI takes the place of the
visible self-emission plume imaging diagnostic, while the long wave UV spectrometer (M =

0.5×) supplements the visible spectrometer (M = 0.7×, described in Sec. 4.2.2) to provide two
separate chords of spectroscopy. Near-field OTR (described in Sec. 4.1.2) is used again to quantify
beam energy density. The diagnostic setup is shown in Figure 8.1, which is identical to Fig. 4.10.

8.1.2 Data Collection

Datasets from the full diagnostics suite were collected for each of the three different thickness
pure aluminum foils. Time-resolved near-field OTR measurements were made every 10 ns from
t0 + 10 ns to t0 + 90 ns. Figure 8.2 shows the measurements of the beam spot size in x̂ throughout
the beam pulse, along with the current trace for reference. A consistent beam spot size is resolved
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Figure 8.2: Time resolved near-field OTR measurements of the beam spot size in x̂ for three
different thicknesses of pure aluminum foils: 50 µm is shown in blue, 100 µm is shown in red, and
200 µm is shown in purple. The beam current is overlaid for reference. The time dependence of
the spot size is most pronounced at the head and tail of the beam. The time averaged spot size in
the middle of the pulse (from 20–60 ns) is used as the nominal spot size.

Target 20–60 ns FWHM
50-µm Al 0.84± 0.14 mm

100-µm Al 0.80± 0.14 mm
200-µm Al 0.81± 0.16 mm

Table 8.1: Calculated time averaged beam FWHM from 20–60 ns across all three pure aluminum
foils. The data show a consistent beam spot size within the measured uncertainties.
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across all aluminum target thicknesses, as demonstrated by the results in Table 8.1. The beam
is not always axisymmetric (see Ref. [83]), but, to first approximation, it can be treated as such.
Note that the time dependence of the beam spot size is well understood and can be described by
the following: (1) the presence of off-energy electrons in the head and tail (rise and fall) of the
electron beam pulse, which have different focal lengths compared with the nominal beam energy,
and (2) the desorption and motion of ions upstream into the incoming electron beam that results
in a time-dependent beam spot size (see Sec. 2.3 and [140]). The average beam spot size FWHM
of 0.8 mm and the current profile shown in Fig. 8.2 are used to define the electron beam energy
deposition in the LASNEX hydrodynamic model.

The SSI collected time-resolved measurements of the plasma plume density and extent from
100–500 ns. Measurements are made every 50 ns from 100 to 300 ns, and every 100 ns from 300
to 500 ns. This resolution early in time is adequate to compare with the LASNEX hydrodynamic
model, which is run out to 400 ns. Similarly, the spectrometer measurements (both visible and long
wave UV) use 200 ns gate widths and measure 100–300 ns and 300–500 ns for all foil thicknesses,
with three shots averaged together at each time gate. The longer time gate and shot averaging are
required to maximize S/N because the light output from the aluminum plasma plume is lower than
other target materials like Ti, Cu, and Sn.

8.2 Spectroscopy of Optically Thick Al-I Resonance Lines

8.2.1 Measured Spectra

Similar to the sodium D-line measurements presented in Chapter 7, the Al-I 3p-4s doublet lines
(396.152 and 394.401 nm) have a characteristic line ratio of 2:1 given by the Einstein coefficients
of the transitions. The line ratio comes from the statistical weights of the atomic sublevels corre-
sponding to the electronic transitions. This ratio holds true in LTE as long as the lines originate
from an optically thin plasma.

Figures 8.3 and 8.4 show spatially-resolved spectra using the visible spectrometer (the line-of-
sight is as shown in Fig. 8.1) from a 100-µm-thick pure aluminum foil at 100–300 ns and 300–
500 ns, respectively. It is clear from all of these measured line profiles that the line ratios deviate
significantly from the optically thin ratio of 2:1. The spatially-resolved spectra also exhibit a
variation of the peak counts; further away from the foil surface (at greater axial extents), the counts
are lower, while approaching toward the foil, the lines become brighter, up to the point where the
opacity effects result in a blackbody-like continuum being produced, after which no visible light
is detected on the spectrometers. This can be observed in Figure 8.5. A CCD image of the UV
spectrometer that measures the Al-I 3p-4d lines at 308/309 nm is also shown for completeness in
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Figure 8.3: Measured Al-I 3p-4s spectral lines (average of shots 33898, 33909, and 33914) from
an electron beam heated 100-µm-thick pure aluminum foil with a 100–300 ns gate. Each spectrum
is from a fiber chord located at the specified axial (Z) distance given above each plot. Fig. 8.5
shows the corresponding CCD image from which these profiles are extracted.

Figure 8.4: Measured Al-I 3p-4s spectral lines (average of shots 33897, 33910, 33915) from an
electron beam heated 100-µm-thick pure aluminum foil with a 300–500 ns gate. Each spectrum
is from a fiber chord located at the specified axial (Z) distance given above each plot. Note the
different axial distances and count levels compared with Fig. 8.3.
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Figure 8.5: Example CCD image from the visible spectrometer used to obtain the data plotted in
Fig. 8.3. The variation in line shape, intensity, and continuum with axial (Z) position is clearly
observed.
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Figure 8.6: Example CCD image from the long wave UV spectrometer of the Al-I 3p-3d lines
from 300–500 ns. The UV-sensitive CCD exhibits a well characterized leakage from bottom to
top, resulting in a background gradient from ∼600 to ∼1000 counts. The variation in background
intensity along increasing axial (Z) position is due to the reconstruction of the random packed
linear fiber array from the CCD image.
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Figure 8.7: Calculated electron densities from a Stark broadening analysis of the Al-I 3p-4s
394.401 nm line from the measured spectra shown in Figs. 8.3–8.4. Early in time, a density
gradient is observed for increasing axial extent. Later in time, the density appears to be relatively
constant over > 2 mm.

Figure 8.6, but they are not analyzed due to the poor S/N compared with the Al-I 3p-4s lines.
This demonstrates the capability of the long wave UV spectrometer measuring lines that were
previously inaccessible by the visible spectrometer. Aluminum has proven to be a challenging
material to measure spectroscopically when compared with spectrometer measurements of other
materials like copper and tin, where many lines in the long wave UV (and visible) regimes are
readily observed with 100 ns gate widths.

8.2.2 Stark Broadening

A Stark broadening analysis has been attempted to measure plasma densities from which the lines
originate, but complications arise due to the SA nature of the Al-I 3p-4s lines. While still a valid
analysis tool, the resonance lines will overbroaden and cause an overestimation of the electron
density because of the reduction of the intensity at line center. This onset is more pronounced
for the 396.152 nm line, as it has a higher opacity compared with the 394.401 nm line. So, the
exponential factor in the radiation transfer equation, e−κ(λ)x (Eqs. 6.2–6.4), will more strongly
affect the line shape of the 396.152 nm line before impacting the 394.401 nm line.

Plasma electron densities are calculated by a Stark analysis of the Al-I 3p-4s 394.401 nm line
using the Stark widths from [141]. A value of 3.13 × 1017 cm−3/Å is used to convert the Stark
widths into electron densities. The Stark widths are obtained by fitting each individual line to a
Voigt profile and then extracting out the FWHM.
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Figure 8.8: Comparison of the calculated electron densities from a Stark broadening analysis of the
Al-I 3p-4s doublet lines from the measured spectra shown in Fig. 8.3. Across nearly all datapoints,
the 396.152 nm line yields a higher electron density compared with the 394.401 nm line.

A plot of the electron density as a function of axial extent at two different time gates is shown
in Figure 8.7. The density is observed early in time to show a mild gradient with increasing density
approaching the target foil face. Later in time, the calculated densities appear to be relatively con-
stant. This may be indicative of the limitations of the visible spectrometer as a density diagnostic;
the lines are likely originating from an outer layer of the plasma plume and cannot escape from the
higher density core of the plasma. It may also be an effect of self-absorption on the 3p-4s lines.

Figure 8.8 shows a comparison of the calculated electron densities from the 396.152 nm line
and the 394.401 nm line. The 396.152 nm line shows a consistently higher electron density com-
pared with the 394.401 nm line. This is likely a result of the stronger SA of the 396 nm line and
will be explored in more detail in the next section.

8.2.3 Self-Absorption of the Al-I Lines

Evaluation of the SA of the Al-I 3p-4s lines is critical to interpreting the information the lines
provide about the state of the plasma. Figure 8.9 assesses the level of SA for all the measurements
made of the 3p-4s doublet, including the three different foil thicknesses and two sequential time
gates. A linear regression of the data shows that, on average, 88% of the spectra observed exhibited
a degree of SA that corresponds to an observed line ratio of 1.31:1. Almost all of the values exist
with a line ratio between 2:1 (optically thin) and 1:1 (optically thick). The Al-I 3p-4s lines are
never observed in experiment to undergo full self-reversal [125]. This fact will help to validate
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Figure 8.9: Plot of the Al-I 3p-4s doublet line counts across all pure aluminum foil thicknesses
(50, 100, and 200 µm) and time gates (100–300 ns, 300–500 ns). A linear regression of the points
yield a line ratio (slope) of 1.31 ± 0.08, with an R2 = 0.88. The shaded area in red encompasses
both the optically thin 2:1 line ratio where SA is negligible, and an optically thick 1:1 line ratio.

the construction and implementation of the SA model presented in the following section, which
will help narrow down the estimate of the temperature and density from which the spectral lines
originate.

8.3 Spectral Modeling

This section details the modeling involved in interpreting and predicting the measured spectra.
The tools used encompass the Los Alamos suite of atomic physics codes, LASNEX, FESTR, and
include simple modeling that leverages the outputs from the ATOMIC code.

8.3.1 Self-Absorption Calculations

A simple model consisting of a uniform slab of temperature and density with a scale length ∆x is
constructed to show the effect of SA on line shape, line ratio, and Stark widths for the Al-I 3p-4s
doublet. Simplifying Eqs. 6.2–6.4, the following can be written:

I(x) = IBe
−τ(B,x) +

∫ x

B

ϵ(t)e−τ(t,x)dt, (8.1)
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where the optical depth terms τ(B, x) and τ(t, x) are defined as:

τ(B, x) =

∫ x

B

κ(s)ds; τ(t, x) =

∫ x

t

κ(s)ds. (8.2)

The initial spectrum, IB, is set equal to zero, which is equivalent to the assumption that only the
spectrum from this slab of material contributes to the measurement. Since the slab is uniform
in temperature and density, the emissivity, ϵ, and opacity, κ, are, by definition, constant over the
length, ∆x, of the slab. Transforming the integration bounds from (B, x) to (0,∆x), the expression
in Eq. 8.1 simplifies to:

I(λ) =
ϵ(λ)

κ(λ)

(
1− e−κ(λ)∆x

)
, (8.3)

Where the optical depth, τ(t, x), evaluates to the quantity κ(λ)∆x, and the emissivity, opacity, and
specific intensity are written explicitly as functions of wavelength. The emissivity and opacity as
a function of wavelength are evaluated using the Los Alamos suite of atomic physics codes.

The effect of varying slab thickness and plasma parameters (temperature, density) is explored
using this model to identify threshold values where the line ratio of the Al-I 3p-4s doublet transi-
tions from an optically thin condition (2:1) to an optically thick condition (1:1). Figure 8.10 shows
a brief case study on the effect of varying one of these three parameters while holding the other two
constant. The orange curves correspond to an optically thin calculation at the listed temperature
and density pair. Note that all of these cases, if optically thin (τ → 0), have the expected 2:1 line
ratio. The blue curves are the solutions of Eq. 8.3 given the parameters shown in each plot. Based
on these results, the SA increases when the density increases, the temperature decreases, or the
slab thickness increases.

Further studies are performed with this model, which include sweeping over the tempera-
ture/density parameter space and plotting the Al-I 3p-4s line ratio. Figures 8.11 and 8.12 show
the effect of increasing temperature at a fixed slab thickness, and increasing slab thickness at a
fixed temperature on the line ratio, respectively. For each case, at sufficiently low density, the lines
are optically thin. Then, SA begins to play a dominant role in the line shape formation, resulting
in a reduction of the line ratio, ultimately down to 1:1, at which point the line intensities saturate at
a level corresponding to the blackbody emission intensity. Both of these figures demonstrate that
the SA is less sensitive to slab thickness (∆x) at Te = 1 eV; an order of magnitude change in ∆x

from 0.1 to 1 mm results in only about a 5× increase in the density where the onset of SA will
be observed.. This is compared with the variation in Te, where each 0.25 eV increase in Te results
in around a ∼5× higher density required to observe the onset of SA. Note that the calculations
plotted in Fig. 8.11 break down for ne above ∼ 3×1018 cm−3. This is a limitation of the collisional
broadening model used in ATOMIC, which overestimates the broadened linewidths at these higher
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Figure 8.10: Plots showing the effect of ne (left column), Te (middle column), and ∆x (right
column) on the Al-I 3p-4s doublet. The optically thin calculation at each temperature/density pair
is shown in orange. The blue trace corresponds to the SA results from Eq. 8.3. The value of the
optical depth for each case is also displayed. The intensity of the SA profile is normalized to the
optically thin profile at the 394 nm line center. For all plots, the x-axis units are (nm), and the
y-axis units are (arb. units).
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Figure 8.11: Plot of the density threshold for each given electron temperature which causes the
Al-I 3p-4s doublet to experience SA at a fixed slab thickness of 0.1 mm. The dotted black line at
a 2:1 ratio corresponds to the optically thin case. The solid black line at a 1:1 ratio corresponds to
the optically thick limit.

Figure 8.12: Plot of the density threshold for each given slab thickness which causes the Al-I
3p-4s doublet to experience SA at a fixed temperature of 1 eV. The dotted black line at a 2:1 ratio
corresponds to the optically thin case. The solid black line at a 1:1 ratio corresponds to the optically
thick limit.
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Figure 8.13: A plot of the Al-I 3p-4s line ratio against the density ratio. The black points and line
represent the experimental data and linear regression. The blue points and line represent results
from the SA model. The red line represents the theoretical value according to the simple optical
depth model presented in Fig. 6.9.

densities.
Figure 8.13 plots the Al-I 3p-4s line ratio against the density ratio. The density ratio is defined

as the ratio of the calculated widths of the 396 nm line to the 394 nm line as they undergo Stark
broadening. This plot, similar to Fig. 8.9, includes all the measured Al-I 3p-4s lines, along with
datapoints from the SA model, and highlights the non-uniform effect of SA on each line of the
3p-4s doublet. The experimental data tend to, in the optically thin case (line ratio of 2:1), produce
similar Stark-calculated densities, which is to be expected, as each line of the 3p-4s doublet has
the same Stark width [141]. The red dotted line corresponds to the simple optical depth model
discussed in Fig. 6.9; when the optical depth reaches a value such that the line intensity is reduced
by half, the line width increases by a factor of

√
2. The limitation of this model is that it does not

predict self-reversal of the line shape. A spatial gradient in temperature or density is required to
observe self-reversal effects [125]. So, at an optically thin line ratio of 2:1, the density ratio of the
two lines should be identical (= 1). At the optically thick case of a 1:1 line ratio, the density ratio
is
√
2 : 1. The SA model underestimates this effect at increasing optical thickness, but matches

relatively well near the ideal 2:1 line ratio.
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Figure 8.14: Cartoon illustration of the optical depth tracking modification to the FESTR code,
which is run in tracking mode (discussed in Sec. 6.3). (a) The path of the Ray through the plasma
plume defined by the outputs from LASNEX (recall these simulations are 2-D cylindrically sym-
metric). The Ray traverses the plume and solves the 1-D radiation transport equation upon crossing
each Zone, along with accumulating the optical depth τ through each Zone. (b) Example spatial
Te and ne profiles seen by the Ray as it crosses the Mesh at 200 ns. (c) Corresponding accumu-
lated optical depth along the path of the Ray.

8.3.2 FESTR Optical Depth Tracking Calculations

The radiation transport model constructed for interpreting the Al-I 3p-4s lines is an extension of
the model presented in Ch. 7. The spectral databases generated by the Los Alamos suite of atomic
physics codes and used by FESTR span the temperature/density space covered by the LASNEX
model and are described in Sec. 6.3.2. The photon energy grid from 390–400 nm has 501 points,
which provides a spectral resolution of 0.02 nm. A series of four timeslices from the LASNEX
model (100, 200, 300, and 400 ns) are formatted by Oz and passed to FESTR for spectroscopic
quality radiation transport modeling. This allows for a reasonable comparison of the 100–300 ns
and 300–500 ns spectrometer gates to the synthetic spectra while also minimizing computational
time.

Figure 8.14 shows a cartoon illustration of how the optical depth tracking modification works
within FESTR. As previously discussed in Sec. 6.3.4, FESTR is run in tracking mode which
allows the Ray, as it crosses the Mesh, to record the spectrum accumulated through each Zone it
traverses. In addition, these output files are modified to also contain the temperature and density
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Figure 8.15: Radiation transport and threshold optical depth tracking results at 300 ns for a Ray
launched along Z = −4 mm. (a) Te (red) and ne (blue) profiles as seen by the Ray, with the
temperature and density point highlighted corresponding to the defined optical depth threshold of
τ = 0.01. (b) Accumulated optical depth along the path of the Ray. (c) Accumulated spectra at
the the threshold optical depth of τ = 0.01. The lines are observed in a saturated 1:1 ratio, where
the flattop of each line corresponds to the blackbody emission intensity at the given wavelength.

of the Zone. Combined with the opacity tables (described in Appendix B, Table B.5) generated
over a range of temperatures and densities at the center wavelengths of the Al-I 3p-4s doublet, the
optical depth is evaluated at the line centers as a function of the spatial location of the Ray.

Figure 8.15 shows the results of the FESTR radiation transport model including optical depth
tracking at 300 ns for a Ray located at an axial distance of Z = −4 mm. The radial Te and ne

profiles traversed by the Ray result in an accumulated optical depth as shown in inset (b). Inset
(c) displays the spectrum corresponding to a user-defined optical depth threshold of τ = 0.01. The
lines are observed in saturated emission, where the line ratio is 1:1 and the levels of the flattops
correspond to the blackbody emission intensities at the given wavelengths. Note that this spectrum
is originating from a Zone located at the outermost layer of the plasma with Te = 0.39 eV and
ne = 8.1× 1017 cm−3.

Figure 8.16 further compares the line shapes given different conditions of optical thickness (a–
c) with that shown in (d), which is the measured spectrum from Fig. 8.3 at Z = −3.9 mm. Inset
(a) corresponds to the optically thin emission at the plasma parameters from the Zone at which
τ = 0.01. Inset (b) is the emission at an optical depth threshold of τ = 0.01. Inset (c) shows
the measured spectrum at the Detector, which corresponds to an accumulated optical depth of
τ = 1.25. None of the three synthetic spectrum cases match the experimental spectrum. The
shortcoming here is reasoned to be the difference in the Te and ne profiles calculated by LASNEX
compared with the ne distributions measured by the SSI. This is discussed in the following section.
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Figure 8.16: A series of plots of the Al-I 3p-4s doublet corresponding to different optical depths
and spatial locations from the temperature and density profiles shown in Fig. 8.15(a). The Zone
at which τ = 0.01 has a Te = 0.39 eV and ne = 8.1 × 1017 cm−3. (a) Optically thin (τ = 0)
spectrum at this plasma Te and ne. (b) Spectrum at τ = 0.01, reproduced from Fig. 8.15(b). (c)
Spectrum measured at the detector, corresponding to an accumulated optical depth of τ = 1.25.
(d) Measured spectrum at Z = −4.25 mm.

8.4 Analysis of SSI Plume Expansion Measurements

The SSI measures with a high degree of fidelity both the plasma plume extent and ne profile, up
to opacity limits [83]. Figure 8.17 shows the 2-D ne profile of the plasma plume from an electron
beam heated 100-µm-thick pure aluminum foil along with corresponding shadowgraphs. The ne

profiles are monotonically decreasing in both the radial and axial directions away from the center
of the plasma plume. Limitations of the cutoff density are observed both early in time and later
in time at the center of the plasma plume; it is an ongoing effort to improve the data analysis to
better constrain ne in this region. These ne profile measurements are directly compared with the
LASNEX radiation hydrodynamics model; this is discussed in Sec. 8.4.1.

Figure 8.18 shows a plot of the axial extent at ne = 1018 cm−3 for the three different thickness
aluminum foils, along with the calculated velocity of this density profile as a function of time.
The thicker foils, due to the increased pressure buildup within the material, disassemble with a
higher sustained expansion velocity, which results in a larger plume extent later in time. This is
in agreement with the formulations governing the plasma expansion discussed in Sec. 2.5. A plot
of Eq. 2.8 is also shown in Fig. 8.18(b), which indicates that after the peak expansion velocity is
achieved, the expansion is adiabatic.
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Figure 8.17: SSI ne profiles of an electron beam heated 100-µm-thick pure aluminum foil at 200,
300, and 500 ns with the corresponding shot numbers indicated. The direction of the incoming
electron beam is indicated in the 200 ns inset, and the gray bar in all insets represents the location
of the aluminum foil.
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Figure 8.18: Comparison of (a) axial extents and (b) velocities for the three different thickness
aluminum foils: 50 µm (blue), 100 µm (orange), and 200 µm (green). The thicker foils expand
more rapidly and reach a larger extent compared with the thinner foils. The dashed line in (b)
corresponds to the Taylor–von Neumann–Sedov point-source explosion solution given in Eq. 2.8
for the 200-µm-thick foil. A disassembly time of t0 = 42 ns is assumed, and η = 0.009.

8.4.1 Comparison of SSI Measurements and LASNEX Calculations

This section focuses on the analysis of the measured SSI ne profiles compared to the LASNEX
radiation hydrodynamics modeling of the same foil with the measured beam parameters. Fig-
ure 8.19 shows the 2-D spatial profiles of Te and ne as calculated by the LASNEX model at 100
and 300 ns. Panels (c) and (d) of this figure will be compared directly with Fig. 8.17. Figure 8.20
plots the axial extents and velocities from the density profile, shadowgraph, and LASNEX model
at an electron density of 1018 cm−3 and a shadowgraph transmission threshold of 70%, which
roughly corresponds to the point at which the transmission of the laser light through the plasma
plume is reduced by a factor of 1/e. The LASNEX values are pulled directly from the dump files
on axis (R = 0). The profiles from the SSI are integrated from −0.5 < R < 0.5 mm and have the
associated error bars. In general, the LASNEX model slightly overpredicts both the plume extent
and expansion velocity at this electron density contour.

Figures 8.21 and 8.22 plot axial and radial lineouts, respectively, of the measured and simulated
ne distributions, up to SSI opacity limitations denoted by the shaded regions. It is observed that,
in fact, the agreement shown in Fig. 8.20 is the only point at which the measurement and the
simulation are in agreement. These plots are sufficient to explain why the radiation transport optical
depth tracking model described in the previous section does not replicate the lines measured in the
experiment. Additionally, LASNEX predicts a much smaller plasma plume in the radial direction
with sharper gradients in ne. This is not a result of improper zoning—it is a consequence of how
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(a)

(b)

(c)

(d)

Figure 8.19: LASNEX-simulated Te (left column) and ne (right column) profiles for an electron
beam heated 100-µm-thick pure aluminum foil at 100 and 300 ns. The electron beam profile used
to heat the foil is from Fig. 8.2 and Tab. 8.1. The heated volume off of the foil surface observed
on axis around R = 0 for (a) and (b) is a result of the electron beam passing through the foil
and heating the background gas (water vapor) present in the simulation. The solid target foil is
observed in (c) and (d) at Z = 0.
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Figure 8.20: Comparison of (a) axial extents and (b) velocities between the LASNEX model
(black), measured ne = 1018 cm−3 contour from Fig. 8.18 (blue), and shadowgraph (orange),
for a 100 µm pure aluminum foil. The LASNEX model slightly overpredicts both the extent and
velocity compared with the SSI measurements.

Figure 8.21: Comparison plots at three different timeslices (200 ns at left, 300 ns in the center,
and 400 ns at right) of the axial extent on axis (R = 0) of the plasma plume from a 100 µm pure
aluminum foil as measured with the SSI (solid line) and calculated by LASNEX (dotted line). The
shaded regions correspond to where the ne measurement is no longer accurate, due to the opacity
effects on the transmission of the 532 nm light through the overdense plasma core.

127



Figure 8.22: Comparison plots at three different timeslices (200 ns at left, 300 ns in the center,
and 400 ns at right) of the radial extent at Z = −2 mm of the plasma plume from a 100 µm pure
aluminum foil as measured with the SSI (solid line) and calculated by LASNEX (dotted line). The
shaded regions correspond to where the ne measurement is no longer accurate, due to the opacity
effects on the transmission of the 532 nm light through the overdense plasma core. Note that these
profiles are representative of the density profiles from which the spectroscopic lines originate.

LASNEX is handling the physics of the target hydrodynamic expansion. LASNEX determines the
electron density from a Thomas-Fermi fit that is more applicable for higher temperature plasmas.
However, this ionization calculation is independent of the opacity and pressure calculations, which
may explain why the plume shape and hydrodynamic expansion match reasonably well with the
SSI profiles, but the ne distribution itself does not.

The value of this comparison is not lost, though; the SSI measurements serve as the first step
toward benchmarking the EOS tables used within the LASNEX model. As noted in Fig. 6.2, the
legacy Al EOS SESAME 3715 is used for all the hydrodynamics modeling results presented in
this dissertation; the newer SESAME 3720 that includes the vapor dome physics has not yet been
successfully run for the beam-target interaction modeling. This EOS comparison is left for future
work.

The LASNEX radiation hydrodynamics model, while it matches the plume extent well, does
not replicate the ne gradient in the spectroscopically active region. LASNEX runs show much
lower diffusion and preserve a sharp density gradient compared with the SSI measurements. This
is not a resolution issue, as the average size of the LASNEX zones is < 10 µm. Furthermore,
note that LASNEX uses Lagrangian hydrodynamics, so it will conserve mass in zones. A detailed
assessment of this comparison for aluminum is given in [83].

Initial calculations of the optical depth using the measured SSI electron density distribution at
a constant electron temperature suggest that the optical depth varies by 2–3× with this different
ne gradient, which is likely the reason why the synthetic spectra from FESTR do not fit well to

128



Figure 8.23: Plots of the Al-I 3p-4s doublet originating from a plasma with a temperature of 1 eV
and a conserved areal density of 1.65 × 10−7 g/cm2. (a) ne = 1017 cm−3 and ∆x = 1 mm. (b)
ne = 1018 cm−3 and ∆x = 0.1 mm. The blue curve corresponds to the line shapes with SA,
with the calculated optical depth at line center also shown. The orange curves correspond to the
optically thin (τ = 0) line shapes.

the measured line profiles of the Al-I 3p-4s doublet. Figure 8.23 roughly models this effect using
the simple SA model based on the ne contours from Fig. 8.22 and assuming a temperature of
1 eV. The outer part of the LASNEX plume, due to the sharp gradient below ne = 1018 cm−3, is
modeled at a density of n + e = 1018 cm−3 with ∆x = 0.1 mm. The SSI profile is very roughly
mimicked with a density of ne = 1017 cm−3 and a longer path length of ∆x = 1 mm, which
matches the areal densities (ne ×∆x) between the two models. These moderate changes result in
a 4× difference in the optical depth, τ , which significantly impacts the resulting line shapes. The
lines for the lower density case appear in a 1.43:1 ratio. The higher density case shows both lines
experiencing significant SA, appearing in a 1.04:1 ratio. The 396 nm line is also observed to be
more significantly overbroadened as a result of this saturation.

8.5 Correction of Self-Absorbed Spectra

Figure 8.24 plots the Al-I 3p-4s line ratio as a function of the SA coefficient of both lines of the
Al-I 3p-4s doublet from the SA model. These relationships are used to infer the SA coefficients
from the experimentally measured spectral lines. This permits the calculation of the true electron
density by taking into account the effect of SA on the calculated Stark width.

Figure 8.25 applies the self-absorption correction to the calculated Stark densities shown in
Fig. 8.8. The outcome of the correction is that the Stark widths for both lines of the Al-I 3p-

129



Figure 8.24: A plot of the Al-I 3p-4s line ratio as a function of the SA coefficient (Eq. 6.6) for the
center wavelength of each line. The results shown are calculated by the SA model over a range of
temperatures, densities, and slab thicknesses.

Figure 8.25: Comparison of the calculated electron densities from a Stark broadening analysis
(shown in Fig. 8.8) combined with the SA-corrected densities using the relationship between the
self-absorption coefficient and line ratio described in Fig. 8.24.
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Figure 8.26: Overlay of the spatially resolved 394.401 nm Stark densities from Fig. 8.7 from 100–
300 ns (the RMS density over 200–300 ns is shown in magenta) with the axial density profiles on
axis at R = 0 (integrated from R = −0.5 to R = +0.5 mm) from the SSI measurements. The
black line represents the SA-corrected densities. On average, they correspond to a 17% reduction
from the uncorrected densities from Stark broadening. The density gradient observed from the
spectroscopy measurements matches the SSI closer to the foil surface, but diverges at larger axial
extents.

4s doublet now yield the same inferred electron densities across nearly all datapoints within their
respective error bars. The average correction for the Stark densities calculated from the 394.401 nm
line is 17%, and the average correction for the Stark densities calculated from the 396.152 nm line
is 29%. This result confirms the validity of using the model-calculated SA coefficient to correct for
self-absorption in the measured spectra, and also supports the observation that the higher-opacity
396.152 nm line experiences a higher degree of SA compared with the 394.401 nm line.

Spatial correlation of the spectroscopy measurements with the expanding plasma plume re-
quires comparison with the SSI measurements. Figures 8.26 and 8.27 show the SSI ne profile on
axis from 100–300 ns and 300–500 ns, respectively, overlaid with the inferred densities from the
Stark analysis of the spatially resolved spectrometer measurements of the Al-I 394.401 nm line.
The SA correction is applied using Eq. 6.7 and the results from Fig. 8.24. For the 100–300 ns
measurements, which are displayed in Fig. 8.25, the average SA correction is 17%, while for the
300–500 ns, the average SA correction is 35%. Both of these plots show that the densities calcu-
lated from the Stark broadening of the Al-I 3p-4s 394.401 nm line agree well with the expected
density profile measured by the SSI at axial extents closer to the foil surface. However, the lack of
universal agreement between the spectroscopy results and SSI measurements at larger axial extents
cannot be solely explained by the presence of SA.
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Figure 8.27: Overlay of the spatially resolved 394.401 nm Stark densities from Fig. 8.7 from 300–
500 ns (the RMS density over 300–500 ns is shown in magenta) with the axial density profiles on
axis at R = 0 (integrated from R = −0.5 to R = +0.5 mm) from the SSI measurements. The
black line represents the SA-corrected densities. On average, they correspond to a 35% reduction
from the uncorrected densities from Stark broadening. Similar to Fig. 8.26, the density gradient
observed from the spectroscopy measurements matches the SSI nearer the foil surface, but tents to
overestimate the density at larger axial extents.

Figure 8.28: Overlay of Fiber 10, 100–300 ns, Z = −3.9 mm with the SA model using combina-
tions of different temperatures, densities, and slab thicknesses. The line ratio of the measurement
is 1.65:1. From this ratio, the inferred SA of the measured lines (black trace) is SA394nm = 0.82
and SA396nm = 0.68. The intensities are normalized to the 394 nm peak.
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Figure 8.29: Overlay of Fiber 9, 300–500 ns, Z = −4.25 mm with the SA model using combina-
tions of different temperatures, densities, and slab thicknesses. The line ratio of the measurement
is 1.38:1. From this ratio, the inferred SA of the measured lines (black trace) is SA394nm = 0.64
and SA396nm = 0.45. The intensities are normalized to the 394 nm peak.

Using the simple SA model results in an under-constrained minimization problem, as three
variables are being used to match a single quantity (the SA coefficient or, identically, the line
ratio). Figures 8.28 and 8.29 plot the measured spectrum (black trace) from the fibers indicated
along with overlays of the SA model calculations at selected Te, ne, and ∆x combinations. The
fitting procedure involves matching the line ratios, or the SA coefficient, for each of the lines.
For the 100–300 ns gate, the curve corresponding to (1 eV, 2.2 × 1017 cm−3, ∆x = 0.1 mm) in
Fig. 8.28 most reasonably matches the measured spectrum. Similarly, for the 300–500 ns gate,
the curve corresponding to (1 eV, 2.2 × 1017 cm−3, ∆x = 0.5 mm) in Fig. 8.29 most reasonably
matches the measured spectrum. The most clear example of this under-constraining of the fitting
parameters is the red curve shown in Fig. 8.29, which corresponds to 1.25 eV, 1.7 × 1017 cm−3,
and ∆x = 4 mm; the 4 mm slab thickness is nonphysically large compared to the SSI-measured
ne radial profiles shown in Fig. 8.22.

Comparing these inferred densities with the results shown in Figs. 8.26 and 8.27, it seems
that the measurement earlier in time agrees well with the time-averaged density profile, while the
measurement later in time underestimates the ne. The early-time experimental measurement at a
large axial extent (Z = −3.9 mm) yields a SA-corrected Stark width that overestimates the SSI-
measured ne, while the fit by the SA model infers a density that matches well with the SSI. This
fact implies that the spectrometer resolution may be the limiting factor in the narrowest line width,
and thus the smallest ne, the spectrometer is able to measure.

For both cases, a better match of the line profiles can be obtained by generating the SA spectra
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over a finer range of electron temperatures and densities, e.g., 0.1 eV steps (instead of 0.25 eV
steps) and more density points per decade. So, the SA model can be used to produce a surface
in the 3-D phase space of (Te, ne, ∆x) that corresponds to a specific value of the line ratio, or
SA coefficient. From here, additional constraints can be placed to reduce the volume of the phase
space by accounting for the measured ne profiles, as shown in Figs. 8.26 and 8.27. This analysis
will be repeated in the future for all of the measured line profiles shown in Figs. 8.3 and 8.4.

The synthetic spectra have been shifted in wavelength by −1.131Å to account for transmission
through air. Note that the shift from the measured line centers with respect to the expected (mod-
eled) line centers is not the result of a Doppler shift—instead, it is explained by the spectrometer
calibration and the boxcar filter (five points wide) used to smooth the measured spectrum.

An unfolding of the 2-D electron temperature profile from the SSI shadowgraph measurement
will help accurately assess the spatial origin of these spectral lines by allowing the construction of
a radiation transport model using the experimentally measured temperature and density profiles of
the plasma plume. This will be the subject of future work.

8.6 Summary of Results

Quantitative measurements of the plasma plume expansion for electron beam heated pure alu-
minum foils of varying thicknesses have been successfully performed. Near-field OTR resolved
a consistent beam spot size across all foil thicknesses (50 µm, 100 µm, and 200 µm). Com-
plementary spectroscopy chords successfully measured emission of both the Al-I 3p-4s lines at
394/396 nm and the Al-I 3p-3d lines at 308/309 nm. A comparison of the SSI ne profiles confirms
a slightly faster expansion and larger plume extent for thicker foils compared with thinner foils
due to the increased pressure buildup. A simple SA model was created using calculations from
the Los Alamos suite of atomic physics codes to interpret the plasma conditions that produced the
measured spectra. Full scale spectroscopic-quality radiation transport calculations were also per-
formed using the hydro outputs from LASNEX, but they are unable to replicate the experimental
line shapes due to LASNEX calculating a ne profile that differs significantly from the measured
SSI density profile. Potential future improvements to this work include looking into using a mod-
ern aluminum EOS that incorporates vapor dome physics relevant for modeling dense plasmas, as
well as advocating for development of a hydro code that includes the correct physics for modeling
the beam-target interaction dynamics.

The simple SA model is able to reasonably replicate the measured spectra, and the inclusion
of the SA correction helps bring the experimentally measured Stark widths from spectroscopy into
agreement with the SSI-measured density profiles. However, the spectrometer resolution is still the
limiting factor on how low of a density can be measured by Stark broadening. If the line widths are
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larger than the instrument response function (which is a function of the spectrometer slit width),
then the convolution of these two profiles will result in a line shape corresponding to the instrument
response, rather than the true line shape. Based on the narrowest line width of 1.99 Å measured
in the experiments, this corresponds to a resolving power around λ/∆λ ≈ 2000 for the 200 µm
slit width used. However, this large slit width is required for the experimental measurements of
the Al-I 3p-4s doublet, due to the low number of counts produced on the CCD, even with the long
200 ns gate widths.

In summary, the analyses presented within this chapter on the SA nature of the Al-I 3p-4s lines
are valuable, as they can be applied to other spectral lines that have been observed to undergo
self-reversal, which includes spectra from copper, titanium, and tin targets. Based on calibration
measurements, an 8× reduction in the spectrometer slit widths (200 µm to 25 µm) will only de-
crease the measured counts by 3×, while increasing the resolution by ∼ 3.3×. The use of X-ray
probes is ultimately what will be needed to make higher density measurements earlier in time.
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CHAPTER 9

Conclusions

9.1 Achievements

Substantial progress toward the development of a diagnostic platform for the DARHT electron
beam-target interaction studies has been made over the course of this Ph.D. work. The results
of these measurements on aluminum using this diagnostic platform are displayed in Figure 9.1.
This plot shows the predicted peak Te and ne achieved as a function of time by a representative
LASNEX simulation of an electron beam heated 100 µm pure aluminum foil using SESAME
EOS 3715. These peak values correspond to the dense core of the plasma plume, which, due to
opacity limitations of the existing diagnostic suite measuring only in the visible regime, has not
been directly measured up to this point. The model predicts that the core of plasma plume may
exist in the WDM state from 50–200 ns.

The region highlighted in magenta shows the region of phase space accessed by the experi-
mental measurements presented in this dissertation, which includes both spectroscopy and inter-
ferometry. These measurements are representative of times from 100–500 ns, but are limited to
measuring the outer, lower density layers of the plasma plume due to opacity effects. Future diag-
nostics, which are described in Section 9.2, will make higher density measurements earlier in time
to corroborate the simulation results, and begin to probe the WDM state directly.

The following subsections describe chapter-by-chapter both the experimental and computa-
tional achievements.

9.1.1 Chapter 4

In Chapter 4, the construction, calibration, and fielding of a long wave UV spectrometer is dis-
cussed. This new capability permitted the measurements of spectral lines down to ∼250 nm,
which is a relevant spectral range for the transition metals used as targets in electron beam-target
interaction experiments.
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0 ns
400 ns

100 ns

Figure 9.1: Temperature–density phase space plot which highlights the WDM regime situated
among the four traditional states of matter. Figure from https://www.lanl.gov/. Overlaid on this
plot in black points is the phase space trajectory of the peak Te and ne values from a representative
LASNEX simulation of an electron beam heated 100 µm pure aluminum foil using SESAME EOS
3715. Also shown is a hashed magenta region which represents the region of phase space accessed
by the set of measurements presented in this dissertation.
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9.1.2 Chapter 5

In Chapter 5, a pulsed low-pressure hollow cathode has been fabricated and characterized for
its potential as an EUV calibration source for next-generation DARHT beam-target interaction
diagnostics. The spatial and temporal characteristics of the discharge with different background
gases were diagnosed with self-emission imaging and long wave UV spectroscopy. The solid-
state pulsed power system required to drive this source was also designed, modeled, built, and
successfully employed to produce a discharge.

9.1.3 Chapter 6

In Chapter 6, the use of the Los Alamos suite of atomic physics codes along with a spectroscopic-
quality radiation transport code to model emission and absorption lines from DARHT electron
beam-target interaction plasma plumes is detailed. This capability to link the LASNEX radiation
hydrodynamics model with the FESTR radiation transport code did not exist before this work.
A preprocessor code was written that translates the LASNEX dump files into a FESTR-readable
format. This capibility led to the improvement of the resolution in the LASNEX simulations in
the lower density parts of the plasma plume, which is relevant for modeling the spectroscopic lines
in the visible and long wave UV regimes. Modifications to the FESTR code to track the optical
depth accumulated by the synthetic spectrum as it is built up enable a more accurate analysis of
the plasma conditions from which optically thick lines originate. Additionally, proof-of-principle
EUV calculations of L-shell emission lines from an aluminum warm dense plasma were performed,
along with a parameter sensitivity study within the Los Alamos suite of atomic physics codes, to
inform future diagnostic development.

9.1.4 Chapter 7

In Chapter 7, the first set of spatially and temporally resolved spectroscopic measurements of
electron beam driven aluminum (1100 alloy) were made. Contamination quantification analy-
ses performed with LIBS and XPS were used to understand the origin of the strong Na-I 3p-3s
lines (D-lines) that were observed in absorption within an aluminum plasma continuum. These
results informed the creation of the first spectroscopic-quality radiation transport model that linked
together several different codes to interpret the conditions from which the sodium D-lines origi-
nated. A good agreement was found between the XPS results and the model, which confirmed the
concentration of the sodium present within the aluminum alloy foil material, and which demon-
strated, for the first time on an electron beam driven target experiment, the ability to interpret
plasma conditions from measured absorption lines.
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9.1.5 Chapter 8

In Chapter 8, the first measurements of beam-target interaction emission lines in the long wave
UV regime are presented. The Al-I 3p-4s and 3p-3d doublets were both measured in emission. A
detailed analysis of the Al-I 3p-4s doublet reveals that the lines undergo moderate self-absorption.
The optical depth tracking modification was used with success to extract radial plasma temperature
and density profiles from which the optical depth is evaluated. The full-scale spectroscopic-quality
radiation transport model, however, was unable to replicate the line shapes measured in experi-
ment because of the large discrepancy in the density profiles predicted by LASNEX verses those
measured by the SSI. A simple model of the SA was used to successfully match the experimen-
tally measured spectra with various combinations of temperature, density, and slab thickness in the
model. These measurements led to the realization of the minimum density that can be resolved by
the spectrometers for the Al-I 3p-4s lines due to the large slit width required to observe a signal on
the CCD cameras. These measurements also demonstrate the sensitivity of visible and long wave
UV spectroscopy to minor changes in both Te and ne. The simple SA model will be useful for
analysis of other beam-target interaction experiments with spectra exhibiting either self-absorption
or full self-reversal.

9.2 Future Recommendations

The motivation for diagnosing the DARHT electron beam-target interaction stems from DARHT’s
role in serving the Stockpile Stewardship Mission, which ensures the safety, reliability, and ef-
fectiveness of the U.S. nuclear deterrent. The DARHT accelerators are used for weapons radio-
graphy and produce these radiographs by converting the kinetic energy of the electron beam into
bremsstrahlung X-rays using a high-Z converter target. While the current batch of studies has
been performed on Axis-I, a single pulse LIA with a simple target geometry on low-Z materials,
the ultimate goal is to move to diagnosing multi-pulse, high-Z bremsstrahlung converter target
interactions that are found on DARHT Axis-II and future flash radiography machines based on an
electron LIA. Understanding how the target plasma is produced and evolves in space and time is
critical to ensuring the radiographic spot is well diagnosed. This enables comparisons to be made
between experimental radiographs and synthetic radiographs from computer simulations. This
also enables measurements of the WDM state and the benchmarking of hydrodynamics codes in
general, including the benchmarking of the EOS tables used by the hydro codes to model material
properties and transport in the WDM regime. To this end, the following recommendations for
future work are suggested. The order of this list is a reflection of the author’s thoughts on how a
potential timeline might evolve.
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1. Improve upon the simple self-absorption model by incorporating a finer resolution of tem-
peratures and densities over which the spectral databases are generated. A fitting algorithm
could be developed that automatically varies the independent variables (temperature, density,
slab thickness) to match to a user-specified quantity (line ratio, line width, etc.).

2. Extract 2-D electron temperature profiles from the SSI shearing and shadowgraph datasets
using existing single-point opacity databases at 532 nm. The opacity calculations combined
with measured ne from the sheared images and absorption from the shadowgraphs will pro-
vide 2-D ne and Te distributions. These resulting 2-D temperature and density profiles can
then be directly imported into FESTR to produce synthetic spectra that can be compared
directly with measured spectra.

3. Formalize the modifications to the FESTR code to permit optical depth tracking in any arbi-
trary 3-D geometry.

4. Continue to iterate on LASNEX runs with aluminum SESAME EOS 3720 to better under-
stand the effect that the inclusion of the vapor dome has on the beam-target interaction and
hydrodynamic expansion, compared with the legacy SESAME EOS 3715. In short, work to
obtain a better match of the 2-D density profiles between LASNEX and the SSI.

5. Advocate for the development of a LANL-based code that includes the relevant physics
required for modeling the electron beam-target interaction. No code at present has all of the
correct physics packages required to model the collisional and radiative energy deposition
by a relativistic electron beam.

6. Perform spectroscopic-quality radiation transport calculations of K- and L-shell (and possi-
bly M-shell, depending on the target material) X-ray spectra from target materials of interest.
To this end, the EUV decks for aluminum have already been generated.

7. Continue to improve upon full-scale spectroscopic-quality radiation transport modeling of
spectral lines observed in the transition between emission and absorption, including self-
reversal, for other target material of interest, including titanium, copper, tin, molybdenum,
and tantalum. This analysis can be applied to already-existing datasets.

8. Extend the beam-target diagnostic capabilities to the X-ray regime to directly measure the
target plasma density, temperature, and spatial extent early in time in the WDM phase. These
techniques in the X-ray regime could include Thomson scattering, absorption spectroscopy,
Talbot-Lau phase-contrast imaging, and radiography of the dense plasma plume early in
time.
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9. Ultimately, push to the high-Z materials used for bremsstrahlung converter targets on DARHT
to directly probe the relevant physics regimes for Stockpile Stewardship radiography mis-
sions.

The nearest term items described by 1–3 represent the work that should have a quick comple-
tion time, perhaps under a year. Item 1 requires a simple increase in the range of temperatures and
densities for which spectra are calculated. Item 2 utilizes existing datasets, so the proper analy-
sis for the temperature unfolding along with the uncertainty quantification is all that is required.
Item 3 involves modifying the FESTR code in the proper manner for the optical depth tracking;
the present modification is only applicable to the 2-D cylindrically symmetric geometry used by
LASNEX.

Items 4–5 are related and both are somewhat longer term, especially item 5. The EOS study
should be relatively straightforward; however, the difficult part of performing this study is ensuring
the ancillary knobs within LASNEX are appropriately set for the problem at hand. Going through
these in detail may involve a large amount of work.

The additional computational items represented by 6–7 range from being very straightforward
to much more involved. An example of the straightforward case would be extending the modeling
already performed on aluminum, which has been presented in this dissertation. A framework
currently exists for this material to perform L-shell calculations, so it could be pushed further to
include K-shell spectra. A move involved example is the modeling of Sn, where much of the CATS
and GIPPER calculations would need to be performed before moving onto the spectral calculations.
A separate challenge is developing the radiation hydrodynamics model and using the appropriate
EOS for this target material.

Finally, items 8–9 represent the next steps for the experimental platform used to study the
electron beam-target interaction. The experimental results presented in this dissertation are limited
in the peak densities measured by the diagnostics, so a push to higher energy diagnostics, which
will make measurements in the X-ray regime, is required to measure the plasma plume early in
time while it exists in the WDM phase. In Fig. 9.2, this corresponds to ultimately extending the
range of the magenta box to higher densities. Item 9 represents the stretch goal in which the fully
developed diagnostic suite described in item 8 is deployed on the bremsstrahlung converter target.
This will require a substantial amount of effort and coordination among DARHT personnel and
facility space, but will also provide critical measurements of the actual beam-target interaction
physics in the actual radiographic configuration.
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APPENDIX A

Beam Steering Algorithm

The steering algorithm described in Equations 3.10–3.12 was implemented into an IDL-based
GUI, vis_str, for real-time beam tuning. The program interfaces with a separate IDL program,
wid_beam, which acts as a self-contained Axis-I beam analysis toolkit.

Figure A.1 is displayed when vis_str is run. The user is prompted to select the date of the
shots used for steering, along with the corresponding shot numbers that match up with the dipole
iterations listed in the right-hand column. One limitation here is the shots used for steering must
all be on the same date. This can be generalized in the future, if needed. The BPM for the steering
correction is then selected. At present, the program will automatically select the next subsequent
BPM after the chosen one for the calculations. The steering coils are then selected, along with the
option to steer the beam either on-axis (normal mode of operations), or off-axis (implemented for
future beam experiments).

The user can then choose to plot the selected centroids (Plot Selected Centroids) to verify
the magnet iterations do not exceed the dynamic range of the BPM, as shown in Figure A.2. To
analyze and correct the steering, the user selects Calculate/Visualize Steered Centroids, which will
generate the plots shown in Fig. A.2 in addition to Figure A.3, providing the user with the new
dipole settings by which to correct the centroid at the initial steering coil selected.

Figure A.4 shows plots of the beam centroid before and after the steering correction. This beam
steering was used for the focused shot series that generated the data analyzed in Chapter 8. The
time dependent motion of the beam centroid which is observed throughout the temporal duration
of the pulse is known as corkscrew, and it is a result the chromaticity of the beam combined with
cumulative misalignments of accelerator solenoids.

The current version of the vis_str program can be found at:
\\darht-ops\Common\nramey\beam_str_4x4

Note this is only available to internal LANL users that have access to the local DARHT net-
work.
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Figure A.1: Initial GUI for the 4x4 matrix beam steering.
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Figure A.2: Plots of the beam centroids for the selected shots at BPM 18 and 19 showing only the
first two shots, consisting of the control shot and the 1st dipole kick in x̂. Values of ⟨x⟩ and ⟨y⟩ are
also displayed. Note that when the program is run, it plots the centroid of both BPMs for all five
shots.
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Figure A.3: Results of the steering algorithm. The new dipole coil settings will center the beam at
BPM 18.
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Centroid: BPM 18 (32.5 m) Centroid: BPM 20 (35.9 m)

Centroid: BPM 19 (34.3 m) Centroid: BPM 21 (36.9 m)

Uncorrected (shot 33934)

Corrected (shot 33939)

Figure A.4: Comparison of beam centroid location before and after applying the steering algo-
rithm at BPMs 18–21. Before steering correction is shown as a dashed line, and after the steering
correction is shown as a solid line.
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APPENDIX B

Los Alamos Suite of Atomic Physics Codes
Supplementary Information

This appendix discusses in more detail the specific usage of the Los Alamos suite of atomic physics
codes at LANL. These details are relevant only for LANL employees as these codes, while unclas-
sified, are not available to the public.

B.1 Useful Commands

This section defines many of the commonly used commands in the input decks for generating
the relevant binary Independent of Platform and Can be Read by Existing Software Subroutines
(IPCRESS) and ASCII p files produced and/or used by CATS, GIPPER, and ATOMIC, and also
briefly touches on some useful commands within TAPS, which is a code that is used to interrogate
the CATS and GIPPER IPCRESS files. Tables B.1–B.4 are provided for each code, defining the
usage and required arguments for each specific command. Example input decks in the form of
screenshots (Figures B.1–B.3) are also provided.

These codes are highly integrated with one another. A common use for the whole suite relevant
to the applications contained within this dissertation is the following:

1. Build the CATS input decks (the configurations for each ion stage, typically I–IV for low-Z
beam-target interaction plasmas). See Table B.1 and Figure B.1 for command descriptions
and an example input deck, respectively.

2. (optional) Extract the relevant data from the NIST ASD Levels and Lines databases to gen-
erate the nist.dat and nistgf.dat files, respectively [142].

3. Proceed with CATS runs.

4. Use TAPS to interrogate CATS IPCRESS files to ensure that the NIST values (if used) are
correctly matched. See Table B.2 for command descriptions.
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5. Build the GIPPER input decks (typically, the number of GIPPER runs required is one less
than the total number of CATS runs, i.e. the transitions for I–IV are I–II, II–III, and III–
IV). See Table B.3 and Figure B.2 for command descriptions and an example input deck,
respectively.

6. Proceed with GIPPER run(s).

7. Build the ATOMIC input deck. See Table B.4 and Figure B.3 for command descriptions and
an example input deck, respectively.

8. Proceed with ATOMIC run(s).

9. Based on the plt output, ensure that the number of included stages results in a converged
charged state distribution.

10. Identify line(s) of interest (wavelength or energy) in the output spectrum.

11. Use TAPS to identify the relevant transitions/levels/gf values for the above line(s). Again,
refer to Table B.2 for command descriptions.
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Command Argument(s) Description
opend <ci> Writes result to an IPCRESS format output file with

name ci, overwriting any file that previously exists with
the same name.

ion <Z> <i> Defines ion stage of interest, where Z is the atomic num-
ber and i is the ionization (1 = neutral, 2 = singly ion-
ized, etc.).

check_configs <off/on> Removes duplicate configurations from the input list.
exptl_energies <off/on> Compares and corrects configuration energies to a user-

supplied nist.dat file.
exptl_gf <off/on> Compares and corrects configuration gf values to a user-

supplied nistgf.dat file.
kcc <#> Specifies the number of configurations in the file. Re-

quired if the number of configurations exceeds 200.
rcf n/a Specifies configurations. Configurations are listed one

per line following this command.
/ n/a Signifies end of configuration list.
pwb n/a Turns on plane-wave Born electron impact excitation

cross section calculations. Required only for non-LTE
runs in ATOMIC.

run n/a Begins fine-structure atomic structure calculations.
rcn2n n/a Begins configuration average atomic structure calcula-

tions.
end n/a Terminates CATS run and closes all files.

Table B.1: Common commands and descriptions for CATS input decks used to generate IPCRESS
files. Note that the command arguments, when used in the input deck, are not actually contained
within brackets, e.g. using the opend <ci> command for naming the output IPCRESS-format
CATS file tal01 (Al-I) would read: opend tal01. More details on these commands (and
additional commands not discussed) can be found in [10].

B.2 TaskPoolTupleAtomic

TaskPoolTupleAtomic is a program that uses the TaskPoolTuple class template to parallelize
the running of the ATOMIC code over a grid of user-defined temperatures and densities [143].
Separate post-processing codes were written to extract and concatenate all the relevant information
from the ASCII p files (Te, ne, Z, κ(λ), ϵ(λ), etc.) into a text file that can then be ported to a local
machine for further data processing. This powerful addition to the capabilities of ATOMIC is
illustrated by these next few examples:

1. Generation of single-point opacity databases at 532 nm, 355 nm, and 266 nm over a highly
resolved range of temperatures and densities (see Fig. 4.25) to interpret the measured inter-
ferograms of the SSI diagnostic [83].

149



Figure B.1: Example CATS input deck. This file is built for an Al-IV ion with inner-shell vacancies
corresponding to L-shell transitions.
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Command Argument(s) Description
file <fname> Loads fname, an IPCRESS file generated by the CATS

code.
cfg n/a Displays each configuration and total energy in eV.
levels n/a Displays a list of levels.
floorgf <#> Sets the smallest electric dipole gf value to be shown.
angrng <start> <stop> Sets the lower and upper bounds of the wavelength range

(in Angstroms) to be displayed with gf.
eprng <start> <stop> Sets the lower and upper bounds of the wavelength range

(in eV) to be displayed with gf.
gf <i1> <i2> Lists electric dipole gf values for level to level transitions.

The wildcard * can be used in place of either i1 or i2 to
go over all levels. If no arguments are provided, all transi-
tions will be listed. These level (integer) indices correspond
to the outputs of levels.

end n/a Closes files and exits TAPS.

Table B.2: Common commands and descriptions used in TAPS to interrogate CATS and GIPPER
IPCRESS files. Note that the command arguments, when used in the input deck, are not actually
contained within brackets, e.g. using the file <fname> command for loading the IPCRESS-
format file tal01 would read: file tal01. More details on these commands (and additional
commands not discussed) can be found in [11].

Figure B.2: Example GIPPER input deck. This file is built to calculate the cross sections for
ionization transitions between Al-I and Al-II.
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Command Argument(s) Description
files <ci> <cj> Read in atomic structure (CATS) data files ci and

cj , where i and j denote the ion stage. Typically,
j = i+ 1.

outfiled <gi> Write result to an IPCRESS-format output file with
name gi, overwriting any file that previously exists
with the same name.

mode <levels/cfg> Set the mode for calculating the cross section data:
levels for fine-structure; cfg for configuration
average.

xlog <#> <start> <stop> Set up a logarithmic grid of initial and final energies
in threshold units.

pig <t/f> Perform photoionization calculation, if true.
xqion <t/f> Perform scaled-hydrogenic collisional ionization

calculation, if true.
dw <t/f> Perform distorted-wave collisional ionization cal-

culation, if true.
ai <t/f> Perform autoionization calculation, if true.
epseig <eps1> <eps2> Set a lower limit on the magnitude of the mixing

coefficients of the initial (eps1) and final (eps2)
level that will be retained. Can be used by only
setting eps1, which automatically sets eps2 =
eps1. Default value for both is 0.001.

go n/a Begin ionization calculations.
end n/a Terminates GIPPER run and closes all files.

Table B.3: Common commands and descriptions for GIPPER input decks used to generate
IPCRESS files. Note that the command arguments, when used in the input deck, are not actually
contained within brackets, e.g. using the files <ci> <cj> command for CATS files named
tal01 (Al-I) and tal02 (Al-II) would read: files tal01 tal02. More details on these
commands (and additional commands not discussed) can be found in [12].
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Command Argument(s) Description
atom <Z> <A> Set element used, with atomic number Z and atomic

mass A.
atmod <cfg/f> Set atomic model: cfg for semi-relativistic

configuration-average, or f for semi-relativistic
fine-structure.

mxpr <#> Maximum number of pairs of temperature/density
points (= 1 for all of these runs).

nppr <#> Number of pairs of temperature/density points actually
used in the calculation (= 1 for all of these runs).

ions <imin> <imax> Lower (imin) and upper (imax) ion stages to be used
in the calculation.

load <c> <g> Root names for CATS (c) and GIPPER (g) IPCRESS
files.

pfile <pfile> Set output filename (default filename is “p”).
te <te> Set electron temperature (in eV).
dne <ne> Set electron density (in electrons/cm−3) using lted

solver.
anglin2 <#> <start> <stop> Set photon wavelength grid (linear in Angstroms).
width <dop/op> Set line broadening routine: width dop turns on

Doppler (thermal) broadening; width op turns on
collisional broadening with the Doppler broadening.

idimi <off/on> Turns on the improved D-K broadening routine (for use
with width op).

icnl <off/on> Turns on continuum lowering (pressure ionization).
sprpow <λ/∆λ> Set synthetic spectrometer resolving power.
lted n/a Calculate LTE populations when ne is provided via

dne and solve for ni. Use lte to solve for ne when
ni is specified viadn <ni> (number density) or dm
<m> (mass density).

pzb n/a Print Z-bar.
pdl n/a Print level populations (in ions/cm−3).
plt n/a Print ion fractions.
esptim n/a Calculate and print emissivity (in 1/(cm3 s)).
abcoef n/a Calculate and print opacity in units of cm−1.
kappa n/a Calculate and print opacity in units of cm2/g.
sigma n/a Calculate and print opacity in units of cm2.

Table B.4: Common commands and descriptions for ATOMIC input decks used to generate
outputs such as emissivity, opacity, and ionization balance. Note that the command arguments,
when used in the input deck, are not actually contained within brackets, e.g. using the atom <Z>
<A> command for aluminum would read: atom 13 26.9815.
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Figure B.3: Example ATOMIC input deck. This run is for aluminum over the wavelength range of
390–400 nm, with the D-K collisional broadening routine turned on. Emissivity is being calculated,
while the command to calculate opacity has been commented out using $.

2. Calculations of similar high resolution single-point opacity databases at the centers of the
Al-I 3p-4s doublet to calculate the optical depth of these resonance lines (see Chapter 8, a
summary of which is given in Table B.5).

3. Emissivity and opacity database generation (similar to those used by FESTR, with a photon
energy grid of 500 points over a 10 nm bandwidth) for two separate Al-I doublets of interest
(308/309 nm, grid center of 310 nm; and 394/396 nm, grid center of 395 nm) over 0.1–3 eV
and 1015–1022 cm−3 for a total of 930 runs.

A routine written in C++ called op_tab_gen extracts and generates the output files for items

Te grid (eV) 0.05–3, 0.01 eV step
Total Te points 295
ne grid (cm−3) 1015–1022, 19 pts/decade
Total ne points 144

Total combinations of Te/ne 42480
Nodes used on Snow 4 (×36 CPUs)

Total runtime ≈ 30 minutes

Table B.5: Run summary on the LANL high performance supercomputer Snow of the single point
opacity calculations for the Al-I 3p-4s doublet. The two energies used for the (separate) runs are
3.1427 eV and 3.1288 eV. A comparable serial run to complete this database generation, assuming
2 s per run, would have taken approximately 24 hours to complete.
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1 and 2 above in a four-column format containing the following quantities: [Te (eV), ne (cm−3),
Z, κ (cm−1)]. This routine can be obtained from the author upon request. Usage of this code is as
follows:

./op_tab_gen <num_files> <ofile_name>,

where <num_files> represents the number of ASCII p files generated from the batch run, and
<ofile_name> defines the output filename.
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APPENDIX C

Oz README

Below is the README text file provided with the Oz code. This document explains all of the new
routines and files used by Oz to perform its translator function.

README.txt
README.txt

Documentation for programs and routines unique to LASNEX_2Dcyl UniTest

package and the FESTR to LASNEX translator code, known as Oz.

Nicholas Ramey

Los Alamos National Laboratory

J-6, DARHT Engineering, Operations, and Physics

Created on: 27 August 2019

Last modified: 5 May 2022

=======================================================================

NOTE: This document will not elaborate on files used by FESTR in

its usual operation. In other words, files such as

"times.txt", "materials.txt", "bounding_sphere.txt" etc. will

not have their content explained. If they are created by a

routine listed below, then that process will be explained.

In addition, test_*.cpp files that have been modified to

include new tests for these newly introduced capabilities

will be referenced with the specific new routines that will

be explained.

=======================================================================

* * * * * * * * Step-by-step insctructions for using Oz * * * * * * * *
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Syntax: braces {} denote variables, quotes "" denote scripts, *)

denotes command line, and '\' indicates a line break in a

file name, e.g. oz\

_main.cpp

would actually read:

oz_main.cpp

in its normal usage.

(1.a) Move the preliminary reformatter code "pyReadMulti.py" into

the same directory containing all the LASNEX hydro dump

files. Note the naming scheme that must be followed as stated

in the header of "pyReadMulti.py".

(1.b) Ensure the hardcoded variables reqired at the beginning of

"pyReadMulti.py" are correct, specficially, the variables

{htype}, {nmat}, and {materialsList}.

(1.c) [optional] Modify the variable {printFrequency} for user

feedback on preliminary reformatting progress.

(1.d) On LANL HPC machines, execute:

*) module load python

(1.e) Run "pyreadMulti.py" to generate "t" files:

*) python pyReadMulti.py

Note: this will also output "materials.txt" and "times.txt"

files.

(2.a) In ./oz/src modify the options file "options.txt" to reflect

the correct parameters.
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(2.b) Move the translated "t" files to the directory specified by

{T_file_path}.

(2.c) In the {Hydro_path} directory, create the

"bounding_sphere.txt" file.

(2.d) Ensure the {Material_table_path} directory containes the

"Table.txt" file.

(2.e) Return to ./oz/src and execute:

*) make

Which will compile and link the code to create the executable

"oz".

(3.a) Run Oz by executing:

*) ./oz options.txt

(3.b) [optional] If the user wishes to record the exact runtime of

the code, he/she can execute:

*) time ./oz options.txt

(4.a) The top directory given by {Top_path} can now be moved to

FESTR.

=======================================================================

File or routine name Description

(routine location)

oz_main.cpp main() routine that is compiled into

the executable "oz" using the options
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specified in the file "options.txt".

Proper syntax for (1) making then (2)

running Oz is the following executed in

the src/ directory:

*) make

*) ./oz options.txt

The main() routine in Oz loops over all

the timesteps provided in "options.txt"

calling the Mesh constructor and

creating the "mesh_*.txt", "grid_*.txt"

and "time_*.txt" files in a directory

defined in "options.txt".

Mesh.cpp New constructor added that accepts four

arguments:

path: Direcotry path to "t" files.

tlabel: Time-step index label in string

form.

htype: type of hydro data being read.

material_of_interest_index:

boolean-like int array that tells

Oz which materials to include (1)

or exclude (0) in the created

"time_*.txt" files.

This is called in the main() routine of

"oz_main.cpp" and is looped over all

timeslices provided in the file

"options.txt".

options.txt Contains all the hardcoded values

needed to run Oz. Descriptions of each

are included within the file. The
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directory names are such that they

observe the reserved directory names to

be used in the FESTR "options.txt" file

so that the user can move the entire

directory (Top_path) to FESTR without

file relocation being required within

the subdirectories.

OptionsParser.cpp Called in "oz_main.cpp" to read in the

contents of "options.txt". Its purpose

is to simplify oz::main().

Includes warnings printed for the user

if certain files that FESTR will expect

are not in the right locations,

specifically the following:

"times.txt" not in Hydro/ subdirectory

"materials.txt" not in Hydro/

subdirectory

"Table.txt" not in Data/ subdirectory

"bounding_sphere.txt" not in Hydro/

subdirectory**

**this throws an error message because

it is required by the Mesh constructor.

OptionsParser.h Header file for "OptionsParser.cpp".

test_OptionsParser.cpp Empty file required by the makefile.

May fill with some unit tests, but they

aren't necessarily required since

"optionsParser.cpp" is a relatively

simple class.
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Foil2D_*.txt Raw hydro dump from a 2D, cylindrically

symmetric LASNEX simulation. The

variable "htype" sets this, and is at

present equal to "lasnex_2Dcyl". The

values given are Zone-centered, and are

listed under the top-left Node for each

Zone.

Foil2D_020.txt This dummy file includes the minimum

grid required to be fully

representative of a full mesh in the

form mentioned above. The three other

files (008, 050, and 061) only include

6 Zones, and do not include Zones that

have Faces fully internal to the Mesh

(i.e. not bordering the convex hull of

the bounding sphere).

pyReadMulti.py ***

THIS CODE MUST BE RAN BEFORE RUNNING OZ

***

Python translator code for converting

files of type "Foil*.txt" to "Foil*.t".

These "t" files are a simplified

version of the LASNEX output files,

with values such as the number of

nodes, columns, rows, materials located

at the header, and the stoichiometric

data arranged such that is can be more

easily parsed. The program uses the

glob module to read in all text files

of format "Foil*.txt" in the directory

in which it is located. At present the

code only writes the "t" files to the

same directory. This code also creates
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the "times.txt" file required by FESTR.

If this is being run on a LANL HPC

cluster, "module load python" is

required.

NOTE: this program requires these hard-

coded values located under the

"Variable initialization" section

(given for the above files):

htype = 'lasnex_2Dcyl' # hydro format

# required for FESTR to properly

# read

nmat = 5 # determine this from the

# hydro file

materialsList = 'h c o al si' # this order

# must match exactly the

# hydro file

load_LASNEX_2Dcyl_Mesh020\ Create Zone 0 from "mesh_020.txt"

_Zone0_to_string (using FESTR routines) and compare with

> this is a unit test expected (hardcoded) values.

> in test_Zone.cpp

load_LASNEX_2Dcyl_Time020\ Create material values from Zone 1 of

_Zone1_to_string_full time_020.txt (using FESTR routines) and

> this is a unit test compare with expected (hardcoded)

> in test_Zone.cpp values. This #includes the "inc" file

LASNEX_2Dcyl_time020_Zone1.inc.

bounding_sphere_hydro_size Creates a bounding sphere and single

> this is a unit test Zone and compares the size from a Zone

> in test_Zone.cpp routine to the expected size.

#includes: "cone_surface.cpp"

"bounding_sphere_hydro.inc"
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bounding_sphere_hydro\ Creates the full string representation

_to_string of the Mesh defined by #including

> this is a unit test "cone_surface.inc" and

> in test_Zone.cpp "bounding_sphere_hydro.inc" and

compares to the hardcoded (expected)

value.

LASNEX_2Dcyl_time020\ Creates Zone 1 from "time_020.txt"

_Zone1.inc (using FESTR routines) and is based off

> this is located in of "hydro1_time0_Zone1.inc".

> directory UniTest/

cone_grid.inc Builds Grid of Nodes defined in the

> this is located in files "Foil2D_008.t", "Foil2D_050.t",

> directory UniTest/ and "Foil2D_061.t" using the classes

Vector3d, Node, and Grid.

#included in: "cone_hydro.inc"

"mesh_hydro_full.inc"

"outer_Sphere_hydro.inc"

cone_surface.inc Builds the convex hull bordering a

> this is located in single Zone that has the coordinates

> directory UniTest/ (Nodes) of Zone 1 from "Foil2D_050.t".

#included in "test_Zone.cpp"

bounding_sphere_hydro.inc Builds the outer surface of the

> this is located in bounding sphere.

> directory UniTest/ #included in "test_Zone.cpp"

outer_Sphere_hydro.inc Builds the complete bounding sphere,
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> this is located in including both the outer surface and

> directory UniTest/ the convex hull bordering a single Zone

that has the coordinates (Nodes) of

Zone 1 from "Foil2D_050.t". This file

is the cleaaner version of

"cone_surface.inc".

#includes "cone_grid.cpp"

#included in "test_Zone.cpp"

cone_hydro.inc Builds the single Zone bounded by the

> this is located in convex hull that is built in

> directory UniTest/ "outer_Sphere_hydro.inc".

#includes "cone_grid.cpp"

#included in "test_Zone.cpp"
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