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ABSTRACT

There has been significant investment in realizing autonomous vehicles technology. De-

spite tremendous efforts and investments, the initial optimism in achieving total autonomy

has not yet been materialized. This is not totally surprising as the required false alarm rate

and probability of detection are very stringiest for a complex navigation problem which in-

cludes fast-changing scenarios of many dynamic obstacles of different kinds. This situation is

often exacerbated by inclement weather and road conditions. In an effort to improve sensors’

capabilities, this thesis focuses on examining the applications and advantages of polarimetric

J-band (220 – 325 GHz) radars for driverless cars.

Automotive radars operating at lower J-band frequencies are envisioned to replace the

current 77-GHz systems in vehicles for their superior resolution, compact size, and wider

bandwidth. This dissertation aims at studying the polarimetric radar response of typical

traffic scenes at this frequency. For highly automated vehicles, identifying each target on

the road and its vicinity is crucial in planning the navigation and ensuring safety for all.

Characterization of the radar backscatter from various objects enables their identification

in traffic scenes and is necessary for optimizing the design of automotive sensors. The

polarization signature of different targets can help with sematic mapping of targets on the

road, especially for those targets that may be in the same range and Doppler bin.

Considering vehicles as the most critical objects for automotive radars to detect and

locate, a thorough study is conducted to investigate the response of vehicles from different

xiii



aspects. This experimental study aims to identify the scattering phase centers on different

vehicle bodies and determine the statistics of the radar return. A vehicle’s orientation and

movement can be predicted from these features. In addition, the statistical parameters of

the response are very distinct, and hence accurate determination can be made.

Another study focuses on investigating and characterizing the response from various road

surfaces. The knowledge of the expected radar signal from these surfaces is not only helpful

in developing detection algorithms for other objects in the presence of this background but

also for assessing the road conditions, such as detecting the presence of water, ice, snow, or

harmful objects and debris on the road. Radar backscatter models are developed for various

surfaces and conditions that actual measurements can be classified based on their correlation

to these models.

One of the most vulnerable road users is pedestrians. The radar backscatter cross-section

of the human body (∼ -17 dBsm) is significantly less than that of a typical vehicle (∼ 0

dBsm). The identification of pedestrians also should be performed at a further distance to

allow a vehicle to react appropriately in a timely manner. As a result, backscattering from

human subjects should be thoroughly examined to determine the radar return level and

offer the most effective detection and identification techniques. Extensive experimental re-

search that resulted in characterizing the polarimetric radar response and the micro-Doppler

spectrum from human subjects is carried out as part of this thesis.

xiv



CHAPTER I

Introduction

Transportation is one of the most important aspects of everyday life. Despite being the

most dangerous mode of transportation, driving remains the most popular. Many efforts

have been made throughout the years to improve vehicle safety and convenience. Many

advanced driver assistance systems (ADAS) have been designed to notify and warn drivers

of potential risks, considering that the majority of accidents are caused by the driver’s

distraction or his delayed action, and some are caused by weather related sudden changes

of conditions. ADAS functions are designed to inform drivers of nearby objects, however,

currently they have limited decision making functionality. These systems are considered to

be intermediate steps toward complete autonomous driving [1]. The acceleration toward

autonomous vehicles will be stimulated by technology developments, ease of regulations and

user contentment and assurance. The society of automotive engineers (SAE) categorized in

their J3018 standard [2] driving automation into six levels. Level zero category is considered

when all steering and acceleration are handled by the driver even with some features that

provide warning and momentary assistance to the driver. When some ADASs assist in either

steering, acceleration/braking based on inputs from the driver, the vehicle is considered in

automation level one. Vehicles in automation level two have ADAS with sensors that are

1



capable of supporting the driver in both steering and acceleration/braking at the same time.

Automation levels three and four are assigned to vehicles with ADAS that can handle all

driving functions under certain conditions only, however, in level three, the driver needs

to intervene whenever needed and might be requested to take over the driving rapidly at

any moment. The full automation which is categorized in level five requires systems that are

capable of driving in all conditions and do not require any human intervention. These various

automation and assisting levels are shown in 1.1 with more details. It should be noted that

none of the commercially available vehicles at this date have gone beyond level three. The

highest automation level requires significant improvements and advancements in the driving

assistance systems. That includes higher sensing modality, computing capabilities, robust

integration of various systems and extensive experimental testing. Moreover, environment

understanding is of a great importance in the path toward full automation. At that level,

vehicles might be called autonomous vehicles and various systems in the vehicle become

driving systems rather than driver assistance systems.

1.1 Advanced Driver Assistance Systems

Driver assistance systems are electronic systems that are designed to enhance the safety

and comfort of driving. Some of these systems were introduced in vehicles as early as 1970s.

These systems often consist of some sensors to monitor both the vehicle and its surroundings

to enhance the driver awareness of both the vehicle and road status. In addition to passive

systems that provides the driver with some information, there are active systems that are

designed to take action in some situations. The first active assistance system that was

introduced to vehicles is the Anti-lock braking system (ABS) [3]. Traction control system

(TCS) and Electronic stability control (ESC) along with ABS are of the earliest examples of

Driver assistance systems, where their purpose reside in enhancing the mechanical stability

of the vehicle [4, 1].
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Figure 1.1: SAE Standard for Automated Driving Levels (J3016) [2]

To improve the safety of driving for both human inside the vehicle and those in other

vehicles as well as pedestrians in the road, new generations of driver assistance systems

focused on sensing the vehicle’s surroundings by means of many sensing technologies such as

Ultra-sonic, Infrared, Lidar, Radar and Vision sensors. This introduced many ADASs such

as adaptive cruise control (ACC) that was first used in the late 1990s. ACC represented first

kind of automation where the acceleration and deceleration are controlled by the system to

maintain a specific distance to the vehicle ahead [5, 6, 7]. Earlier versions of the system were

limited to operate at relatively higher driving speeds (i.g. above 30 km/hour) [1]. However,

newer versions of ACC system are capable of driving in broader range of speeds, and more

specifically those that have the feature of stop-and-go driving that can support the driver in

traffic jams. This system was a major milestone in ADASs advancement that would not be

achievable without the employment of Radar technology.

Many other advanced electronic systems have been introduced in vehicles over the past
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few decades that depend on various remote sensing technologies. For instant, parking assis-

tance systems that are based on ultrasonic sensors were first used in the 1990s. Ultrasonic

sensors use sound waves to measure the distance to an very close objects. Hence, these sys-

tem’s capabilities are limited to warn the driver, while parking, of obstacles with very coarse

estimation of the distance to them [8]. After that, rear-looking cameras were employed to

assist the driver in observing behind the vehicle while parking, which represented first use of

vision sensor in vehicles. As parking assistance systems evolved, and with utilizing numer-

ous sensors along with the new electronically controllable steering feature, semi-automated

parking is being featured by many car manufactures [9]. The lane departure warning (LDW)

system is another type of ADASs, which was followed by some flankers such as active lane

keeping and lane centering assisting systems [10, 11]. These systems rely heavily on vision

sensors, through tracking the road’s lane markings. Their entrance to automobiles mar-

ket marks another milestone in ADASs history [12, 13]. Other sensors like Lidar found its

applications in vehicles for short-distance low-speed forward collision prevention. However,

forward collision avoidance (FCA) systems for longer distances and higher speeds face the

challenges of limited range of operation and poor resolution in Lidars, hence more advanced

systems have switched to Radar technology despite the incorporated extra cost and more

computational requirements [14].

Moreover, advancements in automated driving would have not been progressing without

many technologies and systems beyond those installed in the vehicle. Obvious examples

of such systems are Global Navigation Satellite systems (GNSS) such as the Global Po-

sitioning System (GPS), various forms of communication links weather it was dedicated

communication networks or cellular networks, and many other developing technologies that

are cooperative and might be part of the infrastructure such as vehicle-to-vehicle (V2V) and

vehicle-to-infrastructure (V2I) communications [8, 15]. Figure 1.2 shows the time line of

ADAS systems since 1980s. The figure also shows the introduction of various technologies

on a rough time scale based on their first presence in vehicles.
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Figure 1.2: Time line of the past and expected future evolution of driving assisting systems
along with technologies associated these system. Each generation is marked with a rough
level of the SAE standard based on its capabilities [1]. SAE levels are outlind in the previous
section and in Fig.1.1
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Radars and cameras are the most common sensors nowadays and, in many cases, the

sole sensors used by ADAS systems [16, 17]. The advantages of these two remote sensing

technologies have shadowed all other technologies. This is apparent in both the intensive

research and development that these two technologies have attracted and in the raging

competition between the supporters of each of the two sensing technologies. Because cameras

work in the same way as human eyes, they are prone to many of the same shortcomings that

human eyes have, such as blind spots, low visibility in inclement weather and at night, and

misinterpretation of some objects. However, the principle of operation in vision sensors

requires least effort for interpretation by human, and hence simplifies feature extraction,

algorithms development and techniques that permits processing machines to analyze and

understand the driving environment based on input from such sensors. In addition, color

distinction gives vision sensors the ability to read traffic signals and signs, and understand

various road markings without any changes on the road infrastructures. Radars, on the other

hand, operate on an entirely different principle, giving them some distinct advantages. Not

only can radars work in practically any weather, produce extremely accurate relative speed

and distance measurements, and have a very wide dynamic range, but they can also detect

objects that are invisible to the human eye. Nevertheless, interpreting the output of radars

requires some level of phenomenology studies since the response depends on many factors

including the radar operating frequency and polarization. Moreover, specific adjustments to

roads’ infrastructure are being suggested to increase radars ability to interpret traffic signs

and signals. Without diving into more detailed comparison between radar and vision sensors,

many researchers believe that both are necessary and that only multi-sensor platform that

integrates more than one technology would permit the envisioned full automated driving

[18, 1]. That is despite many promises and limited deployments that were based on single

sensing technology [19, 20]. However the author believes that radars would have a better

chance of surviving if one of the two technologies —radars or cameras— were to be replaced

in the future.

6



ACC and FCA systems were the earliest use of radar in vehicles. As the cost of radar

systems started to decline and with the many advantages they offer, the promising features

of radar technology have kept raising since then [21]. Nevertheless, the relatively poor

resolution, cost of manufacturing, and difficulties in interpreting radar data must be improved

significantly for a bigger role in the envisioned autonomous driving. The resolution issue

have been addressed to some extent by operating at higher frequencies. Many companies

had built radars that operated at 24 GHz, but 77 GHz became the industry standard [22].

Highly automated vehicles (HAV) require several sensors to do various tasks [23]. Given

the tight space and places that a number of such sensors can occupy on the outside of a

vehicle, even 77 GHz systems have a large enough size to provide adequate resolution for

many applications [24, 25]. As a result, several strategies have been proposed to improve the

resolution while maintaining a tolerable sensor size. Fundamentally, finer resolution might be

achieved by utilizing multiple sensors or antennas, or by increasing the operating frequency.

The cost associated with increasing the number of sensors is an obvious drawback. Also,

the increase in processing load in addition to extra ambiguities that might be brought are

more downsides of this approach. In fact, keeping the number of sensors minimal is very

desired despite being a major challenge [19]. Minimizing the number of sensors simplifies

the synchronization between various sensors and the number of data streams provided to

the central processing unit. These factor have led researchers to propose radars operating at

higher millimeter wave (MMW) frequencies. In the next two sections, the current status of

automotive radar technology is discussed which dominated by 77 GHz systems. Then, the

future of automotive radars is foretold which relates this introduction to the main focus of

this dissertation.

7



1.2 Current Status of Automotive Radar Technology

As stated before, the vast majority of current automotive radars operate at 77 GHz. However,

the continuing evolution of ADAS technologies places big pressure on the sensing capabilities

putting various vendors and developers at competition. For instance, the three segments of

radar operation in long-range (LRR), medium-range (MRR) and short-range (SRR) radars

have distinct specifications and requirements. Although traditionally the three modes have

their own dedicated radars, multi-mode radars that operate at different ranges would still

have different requirements for each mode of operation. LRRs for example are meant to

detect targets from ranges that start from 10-meter to as far as 250-m. These radars usually

have relatively narrow field of view (FoV). A FoV that is about 10-15 degrees is sufficient

in azimuth, and for elevation half of this is considered adequate [26, 27]. In the contrary,

SRRs sense the area very close to the vehicle and often require very wide FoV that in some

cases should be at least 120-degrees in azimuth and 90-degrees in elevation [28, 29]. As the

field-of-view defines the angular range observed, how fine and specific this range is scanned

is another criteria that is determined by the angular resolution and accuracy of the radar.

Angular resolution is an important key feature in automotive radars as a non-exception from

the majority of radar applications. The ability to identify the location of a specific target

accurately, in the range and angle domain, and to distinguish targets of close proximity

both range and angular resolutions should meet some desired minimum accuracy. With the

continuous evolution of ADAS systems, a finer resolution is always strived toward. Many

scientists require radars to have azimuthal resolution that are better than 1-degree in order to

provide the specific accuracy called for by automation levels four and five [30]. The physical

principles require a minimum size for the antenna aperture for a specific resolution. In the

case of antenna arrays, the overall size of the array sets the minimum achievable resolution.

Nevertheless, some techniques can achieve a specific resolution with antenna sizes smaller

than traditional single apertures or simple arrays, as in some multiple-input multiple-output

(MIMO) radar systems [31]. Such systems, however, require more complicated hardware
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and processing power, and often encompass either bandwidth or time division multiplexing

[32, 33, 34].

The first 77 GHz automotive radar used in vehicles was made by Macom for Mercedes

Benz in 1999 [36, 37, 38]. Since the start of this century, many companies have developed

their own systems, some of which are companies that were established for this purpose in

partnerships with car manufacturers [39]. Several generations of 77 GHz automotive radars

are being produced by Continental AG (Conti), Veoneer, Bosch, Valeo, infineon, Texas

Instrument, Aptiv, Arbe and many others. Two of these systems are discussed here to show

the current technology, its limitations and the level of competition between various providers.

The first example is Bosch’s Front Radar Sensor Plus that was introduced in 2020 [40]. The

radar is for long range detection and can detect objects as far as 210-meter. The frequency

range of the system is 76-77 GHz which provides range resolution of 21-cm. The system

and its antenna configurations are shown in Fig. 1.3 where the antennas configuration is

shown. Three transmit and four receive antennas are used. Two of the transmit antennas

have four parallel elements while the third has only one to achieve both higher gain and

wide FoV in azimuth. Each of the four receive antennas have two parallel elements. The

vertical and horizontal positions of various antennas are predetermined to realize a specific

virtual MIMO array. Surface mounted in the center of the board is the RF front-end which is

realized in monolithic microwave integrated circuit (MMIC). The MMIC chip contains three

transmitting and four receiving channels that are fabricated with silicon germanium (SiGe)

bipolar complementary metal-oxide semiconductor (BiCMOS) technology [41, 26, 39]. The

technical characteristics of this radar are summarized in the first column of Table.1.1. The

author was also aware of a newer generation of this radar that was announced by Bosch

during this writing [42]. Some of the limited details about this version performance are also

added in the second column of Table.1.1 for comparison. Even though it is not confirmed,

the larger size and higher power consumption indicate that multiple versions of the original

system (possibly four) are integrated together to achieve this finer resolution. With this
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(a) (b)

(c)

Figure 1.3: Bosch’s state of the art 77 GHz automotive radar named ”Front Radar Sensor
Plus”. (a) picture of the system in its package. (b) Photo of the printed circuit board
shows antennas configuration and the RF front-end MMIC chip with marks to point the 1-
the three transmit antennas with one is placed in a different vertical position than the other
two, 2- the four receive antennas, 3- the MMIC RF front-end, and 4- grounded metallic cover
to control the reflection from the board. (c) the other side of the radar board. Pictures are
taken from Dr. Jürgen Hasch [35].
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Table 1.1: Key features of some state of the art 77 GHz automotive radars.

Feature
Front Radar Sensor
Plus from Bosch

Front Radar Sensor
Premium from Bosch

TI’s AW2243 Cascade
radar prototype

Frequency 76-77 GHz 76-77 GHz 76-81 GHz
Max. detection range 210 m 302 m 350 m
Horizontal FoV ±60o ±60o ±70o

Vertical FoV ±15o ±12o -
Range resolution 0.2 m 0.41 m < 6 cm
Azimuth ang. resolution 3o 1o 1.4o

Elevation ang. resolution 6o 1o 18o

Velocity resolution 0.1 m/s 0.17 m/s 0.15 m/s
Size 63× 72× 19 mm3 110× 143× 30 mm3 133× 157mm2

assumption, the newer version would include 12 transmitting and 16 receiving channels

similar to the second example.

The second example is for the prototype evaluation module that is based on Texas Instru-

ment’s AWR2243 single-chip 76-81-GHz Frequency-Modulated Continuous-Wave (FMCW)

transceiver. The AWR2243 is one of a family from Texas Instrument (TI) MMW sensors that

are compact, high-performance front-end, supporting fast chirp FMCW modulations. All

MMW transceiver, clock and analog baseband circuits are integrated in a single die in TI’s

MMW CMOS technology, along with a digital sub-system for control, calibration and digital

front-end [43]. The module support cascading multiple units to improve angular estimation

and increase detection range. Figure 1.4a shows the front-end evaluation board for a single

chip which has 3 transmit and four receive channels that are connect to identically series-fed

patch antennas. The cascading capability of the device is demonstrated in development kit

shown in Fig. 1.4b [44, 45]. The radar prototype in Fig. 1.4b utilizes time division multiple

access (TDMA)-MIMO to achieves azimuth angular resolution as small as 1.4 degrees in

short and medium ranges. In addition, the radar can increase detectability using transmit

antennas beam-forming configuration. The key features of this experimental radar are listed

in the third column of Table. 1.1. These two radar radar systems from Bosch and Texas

Instrument show how crucial angular resolution is in ADAS sensors. In fact, angular reso-
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lution is the major disadvantage of radar compared to vision and Lidar sensors. In the next

section, some prospected developments in automotive radar are presented.

1.3 New Generations of Automotive Radars

It is well established that angular resolution is the key parameter for improving performances

of automotive radars [29]. In the previous section, some examples of tackling the resolution

issue were presented. However, the increase of radar system complexity not only requires

intricate hardware but also involves more processing time and power as well as space. For

instance, the MIMO scheme requires time-division multiplexing or orthogonality between

multiple transmitters. In FMCW, time-division multiplexing increases the chirp repetition

period and hence limits the maximum unambiguous velocity. Even though newer frequency

synthesizers can significantly reduce the chirping time, fast sweeping is constrained by lin-

earity, noise level, maximum beat frequency, and maximum unambiguous range [39]. On

the other hand, in frequency-division multiplexing, the range resolution is sacrificed [46, 47].

Some other techniques like code division multiplexing and chirp modulation have other draw-

backs like liming the signal dynamic range, bandwidth deficiency, and needed sampling rates

[48, 49, 39]. Despite some promising novel approaches such as radar networks, where in-

formation from multiple radars that are not necessarily coherent are used to improve the

angular estimation [39, 50, 51, 52]. Automotive radars that operate at frequencies higher

than 77 GHz have been envisioned for a while. That is primarily with the rapid advances in

integrated circuit technologies and the deemed appealing wide bandwidth at higher MMW

bands.

Two frequency ranges for radars in autonomous vehicles are under considerations by re-

searchers at car manufacturers and suppliers and governmental labs, with frequencies around

150-160 GHz and 220-240 GHz, representing double and triple the current approved band of

operation (Fig.1.5). The standard nomenclature for millimeter-wave band refers to a wide
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(a)

(b)

Figure 1.4: Texas Instrument imaging radar using cascaded MMW sensor AWR2243. (a)
The BoosterPack evaluation board for the single-chip AWR2243 device. (b) AWR2243 four-
device cascade radar with 16 receive and 12 transmit series-fed patch antennas embedded in
the boards [35].

13



Figure 1.5: The spectrum of MMW band with the blue shades mark the current automotive
radars bands, while red shades mark two of the proposed frequency bands with two distinct
atmospheric windows [53].
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frequency spectrum covering frequencies between 30 GHz and 300 GHz [54]. However a

more specific frequency band nomenclature has been adopted by supplier of MMW compo-

nents, where frequencies in the range 110 - 170 GHz are usually named D-band, while the

range 220 - 325 GHz is usually refereed to as J-band. Recently, there have been significant

advancements in solid-state and micromachining technologies that have made radar-based

sensors operating at higher MMW frequencies economically viable [55, 56, 57, 58, 59, 60, 61].

Several applications have been proposed for radars operating at such frequencies including

vehicle collision avoidance [62], robotic indoor navigation and mapping [63], assisted landing,

and concealed object detection [64, 65, 66, 67, 68]. Although few phenomenological studies

of radar backscatter from terrain have been reported in the open literature [63, 69, 70], none

have considered the phenomenology of radar backscatter from targets at J-band in complex

road environment. The backscatter responses of different objects in a road scene are expected

to vary significantly as their physical properties, the look angle, and the transmit/receive

radar polarization combination are varied [71, 72, 73, 74]. Examining the operation of such

sensors in real circumstances and conducting phenomenological studies for specific applica-

tions is considered a vital input to take full advantage of these proposed frequencies. This

research focuses on building the base knowledge for radars operating at J-band frequencies

as proposed for automotive applications.

1.4 Phenomenology Studies

Beyond the standard functions such as detecting targets and measuring their distances and

estimating their speeds based on the frequency Doppler shift, radars have other capabilities

such as recognizing some targets based on previously known specified features, and in some

cases determining other target features such as orientation and size. The knowledge required

to phenomenologically examine and model common objects requires a thorough examination

and modeling of these targets.
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To start the study of the radar response of various objects in a road scene, a typical scene

is observed by an instrumentation radar that operates at J-band, with a center frequency

at 222 GHz. A typical scene is shown in Fig.1.6a along with a sketch to illustrate the scene

and different objects in Fig.1.6b. The image is created using an instrumentation radar which

has a 1o effective antenna beamwidth and 2-GHz signal bandwidth at J-band. Figure.1.6c

shows the radar image created from the scene. The resolution pixels are determined from

the bandwidth along the propagation or range direction (7.5 cm range-resolution if no post-

processing tapering is applied) and the effective beamwidth in the perpendicular or cross-

range direction which is range dependent. This imaging mode is usually referred to as real-

aperture mode. The image is created by mechanically scanning the radar beam in elevation

and azimuth over the viewing road scene. The radar image clearly shows strong radar return

from the vehicles in the scene compared to the radar returns that are distributed over most

of the scene such as the road surfaces. In addition, the two stationary passenger vehicles

in Fig.1.6 appear to have different radar signatures, considering the different shapes and

sizes in addition to the difference in the look angle. It should be noted that a threshold

is applied for clarity and therefore not all the dynamic range is actually color coded. The

backscattering response of various surfaces, namely, the asphalt, concrete sidewalk, and

short grass-covered surface, are also markedly different. The backscatter responses of the

different constituents of the road scene are expected to vary significantly as their physical

properties, the local incidence angle, and the transmit/receive radar polarization combination

are varied. For example, early experimental research conducted at 94 GHz of different

road surfaces have shown that the mean backscatter response at near grazing incidence is

sensitive to the radar’s polarization state, the local incidence angle, and physical properties

of the road surfaces [71, 72, 73]. It was also demonstrated that an optimal transmit/receive

polarization combination can be used to discriminate between different surfaces and under

different weather conditions (wet, snow-covered, ice-covered) [74]. Other objects like traffic

signs, trees, lighting poles, and pedestrians may also be present in the scene. In order for
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the radar to not only detect and locate all these kinds of targets, but also to identify the

target category for various navigation purposes and to ensure the safety for all of the road

participants, a very well characterized response of each target category is required. Such

characterization can then be used to find certain unique features for the specific target that

can be used for its identification. In the following sub-sections a discussion of the major

categories that are examined and studied in this dissertation are discussed.

Phenomenology of Radar Backscatter Response from

Vehicles

Vehicles are the most important targets in traffic scenes and not only must be identified,

located, but also assessed for their other important parameters such as speed, orientation, and

the space they occupied. There are no reported studies in the open literature on the nature

of radar response of vehicles at J-band. Specifically, sources of radar scattering from vehicles,

their location and strengths, as well as the statistical nature of the total radar return from

vehicles have not been determined [75]. This effort addresses the aforementioned issues by

reporting on a series of controlled polarimetric radar backscatter measurements at 222 GHz of

a selected set of vehicles. As such, the reported results are of the “discovery” type and are by

no means comprehensive. A combination of outdoor high-resolution synthetic aperture radar

imaging experiments and real-aperture imaging measurements of vehicles are performed using

a 222 GHz polarimetric instrumentation radar. The aim of these experiments is to examine

the radar cross section (RCS) and its characteristics for different kinds of vehicles. That

includes identifying the scattering phase-centers on different vehicle bodies, which are the

fixture that are responsible for the strongest reflections and hence show brighter spots on

the radar image of the vehicle.

Since the overall backscatter response is the coherent sum of many scatterings from the

target vehicle body, a random-like fluctuation is observed. In addition, changes in the local
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(a)

(b)

(c)

Figure 1.6: Radar backscatter response of a typical road scene measured at 222 GHz: (a) a
photo taken for the scene from the radar viewing position (b) road scene illustration – top
view and (b) real-aperture radar image of normalized RCS. Image is created by mechanically
scanning the road scene using an instrumentation radar with 1o effective antenna beamwidth
and 2-GHz signal bandwidth (7.5 cm in range-resolution).
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incidence angle θaz results in fluctuations in the strength and phase of the backscattered

fields from the different scattering phase centers on the vehicle. While the reflected radar

signal from a vehicle may appear to be randomly fluctuating as the relative orientation

angle of the vehicle is changed, the statistics of this signal is not random and it depends

on the vehicle’s physical and scattering properties. As a result, the statistics of the total

backscattered response of the vehicle is important for detection and classification. The

experimental results are used to determine the statistics of the vehicle’s radar return.

The instrumentation radars used in this research, and the experimental setup are pre-

sented in Chapter II. Since isolating the sources of scattering from vehicles requires high-

resolution capabilities in both range and cross-range, details on how the radar is used in

short-range real-aperture imaging mode and how it is adapted for use in synthetic aperture

radar (SAR) mode are presented in this chapter. Chapter III includes detailed description of

the measurement approach, the measured data using both the real-aperture and SAR imag-

ing modes are described with discussion of the radar scattering phase centers and sources

of scattering of the selected vehicles. Finally, the statistics associated with scattering from

vehicles along with the study methodology are presented with some other observations.

Radar Backscatter Responses from Road Surfaces

As previously stated, the optimum operation of radars necessitates a thorough understanding

of responses of the objects encountered in the environment. A large portion of this research

involves the characterization and modeling of various targets. As it was shown in Fig.1.6, a

considerable radar signal is reflected by various distributed targets like concrete and asphalt

surfaces and grass. Characterizing the radar response behavior of such surfaces in the road

environment is the subject of another study. When a specific object is to be detected or

observed, the signal reflected by these surfaces is sometimes considered background clutter.

As a result, the expected level of radar signal from these surfaces is critical. Furthermore,
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the signals from these surfaces provide extremely useful information for safely navigating the

road. The polarimetric response from road surfaces, particularly at near-grazing incidence

angles (between 80 and 88o), is examined. Asphalt in both new and weathered conditions,

concrete, dirt roads, and short grass are among the surfaces investigated in this study. Some

of these surfaces were measured in both dry and wet conditions, as well as when they were

covered in snow or ice. Using the knowledge gained from this study, radar sensors would be

able to map the road, identify its lanes and boundaries, and detect any changes in the way

to avoid debris, defects, or slippery patches on the road.

Even though surfaces of the same type may have minor variations due to aging, weather

conditions, or construction procedures, they rarely alter dramatically. Some of the physical

characteristics that influence the response must be recognized, either through theoretical

understanding or through comprehensive measurements. This will enable the development

of a model that takes these variations into account and is thus relevant to all surfaces

with similar physical features. Many studies on the use of radars in road assessment and

recognition rely solely on the statistical and machine learning methods [76, 77, 78, 79, 80, 81].

Not only are these methods computationally intensive, but they also lack assurance, making

decisions based on a single sensor unreliable. This research is conducted with the goal of

developing a solid theoretical knowledge of radar backscattering from road surfaces, and

developing a mean of numerical models for estimating the road responses to a high level of

reliability.

Chapter IV is dedicated to the discussion of backscatter responses from road surfaces

which begin with the theoretical principles of radar backscattering, which will be based on

theories that was found to be the most accurate in describing the scattering at this frequency.

Based on experimental data, both forms of scattering should be considered, volume and

surface scatterings. In addition, Chapter IV includes reports on the experimental data of

various measurements of polarimetric radar responses.
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The Polarimetric Radar Backscatter Response of Hu-

man Bodies

Human safety as passengers or pedestrians has always been atop issue by car manufacturers

and proponents of autonomous vehicles. Detection and identification of such subjects should

be robust and could consist of multi-layer algorithms to ensure high level of reliability. In

Chapter V, some of the detection techniques that will boost the reliability of radar iden-

tification of human subjects are discussed. The investigation in this chapter provides the

first base of knowledge for some possible detection and identification algorithms of human

subjects using J-band radars. The first straightforward method of detection is based on

human RCS data. This method is discussed along with its shortcomings and how it could

narrow the possibilities of the target estimation, resulting in a considerable identification

accuracy. In addition, the use of radar polarimetry is discussed and experimental results are

presented. Unlike point targets where the scattering mechanism is deterministic, physically

complex and large targets have rather complicated scattering phenomenon which suggests a

statistical approach in identification. A full statistical study based on set of measurements

is presented in Chapter V.

Another distinct feature of humans as regards to radar detection is the measurements of

micro-Doppler spectrum of the radar return for a walking human subject. Many studies at

lower MMW frequencies have shown that moving pedestrians can be identified very accu-

rately using their mciro-Doppler signatures. This feature is also investigated at 230 GHz.

Based on many measurements that were performed on vehicles, only single Doppler compo-

nent is usually observed. On the contrary, Doppler measurements of a moving person show

many Doppler components due to different speeds of body parts, particularly the limbs. The

Doppler spectrum of a moving body can be used by automotive radars to recognize pedes-

trians from other objects of comparable radar cross section. In the second half of Chapter

V, many measurements of a moving person at different speeds are reported and discussed.
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At the end of the dissertation, the conclusion and recommended feature works are outlined

in Chapter VI.
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CHAPTER II

Description of J-Band Instrumentation Radar

Systems

This section describes two polarimetric instrumentation radars that were used in conducting

studies in Chapters III through V. The experimental setups, challenges, and limitations

are discussed for each system and for various operation modes. In addition, the utilization

of the two radars to perform real-aperture and synthetic aperture radar imaging, Doppler

measurements, and mechanical scanning are described.

2.1 VNA- Based J-Band Instrumentation Radar

The first of two radars used to conduct this research is fully-polarimetric Vector Network

Analyzer (VNA) based radar. It operates at a center frequency of 222 GHz with bandwidth

of 2 GHz. Fig.2.1 shows the block-diagram of the RF-frontend of the radar. The radar

operates in a stepped-frequency mode, whereby the VNA steps over equally-spaced set of

frequency points spanning the desired radar bandwidth. At each step, the VNA generates a

continuous-wave signal at the corresponding intermediate frequency (IF). Then, the IF signal

is up-converted, transmitted, received, and down-converted by the RF frontend section of

the radar and then returned back to the VNA for coherent detection. The total transmitted

power is on order of −13.5 dBm. The overall noise figure of the receiver is about 6 dB and

the dynamic range is more than 100 dB. The transmit and receive antennas are Gaussian
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Figure 2.1: Block-diagram of the 222 GHz fully-polarimetric VNA-based instrumentation
radar.

optic lens antennas of diameters 7.6-cm and 3.8-cm and their beamwidths are 1.1◦ and 2◦,

respectively. The effective real-aperture cross-range (angular) resolution of this radar is 1◦.

The polarization of each antenna is established using two cascaded quarter-wave corrugated

dielectric plates inserted between the lens and the feed horn. The dielectric plates are

rotated together to generate Horizontal (H) or Vertical (V) polarizations [82]. Polarization

isolation of this radar is on the order of 25-dB. Table.3.1 summarizes the main specifications

of the instrumentation radar. A more detailed description of the radar design, hardware

characteristics, and calibration procedure can be found in [70].

2.1.1 Real-Aperture Imaging Setup and Processing

In real-aperture imaging mode, the radar’s narrow beam is used to scan the target area and

create a radar image. While range-resolution in this case is determined by the bandwidth of

the radar signal and is independent of the distance to the target, the cross-range resolution

on the other hand is dependent on both the effective antenna beamwidths in elevation and

azimuth and on the distance to the target.

To operate the 222 GHz instrumentation radar in real-aperture imaging mode, the radar

was mounted on a precise, computer-controlled turntable to enable scanning of the radar
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Table 2.1: List of Main Specifications of The 222 GHz Instrumentation Radar.

scene with angular accuracy better than 0.1◦ and over wide angular range spanning ±90◦

in azimuth. At a standoff range of 10 m, this setup results in a radar spot diameter of 18

cm based on the 1◦ overall radar’s antenna beamwidth which defines the resolution in both

elevation and azimuth directions, and in a 7.5 cm resolution in range by employing the 2

GHz bandwidth. The hardware setup and scanning mechanism are illustrated in Fig.2.2.

Example for the result of such imaging was presented in Section. 1.4. During measurements,

the radar is rotated horizontally to scan the scene and measurements are taken at 0.5◦ steps.

Then, the elevation angle is adjusted manually if another height sector of the target to

be imaged. To images vehicles, radar responses of 13 to 14 different elevation angles and

25 azimuth angles are collected to generate real-aperture image of the whole vehicle. The

collected data is then processed and combined to generate a 3D map of the vehicle. The

radar returns might be calibrated using a calibration target with a known radar cross section

(RCS), usually a 2-inch metallic sphere, to obtain scattering maps of extended targets.
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Figure 2.2: Illustration for the setup of a radar mechanically scanning its narrow beam in
2-D to generate a 3-D scattering cloud of the vehicle.

2.1.2 Synthetic-Aperture Radar Imaging Setup and Processing

As stated in the previous section, the 222 GHz instrumentation radar has an effective

beamwidth of 1◦. Note that the minimum distance allowed between the radar and any

target is 10 m. This minimum distance is set by the far-field criterion for radar’s antennas.

At a distance of 10 m, the effective radar spot size is on the order of 18 cm in diameter,

which is much higher than the desired cross-range resolution for radar imaging. For example,

at most 5 cm resolution is needed to isolate different scattering phase-centers on vehicles. It

can be shown that in order to achieve a 3-cm in cross-range resolution at 10 m distance using

a real-aperture radar, the required antenna beamwidth is 0.17◦, which translates to having a

prohibitively large antenna size of 0.45 m (this can be calculated using the following relation

lh = λ/βh , with lh , βh , and λ referring to the antenna’s physical width, its beamwidth, and

the radar’s wavelength, respectively). Alternatively, high cross-range resolution on the order

of 3-cm can be achieved using synthetic aperture radar (SAR). In this approach, a radar with

small size antenna is placed on a linear stage and measurements of the target are repeated

as the radar is moved along the stage at equal increments. The data is then processed using

the back-projection technique [83] to create the desired cross-range resolution.

It can be demonstrated that the best cross-range resolution is achieved when the length

of synthetic aperture is set equal to the antenna’s spot width at the target’s range [83].

In this case, the cross-range resolution is on the order of D/2, where D is the width of
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the actual radar antenna. The resulting radar images are referred to as fully-focused SAR

images. To achieve a fully focused SAR image at every point on a target, the length of

the synthetic aperture must exceed the width of the target. For example, to perform SAR

image of a vehicle and since the typical width of a full-size passenger car is about 2 m, then

a linear stage of at least 2 m in length is needed to enable a fully focused SAR image of a

vehicle. A 2 m long linear stage with movement precision on the order of few micrometers

is prohibitively expensive equipment. An alternative approach is pursued based on the fact

that a SAR image with high cross-range resolution can be achieved using a smaller linear

stage on the condition that the entire width of the vehicle is illuminated by the radar at every

point of the smaller synthetic aperture. This can be accomplished by reducing the widths

of the actual antenna apertures in the instrumentation radar which results in wider antenna

beamwidths. In this case, the processed SAR image will not have the cross-range resolution

that a fully focused SAR will produce; however, with proper selection of the distance to the

vehicle, the desired cross-range resolution can still be attained.

To widen the azimuth beamwidth of the instrumentation radar while keeping the

beamwidth in elevation at its original value of 1◦, and without major changes performed

to the radar, the two antenna lenses were partially blocked using copper tape except for a

vertical slot as can be seen in the inset photograph of Fig.2.3. With the slots’ width set

to 6.4 mm, the radar’s effective beamwidth in azimuth was measured at 6.5◦ as shown in

the radiation pattern in Fig.2.3. Since the length of the slot is equal to the lens original

diameter, the altered lenses retained the same beamwidths in elevation, which were verified

experimentally to be 1.1◦ for the transmit antenna and 2◦ for the receive antenna. It should

be noted that the reduction in gain caused by blocking most of the lens is compensated for

by the SAR processing gain (i.e. combining many measurements coherently).
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Figure 2.3: The radiation pattern of the partially blocked antennas in order to increase the
Beamwidth. Embedded is a photo of the radar shows the antenna.

2.1.3 Measurement Procedure and Indoor Verification of SAR

Imaging Mode:

During the SAR imaging measurements, the radar was moved along a linear track perpendic-

ular to the direction of propagation and polarimetric data were taken at prescribed positions

along the track. These measurements were then processed to generate the image [83]. The

radar was installed on a precise linear stage 80-cm in length, with movement accuracy of

about 5 µm. It should be noted that any deviation from the positions at which measurements

were taken will generate an error in the phase corresponding to the deviation measured in

wavelengths. Since the wavelength at 222 GHz is 1.35 mm, even very small vibrations will

cause considerable error in the phase-angle of the measured radar signals at different SAR

antenna positions. These un-corrected random phase-angle errors render proper focusing of

the SAR data a challenging task. It was observed that small vibrations that normally are

not noticed by humans, such as the vibrations in the building due to operating machines

and air-conditioning, can affect the SAR imaging results at 222 GHz. To reduce this effect
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Figure 2.4: Two Cross-range responses of a point target to illustrate the effect of vibration
in on the processed SAR data.

during indoor testing of the system, both the platform holding the linear stage and radar,

and the point target under test were placed on shock-absorbing structures; hence decoupling

the experimental setup from the rest of the building. To illustrate the effect of vibrations,

Fig.2.4 shows the cross-range response of a single trihedral being distorted due to vibrations

and the response for the same target after the decoupling process. In the vibration-prone

case, cross-range response of the target is poorly focused with energy leaking into the side-

lobes and creating fake targets, while in the vibration-free case, the cross-range response is

in very good agreement with the expected theoretical cross-range response of a point target.

The 2-D resolution of a SAR image is determined by both the range resolution which is

the dimension along the propagation direction and the cross-range resolution which is the

orthogonal dimension. The former is set by the radar signal bandwidth which is 2 GHz,

resulting in 7.5-cm in range resolution, and the latter is determined mainly by the length of

the synthetic aperture and the range to the target. An experiment was performed using four

small corner reflectors as targets to verify the resolution capabilities of the SAR system. The
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Figure 2.5: Processed SAR image of four closely packed corner reflectors measured indoors
at 222 GHz. Inset is a photographic picture of the targets.

corner reflectors were 2.5 cm in size and placed close to each other in the arrangement shown

in the inset photo in Fig.2.5. The separation between the two reflectors in each row is 6.5 cm

and the two rows are separated by 11 cm. The reflectors and the radar were placed at the

same height above ground. As a result, substantial shadowing was casted by the reflectors in

the front row on those in the back row. Nevertheless, the radar responses of all targets were

captured in the processed SAR image of Fig.2.5 albeit with the reflectors in the back row

having weaker responses. The image in 2.5 demonstrates the ability of the radar system to

create high resolution SAR images of closely packed targets, both in range and cross-range.

The cross-resolution achieved indoors was better than 1 cm at a distance 10-m away from

the radar.
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2.2 Frequency-Modulated Continuous-Wave J-Band

Radar System

Another system that was built to support this work was a polarimetric frequency-modulated

contentious-wave (FMCW) radar. This instrument provides very fast measurements that

allow reliable phase coherence of consecutive measurements, hence very suitable for fully-

polarimetric scattering matrix and Doppler measurements. In addition, the FMCW system

has two receivers dedicated to each orthogonal polarization. The received vertical and hor-

izontal polarizations are separated using a wire grid that ensures high isolation. Instead of

the up-conversion mixers in the transmitter that was employed in the first system, a series of

frequency active multipliers are used in the current instrument, which permits the generation

of higher transmit power of about 5 dBm. Also, the switching between polarizations in the

transmitter is performed through an electronic RF single pole double throw (SPDT) switch

rather than the mechanical switches in the VNA-based system. Electronic switching enables

fast polarization shifting between consecutive chirps (sweeps). Therefore two chirps are suf-

ficient to measure the full scattering matrix of a target in as short as 40 µsec. The switching

is performed at an intermediate frequency (around 75 GHz) between two active multipli-

cation stages. The FMCW signal is generated at S-band using a customized phase-locked

loop (PLL) circuit. Moreover, the detection is performed using an available commercialized

sampling circuit that has up to 500 MHz sampling frequency. The block diagram of the

instrument is displayed in Fig.2.6.

The system’s operating frequency is from 221.4 to 228 GHz (up to 6.6 GHz bandwidth).

The FMCW waveform is generated anywhere over the range from 3.150 to 3.700 GHz using

a programmable direct digital synthesizer (DDS) and a PLL circuit with sweeping times

between 10 µs to 10 ms. This provides flexibility in the design of the FMCW chirps for

different purposes and modes. Two Gaussian optics lens antennas are utilized for transmit-

ting and receiving in a mono-static configuration, as shown in Fig.2.6. Each antenna has
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Figure 2.6: Block diagram of the J-band FMCW polarimetric instrumentation radar. A
photo taken for the radar without its housing cover is included.
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Table 2.2: Technical Specifications of the FMCW J-Band Instrumentation Radar.

dual corrugated feed horns for V- and H-polarization channels. The two polarizations are

separated using a wire grid in each antenna system with 40-dB polarization isolation. The

transmit antenna has a 3-inch lens with 1.2◦ 3-dB beamwidth and 42.3 dBi gain, and the

receive antenna has a 2-inch lens with 1.6◦ in beamwidth and 38.5 dBi gain. Overall, the

effective system beamwidth is 1◦. Some technical specifications of the radar are listed in

Table.2.2, and the reader is referred to [84] for more details regarding the system.
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2.2.1 High-Resolution 360◦ Imaging of Traffic Scenes

The J-band radar was used to demonstrate the feasibility of performing continuous high-

resolution imaging of a vehicle’s surroundings, as depicted in Fig.2.7a. The instrumentation

system was configured as shown in Fig. 2.7b and placed on a flatbed truck for actual complex

traffic scenes imaging. In this configuration, the instrumentation radar was placed vertically

while its antennas were illuminating a 45◦ tilted metallic flat plate. The titled plate acts as

a mirror at J-band frequencies and is connected to a motor to enable its continuous rotation

around the motor’s axis. The result is a continuously rotating radar beam in azimuth. The

motor is equipped with a digital encoder to read the instantaneous look angle of the radar.

The radar was set to transmit continuous FMCW chirps with 500 MHz bandwidth and chirp

time duration of Tchirp = 102µsec. The mirror was rotated at 240 RPM ( 4 revolutions/s).

Hence, at the end of each data collection (chirp duration) the mirror would have moved 0.15◦

in azimuth.

The radar was used to image a large parking lot on the University of Michigan campus.

The location and size of all objects were documented during the measurement, including a

large building next to the lot, fences, trees, parked cars, and trailers. The radar returns

from multiple 360◦ mirror rotations at multiple positions along a straight path are collected.

Figure.2.8 shows all objects plotted on a scene map with reflections received at each radar

position color-coded. It is observed that the radar was able to detect all objects in the radar

scene, including vehicles, trailers, trees, the building, light poles, and metallic fences, except

for those shadowed by other large objects in the signal path. In addition, some reflections

were detected at locations where no vehicles or objects were present. These ghost targets

can be attributed to multiple reflections between trailers and vehicles. Moreover, certain

vehicles were obscured by other vehicles in front of them, hence, there was no return from

these vehicles.

In another experiment, the radar remained fixed while individual vehicles were driven in

the scene, as depicted in Fig.2.9. One car was driven away from the radar at 25 mile/hr
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(a) (b)

Figure 2.7: Envisioned use of compact FMCW radar at J-band for continuous imaging of
the surrounding of an autonomous vehicle (a) placement on vehicle and (b) configuration
using the current instrumentation radar.

Figure 2.8: Azimuth imaging of the parking lot where all objects are stationary and the
radar is moved along a straight line. Radar reflections are shown due to finite set of discrete
radar positions. Each radar position has its own color to facilitate distinction of the different
radar reflections.
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Figure 2.9: Azimuth imaging of the parking lot where a vehicle is moving at 25 mile/hr
away from the J-band radar placed at a fixed position. Radar reflections that correspond to
a single mirror rotation have the same distinct color.

speed. Since the radar beam is narrow in elevation, the car was not detected until a specific

distance after it passed the radar. In Fig.2.9, radar reflections of various mirror rotations

were given distinct colors. It can be observed that reflections are from many spots on the

vehicle, and the response spreads as it moves further. This spread is due to the increasing

spot size with distance.
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CHAPTER III

Experimental Characterization of

Multi-Polarization Radar Backscatter

Response of Vehicles at J -Band

3.1 Introduction

There are no reported studies in open literature on the nature of radar response of vehi-

cles at J-band. Specifically, sources of radar scattering from vehicles, their location and

strengths, as well as the statistical nature of the total radar return from vehicles have not

been determined. This chapter addresses the aforementioned issues by reporting on a series

of controlled polarimetric radar backscatter measurements at 222 GHz of a selected set of

vehicles. As such, the reported results are of the “discovery” type and are by no means com-

prehensive. A detailed description of the measurement approach and the experimental setup

is provided in Section 2 of this chapter. Since isolating the sources of scattering from vehi-

cles requires high-resolution capabilities in both range and cross-range, vehicles were imaged

using short-range real-aperture imaging mode and synthetic aperture radar (SAR) mode to

identify their scattering phase-centers. The measured data using both the real-aperture and

SAR imaging modes are presented in Section 3.3. The section also includes a discussion of

the radar scattering phase-centers and sources of scattering of the selected vehicles. The

statistics associated with scattering from vehicles and other observations are presented in
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Section 3.4.

3.2 Measurement Approach and Experimental Setup

Isolating the scattering phase-centers on vehicles requires having a sensor with high range

and cross-range resolutions. It is expected that the bulk of the radar return will be from

the outer surfaces of the vehicle, primarily surfaces that are facing the automotive radar.

In typical automotive radar operation, the primary scattering surfaces are the back of the

vehicle (outgoing traffic) and the front of the vehicle (incoming, or opposite traffic). There

are many fixtures on these surfaces that may contribute to the radar backscatter, such as the

taillights, bumper, hood edges, license plate and its mount, front-lights, traffic signals, Grill,

etc. The radar return from these fixtures is function of their material composition, electrical

sizes, position, and orientation relative to the radar’s line-of-sight. It has been decided in

this paper that measuring the radar backscatter response of the vehicle with resolution that

is better than 10cm × 5cm in range and azimuth resolutions, respectively, is sufficient to

isolate the scattering phase-centers on the vehicle. The instrument used in this study in

the VNA-based J-band radar introduced in Section 2.1. This system was used for imaging

vehicles in real-aperture more as described in Section 2.1.1. In addition, SAR mode was

used to create images with finer cross-range resolution.

For Outdoor SAR measurements the 222 GHz instrumentation radar was placed atop the

80 cm long precise linear stage, which was in turn installed inside a test vehicle for protection

against direct sun and wind, as shown in Fig.3.1b. The test vehicle was mounted on fixed

jacks above ground and the radar’s height above ground was set to 20 cm above the vehicle’s

bumper. This height mimics the height above ground chosen by car manufacturers to install

the 77-GHz collision warning radars on present-day vehicles. To ensure that the entire car is

illuminated by the radar beam of 6.5◦ beamwidth as the radar is moved across the synthetic

aperture (which is determined by the length of the linear stage of 80 cm), the imaged vehicle
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had to be placed 27 m away from the radar.

Radar measurements were collected along the linear stage at equally spaced points with

spacing equal to 2λ ≊2.7 mm. In effect, 297 radar measurements of the target scene were

collected and used to generate each SAR image. Corner reflectors were placed on both sides

of the vehicle at a slightly closer range to ensure that the radar is pointed at the vehicle

and that the center of the vehicle is aligned with the center of the linear stage. It should be

noted that the resolution in elevation is based on the elevational beamwidth of the radar,

which is about 45 cm at the distance to the vehicle. In addition, the resolution in azimuth

is based on the length of the synthetic aperture which translates to 3 cm in cross-range

resolution at the target’s range. Moreover, the resolution in range is based on the 2 GHz in

radar signal bandwith which translates to 7.5 cm in range resolution. Hence, the resolution

cells in the created 2-D SAR image are 3 cm × 7.5 cm in size. However, each cell stores the

response of a volume who’s dimensions are 3 cm × 7.5 cm × 45 cm. Measurements in SAR

imaging mode had to be performed at 3 to 4 different height cuts in order to examine the

entire vehicle. The experimental setup used for outdoor SAR measurements at 222 GHz is

depicted in Fig.3.1.

3.3 Radar Scattering Phase-Centers on Vehicles

The instrumentation radar was used outdoors to image stationary vehicles while operating

in real-aperture and in SAR imaging modes. Four different target vehicles are used in this

study. Table.?? lists the vehicles used along with their overall dimensions.

3.3.1 High Azimuth Resolution Images of Vehicles

Two-dimensional (2-D) high-resolution images of the target vehicles were generated using

the SAR measurement technique described in the previous section. At the measurement

stand-off range of 27 m, the image resolution was on the order of 7.5 cm in range and
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(a)

(b)

(c)

Figure 3.1: Outdoor SAR measurement setup (a) top-view of experimental setup and target
scene, (b) photographic picture of the radar installed atop a precise linear stage 20 cm above
the vehicle’s bumper inside a mini-van, and (c) equivalent resolution cells of the SAR image.
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Table 3.1: List of Target Vehicles Used in the Experimental Studies along with their Overall
Dimensions.

3-cm in cross-range (azimuth). The HH-polarized SAR images of Vehicle-1 at three different

elevation cuts are shown in Fig.3.2. These images provide accurately the location, in azimuth

and in range, of the scattering phase-centers on the vehicle at different elevational cuts. It is

observed that no significant scattering occurs from inside the passenger cabin of the vehicle.

This can be attributed to the fact that no direct signal path exists between the radar and

major structures in the vehicle’s interior, such as the steering wheel, the dashboard, and

the front-row seats, due to the low height placement of the radar compared to the vehicle’s

windows. Contrary to conventional wisdom that strong and sustained scattering over wide

angular ranges is expected from tail lights that act as corner reflectors, the actual strongest

returns came from the back of the vehicle, primarily from the trunk and bumper areas

as evident from the images in Fig.3.2. For this particular vehicle, other scattering phase-

centers occur at the two exhaust outlets, along the back of the vehicle, and other corners of

the vehicle. Since the strongest scattering is the specular reflection from the flat area around

the license plate, then strong dependence on the look angle is expected which will be further

examined in the next section.

The SAR images of Vehicle-2 are reported in Fig.3.3 and Fig.3.4 for HH- and VH- polar-

izations responses, respectively. The images show that the scattering phase-centers are due

to fixtures similar to those found in Vehicle-1. In addition, a strong backscatter response is

41



observed coming from underneath Vehicle-2. This can be clearly observed in the SAR image

of the bottom cut (see Fig.3.3(b)) about 1-m into the vehicle behind the scattering phase-

centers of the bumper/trunk region. The source of this strong backscatter response is the

rear-axle of Vehicle-2. In this configuration, the radar signal bounces off the asphalt surface

near or underneath the vehicle, backscatters from the rear-axle structure, and once again

bounces off the asphalt surface and back to the radar. Since this specular reflection off of

the asphalt surface occurs at near-grazing incidence, with the magnitude of surface reflection

coefficient approaching unity, the reflected signal remains coherent and strong backscatter

response from the axle is observed. Scattering from the bottom of the vehicle is stronger in

the case of Vehicle-2 compared to Vehicle-1 because of the larger bumper height from the

ground in the former and therefore the more exposure to the radar signal. Another exper-

iment was performed to image the front of a vehicle is shown in Fig.3.5. The image shows

major scattering due to the headlights, the Grill area, and the front bumper of the vehicle.

The asymmetry in the image, where the scattering from the headlight on one side is weaker

than the other side by about 7 dB, can be attributed to the small angular error in aligning

the vehicle with respect to the radar. This observation emphasizes the need for statistical-

based target detection, since the radar return is sensitive to the relative orientation angles

between the radar and the target vehicle, as well as other factors such as the area of the

target vehicle that is illuminated by the radar. The study of the statistical behavior of the

backscatter response of vehicles at 222 GHz is deferred to the following section.

3.3.2 Real Aperture Imaging of Vehicles

The generation of the SAR images of vehicles in the previous section has enabled the de-

tection and isolation of different scattering phase-centers along both range and cross-range

(azimuth) dimensions to within 7.5 cm and 3 cm, respectively. However, the actual posi-

tions of the scattering phase-centers in elevation are significantly lacking in accuracy due

to the coarse elevation resolution afforded by the measurement system (about 45 cm along
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(a) (b)

Figure 3.2: Processed SAR images of Vehicle-1 measured at HH-polarization: (a) photograph
of the measured side of the vehicle (backside) with illustration of the three different elevation
cuts, (b) SAR image of the three cuts represented by cloud of dots that are centered at each
cut (sizes of dots are proportional to strength of reflection to give the figure more readability).

(a) (b)

Figure 3.3: Processed SAR images of Vehicle-2 measured at HH-polarization: (a) photograph
of the measured side of the vehicle (backside) with illustration of the three different elevation
cuts, (b) SAR image of the three cuts represented by cloud of dots that are centered at each
cut (sizes of dots are proportional to strength of reflection to give the figure more readability).
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Figure 3.4: Processed SAR images of Vehicle-2 measured at VH-polarization.

Figure 3.5: Processed SAR image of the front of Vehicle-2 measured at HH-polarization.
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the elevation direction). To achieve high resolution in both azimuth and elevation, SAR

measurements over 2-D grid of spatial radar positions would be needed, which requires an

expensive infrastructure and is time consuming. The alternative approach is to perform the

real-aperture imaging of the target vehicle at a shorter range to ensure that a small radar-

spot size is illuminating the different parts of the test vehicle. In real-aperture mode, the

resolution is proportional directly to the range to the target. However, there is a minimum

range that should be maintained to allow the transmit and receive antenna beams to overlap.

This minimum range is about 10-m for the 222 GHz instrumentation radar at hand. With

the radar placed at 10-m from the target vehicle, the radar resolution is 18cm × 18cm in

both azimuth and elevation. As discussed in Section 2.1.1, the target vehicle can be 2-D

scanned in real-aperture mode at 0.5◦ angular increments. A 2-D measurement grid of 25

azimuth angles and 14 elevation angles is needed to complete the measurements. From these

measurements, a 3-D map of scattering centers on the target vehicle is generated. The po-

sition of each scattering center is calculated using radar’s height above ground, the target’s

range (derived from actual signal round-trip time), and the azimuth and elevation angles of

the radar. The 3-D position is resolved within 7.5 cm in range, and 18 cm in cross-range

(both elevation and azimuth directions). Operating in real-aperture imaging mode results

in a small size data set and shorter measurement time when compared to operating in SAR

imaging mode. The real-aperture imaging mode is also less sensitive to errors in phase due

to vibration or radar location compared to the SAR imaging mode.

Figure.3.6 shows the HH-polarized 3-D real-aperture maps of scattering phase-centers

of Vehicle-1 overlaid on a computer-aided design (CAD) model of the vehicle. The data

are projected onto the top, side, and back views of the vehicle with the strength of the

backscattered response represented in terms of both the scaled color and the size of its

corresponding dot. The radar data in the 3-D maps have been calibrated against the response

of a 2-inch metallic sphere that is measured at the same range. It is evident from Fig.3.6

that –similar to what was observed in the SAR images- the strongest return comes from the
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back of the vehicle; primarily from the trunk and bumper area. Similar scattering strengths

of the SAR images are observed here, but with more accurate determination of the source

of scattering in elevation. For example, radar backscatter responses of the exhaust outlets

were isolated from the backscatter response of the bumper (was not possible to isolate in

elevation when the SAR imaging mode was used). This of course is achieved at the expense of

degraded azimuth resolution (18 cm for real-aperture as opposed to 3 cm for SAR imaging

mode). Another observation worth noting is the backscatter response occurring from the

bottom of the vehicle as shown in Fig.3.6(d). These radar returns appear only when the

real-aperture radar (with 18 cm radar spot size) was pointed at the asphalt surface before

or underneath the vehicle’s bumper. These radar returns disappear when the vehicle is

removed, suggesting that the cause of these radar returns is not deep within the asphalt

surface (skin depth of asphalt is on the order of fraction of millimeter at 222 GHz), rather it

is due to the radar signal bouncing off of the asphalt surface and reflecting from the bottom

structures of the vehicle. This confirms the similar observations noted earlier in the SAR

images.

The resulting map for the same vehicle, Vehicle-1, measured using VH-polarization is

shown in Fig.3.7. It is observed that different major scattering phase-centers are observed

for the cross-polarized returns when compared to the co-polarized case. For example, the

strongest depolarization in Vehicle-1 is due to the two exhaust outlets with depolarization of

about -9 dB. The scattering maps for Vehicles-2, -3, and -4, are reported in Fig.3.8 through

Fig.3.10, respectively, for both HH- and VH-polarizations. It can be concluded from these

figures that a major reflection always comes from the trunk and around the license plate areas,

but many different weaker reflections are observed due to other fixtures on the vehicles. On

the other hand, the results reveal distinct contrast between cross-polarization signatures of

the different vehicles.

Another test was performed to observe the impact of the radar look angle on the strength

and distribution of the scattering phase-centers. In this experiment, the angle between the

46



Figure 3.6: The scattering map of Vehicle-1 at HH-polarization (a) photo of the vehicle, (b)
back view (c) top view, and (d) side view.

Figure 3.7: The scattering map of Vehicle-1 at VH-polarization (a) back view, and (b) side
view.
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Figure 3.8: The scattering map of Vehicle-2 at (a) HH-polarization, and (b) VH-polarization.

Figure 3.9: The scattering map of Vehicle-3 at (a) HH-polarization, and (b) VH-polarization.

Figure 3.10: The scattering map of Vehicle-4 (a) HH-polarization, and (b) VH-polarization.
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Figure 3.11: The scattering centers on Vehicle-3 when the vehicle is oriented at 30◦ relative
to the radar (a) photo of the vehicle with signs on the scattering centers, (b) the scattering
map measured using HH-polarization.

radar look direction in azimuth and the normal to the back of target Vehicle-3 was set to 30◦

as shown in Fig.3.11. The resulting real-aperture radar map in Fig.3.11 shows completely

different scattering centers as a result of changing the vehicle orientation with respect to the

radar when compared to the data for the same vehicle measured at 0◦ look angle (shown

in Fig.3.9). The dominant scattering center when the look angle was set to 0◦ was at the

license plate area (as shown in Fig.3.9). However, the scattering phase center moved to

the corner of the vehicle when the look angle was set to 30◦ (as shown in Fig.3.11). In

addition, radar returns from other parts of the vehicle such as the side mirror and door-

handles were observed when the look angle was set to 30◦ that would have been shadowed

by the back of the vehicles otherwise. It is expected that vehicles in different lanes or at

different orientations to present different scattering centers depending on the look angle.

3.4 Statistics of Radar Backscattering Response of Ve-

hicles

The high-resolution SAR images of vehicles that were reported in the previous section (e.g.

Fig.3.2) indicate the presence of scattering phase-centers with strong radar backscatter re-

sponses. These centers are located primarily on the outer surface of the vehicle. The strength
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of the backscatter response of a given scattering phase-center depends on its dimensions,

shape, material composition, and the relative orientation angle between fixtures comprising

this scattering phase-center and the radar’s line-of-sight direction. The large dimensions of

some of these fixtures compared to the signal wavelength at 222 GHz (1.35 mm) makes their

backscatter response strongly-dependent on the local incidence angle. The high-resolution

images also reveal that in addition to the few scattering phase-centers with strong backscat-

ter response, there are many more scattering phase-centers with weak backscatter response.

In a realistic traffic scene scenario, whereby a real-aperture radar is used to scan the traffic

scene, the received radar signal at any instant of time is the coherent sum of the scattered

fields from all scattering phase-centers (both weak and strong) on the vehicle that have been

illuminated by the radar. The radar cross-section at a given range-bin, σ, can be expressed

as

σ (θaz) =4π |stotal (θaz)|2

=4π
∣∣∣∑

m
sm (θaz) e

j2kok̂i(θaz)·rm
∣∣∣2 (1)

here sm is the strength of the scattered field from the m-th scattering phase-center, rm is

a vector representing the location of the center, k̂i is a unit vector describing the direction of

propagation of the radar signal, ko is the propagation constant, and θaz is the angle in azimuth

between k̂i and the normal to the vehicle’s surface n̂. It is expected that for any given target

vehicle, the radar backscatter response will fluctuate randomly as the relative orientation

angle (θaz) between the target vehicle and the radar’s line-of-sight is varied. A cartoon

sketch of phase-centers on the back of a vehicle being illuminated by a plane wave is shown

in Fig.3.12. Changes in the local incidence angle θaz results in fluctuations in the strength of

the radar backscattered fields from the different scattering phase-centers (sm (θaz)) as well

as changes in the phase angles of the scattered fields from the different phase-centers due
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Figure 3.12: Cartoon sketch of scattering phase-centers randomly located on the back of
a vehicle being illuminated by an incident plane wave at a relative angle θaz from normal
incidence (different colors represent different scattering strengths levels).

to changes in the relative distances between the radar and the phase-centers. While the

reflected radar signal from a vehicle may appear to be randomly fluctuating as the relative

orientation angle of the vehicle is changed, the statistics of this signal are not random and

they depend on the vehicle’s physical and scattering properties. As a result, the statistics of

the total backscattered response of the vehicle is important for detection and classification.

In this study, the radar backscatter statistics of target vehicles is examined for two distinct

traffic scenarios: 1- fully illuminated vehicle, and 2- partially-illuminated vehicle as depicted

in Fig.3.13. In the fully-illuminated scenario, the entire vehicle is enclosed by the radar

beam. Typically, this is the case when the radar is operating at mid to long-range from

the vehicle. In the partially-illuminated scenario, the radar beam is only illuminating a

small portion of the vehicle, which is the case when the distance between the radar and the

vehicle is small. In this case, only few scattering phase-centers may contribute to the radar

backscatter response.
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Figure 3.13: Selected road scene scenarios: fully-illuminated and partially-illuminated target
vehicle by the radar’s antenna beam. Scattering phase-centers are displayed as colored dots.
Their color and placement in this figure are just to illustrate the concept and do not reflect
an actual measurement.

3.4.1 Commonly Used Statistical RCS Models

Commonly used probability density functions (PDF) for describing RCS fluctuations include

the Exponential, Rician, Lognormal, Weibull, Chi-square, and the K-distribution PDFs [85].

The exponential PDF has been used successfully to model the RCS statistics of random,

uniformly distributed clutter, such as road surfaces, grass fields, snow, etc. [86]. For this

type of clutter, the radar return is due to scattering from a large number of scatterers

with comparable scattering strength but with random locations. When the amplitude of the

scattered field (as opposed to its power) is detected for the same ensemble of randomly located

scatterers, the resulting statistics follow the Rayleigh PDF. Historically, these scatterers have

been referred to as Rayleigh scatterers [87]. The other PDFs (e.g. Rician, Weibull, and K-

distribution) have been used to model the RCS statistics of complex targets. These targets

consist of a constant dominant scatterer and a collection of weak Rayleigh scatterers. Sea

echo statistics as well as some land clutter have been modeled using these PDFs [85, 86, 87].

In the case of scattering from vehicles, it was shown in previous section that major specular
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reflections are observed (which are very sensitive to the relative look angle) and other weaker,

yet considerable reflections, are present too. Therefore, the aforementioned PDFs have been

considered in this investigation for modeling the RCS statistics of the measured vehicles. Of

particular interest is the Weibull and K-distribution, as they have shown to provide best fits

to data.

The PDF of Weibull distribution is given by:

f (x; β, λ) =
β

λ

(x
λ

)β−1

e−(
x
λ)

β

x ≥ 0 (2)

where β is the shape parameter and λ is a scaling factor. The exponential distribution

is a special case of the Weibull distribution when β=1. It has been reported that for many

types of clutter, best fit between the Weibull distribution and measured data occurs for β

ranging between 0.3 and 1.0 [85]. Figure.3.14 shows a plot of Weibull PDF function for three

different values of β.

As mentioned earlier, the K-distribution has been used for a long time to represent the

statistics of radar scattering from ocean waves and other random medias [88, 89]. The PDF

of K-distribution has close resemblance to Weibull distribution but it requires more involved

computations. The PDF of K-distribution is given by

g (x;α, λ) =
4√

λΓ (α)

(
x√
λ

)α

Kα−1

(
2x√
λ

)
x ≥ 0, (3)

where α is the shape parameter, λ is some scaling factor, Γ(·) is the gamma function and

Kα−1(·) is the modified Bessel function of the second kind and the (α− 1)th order. In order

to identify the PDF that best fits the data, the Kolmogorov-Smirnov (KS) test is used to

measure the goodness-of-fit. The KS test is a measure of the distance between the Empirical

Cumulative Density Function (ECDF) of the measured data and the Cumulative Density

Function (CDF) of the proposed PDF with best fitting parameters [90]. To find the best

fitting parameters, the maximum likelihood estimation is used. The PDF with smallest KS
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Figure 3.14: The PDF function of Weibull distribution for three different values of β.

statistic is considered as the best fitting PDF [91].

3.4.2 Statistical Model of Fully-illuminated Vehicles

As mentioned before, the instrumentation radar illuminated the entire vehicle all the time

as it was translated over the linear stage during the SAR measurements. This resulted in

a large data set of fully-illuminated vehicles that can be used to extract the PDF. Here,

the data is re-purposed (no SAR image formation is performed on the data) and used as

real-aperture data. The collected data at each position are treated as independent samples

and the PDF is calculated after isolating the response of the vehicle from other signals using

an appropriate software range-gating. The aspect angle of all measurements is small and

is within ±1◦. As was shown in Section 3.3, the back of the vehicle is responsible for the

observed strong return. It was also shown that other significant response that is delayed in

range can be attributed to signals reflecting from underneath the car (axle) after bouncing

off by the road surface. This response alters in strength form vehicle to vehicle and may

not show up in the measured response. This reflection is expected to impact the statistical

54



response and therefore in order to study the effect of this reflection, the statistics for different

height levels of the vehicle are treated separately. Fig.3.15 shows a comparison between the

ECDF of the measured RCS with the standard fitted CDF functions for K-, Weibull, and

Lognormal distributions. The used data is for the middle height cut of Vehicle-2 at HH-

polarization (see Fig.3.3). The CDFs for both K- and Weibull distributions provide good fit

for the data. However, it was found for other data sets that the fluctuations in RCS data

follow the Lognormal or Exponential distributions more closely. The comparison between

how well do these PDF functions match the measured data is performed by calculating the

KS statistic for every proposed PDF that is found to have similar shape to the measured

data. The computed KS values for the Weibull, K-, and Lognormal distributions in Fig.3.15

are 0.03104, 0.03159, and 0.03669, respectively, where the value KS = 0 corresponds to a

perfect fit. A complete study of the goodness-of-fit for the Gamma, Weibull, K-, Lognormal

and Exponential distributions has been conducted on the available measurement data. The

results show that Weibull provides better fit as the scattering from underneath the vehicle

increases (in the bottom cut measurements). It should also be noted that the best fit for the

measured data using the Weibull distribution is obtained when β is in the range 0.89 ∼ 0.99

as listed in Table.3.2. On the other hand, the best fit of the K-distribution to the measured

data is when α is in the range 0.45 ∼ 0.51. In conclusion, even though other distributions

seem to provide good fit in some cases, Weibull distribution provides more robust fit for

different cuts of the vehicle and with less sensitivity to the source of the backscattering.

3.4.3 Statistical Model of Partially-illuminated Vehicles

A narrow beam scanning radar operating at close range from a vehicle will illuminate a

portion of the vehicle at any instant of time, as depicted in Fig.3.13. As a result, the

vehicle’s radar response will be observed over a wide angular scan in azimuth. Furthermore,

it is expected that the statistics of the measured signals over wide variation of the aspect angle

will no longer be dominated by the specular reflections off of the vehicle surface, and therefore
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Figure 3.15: Comparison between the ECDF of the measured RCS with the standard CDF
functions for different distributions.

Table 3.2: The shape parameter β for the best fit of Weibull PDF to the measured data
(fully illuminated vehicle).

different RCS statistics are expected. The real-aperture data reported in Section 3.3.2, are

used to generate the RCS statistics. Upon comparing the ECDF of the measured RCS of

partially-illuminated vehicles with the CDFs of the Gamma, Weibull, K-, and Lognormal

distributions using theKS statistic, it was determined that the Weibull distribution provides

the best fit to the measured data. In addition, this best fit was achieved at β values between

0.31 and 0.36 in co-polarization case and between 0.39 and 0.5 in the cross-polarization case
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as listed in Table.3.3.

It can be concluded that the statistics of the RCS of both the fully-illuminated and the

partially-illuminated vehicles can be characterized as being Weibull-distributed, albeit with

significantly different values of the shape parameter β.

As expressed in (1), the total received radar signal is the coherent sum of the scattered

fields from all scattering phase-centers illuminated by the radar. It is expected that as the

illuminated area of the vehicle is increased, more scattering phase-centers will contribute

to the total radar response and as the number of phase-centers becomes large (e.g. case of

fully-illuminated vehicle), the statistics of the RCS will approach that of the Exponential

distribution (or equivalently the Weibull distribution with β set to 1). This observation

suggests that the statistics of RCS, for cases where the illuminated area of the vehicle is

larger than 18 cm × 18 cm, can be derived from the statistics of the partially-illuminated

case, which was shown to follow the Weibull distribution with β approx0.3. Let the RCS of

a wide-area illuminated vehicle be F̃w. Then, F̃w can be expressed as

F̃w =

∣∣∣∣∣
M∑
m=1

√
F̃p(m)ejϕ̃(m)

∣∣∣∣∣
2

(4)

where F̃p is the RCS of the partially-illuminated case (Weibull distributed with β ≈ 0.3),

ϕ̃ is uniformly distributed random phase, M is the number of partially-illuminated areas

Ap within the total illuminated area Aw (i.e. M = Aw/Ap). To test the proposed model

proposed in (4), the RCS statistics of the fully-illuminated vehicle case were calculated.

Here F̃p was set as random variable following Weibull distribution with β = 0.33. The

full-illumination case when predicted from the partial-illumination resulted in F̃w that had

Weibull distribution with β in the range 0.88 ∼ 1.0, which is consistent with the experimental

observations reported in Section 3.4.2. Figure3.16 shows the predicted ECDF resulting from

1000 trials while using M = 35 (the ratio of the full-illumination to the partial-illumination

areas) along with the theoretical CDF of the Weibull distribution with β = 0.918. The result
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Table 3.3: The shape parameter β for the best fit of the Weibull PDF to the measured data
(partially-illuminated vehicle).

shows that the statistical model of the fully-illuminated vehicle was accurately predicted

using the model of partially-illuminated vehicle. Based on this result, the statistical model

of any size illumination can be predicted. Similar simulation experiment has been performed

for different illuminations in order to predict the shape parameter of the statistical model as

the illumination size varies and the result is shown in Fig.3.17.

3.5 Conclusion

The phenomenology of polarimetric radar backscatter from vehicles was investigated at 222

GHz. Specific attention was devoted to the identifying sources of scattering from vehicles

at this frequency along with the statistical properties of the backscattered return. High

resolution outdoor measurements of stationary vehicles were performed using the synthetic

aperture radar imaging technique. Additional complimentary measurements of the same

targets were performed at close range and 3-D images were constructed with the radar

operating in real-aperture mode. A fully polarimetric instrumentation radar operating at

222 GHz was successfully adapted for SAR imaging. It enabled 2-D imaging of vehicles with

7.5 cm × 3 cm in range and cross-range resolution. It was found that the major scattering is
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Figure 3.16: Comparison between the predicted ECDF using (4) with the standard CDF of
Weibull function with β = 0.918. The fit is with KS = 0.0279.

Figure 3.17: The estimated shape parameter (β) of the Weibull distribution as the statistical
model of scattering from vehicles at different illumination sizes.
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from a limited number of strong scattering phase-centers whose location and strength varied

based on both polarization and relative look angle. Most of the scattering is from the outer

surfaces of the vehicles facing the radar, and some scattering appears to be from the bottom

surface of the vehicle after it undergoes specular reflections off of the road surface. In the

experiments reported in this chapter, no scattering from the interior of vehicles was observed.

For the co-polarized response, specular reflections were dominating and therefore they were

sensitive to the relative look angle. At near 0◦ look-angle the scattering phase-centers were

almost the same for all vehicles that were examined. However, they were different from one

vehicle to another for the cross-polarized case. The statistics associated with scattering from

vehicles are function of both the relative look angle and the illuminated area of the vehicle

at any instant of time. However, it was found that the Weibull distribution was able to fit

the measured data in most cases with a shape parameter that varies with the illuminated

spot size of the vehicle. The results should provide useful information for the designers of

radar sensors for autonomous vehicles at higher MMW frequencies.
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CHAPTER IV

Road Surfaces Response to Automotive

Radars Operating at Sub-Millimeter Wave

Frequencies

4.1 Introduction

The radar function goes beyond detecting a target and measuring its distance to estimating

the target’s speed based on the frequency Doppler shift, recognizing some targets based on

previously known specified features, and in some circumstances determining target qualities

such as orientation. The knowledge required to phenomenologically examine and model

common objects requires a thorough examination and modeling of these targets. Vehicles

are the most obvious targets, as they must be identified, located, and assessed for qualities

such as speed, orientation, and space occupied. The previous chapter was dedicated for this

target class. The work presented in the this chapter focuses on the reflections from common

surfaces encountered in road environments. When a specific object is to be detected or

observed, the signal reflected by these surfaces is sometimes considered background clutter.

As a result, the expected level of radar signal from these surfaces is critical. Furthermore,

the signals from these surfaces provide extremely useful information for safely navigating

the road. Asphalt in both new and old weathered conditions, concrete, dirt roads, and short

grass are among the surfaces investigated in this study. And some of these surfaces were
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measured in both dry and wet conditions, as well as when they were covered in snow or

ice. The radar sensor would be able to map the road, identify its lanes and boundaries,

and detect any changes in the way to avoid debris, defects, or slippery places provided each

surface and case were precisely characterized.

Even though surfaces of the same type may have minor variations due to aging, weather

conditions, or construction procedures, they rarely alter dramatically. Some of the physical

characteristics that influence the response must be recognized, either through theoretical

understanding or through comprehensive measurements. This will enable the development

of a model that takes these variations into account and is thus relevant to all surfaces

with similar physical features. Many studies on the use of radars in road assessment and

recognition rely solely on statistical and machine learning methods [76, 77, 78, 79, 80, 81].

Not only are these methods computationally intensive, but they also lack assurance, making

decisions based on a single sensor unreliable. This research should result in a solid theoretical

knowledge of radar backscattering from road surfaces, as well as a numerical method for

estimating the response to a high level of reliability.

This chapter begins with the theoretical principles of radar backscattering, which will be

based on theories that was found to be the most accurate in describing the scattering at this

frequency. The measurements efforts, as well as the systems employed in this investigation,

will be explained in Section 4.3. Algorithms, signal processing approaches, and calibration

procedures will all be discussed as well. Then, the experimental results along with the

modeling of various surfaces, in dry, wet or icy conditions, will be presented in sections 4.4

and 4.5.

4.2 Theoretical Models

Radars looking at the road ahead of the vehicle observe some backscattered signals from the

road surface. This backscattered signal depends on numerous factors, such as surface rough-
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ness and density. Some of the radar signals might also penetrate the surface and scatter back

due to the inhomogeneity of the material (asphalt or concrete). Volume scattering is the term

used to describe radar scattering caused by propagation in inhomogeneous material. Surface

scattering, on the other hand, refers to the scattering at the interface between two mediums.

As opposed to planner interfaces where reflections only in the forward direction occur, when

the interface has some irregularities, scattering in all directions might be encountered. In

the following subsections, models for both types of scattering will be discussed.

4.2.1 Volume scattering

An inhomogeneous medium is composed of more than one material with different dielectric

constants. Such medium can be considered a homogeneous medium with a single effective

dielectric constant that contains some particles with different dielectric constants [83]. Ex-

amples of such medium are asphalt, concrete and snow. Many factors determine the radar

scattering by a non-homogeneous medium. The size of the particles relative to the wave-

length, their shape, orientation, density and distribution as well as the dielectric constant of

each are all determining factors. Many studies have attempted to model the backscattering

based on theoretical principles linked to these characteristics. And because of the complexity

of practical problems solutions are usually based on some assumptions and approximations.

One common approximation is the assumption of simple shapes for the particles, usually

spherical, which holds quiet well when the particles are much smaller than the wavelength.

Another assumption that simplifies problems is assuming no correlation between the particles

and their positions, allowing the addition of their scattered power independently. Some of

these solutions are based on the field equations and they involve Born approximation [92, 93].

This approach assumes one intact medium with fluctuations in the dielectric constant. The

assumption of a spherical shape would greatly simplify the problem. However when the

size become comparable with the wavelength this does not hold. Also, the assumption of

spherical shapes cannot explain any depolarization unless solved for higher orders, which
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will further complicates the problem [94, 95]. Another theory that has been been used suc-

cessfully in modeling volume scattering of different mediums is the radiative transfer (RT)

theory [96, 97, 98, 99, 100]. The absence of correlation between different scatterers inside

the medium usually is assumed in the mentioned works. And the majority of the research

attempts to formulate the scattering in terms of the physical characteristics of the scatterers.

This simplification would not be applicable to applications in the higher frequency range.

Other empirical approaches are based on either measurements or numerical simulations were

also used in many applications [101, 102, 103]. A method that combines the two approaches,

has also been used especially when the numerical approximation restrictions and computa-

tional capabilities are exceeded, as is the case at higher MMW frequencies. This method

was used successfully to model scattering from both road surfaces in [71, 72, 104] and snow

in [105, 106, 107, 108, 109]. These studies employed the radiative transfer theory to cre-

ate their models, but instead of relating the model inputs to the physical and statistical

parameters of the medium, measurements were used to obtain such parameters. This last

approach will be adopted in this study to model the backscattering response from various

surfaces in this paper. The advantage of this method is that it does not require precise phys-

ical dimensions, and it does not assume that the particles are significantly smaller than the

wavelength. However the characterization could be susceptible to any measurement errors

and hence verification and close attention is necessary.

The vector radiative transfer equation is

d

ds
I(ŝ, r) = −κI(ŝ, r) +

∫∫
4π

P (ŝ, ŝ′) I(ŝ′, r) dΩ′ (4.1)

where I(ŝ, r) is Stokes vector defined at r and propagating in the direction ŝ. I is a

4 × 1 vector whose components are: Iv = |Ev|2/η, Ih = |Eh|2/η, U = 2ℜ(EvE∗
h)/η, V =

2ℑ(EvE∗
h)/η, where E is the electric field, subscripts v and h stand for horizontal and vertical

polarizations, respectively. κ is the extinction matrix, which accounts for intensity decays

due to scattering and absorption (κ = κs + κa). The assumption of an isotropic medium
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where no specific orientation has higher extinction rate reduces the extinction matrix to

a scalar factor κ. This assumption is valid given the statistical symmetry of the medium

[71]. The phase matrix P (ŝ, ŝ′) is a 4× 4 matrix that relates the scattered intensities from

all directions ŝ′ to the direction ŝ. Basically, the radiatve transfer equation states that the

intensity goes under a decay by absorption and scattering of the material where it propagates

through, and it gains some power that is scattered toward the direction where it propagates.

The problem of interest is depicted in Fig. 4.1, where the incident and scattered specific

intensities are defined in region-0 (z > d), a thin layer of a homogeneous medium occupies

region-1 (0 < z < d), and the random medium is the semi-infinite region-2. The middle layer

is added to represent water or ice if present, and will be used to model any surface irregularity.

The RT equation needs to be solved for a downward directed specific intensity along ŝ− (with

ds− = dz/ cos(π− θ) = −dz/ψ), which starts with the incident field in the upper half space,

and for an upward going specific intensity along ŝ+ ( with ds+ = dz/ cos θ = dz/ψ), which

subsequently will lead to the scattered field. ψ = cos θ. With this definition the limits of θ

should be 0 to π/2. Also dψ = − sin θ dθ with ψ’s limits are 1 to 0. Therefore the upward

and downward equations become:

d

dz
I+(ψ, ϕ, z) = −κ

ψ
I+(ψ, ϕ, z) + F+(ψ, ϕ, z) (4.2)

− d

dz
I−(−ψ, ϕ, z) = −κ

ψ
I−(−ψ, ϕ, z) + F−(−ψ, ϕ, z) (4.3)

where F+(ψ, ϕ, z) and F−(−ψ, ϕ, z) are the directing functions for both upward and down-

ward intensities defined as
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Figure 4.1: Illustration for the problem of volume scattering. Incident and scattered intensi-
ties are defined in region-0. The random medium is the bottom semi-infinite region-2. And
the two regions are separated by a thin layer of a homogeneous medium of thickness d.

F+(ψ, ϕ, z) =
1

ψ

∫ 2π

0

∫ 1

0

[P (ψ, ϕ;ψ′, ϕ′) I+(ψ′, ϕ′, z)

+ P (ψ, ϕ;−ψ′, ϕ′) I−(−ψ′, ϕ′, z) ] dψ′dϕ′ (4.4)

and −F−(−ψ, ϕ, z) has a similar form as (4.4) with replacing ψ by −ψ.

Without going through the detailed steps, the solution to these integro-differential equa-

tions can be found by multiplying (4.2) and (4.3) when in terms of z′ by eκz
′/ψ and e−κz

′/ψ,

respectively, collecting the terms with I ′s to represent the derivative of I multiplied by the

exponent, and then integrating with respect to z′ from −∞ to z for the upward equation

and from z to 0 for the downward equation to find the solutions:

I+(ψ, ϕ, z) =

∫ z

−∞
e−κ(z−z

′)/ψ F+(ψ, ϕ, z′) dz′ (4.5)
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I−(−ψ, ϕ, z) = eκz/ψ I−(−ψ, ϕ, 0) +

∫ 0

z

eκ(z−z
′)/ψ F−(−ψ, ϕ, z′) dz′ (4.6)

the first order solution representing single scattering is the dominant and sufficient to repre-

sent the scattering. Giving this, the second term on the right side of (4.6) is ignored as with

single scattering only the one global incident intensity is the local incident intensity, that is

giving raise to one scattered intensity component per direction. Also, Only the second term

inside the integral of (4.4) is attained, and by substituting (4.6) in (4.4) and then (4.4) in

(4.5), we get the first order solution:

I+(ψ, ϕ, z) =

∫ z

−∞
e−κ(z−z

′)/ψ 1

ψ
·∫ 2π

0

∫ 1

0

P (ψ, ϕ;−ψ′, ϕ′) eκz
′/ψ′

I−(−ψ′, ϕ′, 0) dψ′dϕ′ dz′

(4.7)

All the variables and equations above are defined in the non-homogeneous random medium

(region-2), while the incident and scattered fields are defined in air (medium-0). Therefore,

the problem should be subject to some boundary conditions at z = 0 (Fig. 4.1). Region-2

is assumed to be semi-infinite with no bottom boundary which is justified by the relatively

small penetration depth at high frequencies. The boundary conditions to be satisfied at the

interface are [110] (subscripts will be omitted for quantities in medium-2 while attained for

those i medium-0):

I−(−ψ, ϕ, 0−) = T 02(ψ0) I
i
0(−ψ0, ϕ, 0

+) = T 02(ψ0) I
i
0 δ(ψ0 − ψ0i) δ(ϕ0 − ϕ0i) (4.8)
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Is0(ψ0, ϕ, 0
+) = T 20(ψ) I

+(ψ, ϕ, 0−) (4.9)

where T in the transmissivity matrix of a layered media. Using these boundary conditions

in (4.7) at z = 0 yields:

Is0(ψ0, ϕ, 0
+) = T 20(ψ)

∫ 0

−∞
eκz

′/ψ 1

ψ

∫ 2π

0

∫ 1

0

P (ψ, ϕ;−ψ′, ϕ′)eκz
′/ψ′

T 02(ψ
′
0) I

i
0

δ(ψ′
0 − ψ′

0i) δ(ϕ
′
0 − ϕ′

0i) dψ
′dϕ′ dz′

(4.10)

In order to preform the integration, all arguments should match the integration variable.

ψ0 is the absolute independent variable, and ψ is determined from Snell’s law. ϕ = ϕ0.

√
ϵ sin θ =

√
ϵ0 sin θ0 and

√
ϵ cos θ dθ/dθ0 =

√
ϵ0 cos θ0 and multiplying each side by its

correspondent one in Snell’s law:
√
ϵ cos θ

√
ϵ sin θ dθ =

√
ϵ0 cos θ0

√
ϵ0 sin θ0 dθ0 or ϵ ψ dψ =

ϵ0 ψ0 dψ0.

Is0(ψ0, ϕ, 0
+) = T 20(ψ)

∫ 0

−∞
eκz

′/ψ 1

ψ

∫ 2π

0

∫ 1

0

P (ψ, ϕ;−ψ(ψ′
0), ϕ

′
0) e

κz′/ψ(ψ′
0) T 02(ψ

′
0) I

i
0

δ(ψ′
0 − ψ0i) δ(ϕ

′
0 − ϕ0i)

ϵ0 ψ
′
0

ϵ ψ(ψ′
0)

′ dψ
′
0dϕ

′
0 dz

′

= T 20(ψ)

∫ 0

−∞
eκz

′/ψ 1

ψ
P (ψ, ϕ;−ψi, ϕi) eκz

′/ψiT 02(ψ0i) I
i
0

ϵ0 ψ0i

ϵ ψi
dz′

= T 20(ψ)
ϵ0 ψ0i

ϵ ψi

1/ψ

1/ψ + 1/ψi

1

κ
· P (ψ, ϕ;−ψi, ϕi)T 02(ψ0i) I

i
0

(4.11)

The case of interest is for backscattering where ψ = ψi = cos θi, ψ0 = ψ0i = cos θ0i, and
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ϕ = ϕi + π. And the intensity becomes independnt of z in the lossless upper half and hence

the backscattered intensity becomes:

Is0(ψ0i, ϕi + π) =
ϵ0
ϵ

ψ0i

ψi

1

2κ
T 20(ψi)P (ψi, ϕi + π;−ψi, ϕi)T 02(ψ0i) I

i
0 (4.12)

The phase matrix in the backscattering direction with the assumption of a statistically

symmetric random medium takes the following form [106]:

P (ψi, ϕi + π;−ψi, ϕi) =



p1 p2 0 0

p2 p1 0 0

0 0 p3 + p2 −p4

0 0 p4 p3 − p2


(4.13)

The entries to the phase matrix can be determined experimentally as it was done in [106].

The transmissivity matrix takes the following form [111]:

T 02 =
ϵ2µ2η0 cos θ2
ϵ0µ0η2 cos θ0



|th02|2 0 0 0

0 |tv02|2 0 0

0 0 ℜ(tv02th∗02) −ℑ(tv02th∗02)

0 0 ℑ(tv02th∗02) ℜ(tv02th∗02)


(4.14)

tv02 and th02 are the filed transmission coefficients through a layered media for v- and h-

polarizations. The transmissivity in the upward direction T 20 has the same form as in (4.14)

with interchanging the subscripts.

The radar scattering coefficient in terms of the incident and scattered intensities for

backscattering case is given by [94]:

σ0
pq(θ0i, ϕi + π; π − θ0i, ϕi) =

4π cos θ0i I
s
0,p(θ0i, ϕi + π)

I i0,q(π − θ0i, ϕi)
(4.15)
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for an incidence q and scattered p polarizations. Substituting (4.14) and (4.14) into (4.12)

and then using (4.15) the basckscattering coefficients are with omitting the subscripts for

incidence are retaining those fir region from now on:

σ0
vv = 4π

ϵ0
ϵ2

cos2 θ0
cos θ2

|tv20|2 |tv02|2
p1
2κ

(4.16)

σ0
vh = 4π

ϵ0
ϵ2

cos2 θ0
cos θ2

|tv20|2 |th02|2
p2
2κ

(4.17)

σ0
hh = 4π

ϵ0
ϵ2

cos2 θ0
cos θ2

|th20|2 |th02|2
p1
2κ

(4.18)

The two factors p1/κ and p2/κ are the phase element normalized to the extinction coefficient

which can be determined experimentally. These two factor are independent of the incidence

angle and the single angle measurement is sufficient to calculate the scattering coefficient in

all angle for backscattering setting.

4.2.2 Surface scattering

When the interface between two mediums becomes rough, another type of scattering should

be accounted for, namely the surface scattering. Many efforts have been devoted to charac-

terizing the surface scattering from many surfaces whether they were based on analytical,

empirical or numerical approaches. Analytical approaches are very useful since they are

not susceptible to measurements and simulation errors, however they usually involve some

approximation to mediate the mathematical complexity. These approximations limit the

validity to a specific range of problems. One of the classical solution is based on the small

perturbation method which provide solutions in the low frequency region (or for lightly irreg-

ular surfaces). Another classical approach for rougher surfaces is Kirchhoff method [112, 113].
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Another approach that came decades after to bridge the gap between these two methods was

introduced in [114]. This approach is usually referred to as the integral equation method

(IEM). The IEM can be thought of an extension to Kirchhoff method that accounts for some

scattering components that otherwise neglected at high frequency regions. Although these

models are not simple in their final forms, this still have wide range of applicability, some

times beyond the proposed regions by the developers. Empirical models on the other hand

provide simpler forms for engineers and researchers to compute, but their applicability region

is rather narrow. An example of such empirical models can be found in [115]. This model

was developed for incidence angles below 70o and worked at our frequency as reported in

[70]. However for angles beyond 70o another model that was developed at a lower MMW

frequency [86] failed to model the data at our frequency range. Therefore and involved

theoretical model such as the IEM is chosen to characterize the surface scattering.

The integral equation method as suggested by its name is a mathematical solution to the

well known Stratton-Chu integral. The integral relates the scattered filed to the incident

field by:

Es
qp =

−jk
4πR

e−jkr
∫∫

q̂ ·
[
− k̂i ×

(
n̂×Ep

)
+ η

(
n̂×Hp

)]
e−jki.r ds (4.19)

where Es
qp is the scattered q-polarized electric field due to a p-polarized incident field. The

details of the solution are well outlined in [114] and [116], and the final forms of the scattering

coefficients for vv- and hh-polarization are:

σopp =
k2

2
e−2s2k2z

∞∑
n=1

s2n
∣∣Inpp∣∣2 W n(−2kx, 0)

n!
(4.20)

where

Inpp = (2kz)
nfpp e

−s2k2z +
knz
2

[
Fpp(−kx, 0) + Fpp(kx, 0)

]
(4.21)

and W n is the Fourier transform of the nth power of the surface correlation function ρn(x, y)
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W n(ksx − kx, ksy − ky) =
1

2π

∫∫
ρn(x, y) ej(ksx−kx)x+j(ksy−ky)y dx dy (4.22)

and the factors Fpp and fpp are given by the formulas:

fvv = 2 rv/ cos θ0 (4.23)

fhh = −2 rh/ cos θ0 (4.24)

Fvv(−kx, 0) + Fvv(kx, 0) =
2 sin2 θ0 (1 + rv)2

cos θ0

·
[(
1− 1

ϵr

)
+
µrϵr − sin2 θ0 − ϵr cos

2 θ0
ϵ2r cos

2 θ0

]
(4.25)

Fhh(−kx, 0) + Fhh(kx, 0) = −2 sin2 θ0 (1 + rh)2

cos θ0

·
[(
1− 1

µr

)
+
µrϵr − sin2 θ0 − µr cos

2 θ0
µ2
r cos

2 θ0

]
(4.26)

rv is the Fresnel magnetic reflection coefficient for vertical (TM) polarization, and rh is

the Fresnel electric reflection coefficient for horizontal (TE) polarization. For the vertical

polarization the difference between the magnetic and electric coefficient is a minus sign which

will be refereed to later.

The above solution considers only single scattering. multiple scatterings is negligible when

compared to single scattering for co-polarization and hence does not need to be computed.

Depolarization however is observed only when more than one bounce by the surface facests

occur. Another formula that accounts for multiple scattering is
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σovh =
k2

16π
e−2s2k2z

∞∑
n=1

∞∑
m=1

(
s2k2z

)n+m
n!m!

·
∫∫ [∣∣Fvh(u, v)∣∣2 + Fvh(u, v)F

∗
vh(−u,−v)

]
·Wm(u− kx, v)W

n(u+ kx, v) du dv (4.27)

Even though the summations are infinite, a sum up to 4 should be sufficient. σovh = σohv.

And the factor Fvh(u, v) is determined by:

Fvh(u, v) =
u v

k0 cos θ0

[
−

[(
1− rx

)
/w0 −

(
1 + rx

)
µ1/w1

] (
1 + rx

)
+ 2

[(
1− rx

)
/w0 −

(
1 + rx

)
/w1

] (
1− rx

)
−

[(
1− rx

)
/w0 −

(
1 + rx

)
/(ϵ1w1)

] (
1 + rx

)
−

[(
1 + rx

)
/w0 −

(
1− rx

)
ϵ1/w1

] (
1− rx

)
+ 2

[(
1 + rx

)
/w0 −

(
1− rx

)
/w1

] (
1 + rx

)
−

[(
1 + rx

)
/w0 −

(
1− rx

)
/(µ1w1)

] (
1− rx

)]

(4.28)

where rx is the difference in Fresnel electric field reflection coefficient between vertical

and horizontal polarizations (i.e rx = −rv − rh). w0 and w1 are the z-components of the

interim propagation constant:

w0 =
√
k20 − u2 − v2

w1 =
√
k21 − u2 − v2

(4.29)
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Another factor in the solution that should be account for is the shadowing by the roughness

of the surface especially at higher incidence angles. The shadowing function S(θ0) represent

the probability that a point on the rough surface is illuminated by the radar beam. S(θ0)

can be simply multiplied by the the the scattering coefficient to account for the shadowing.

One simple formula for the shadowing is derived in [117] which is given by:

S(θ0) =
1

1 + Λ(θ0)

Λ(θ0) =
0.5√
π

e−(cot θ0/
√
2m)2

cot θ0/
√
2m

− erfc(
cot θ0√
2m

)

(4.30)

where m is the rms slop of the surface which can be approximated by m = s/l.

4.2.3 Combination of volume and surface scattering

To account for both volume and surface scattering, the absence of correlation between the

two is employed to add the two coefficients. The volume scattering, however, assumes a

planner interfaces between the two mediums. If the roughness seen by the radar wavelength

along z-direction is small (i.e. kz ≪ 1), as it is the case in this study, then the effect of

the roughness on the volume scattering is small. To better account for this roughness effect

on the transmission between the two layers, a thin homogeneous layer between the two

mediums with a dielectric constant that is the average of the two mediums can be assumed.

The thickness of the layer can be assumed as double the rms height of the surface s, as

depicted in Fig.4.2.
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Figure 4.2: A third homogeneous layer is added to replace the roughness for the volume
scattering RT based model. The thickness of the layer in double the rms roughness height s
and its dielectric constanst is the average of the two layers.

4.3 Instrument Radar, Measurement Procedure, and

Data Processing Techniques

Both of the two instrument radar systems introduce in Chapter II were used in this study.

They are built to conduct different experiments and their working principles are different.

Some measurements reported in this chapter were conducted using both systems and similar

results are found proving evidence for the accuracy of the experimental results.

In autonomous vehicles, sensors scanning ahead of vehicles are usually placed on the

bumper at a height in the order of 60-cm, resulting in incidence angles in the range between

80o and 90o. As it was seen in the theoretical analysis, the incidence angle has significant im-

pact on the response level. Therefore measurements are performed for different angles. Also,

the statistical nature of scattering from such randomly shaped surfaces requires acquiring

enough samples at each angle in order to observe the behavior. With the help of a motorized

2-D horizontal scanning platform that has gimbals to adjust for the looking angle, at least

40 samples are collected for each angle and polarization. The data is processed afterward

to invert for the scattering coefficient. Full polarimetric calibration of the data is performed

based on the method in [118] which requires the measurement of a metallic sphere plus any

second target with a strong cross-polarized radar cross section.

75



In order to characterize the profiles of surfaces measured, a laser profilometers is placed

on a very precise linear translator to measure the surface heights. Measurements spaced 100

µm over 10 mm lengths are taken at various spots at each site.

4.4 Experimental Results for Bare Road Surfaces

(a) (b)

(c)

Figure 4.3: The angular response for the baskscattering coefficient of asphalt (site-1). Mea-
sured data is plotted vs the proposed model. The two scattering models (volume based on
the radiative transfer theory and surface based on integral equation method) are plotted to
show each model’s contribution. The combined model is the some of the two models. The
response are for (a) VV-polarization, (b) HH-polarization and (c) VH-polarization
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The term asphalt sometimes used to refer to bitumen which when mixed with aggregate

form what scientifically named concrete asphalt and commonly named asphalt or pavement.

It is the most common road construction material that when laid in layers and compacted

results in most efficient and less noisy roads. The Difference in dielectric constants of bi-

tumen, aggregate, and air gaps causes the volume scattering within the material. Also the

top the surface has some textures which is sometimes intentional to reduces slipperiness and

could increase intensive use over time, which causes the surface scattering at the interface.

In order to model the response from asphalt the effective dielectric constant has to be known.

Determining the effective dielectric constant of asphalt theoretically based on its the con-

stitutes can be challenging especially when accurate dielectric constants of its components

are not well known. However the radiative transfer model with the approach proposed in

this paper requires mainly the real part as it is the dominant part in determining the trans-

missivity at the interface between asphalt ans air. Fortunately the real part is very weak

function of frequency and the closet frequency that it was characterized at is 95 GHz [71]

and determined to be ϵ′asphalt = 3.18. This results was verified to be valid at 222 GHz in [70].

Yet the imaginary part at 222 GHz frequency is expected to be higher than the one reported

in [71] ϵ′′ = 0.1 but it is still expected very low to influence the transmissivity. Based on

the measurements performed, the ratio of the phase element to the extinction factor where

found for asphalt as listed in Table-4.1. Another factor that affect the response from as-

phalt is its roughness, which can be sufficiently characterized by the root mean square (rms)

height, correlation length and the correlation function of the surface profile [116]. This site

has a relatively worn asphalt with rms height s = 0.36mm, correlation length l = 2.3mm

and the correlation function falls in between two standard functions namely exponential and

x-exponential function with x = 1.5. These two function are descried in [116] along with

their Fourier transforms. The average of these two functions is used in the surface model.

The measurement results of the backscattering coefficient along with the models for as-

phalt site-1 are plotted in Fig. 4.3. It is apparent from the results that both volume and
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Table 4.1: The Ratio of the Phase Element to Extinction Factor in the Radiative Transfer
Model for Asphalt

p1/(2κ) p2/(2κ)

0.07 0.02

surface scattering have to be accounted for, however, HH-polarization response seems dom-

inated by surface scattering. On the other hand, VV-polarization response can not be

explained by either volume or surface scattering alone, even though the former seems to

dominate at incidence angles below 82o, and the latter is almost the only form for incidence

angles very close to grazing. The behavior is predicted as the transmission coefficient decays

with increasing the angle of incidence, while the reflection coefficient is the opposite. Cross-

polarization comes in between VV- and HH-polarization in term of the volume and surface

scattering, a logical expectation. These results emphasize the usefulness of radar polarime-

try. Even when the cost or size become obstacle in having full polarimetry in operational

radars, the choice of polarization for single polarization radar can be optimized based on the

application.

The backscatter response from asphalt was measured in two other sites of different surface

profiles. Site-2 has newly constructed asphalt, while Site-3 has almost the same age as site-1

but it seemed to be in better condition due to less intensive use. The roughness data of the

three asphalt sites are listed in Table-4.2. Figure. 4.4 shows the response of the second site of

asphalt with relatively smoother surface. The results shows less response at HH-polarization

as expected from the surface scattering to drop, while the VV-polarization does not seems

to depend on the roughness except at higher incidence angles. The volume scattering of all

asphalt surfaces is the same making VV-polarization to appear independent of the surface

roughness. The results from site-3 are not far from those of site-1 given the close values of

roughness parameters as shown in Fig 4.5. Figures. 4.4 and 4.5 show how for a rough surface

VV and HH responses become very close, while for the smooth case HH drops to be closer
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Table 4.2: Roughness Data for the Three Asphalt Sites Where Measurements Were Con-
ducted

Sites rms height (s) correlation length (l)

site-1 0.36 mm 2.3 mm
site-2 0.18 mm .76 mm
site-3 0.35 mm 2.5 mm

Figure 4.4: The angular response for the baskscattering coefficient of asphalt (site-2). Mea-
sured data is plotted vs the proposed model. The parameters of the models are listed in
Table-4.1 and 4.2

.

to the cross-polarization response. It should be noted that the jump in the measurement

response in cross-polarization in Fig. 4.5 at angle 88o is due to the very low signal-to-noise

ratio (SNR) level and the response might be dominated by noise.

Another material which roads sometimes are constructed with is concrete. Whether it was

reinforced with steel or just cement mixture, concrete roads are very durable and have longer

live time than asphalt, but despite being less safe than asphalt they are more costly. Even

with the texture that usually finished with, concrete is more slippery especially under wet
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Figure 4.5: The angular response for the baskscattering coefficient of asphalt (site-3). Mea-
sured data is plotted vs the proposed model. The parameters of the models are listed in
Table-4.1 and 4.2

.

and icy conditions. The response of concrete surface has been measured and modeled and the

results are shown in Fig. 4.6. The response is noticeably weaker than asphalt. The surface

scattering being weaker in obvious, volume scattering in the other hand is weaker mainly

because it has denser mix and therefore closer to a homogeneous medium than asphalt. The

effective dielectric constant of concrete is estimated to be about 4.17 [71, 70]. The RT model

parameters for concrete are determined from the measurements and listed in Table-4.3. The

roughness data for this surface were found to be s = 0.15mm and l = 2.9mm The deviation

between the model and measurement at higher incidence angle of cross-polarization is due

to the fact the signal is very weak and could be corrupted by noise.

Third type of surfaces that are usually encountered, especially in rural areas, is unpaved

road or as it is usually known for dirt roads. Yet these types of surface are harder to

characterized, and they vary greatly depending on their roughness and wetness, an example
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Figure 4.6: The angular response for the baskscattering coefficient of concrete surface. Mea-
sured data is plotted vs the proposed model. The parameters of the models are listed in
Table-4.3 for the volume RT model, and s = 0.15mm and l = 2.9mm for the surface IEM
model

.

Table 4.3: The Ratio of the Phase Element to Extinction Factor in the Radiative Transfer
Model for Concrete

p1/(2κ) p2/(2κ)

0.002 0.006

of such surfaces is presented here to show roughly the expected response. The measurements

of the backscattering coefficient of an unpaved road surface is shown in Fig. 4.7. The results

show that for very rough surfaces VV and HH responses become almost the same. The

response from the side of the road is of interest sometime to determine the road edges. The

unpaved road is similar to the side of regular roads in some cases. Also, a common cover for

the road side is grass. The response from grass depends on its size, height and wetness as

well as other factor. An example of the response from grass is shown in 4.8. The contrast in
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Figure 4.7: The angular response for the baskscattering coefficient of an unpaved road.

the responses of these last two surfaces and others is apparent, an advantage can be used in

sensors to determine the road edges very accurately.

4.5 Responses from Snow and Ice-covered Surfaces

Scattering from snow have attracted too much attention due to its complexity and impor-

tance. Snow is small particles of ice that can take very wide range of shapes. The intercon-

nection between these particles is one of the characteristics of snow. Temperature is also and

important factor since when ice starts to melt, water will be part of the medium which have

completely different characteristics. At MMW the size of snow flakes becomes comparable

with wavelength making the shape of flakes matters in their responses. Without diving deep

into snow characteristics and their relations to its response some measurements are conducted

and the RT volume scattering solution is used to model the responses. Deviation in density

or any other characteristic in the snow might change the response, however, measurements
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Figure 4.8: The angular response for the baskscattering coefficient of 9-cm long grass.

Table 4.4: The Ratio of the Phase Element to Extinction Factor in the Radiative Transfer
Model for snow of 15% density

p1/(2κ) p2/(2κ)

0.95 0.2

have shown very narrow range of variation under typical conditions. The effective dielectric

constant for snow can be estimated using some mixing formulas like Polder–Van Santen

mixing formula. A snow of density 15% and at temperatures well below freezing is estimated

to be ϵsnow = 1.25 + j0.0012 given that the dielectric constant of ice is ϵice = 3.18 + j0.018.

An example of the measured backscattering response from snow is presented in Fig. 4.9.

The density of this snow site was measured to be 15% and it has thickness of about 9-cm.

The response is expected to be from the snow only since no signal is expected to penetrate to

reach the underlying surface. The snow particles has spectrum of shapes and sizes. spherical,

stars and strip shape were all identified, and the sizes ranged from 0.1 to 1 mm. The RT

model provides good estimate of the response with the normalized phase elements listed in
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Figure 4.9: The angular response for the baskscattering coefficient of a thick layer of
snow.The RT volume model is sufficient to model the response with the parameters in Table-
4.4.

Table-4.4.

The presence of a layer of ice over the surface could be very slippery and often considered

a danger given its invisibility in most cases. The backscatter response with the presence

of such thin layer of ice atop the road surface is expected to change since the penetration

through ice would attenuate the signal. This scenario can be formulated using the RT

volume model of three layer, the middle layer being the ice. The presence of roughness

on the surface requires more careful consideration. However, the dielectric constant of ice

(ϵice = 3.18+ j0.018) is very close to that of asphalt and since the surface scattering depends

on the ratio between the two dielectric constants of the two surfaces, it is expected to be

negligible. Two measurements were conducted to verify these assumptions. A thin layer

of ice on top of asphalt and on top of concrete are presented in Figs. 4.10 and 4.11. The

thickness of the ice layer is 3 mm in both cases and the volume model show very good

agreement with measured data.
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Figure 4.10: The angular response for the baskscattering coefficient of ice- covered asphalt.
The ice thickness is 3 mm. The RT volume model is sufficient to model the response.

Figure 4.11: The angular response for the baskscattering coefficient of ice- covered concrete.
The ice thickness is 3 mm. The RT volume model is sufficient to model the response.
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4.6 Conclusions

This Chapter investigated and characterized the radar backscatter response from various

road surfaces at J-band. Backscattering models were developed and verified using experi-

mental data that was collected as part of the effort. The polarimetric response from road

surfaces at near-grazing (80 to 88o) incidence angles was examined for applications in road

surface recognition. Knowing the expected backscatter signal level is useful in the design of

detection algorithms of other objects in the presence of this background. It is also very useful

for mapping the road, detecting harmful objects and debris, and assessing the road condition.

Surfaces under wet, ice-covered, or snow-covered conditions were also examined and char-

acterized. The radar backscatter response at J-band is explained by a combination of both

volume and surface scatterings. The volume scattering was modeled based on the vector

radiative transfer theory and simple formulas that estimates the response were derived. The

integral equation method (IEM) provided an excellent agreement with experimental data for

surface scattering contribution to the overall response.
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CHAPTER V

Characterization of the Response from

Human Subjects at J-Band.

Human safety as passengers or pedestrians has always been atop issue by car manufacturers

and proponents of autonomous vehicles. Detection and identification of such subjects should

be robust and could consist of multi-layer algorithms to ensure high level of reliability.

Detection and identification of pedestrians should be robust and could consist of multi-layer

algorithms to ensure a high level of reliability. In this section, various radar features are

examined to better assist the ability of automotive radars to detect and identify human

subjects against other objects. These features are examined for the first time at J-band.

5.1 Radar Backscatter Features of Human Subjects

The investigation conducted and discussed in this chapter provides the first knowledge base

for four possible detection and identification algorithms for human subjects. The first

straightforward detection method is based on the power level of radar backscatter from

targets which is related to their RCS values. However, recognizing the source of radar re-

turn based on the quantitative measurement value of RCS cab be quite unreliable. That

is not only because many objects reflect electromagnetic waves in similar amounts but also

because an object reflectively could change dramatically depending on many factors. These

factors include shape, orientation, movement, and other conditions such as the target being
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wet. Also, environmental condition such as the weather can change the wave propagation

parameters and influence the level of received power [83]. It is noted that, accurate RCS mea-

surements require frequent calibration for the radar. This process requires extra hardware

and cannot easily performed for operational radars since achieving the accuracy required one

must operate in controlled environment. Nevertheless, radar backscatter measurement can

help narrow down semantic target section estimation.This in combination with some of the

novel identification techniques should result in considerable better identification accuracy.

Radar polarimetry provides another degree of freedom since many targets of similar RCS

values at a specific polarization could have completely different signatures under another

polarization state. RCS is primarily proportional to the target size, shape, and orientation

with respect to the transmitted polarization. Conversely, depolarization -for example- de-

pends mainly on the target’s intricacy and texture. Therefore, features of radar polarimetry

should be apparent and effective in distinguishing specific targets with distinctive details.

The human body is an example of a complex target where various body parts have differ-

ent orientations, and higher order reflections become substantial. In fact, even the simplest

objects have distinct polarization signature. The measurement of the polarization signature

requires a full-polarimetric radars that are capable of transmitting and receiving coherently

two principal polarizations (vertical/horizontal or Left/Right circular polarizations). Such

systems might not be cost-effective to be installed on vehicles. However, the knowledge of

the polarization signature of an object of interest can be used to choose the appropriate

polarization in both transmit and receive antennas of a non-polarimetric radar to increase

target identification [74]. This technique has been used successfully in many scenarios to

detect targets of weak responses in a very cluttered background [119, 120, 121]. In addition,

as discussed in Chapter-I, the advent of MMW ICs permitted radars to increase the num-

ber of RF channels and antenna elements to improve resolution and scanning capabilities.

Therefore, multiple antennas can combine more than one polarization in automotive radars,

providing extra information without adding complexity. Given that, a good understanding
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of the polarimetric response is essential. A complete study of the polarimetric response of

human subjects is performeds, which in turn should enable radars to recognize human radar

responses from those of the other objects.

Unlike point targets where the scattering mechanisms are somewhat deterministic, phys-

ically complex and large targets with many scattering centers have rather complicated scat-

tering behavior. In such cases, the slightest change in the shape or orientation of the target

and/or the radar could result in a substantial difference in response, especially at higher

MMW frequencies; therefore a statistical approach must be considered. Since a statistical

study requires extensive measurements of the same target, it is impractical to perform such

measurements on real people. Hence these experiments are mostly performed on a man-

nequin that showed a similar response to a real human. Once fluctuations in the response

are statistically modeled, measurements can be linked based on their correlation to the model

for accurately detecting human subjects [122, 123].

One great advantage of operating at higher frequencies is the fine measurement of Doppler

frequency since it has inverse proportionality to the wavelength. Based on many measure-

ments performed on driving vehicles, only a single Doppler component is usually observed,

despite the existence of other motions like rotating tires. On the contrary, Doppler mea-

surements of a moving person show many Doppler components due to the oscillating motion

of limbs. The Doppler spectrum of a moving body can be used by automotive radars to

recognize pedestrians from other objects that may be in the same range bin and are of

comparable radar cross-section. Many studies at lower MMW frequencies have shown that

moving pedestrians can be identified accurately using their micro-Doppler signatures [124].

This feature is also investigated at 230 GHz. In this work, many measurements of a moving

person at different speeds are measured, and the spectrum of the Doppler frequency compo-

nents is isolated from the measurement background. Different features of typical periodical

variations of the Doppler velocity under various movement speeds (walking, running, and

jogging) are examined. The aim is to identify the spectrum signature of a moving human
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body at different states and as observed from different directions.

Automated vehicles with multi-layer identification algorithms incorporating some or all

of the mentioned features would improve pedestrians’ safety and enhance the driving safety

for everyone.

5.2 Radar Backscatter Examination of Human Sub-

jects

The human body is somewhat complex due to its size compared with the wavelength of

MMW frequencies. Unlike the torso, which represents the body’s biggest and most straight-

forward part, the limbs are far more complicated despite the expected lower response they

present compared to that of the torso. Their movement with respect to the torso could

change the overall response significantly. Due to the complex nature of radar response, it

is required to perform an experimental-based study to examine the backscatter response

accurately. Moreover, the orientation and aspect angle of the radar with respect to the body

would change the scattering mechanism completely. Therefore, in the experimental study,

360 degrees measurements of the radar response are performed for each case to capture the

angular variation of the response. Given the fine resolution (1.1-degree effective HPBW) for

the available radar, only a limited height portion of the body is illuminated and measured

in each horizontal sweep. Also, given the need to measure most accurately by placing the

target inside an anechoic chamber and at a reasonable stand-by distance from the radar to

maintain acceptable power levels, all these factors raise the importance of the consistency

between different measurements. It should be noted here that our aim is consistency rather

than repeatability since the latter is nearly impossible at such short wavelength frequencies.

Therefore, a mannequin designed to mimic the human having skin reflectivity and size and

figure similar to live humans is used to conduct most of the measurements. The mannequin’s

resemblance to human properties is verified at lower microwave frequencies; therefore, the
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measurements in some cases are performed on real humans to compare their response with

that of the mannequin. Figure.5.1 conceptually shows the setup with an illustration of di-

recting the radar beam focus on different height sections of the mannequin, along with a

captured photo of the setup while the measurement is underway. Full polarimetric measure-

ment is taken in azimuth at 1-degree increments, and the pointing is adjusted to perform the

same at each height. The illuminated area on the mannequin is about 31 cm in diameter,

and the distance between the radar and the object under measurement is 15m. The FMCW

experimentation radar introduced in Chapter II is the system used in these experiments.

The operating frequency was around 226.3 GHz and over 1 GHz bandwidth.

5.3 Experimental Results and Observations of Human

RCS

The RCS variation over the 360 degrees rotation for the case where the radar is looking

at the chest level are presented in Fig.5.2, for VV-, HH-, and cross-polarization (HV). The

radar is polarimetrically calibrated using a 2-inch metallic sphere and a dihedral which has

a significant depolarization level based on the method in [118]. It should also be noted

that cross-polarization here could mean both HV- and VH-polarizations since they are es-

sentially the same in the backscattering scenario except for small measurement uncertainty

and the noise. The noise level after full calibration averages around -55 dBsm; hence at

least 25 dB signal-to-noise ratio (SNR) is retained for cross-polarization measurements. The

backscattering map shows higher RCS values in both VV- and HH-polarizations from the

back side of the mannequin, as compared with the front side, which still exhibits stronger

response than the left and right sides. On the other hand, the two sides show a compa-

rable cross-polarization level with the back. All these observations will be displayed more

explicitly later in the section. Algorithms for detection and identification based on polari-

metric radar signature usually deals with ratios between different polarizations rather than
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the absolute value of each. The co-polarization ratio is defined as the ratio of the RCS value

at HH- to VV-polarizations (p = σhh/σvv). And the cross-polarization ratio is defined here

as (χ = σhv/σvv) rather than the most general definition (χ = (σhv + σvh)/(σvv + σhh)),

and that is to ensure accurate reference of cross-polarization to co-polarization, as the HH-

polarization is measured at different instants and things might have already changed with

rotation [125]. Fig.5.3 shows these polarimetric ratios for the same case in Fig.5.2. It can

be observed from Fig.5.3 that backscattering is slightly higher in HH case than in VV case

for most of the azimuth angles. It can also be seen that the back side has the least cross-

polarization ratio when compared with the other sides of the mannequin. The averages of

RCS measurements for each side and as well as for the full horizontal rotation at different

height sections, namely the head, chest, stomach, thighs, and legs, are tabulated in Table.

5.1. These sections are illustrated in Fig.5.1a. It seems from the measurement sets that we

have a very consistent pattern which can be summarized as 1) an RCS value between -16

and -9 dBsm from the trunk of the body is expected at VV. 2) HH response tends to be

slightly higher than VV by an average of 1.4 dB. And 3- Cross-polarization is significant (-9

to -15 below co-polarization), which is more apparent from the two sides than it is in the

front and back. Also, the cross-polarization level shows a strong dependence on the relative

position of the body limbs during the measurement.

The reported measurements in Fig.5.2 and in Tables.5.3 and 5.1 are performed on a man-

nequin which should represent a good model of the human body at microwave frequencies.

To exemplify the reflectivity of human skin, the mannequin was painted with a resistive

layer which was then tested at microwave frequencies [126]. In order to verify this validity

at MMW frequencies, one measurement was performed on a real person while the radar was

pointed at the chest level. The results from this experiment are shown in Table.5.2. The

averages of RCS values are off by 4 to 6 dB compared to those from the mannequin; nonethe-

less, the polarization ratios seem to follow the same behavior for both the mannequin and

real person. The difference in RCS values between the two could be explained by the resistive
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(a) (b)

Figure 5.1: Illustration of the setup for RCS measurements of the mannequin. The radar is
placed at 15 m stand by distance from the rotating platform inside anechoic chamber. (a) a
sketch to show the measurement setup and where the radar antennas are pointed, different
antenna footprints on the mannequin for different experiments are shown. (b) a photo of the
mannequin while placed on the rotating platform with the laser is used to guide the radar
pointing.

Figure 5.2: Measured radar cross section (RCS) of the mannequin (in dBsm) with the
antenna pointed at the chest area and with a beam spot of 31-cm radius. Measurement is
taken over the 360 azimuthal angles at 1-degree increment.
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Figure 5.3: Co- and cross-polarization ratio of the backscattering from the mannequin with
the antenna pointed at the chest area.

paint’s reflectivity being higher than human skin at high MMW frequencies. Also, another

factor could be the rather big size of the mannequin that might only represent people in

the higher percentile. The dielectric constant of human skin experiences a strong variation

across the frequency band and also shows dependence on the human and the location of the

body [127]. The quantification of the dielectric constant is not the focus of this study since

it is not the only factor determining the RCS values. The reader is referred to a study on

the dielectric constant of human skin and various fabric materials in [128]. Nevertheless,

besides the RCS level, all other scattering features have shown good agreement between the

mannequin and the person.

Another observation from the experiments conducted was that clothes impact the

backscatter response. The mannequin’s response without clothes was found to have a sig-

nificantly weaker cross-polarized backscatter signal compared with the clothed case. Several

additional measurements were conducted to examine and interpret the effect of clothes on

the response. Figure.5.4 shows the cross-polarization ratio (χ) of the backscatter from a
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Table 5.1: Polarimetric RCS Measured Values of the Mannequin at Different Heights

Table 5.2: Polarimetric RCS Measured Values of a Real Person at the chest Level

clothed and unclothed mannequin, in addition to that of a real person. Table-5.3 lists the

numeric data of the un-clothed mannequin’s response. It is apparent from comparing these

results with their counterpart in Table-5.1 (Chest section in the second row) that clothes

play an essential role in depolarization. Clothes made from various fabrics were tested, and
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Figure 5.4: Cross-polarization ratio of the backscattering from the mannequin in case of fully
clothed and without clothes, and the ratio for real person while clothed.

the range of variation of depolarized RCS is found to be within a 6-dB range. Fabrics of

thicker structure and coarser threads showed more substantial depolarization than those with

smoother textures. It was also observed that the responses of VV and HH depend on the

orientation of fabric threads. This is explained by the threads acting like a grid that affects

polarization of the propagating signal. The threads in some cases are spaced by about 1 mm,

which is comparable to the wavelength (λ = 1.35mm); hence, these features are observable.

In conclusion, the depolarization level in the response from a dressed human is considerable,

a feature that has not been observed in any other targets. This feature can be useful in

recognizing the presence of a person in the scene.

The comparative rather than quantitative measurement of the response in radar polarime-
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Table 5.3: Polarimetric RCS Measured Values of the Mannequin without clothes.

try is less prone to signal alterations by the environment and status of the sensor hardware.

Statistical-based detection also has this same advantage without the need for extra circuitry.

The scattered signal from human consists of many scatterings from various body parts, and

the coherent summation of these scatterings is the overall response. Any slight alteration in

the object would change both amplitudes and phases of these scatterings and, therefore, the

overall response in a random-like manner. This behavior was apparent in the presented RCS

maps for human bodies. The statistical variations in the response depend on the physical

object as well as the orientation and distance with respect to the radar. Characterization

of the fluctuation in backscattering from an object through a statistical model is a useful

tool in the identification of that object [129]. However, the forward backscattering problem

to formularize the variation in the response is highly complicated, and the inverse problem

of extracting the statistical behavior from measured responses is feasible. Many standard

probability density function (PDF) distributions have been used to formularize the RCS

fluctuations of different objects, and each of which depends on how many scatterings are

contributing to the overall response, their relation, and the weight of each. In order to

characterize the response by one of the standard statistical distributions, the empirical cu-

mulative density function (ECDF) for the collected data set is compared with the cumulative

density function (CDF) of various standard distributions, and the CDF with minimum error

is chosen as described in more details in Chapter-III.
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The results of the search show that Lognormal distribution provided the best fit for the

collected data with close parameters values for different cases and polarization states. The

PDF of the Lognormal distribution is given by the function:

f(x; ν, τ) =
1

xτ
√
2π

exp−(
(lnx− ν)2

2τ 2
) (5.1)

The random variable (lnx) is normally distributed with mean and variance ν and τ , re-

spectively, thus the name. For the random variable x denoting RCS values, the mean and

variance are given by:

mean = eν+τ
2/2 (5.2)

variance = e2ν+τ
2

(eτ
2 − 1) (5.3)

The parameter τ is commonly named the shape parameter, while ν is called the scale or

location parameter of the PDF [129]. Table-5.4 shows the best-fit parameters for each

case of our measurements. To show the usefulness of the statistical characterization of

targets, Fig.5.5 shows the distinction in parameters of the Lognormal distribution for vehicles

and humans. As presented in Chapter III, it was found that Weibull PDF is better at

characterizing vehicles’ RCS fluctuation. There, a complete model for Weibull parameters

was presented based on the distance to the vehicle or the size of the spot on the vehicle

illuminated by the radar. Lognormal also came relatively close to some of the data sets

collected for vehicles (Fig. 3.15). Here for the purpose of comparison, backscattering data

from both vehicles and humans were both fitted to Lognormal distribution. The vehicle

data in Fig.5.5 are chosen for full illumination of the car horizontally and only about 40 cm

section in height. This is analogous to the human setup where only a limited height section

is illuminated. A closer look into the PDF based on one data set of a human against another

of a vehicle is shown in Fig. 5.6. The variation in the RCS of the human in Fig. 5.6 is
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Table 5.4: Fitted Lognormal Distribution Paramaters for Different Data Sets.

modeled by a Lognormal distribution (ν = −3.71, τ = 1.08), while the vehicle’s variations

follow Weibull distribution (λ = 6.58, β = 0.98). A simulation based on these parameters

is carried out to examine the number of independent measurements needed to identify a

human from a vehicle based on statistics of the variation in the response of each. With only

ten measurements of a vehicle it is possible to identify it with a success rate better than

98%. While a perfect identification of a human against a car was possible with only five

independent measurements. The ability to distinguish between responses of vehicles from

those of humans shows good potential for identification based on statistical characterization

of the backscatter response in more complex scenarios.
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Figure 5.5: Comparison between the parameters of Lognormal distribution characterizing
the response from vehicles and human subjects. The data for vehicles were collected with
full horizontal radar illumination and 35-cm in vertical. It should also be noted that human
data were collected from all directions while vehicles were only observed from the back.
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Figure 5.6: Probability density function (PDF) of the variation in RCS measurements in
one data set of a human and another of a vehicle. The data of a human is modeled by a
Lognormal distribution, while the vehicle’s variations follow Weibull distribution.
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5.4 Micro-Doppler Spectrum of Moving Humans at J-

Band

The experimental characterization of the micro-Doppler signature of humans is discussed in

this section. The term micro-Doppler is usually referred to the components of the Doppler

frequency spectrum due to the movements of various parts of the target of interest. For exam-

ple, the swinging arms and alternating feet result in many micro-Doppler components with

specific features. These features are unique and distinct not only from the Doppler response

of a rigid moving object (like a car) but even from the motion response of a quadruped,

for instance. In order to experimentally characterize the motion response of humans, the

FMCW radar instrument is utilized. To achieve a high resolution for Doppler frequency

measurement, multiple FMCW waveforms are employed to extract the spectrum. Doppler

information is embedded in the phase progression over many consecutive FMCW chirps.

Therefore, observing over a more extended chirp sequence provides finer resolution. To il-

lustrate the process of extracting the Doppler spectrum of a target, Fig.?? shows different

steps for the generation of what is called the Range-Doppler map. In the receiver of FMCW

radars, the received signal is essentially a delayed and scaled version of the transmitted signal

at that instant [130]. When a sample of the latter is mixed with the received signal, the

result is the beat signal which has a frequency proportional to the delay time (and the range

to the target). Measurement of the radar return of a single FMCW chirp is sufficient to ex-

tract the range through Fourier transformation of the beat signal to the frequency domain.

The response in the frequency domain is a single component at the beat frequency which is

related to the range to the target by:

r =
Tchirp
BW

c

4
fbeat (5.4)

Where r is the one-way distance to the target, Tchirp is the time for frequency sweep (up and

down), BW is the sweeping frequency bandwidth, fbeat is the beat frequency, and c is the
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(a) (b)

(c) (d)

Figure 5.7: Processing steps of a sequence of radar FMCW waveforms for Range-Doppler
map. (a) The received and transmitted signals. (b) Introducing a third dimension (slow-
time) represented by various chirps. (c) Information of the range are extracted from the
beat signal resulted from mixing the received signal with a sample of the transmitted signal.
(d) Performing Fourier transformation over the slow time for each range cell results in the
Doppler spectrum at that range.
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speed of light. Any motion in the target will also embed the frequency Doppler shift in the

beat frequency, but however, for our purpose and with a short chirp time, this has negligible

effect. By employing a sequence of FMCW waveforms as a third dimension, as shown in

Fig.?? (b) and (c), the Fourier transformation over the new time domain (commonly named

slow-time domain) provides the Doppler response across each range cell. This transformation

has the following properties: 1) the phase progression of a moving target along the slow-time

domain (t2) is

ϕn = k(2vt2) = 2(
2π

λ
)nTchirpv (5.5)

Where k = 2π/λ is the propagation constant, v denotes speed components of the target, n is

the index of the FMCW chirp. 2) the phase relationship above shows the characteristics of

the Fourier transformation pair between speed and slow-time domains which has maximum

unambiguous speed:

vmax =
λ

2

1

2 Tchirp
(5.6)

3) the resolution of speed is inversely proportional to the time of measurement:

∆v =
1

N Tchirp
=

1

Tmeasurement
(5.7)

Operating at the higher MMW band has very Doppler frequency sensitivity knowing that

(fDoppler = 2v/λ). In addition, such frequencies offer the very desirable narrow beamwidth

with a reasonable size of the antenna. However, the narrow beamwidth necessitates perform-

ing the measurements at a longer stand-by distance from the radar to ensure full illumination

and hence capture the response of the whole body. The micro-Doppler spectrum of a moving

human and its various properties was examined experimentally using the FMCW instrument.

This system has a narrow beamwidth (1 degree), and for the antenna beam to illuminate

an average human body, it has to be about 100 meters away. Measurement at such a large
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Figure 5.8: Illustration of the measurements setup of the Doppler spectrum of a moving
person. The distance to the radar is about 35-meters and the radar beam has a radius of
65-cm. Only the upper half of the person is observed.

distance has limited SNR, especially with conducting short chirps. In addition, ensuring that

the person under measurement is within the antenna beam at that long distance and with

his movement is quite challenging. Therefore, it is decided to focus on the upper part of the

body. At a measurement distance of 35 meters, the radar beam size has a radius of about

65 cm, which is more than the width of an average person, including his arms’ movement.

Figure.5.8 shows the measurement setup. Another key element in the Doppler measurement

is the chirp time. To acquire higher speed components unambiguously, chirp time should be

minimized, as indicated in (5.6). Practically, the issue of linearity usually sets a minimum

bound for the chirp time. In the measurements performed, the chirp-up time was set to

be 12.9 microseconds. This permits measuring speeds up to pm 12.86 m/s (46.3 km/hour).

Also, (5.7) indicates that the Doppler measurement resolution is determined by the number

of chirps collected given a predetermined chirp time. As long as the challenging task of main-

taining coherence in the system is met, the memory available to store data is what limits

the measurement time. In the experiments conducted, 4000 chirps are collected coherently,

achieving a Doppler frequency resolution of 9.7 Hz, equivalent to a speed resolution of 0.0064

m/s.

The micro-Doppler response of a running person is shown in the range-Doppler map
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in Fig.5.9(a). The extension of the response over a wide Doppler (speed) spectrum range

contains information specific to the movement. In Fig.5.9(b), where the data for a cut across

the Doppler spectrum at the person’s range is shown, the micro-Doppler response and the

levels of various components can be observed. It can be seen that the average speed is

3.4 m/s; however, the micro-Doppler components expand over a 2.25 m/s span (equivalent

to 3.4 kHz bandwidth). The micro-Doppler response for cross-polarization for the same

measurement is presented in Fig.5.10. When compared with Fig.5.9(b), aside from the lower

response level around the center of the response, which is primarily due to the body’s trunk,

the response is less sharper than that of like-polarization. The micro-Doppler response at

cross-polarization shows distinct features around its spectrum edges, for which the person’s

limbs are responsible. This observation agrees with the finding in section 5.3 and shows more

advantages of cross-polarization when the detection of humans is concerned. The example

shown is for a running person; similar features were found in the case of a walking person

with a slightly narrower spectrum given the more settled movements in that case.

Micro-Doppler signature-based recognition and identification is the topic for many re-

search efforts [131, 132, 133, 134, 135, 136]. Many approaches have been proposed for the

identification that includes extracting various features in the response and associating them

with the physical movement. The periodical micro-Doppler response of a human gait can be

visually interpreted, and its mono-components can be linked to the actual physical move-

ments [137]. However, performing this interpretation computationally is more challenging.

One of the most promising techniques is exploring the periodical response to extract its sta-

tistical information. In this section, an initial study is presented while the effort is expected

to be continued pending some upgrades to the instrumentation system, which will be dis-

cussed shortly. The micro-Doppler response change over the short period of measurement

time for the same experiment presented in Figs. 5.9 and 5.10 is shown in Fig.5.11. This data

consists of 20 frames that are 5.2 milliseconds long and thus have about 200 Hz resolution.

The overall time of the measurement is 0.12 seconds which is clearly not sufficient to capture
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(a)

(b)

Figure 5.9: The micro-Doppler response at VV-polarization for a person running toward the
radar. The measurement is performed at 32-m range and only the upper half of the person
is observed. (a) The range-Doppler map of the response. (b) cut across the micro-Doppler
response at the person’s range.
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Figure 5.10: The micro-Doppler response at HV-polarization for a person running toward
the radar.

Figure 5.11: Micro-Doppler spectrum of human gait for 20 consecutive frames and overall
time of 0.12 seconds (VV-polarization).

107



even one period of the human gait. However, it is expected from radars to perform detection

and identification in at most tens of milliseconds to surpass the human reaction, which is

averaged about half a second [138]. Moreover, even over such a short period of time, certain

features of the response are apparent and unique to human movements. For example, the

data in the Time-Doppler response of Fig.5.11 show a relatively wide spectrum response,

therefore the spectrum span (bandwidth), the standard deviation of frequency components,

or the power-weighted standard deviation of the micro-Doppler spectrum components in the

response can be used to distinguish humans from other targets. The last feature empha-

sizes the stronger response of the body trunk hence it is more effective for like-polarization,

while the other two are more beneficial for cross-polarization where the response is more

distributed. A rigid target like a vehicle should have an extremely narrow spectrum span.

Measurements over longer times for both a human and a vehicle are shown in Fig. 5.12

and Fig. 5.13 where the distinct in the response is very apparent. A complete study of

the human gait features is planned for the future along with examining the micro-Doppler

response from a bicycle and other quadrupeds to extract more specific features that permits

the identification of each case. At this time, the FMCW system is being upgraded to be

able to collect data for longer periods of times, and its antenna is modified sch that multiple

size of lenses can be used to adjust the beamwidth. This will permit the illumination of the

whole body of the moving person, therefore including more components from the person’s

legs and bottom half. In addition, the FMCW triangular frequency sweeps will be changed

to a saw-tooth shape and thus reducing the chirp time to its half. This will allow capturing

double the current maximum speeds.

5.5 Conclusions

This chapter dealt with the radar backscattering from human subjects. The range of RCS

values of a person as observed from different look angles and the polarimetry of the scat-
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(a)

(b)

Figure 5.12: Micro-Doppler spectrum of human gait for 800 consecutive frames with 10 msec
long each and an overall time of 8 seconds (a) VV-polarization and (b) HV-polarization.
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Figure 5.13: Micro-Doppler spectrum of a vehicle for 800 consecutive frames with 10 msec
long each and an overall time of 8 seconds (VV-polarization).

tering were both examined and reported. The response from a human was found to have

a substantial depolarization level. An investigation found that most of this depolarization

is attributed to clothes. In addition, the measured response exhibits a strong variation in

response to changing the look angle. This fluctuation in response statistically follows Lognor-

mal distribution with specific parameters. Based on the statistical behavior of the response,

simulations showed that a human could be identified against a vehicle with as minimum as

five measurements. The micro-Doppler signature of a moving person was also considered for

effectively identifying humans from other targets, given their unique response features.
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CHAPTER VI

Conclusions and Future Works

This thesis focused on studying the radar backscatter response of typical objects encountered

in traffic scenes at J-band frequencies. Identifying various targets on the road is critical

for autonomously planning and navigating the driving path. Therefore, characterization

of the polarimetric radar backscatter from three important categories is the subject of the

dissertation. The thorough studying of the response from vehicles, road surfaces, and human

subjects and the examination of various radar features that permits their identification that

was reported is essential for optimizing both hardware and algorithms used in automotive

sensors operating at J-band.

For vehicles, specific attention was devoted to identifying sources of scattering from ve-

hicles at this frequency, along with the statistical properties of the backscattered return.

High-resolution outdoor measurements of stationary vehicles were performed using the syn-

thetic aperture radar imaging technique. Additional complimentary measurements of the

same targets were performed at close range, and 3-D images were constructed with the radar

operating in real-aperture mode. It was found that the significant scattering is from a limited

number of strong scattering phase-centers whose location and strength varied based on both

polarization and relative look angle. Most of the scattering is from the outer surfaces of
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the vehicles facing the radar, and some scattering appears to be from the bottom surface of

the vehicle after it undergoes specular reflections off of the road surface. In the experiments

reported in Chapter III, no scattering from the interior of vehicles was observed. For the co-

polarized response, specular reflections were dominating, and therefore they were sensitive

to the relative look angle. At near 0◦ look-angle the scattering phase-centers were almost the

same for all vehicles that were examined. However, they were different from one vehicle to

another for the cross-polarized case. The statistics associated with scattering from vehicles

are a function of both the relative look angle and the illuminated area of the vehicle at any

instant of time. However, it was found that the Weibull distribution was able to fit the

measured data in most cases with a shape parameter that varies with the illuminated spot

size of the vehicle.

The focus of Chapter IV was on investigating and characterizing the radar backscatter

response from various road surfaces at J-band. Scattering models were developed and tested

against experimental data that was collected for many road surfaces. The polarimetric

response from road surfaces, particularly at near-grazing incidence angles (between 80 and

88o), is studied for road surface recognition. The knowledge of the expected radar signal

level is not only useful to design detection algorithms for other objects in the presence of

this background but also for mapping the road, detecting harmful objects and debris, and

assessing the road condition. Surfaces that are wet, ice-covered, or snow-covered were also

examined and characterized. The backscatter response from road surfaces was explained by

a combination of both volume and surface scatterings. To characterize the volume scattering,

a model based on the vector radiative transfer theory was formulated. The integral equation

method (IEM) provides excellent agreement with experimental data for surface scattering.

Radar backscatter response from human subjects was also examined for its radar cross-

section and polarization signature. Some unique features were observed, including a sub-

stantial depolarized response from a human. It was found that most of the depolarization

is attributed to the clothes as it almost disappears in their absence. The measured re-
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sponse exhibits a strong variation given the immense size compared with the wavelength at

J-band. These variations were found to be best statistically modeled by lognormal distri-

bution with specific parameters. The statistical behavior of the response permit identifying

a human against a vehicle with only five measurements with nearly a perfect identification

success rate. A vehicle can be identified with a success rate better than 98% with as low as

ten independent measurements. In addition, an initial study was conducted to observe the

micro-Doppler response of a moving person. This effort is expected to continue for a more

inclusive analysis and experimentation.

The thesis provided initial studies for effective detection and identification techniques

based on various targets’ responses and their distinct features.

The radar backscatter responses from various objects discussed in this thesis were exam-

ined and tested under controlled experimental setups. In real scenarios, objects might be

close in location and speed such that their responses are not easily separable. Moreover,

objects on roads are not limited to the three categories discussed in this thesis. Therefore, a

more realistic examination of the proposed models and techniques is an expected extension

to the studies performed. The response of many other objects is also recommended, includ-

ing bicycles, traffic signs, traffic signals, light posts, trees, roadside guard rails, and other

objects that might be encountered in a road environment. An inclusive study would allow

the radar to process the majority of backscatter signals and detect any unusual objects along

the road.

113



BIBLIOGRAPHY

[1] Klaus Bengler, Klaus Dietmayer, Berthold Farber, Markus Maurer, Christoph Stiller,
and Hermann Winner. Three decades of driver assistance systems: Review and future
perspectives. IEEE Intelligent Transportation Systems Magazine, 6(4):6–22, 2014.

[2] SAE International. Taxonomy and Definitions for Terms Related to Driving Automa-
tion Systems for On-Road Motor Vehicles, 2021.

[3] Makoto Satoh and Shuji Shiraishi. Performance of antilock brakes with simplified
control technique. In SAE International Congress and Exposition. SAE International,
feb 1983.

[4] M. Aga and A. Okada. Analysis of vehicle stability control (vsc)’s effectiveness from
accident data. Proceedings: International Technical Conference on the Enhanced Safety
of Vehicles, 2003:7 p.–7 p., 2003.

[5] MarkVollrath, Susanne Schleicher, and Christhard Gelau. The influence of cruise con-
trol and adaptive cruise control on driving behaviour – a driving simulator study.
Accident Analysis and Prevention, 43(3):1134–1139, 2011.

[6] W.D. Jones. Keeping cars from crashing. IEEE Spectrum, 38(9):40–45, 2001.

[7] International Standard Organization. Intelligent transport systems — Adaptive cruise
control systems — Performance requirements and test procedures, 15622 ISO/TC204,
2018.

[8] Vipin Kumar Kukkala, Jordan Tunnell, Sudeep Pasricha, and Thomas Bradley. Ad-
vanced driver-assistance systems: A path toward autonomous vehicles. IEEE Con-
sumer Electronics Magazine, 7(5):18–25, 2018.

[9] Azim Eskandarian. Introduction to Intelligent Vehicles, pages 1–13. Springer London,
London, 2012.

[10] S. Ishida and J.E. Gayko. Development, evaluation and introduction of a lane keeping
assistance system. In IEEE Intelligent Vehicles Symposium, 2004, pages 943–944, 2004.
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