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ABSTRACT

Reinforcement learning (RL) is a machine learning paradigm concerned with how an agent learns
to predict and control its own experience stream so as to maximize long-term cumulative reward.
In the past decade, deep reinforcement learning (DeepRL), a subfield that aims to combine the
sequential decision-making techniques in RL with the powerful non-linear function approximation
tools offered by deep learning, has seen great success such as defeating human champions in the
ancient board game Go and achieving expert-level performance in complex strategy games like
Dota 2 and Starcraft. It has also had an impact on real-world applications. Examples include robot
control, stratospheric balloon navigation, and controlling nuclear fusion plasma.

This thesis aims to further advance DeepRL techniques. Concretely, this thesis makes contribu-
tions in the following four directions: 1) In reward design, we develop a novel meta-learning algo-
rithm for learning reward functions that facilitate policy optimization. Our algorithm improves the
performance of policy-gradient methods and outperforms handcrafted heuristic reward functions.
In a follow-up study, we show that the learned reward functions can capture knowledge about long-
term exploration and exploitation and can generalize to different RL algorithms and changes in the
environment dynamics. 2) In temporal credit assignment, we explore methods based on pairwise
weights that are functions of the state in which the action was taken, the state in which the reward
was received, and the time elapsed in between. We develop a metagradient algorithm for adapt-
ing these weights during policy learning. Our experiments show that our method achieves better
performance than competing approaches. 3) In state representation learning, we investigate using
random deep action-conditional prediction tasks as auxiliary tasks to help agents learn better state
representations. Our experiments show that random deep action-conditional predictions can often
yield better performance than handcrafted auxiliary tasks. 4) In model learning and planning, we
develop a new method for learning value-equivalent models, a class of models that demonstrates
strong empirical performance lately, that generalizes existing methods. Our experiments show that
our method can improve both the model prediction accuracy and the control performance of the
downstream planning procedure.

ix



CHAPTER 1

Introduction

Reinforcement learning (RL) [Sutton and Barto, 2018] is a machine learning paradigm concerned
with how an agent learns to predict and control its own experience stream so as to maximize the
accumulation of a scalar signal called reward. At each time step, the agent takes an action based on
its history of observations and actions in the environment. Through the action, the agent impacts
the environment and then receives the next observation and a reward signal. The mapping from a
history to an action (or a probability distribution over the action space) is called a policy. The goal
of an RL agent is to find a good policy so as to maximize the cumulative reward in the long term.

In the past decade, deep learning (DL) [LeCun et al., 2015], a field of machine learning con-
cerned with learning hierarchical representations of data from raw sensory inputs, has seen great
success and revolutionized various areas including computer vision [Krizhevsky et al., 2012, He
et al., 2016], speech recognition [Hinton et al., 2012], and natural language processing [Bahdanau
et al., 2015, Devlin et al., 2018]. Benefiting from recent advances in DL, RL also saw signif-
icant progress and made several groundbreaking achievements. For example, deep Q-network
(DQN) [Mnih et al., 2015] is the first RL agent that learned to play Atari 2600 video games [Belle-
mare et al., 2013] from raw pixels. AlphaGo [Silver et al., 2016] is the first computer program
that defeated a human champion in the ancient board game Go. OpenAI Five [Berner et al., 2019]
and AlphaStar [Vinyals et al., 2019] demonstrate human-level performance in challenging video
games like Dota 2 and StarCraft. In addition to simulated domains like games, RL also had an
impact on real-world applications such as robot control [Levine et al., 2016, Andrychowicz et al.,
2020], stratospheric balloon navigation [Bellemare et al., 2013], and controlling nuclear fusion
plasma [Degrave et al., 2022].

At the core of these recent advances is the combination of RL techniques and DL techniques.
By employing DL models (mostly deep neural networks) as powerful non-linear function approxi-
mators, RL agents can learn policies and/or value functions directly from raw sensory inputs. This
enables RL agents to scale up to high-dimensional domains that were thought intractable before
such as Go. Due to the success and the growing interest in combining RL and DL, the intersec-

1



tion of these two fields quickly evolved into a vital subfield called deep reinforcement learning
(DeepRL).

This thesis aims to further advance DeepRL techniques. To this end, we explore the following
four directions. The first direction is reward design. When formulating a task into an RL problem,
the agent designer needs to design a reward function that defines the desired behavior for the agent.
It is known that certain transformations of the reward function will not change the ordering over
policies [Ng et al., 1999]. However, they can change the learning efficiency for better or for worse.
Thus an important question in reward design is to find a reward function that can help the agent
learn the desired behavior efficiently. Finding such a reward function often requires a lot of human
effort and domain knowledge. Thus it would be appealing if the agent can learn an intrinsic reward

function for training itself. Chapter 3 and Chapter 4 address how to learn intrinsic reward functions.
The second direction is temporal credit assignment. How much credit/blame should an action take
for a later reward? This is the fundamental temporal credit assignment problem in RL. Most
existing methods assign credits based on recency. For each reward, actions closer in time receive
more credits and actions farther in time receive less credit. However, this simple heuristic ignores
the inherent structure of the environment and thus is ineffective at assigning credit. Chapter 5
studies how to enable an agent to discover useful structures of the environment so that it can
assign credit more effectively. The third direction is state representation learning. One of the most
prominent advantages of DeepRL is its ability to learn non-linear state representations from raw
inputs in an end-to-end manner. Usually rewards are the only learning signals. However, rewards
are often sparse and delayed and thus learning can be inefficient. One way of addressing this
learning inefficiency is to design unsupervised auxiliary tasks to help the agent learn better state
representations. In practice, simple auxiliary tasks often yield good state representations and strong
empirical performance. To explore the extreme, Chapter 6 presents an empirical study of using
random deep action-conditional predictions as auxiliary tasks for state representation learning. The
fourth direction is model learning. Model-based RL methods learn a simulator of the environment
and plan with the learned simulator. This simulator is called a model. Learning an accurate model
of the environment is the key to the success of model-based RL methods and thus it is critical
to learn a model efficiently. Chapter 7 addresses this problem and presents a new algorithm for
learning a specific class of models called value-equivalent models.

Chapter 3, Chapter 4, and Chapter 5 can also be viewed as addressing the topic of discovery in
RL. Instead of specifying “what” an agent needs to learn and “how” it learns, the discovery problem
asks how to enable an agent to discover the “what” and the “how”. Chapter 3 and Chapter 4 address
the “what” part and focus on discovering intrinsic reward functions. Chapter 5 addresses the “how”
part and focuses on discovering temporal credit assignment mechanisms.

2



1.1 Roadmap and Preview of Contributions

In this section, we first present a roadmap for this thesis. Then we give a preview for the contribu-
tion of each chapter. We finish by providing references to publications based on the work done in
this thesis.

Chapter 2 provides some background knowledge in RL and DeepRL. Chapter 3, 4, 5, 6, and 7
are the main contributions. Chapter 8 concludes this thesis and discusses future research direc-
tions. Chapter 3 and Chapter 4 address the reward design problem. In Chapter 3, we present
a meta-learning algorithm that learns an intrinsic reward function for policy-gradient-based RL
agents in a data-driven way. Then in Chapter 4, we study the property of the learned intrinsic
reward functions. Chapter 5 addresses temporal credit assignment. We explore a more general
temporal credit assignment mechanism and propose a practical meta-learning implementation of
it. Chapter 6 addresses state representation learning. We investigate how random deep action-
conditional predictions can form good auxiliary tasks that provide additional signals for learning
state representations. Chapter 7 addresses model learning. We focus on a specific class of models
called value-equivalent models and propose a new method for updating such models which gener-
alizes from existing methods. A more detailed preview for the contribution of each chapter is as
follows.

Learning Intrinsic Rewards for Policy Gradient Methods (Chapter 3)

This chapter addresses the reward design problem. In RL, the reward function defines the task and
thus is usually considered fixed and immutable. However, in practice, agent designers often find it
convenient to modify the reward function in a way that facilitates learning. Thus it is useful to dis-
tinguish two different kinds of rewards: the extrinsic rewards which capture the preference of the
agent designer over the agent’s behaviors and the intrinsic rewards which serve as learning signals
to improve the learning dynamics of the agent. This distinction is formalized in the optimal reward
framework [Singh et al., 2010]. Building on the optimal reward framework, the main contribution
of this chapter is a novel meta-learning algorithm for learning intrinsic rewards for policy-gradient
based learning agents. Through the empirical study in the Atari domain and the Mujoco contin-
uous control domain, we show that augmenting the policy learner with additive intrinsic rewards
learned by the proposed method yields better performance than the base policy learner. We also
show that using the learned intrinsic rewards performs better than using handcrafted heuristic in-
trinsic rewards.
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What Can Learned Intrinsic Rewards Capture? (Chapter 4)

In the previous chapter, we developed a gradient-based meta-learning algorithm for learning an
intrinsic reward function for a policy gradient learning agent. In this chapter, we focus on under-
standing what can be captured by the learned reward functions. To investigate this, we propose
a scalable metagradient framework for learning useful intrinsic reward functions across multiple
lifetimes of experience. Through several proof-of-concept experiments, we show that it is fea-
sible to learn and capture knowledge about long-term exploration and exploitation into a reward
function. Furthermore, we show that unlike policy transfer methods that capture “how” the agent
should behave, the learned reward functions can generalise to other kinds of agents and to changes
in the dynamics of the environment by capturing “what” the agent should strive to do.

Adaptive Pairwise Weights for Temporal Credit Assignment (Chapter 5)

This chapter addresses temporal credit assignment in RL, i.e., how much credit (or blame) an
action should taken in a state get for a future reward. One of the earliest and still most widely
used heuristics is to assign this credit based on a scalar coefficient λ (treated as a hyperparameter)
raised to the power of the time interval between the state-action and the reward. In this chapter,
we explore heuristics based on more general pairwise weightings that are functions of the state in
which the action was taken, the state at the time of the reward, as well as the time interval between
the two. To set the pairwise weights properly, we develop a metagradient algorithm for adapting
these weight functions during the usual policy optimization process. Our empirical work shows
that it is often possible to learn these pairwise weight functions during learning of the policy to
achieve better performance than competing approaches.

Learning State Representations from Random Deep Action-conditional Pre-
dictions (Chapter 6)

This chapter addresses state representation learning in RL. It has been demonstrated that auxiliary
prediction tasks can help DeepRL agents learn better state representations. In this chapter, we
investigate using random prediction tasks as auxiliary tasks for state representation learning. Our
main contribution is an empirical finding that random General Value Functions (GVFs), i.e., deep
action-conditional predictions—random both in what feature of observations they predict as well
as in the sequence of actions the predictions are conditioned upon—form good auxiliary tasks for
RL problems. In particular, we show that random deep action-conditional predictions when used
as auxiliary tasks yield state representations that produce control performance competitive with
state-of-the-art handcrafted auxiliary tasks in both Atari and DeepMind Lab tasks. In another set
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of experiments we stop the gradients from the RL part of the network to the state representation
learning part of the network and show, perhaps surprisingly, that the auxiliary tasks alone are
sufficient to learn state representations good enough to outperform an end-to-end trained actor-
critic baseline.

Planning with Models Learned Using Generalized Value-equivalence Updates
(Chapter 7)

This chapter addresses model learning. Specifically, we focus on a class of models called the value-
equivalent (VE) models [Grimm et al., 2020]. Existing implementations of value-equivalence
update the model by equating (a) the value of the state reached by taking a sequence of actions in
the environment with (b) the value of the state reached by taking the same action-sequence in the
model. The main contribution of this chapter is a new method called generalized value-equivalence
update (G-VU) that equates (a) the value of a state reached by taking an action sequence in the
environment followed by an action sequence in the model with (b) the value of a state reached by
taking the concatenation of the two action sequences entirely in the model. Crucially, G-VU is
not restricted to update only on action sequences experienced in the environment. We combine
G-VU with the state-of-the-art MuZero and build a new agent called G-VUZero. In particular, G-
VUZero updates the model on action sequences that are likely queried by the downstream MCTS
planner. Our empirical results show that G-VUZero outperforms MuZero in two planning-focused
environments, Sokoban and Minipacman.

1.2 Publications and Opensource Contributions

Some of the contributions of this thesis have been published in different venues in the past few
years. We also open-sourced the source code along with some of these published articles to support
reproducible research. We summarize the publications and the open-source contributions below.

Chapter 3 The research work in this chapter appears in: Zeyu Zheng, Junhyuk Oh, and Satin-
der Singh. On learning intrinsic rewards for policy gradient methods. In Advances in Neu-

ral Information Processing Systems, 2018. The source code is available online at https:
//github.com/Hwhitetooth/lirpg.

Chapter 4 The research work in this chapter appears in: Zeyu Zheng, Junhyuk Oh, Matteo
Hessel, Zhongwen Xu, Manuel Kroiss, Hado van Hasselt, David Silver, and Satinder Singh. What
can learned intrinsic rewards capture? In International Conference on Machine Learning, 2020.
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Chapter 5 The research work in this chapter appears in: Zeyu Zheng, Risto Vuorio, Richard L
Lewis, and Satinder Singh. Adaptive pairwise weights for temporal credit assignment. In Proceed-

ings of the Thirty-Sixth AAAI Conference on Artificial Intelligence, 2022.

Chapter 6 The research work in this chapter appears in: Zeyu Zheng, Vivek Veeriah, Risto
Vuorio, Richard L Lewis, and Satinder Singh. Learning state representations from random deep
action-conditional predictions. In Advances in Neural Information Processing Systems, 2021. The
sourc ecode is available online at https://github.com/Hwhitetooth/random_gvfs.
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CHAPTER 2

Background

This chapter provides a brief overview of some background knowledge in RL. We start by intro-
ducing Markov decision processes (MDPs) as a theoretical framework for RL and the notion of
value functions and policies. Then we introduce several fundamental RL algorithms that are used
by the work in the following chapters. Finally, we briefly review some modern implementations of
DeepRL agents.

2.1 Markov Decision Processes

In RL, the environment is usually modeled as a Markov decision process (MDP) [Puterman, 2014,
Sutton and Barto, 2018]. An MDP is a 4-tuple (S,A, P, r) where:

• S is a finite set of states;

• A is a finite set of actions;

• p : S × A × S → [0, 1] defines the transition probability to state s′ upon taking action a in
state s;

• r : S ×A → R defines the reward of taking action a in state s.

At every time step t, the agent observes the environment state St, takes an action At, and then
receives a reward Rt+1 and the next state St+1.

2.1.1 Episodes and Returns

Many applications come with a natural way of terminating the agent-environment interaction. We
say these environments are episodic and call the interaction sequence between the initial state and
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the termination an episode. For an episode of length T , we define the return Gt as the cumulative
rewards after time step t:

Gt = Rt+1 +Rt+2 + · · ·+RT . (2.1)

We often find it convenient to work with the discounted return

Gt = Rt+1 + γRt+2 + · · ·+ γT−t−1RT , (2.2)

where γ ∈ [0, 1) is a discount factor.

2.1.2 Policies and Value Functions

The agent selects actions according to its policy π. π : S ×A → [0, 1] maps a state to a probability
distribution over the action space. We often denote the probability of taking action a in state s as
π(a|s). The value function of a policy π is defined as

vπ(s) = Eπ

[ ∞∑
t=0

γtRt+1|S0 = s

]
, (2.3)

Here we use Eπ[X] to denote the expectation of the random variableX when the agent’s actions are
sampled from the policy π. The constant dependency on the environment dynamics P is omitted
for brevity. The value vπ(s) of a state s denotes the expected cumulative rewards for the agent
when following policy π. Similarly, the action-value function is defined as

qπ(s, a) = Eπ

[ ∞∑
t=0

γtRt+1|S0 = s, A0 = a

]
, (2.4)

which denotes the expected cumulative rewards for the agent when the agent first takes action a and
then follows policy π in state s. The advantage function is the difference between the action-value
function and the state value function:

Ψπ(s, a) = qπ(s, a)− vπ(s). (2.5)

2.1.3 Optimal Policies and Optimal Value Functions

There exists at least one optimal policy whose state value is greater than or equal any other policy
for all states. We use π∗ to denote an optimal policy. By definition, all optimal policies share the
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same value function called the optimal value function v∗:

v∗(s) = max
π

vπ(s) (2.6)

for all s ∈ S. All optimal policies also share the same optimal action-value function q∗:

q∗(s, a) = max
π

qπ(s, a) (2.7)

for all s ∈ S and a ∈ A. Given the optimal action-value function q∗, we can derive an optimal
policy by taking the greedy action with respect to q∗:

π∗(s) = argmax
a

q∗(s, a) (2.8)

for all s ∈ S. The goal of an RL agent is find an optimal policy π∗ such that the values for all
states are maximized.

2.2 Fundamental RL Algorithms

2.2.1 Monte-Carlo Prediction

Since the value function vπ of a policy π is usually unknown, we need to learn an approximation
v̂π instead. For brevity, we will omit the superscript unless it causes ambiguity. Learning the
approximated value function v̂ lies in the core of most RL algorithms. The most straightforward
way of learning such an approximated value function is by the Monte-Carlo method. We repeat-
edly sample episodes by interacting with the environment following policy π. For each episode
S0, A0, R1, S1, . . . , ST−1, AT−1, RT , we update the value function of each state in this trajectory as
follows:

v̂(St)← v̂(St) + α
[
Gt − v̂(St)

]
, (2.9)

where α is the step size or learning rate.

2.2.2 Temporal-difference Learning

Another way of learning an approximated value function is by temporal-difference (TD) learning.
TD learning is one of the the most fundamental ideas in RL. In contrast to thee Monte-Carlo
approach, TD does not require complete episodes to make an update. Instead, TD can update the
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approximated value of St immediately after observing St+1 and Rt+1:

v̂(St)← v̂(St) + α
[
Rt+1 + γv̂(St+1)− v̂(St)

]
. (2.10)

The is often called one-step TD. Accordingly, we call the quantityRt+1+γv̂(St+1) one-step return
and denote it by Gt:t+1. Moving beyond, n-step TD updates the value of St after n steps:

v̂(St)← v̂(St) + α
[
Gt:t+n − v̂(St)

]
, (2.11)

where Gt:t+n = Rt+1 + γRt+2 + · · · + γnv̂(St+n) is the n-step return. We can also make a
compound update by taking a convex combination of Gt:t+1, Gt:t+2, . . . , Gt:t+T = Gt. A specific
way of combining them with exponentially decayed weights is called λ-return:

G
(λ)
t = (1− λ)

T−t−1∑
n=1

λn−1Gt:t+n + λT−t−1Gt. (2.12)

2.2.3 Policy Gradient

Policy gradient methods [Sutton et al., 2000] are a class of algorithms that directly optimize a
parameterized policy πθ. θ denotes the parameters of the policy. Recall that the objective of an RL
agent is to maximize the long-term cumulative rewards:

J(θ) = Eπ[
T∑
t=1

γt−1Rt]. (2.13)

By the policy gradient theorem [Sutton et al., 2000], the gradient of this objective with respect to
the policy parameters θ is

∇θJ(θ) = Eπ
[
q(St, At)∇θ log πθ(At|St)

]
. (2.14)

The expectation in the above equation is hard to compute thus we often estimate it as follows. For
each episode trajectory S0, A0, R1, S1, . . . , ST−1, AT−1, RT , the policy gradient is estimated by

gθ =
T−1∑
t=0

Gt∇θ log πθ(At|St). (2.15)

Then we can update the policy parameters by gradient ascent:

θ ← θ + αgθ (2.16)
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This algorithm is often called REINFORCE [Williams, 1992].
In practice, REINFORCE often suffers high variance in the gradient estimation. A common

technique for variance reduction is to subtract a baseline from the return:

gθ =
T−1∑
t=0

[
Gt − b(St)

]
∇θ log πθ(At|St). (2.17)

The baseline function b(St) can be any function as long as it does not depend on the action At
or any quantity that comes after time step t. One can show that the value function vπ is the
optimal baseline function for variance reduction. In that case, the policy gradient in Eq. 2.14 can
be rewritten as

∇θJ(θ) =Eπ
[(
q(St, At)− v(St)

)
∇θ log πθ(At|St)

]
=Eπ

[
Ψ(St, At)∇θ log πθ(At|St)

]
.

(2.18)

In practice, we often use the approximated value function v̂ instead because the true value function
vπ is unknown. The approximated policy gradient is computed as

gθ =
T−1∑
t=0

[
Gt − v̂(St)

]
∇θ log πθ(At|St). (2.19)

We denote
Ψ̂MC
t = Gt − v̂(St) (2.20)

and call Ψ̂MC
t the Monte-Carlo estimate of the advantage Ψ(St, At).

2.2.4 Actor-critic

We can combine policy gradient with TD learning by replacing the return Gt with an 1-step return
Gt:t+1. The resulting algorithm is called 1-step actor-critic [Sutton et al., 2000]. 1-step actor-critic
learns both an approximated value function v̂ and a parameterized policy πθ and updates them at
every time step as follows:

θ ←θ + απ
[
Gt:t+1 − v̂(St)

]
∇θ log πθ(At|St)

v̂(St)←v̂(St) + αv
[
Gt:t+1 − v̂(St)

]
.

(2.21)

απ and αv denote the learning rates for the policy and the approximated value function respectively.
We can easily generalize to n-step actor-critic by replacing the 1-step returnGt:t+1 in Eq. 2.21 with
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the n-step return Gt:t+n. We can of course use the λ-return G(λ)
t as well. In that case, we denote

Ψ̂
(λ)
t = G

(λ)
t − v̂(St) (2.22)

and call Ψ̂(λ)
t the λ-estimate of Ψ(St, At).

2.3 Modern DeepRL Implementations of RL Algorithms

Thanks to the advances in modern hardware design and the development of complex benchmark
environments [Bellemare et al., 2013, Duan et al., 2016a, Beattie et al., 2016] in the past decade, we
are able to apply RL to problems with high-dimensional state spaces. In such cases, it is infeasible
to store or update the value and policy for each individual state. We must embrace function ap-
proximation. In modern DeepRL implementations, we often parameterize the approximated value
function v̂ and the policy π with deep neural networks. For example, in environments where the
observations are images, we often use convolutional neural networks (CNNs) [LeCun et al., 1998]
to parameterize v̂ and π.

Modern deep neural networks are extremely computation demanding thus their training of-
ten requires specialized hardware such graphic processing units (GPUs) and corresponding auto-
differentiation software tools [Abadi et al., 2016, Paszke et al., 2019, Bradbury et al., 2018]. As
part of the process, the DeepRL community adapted to some of the DL terminologies so that we
can benefit from the DL infrastructures more easily. One prominent instance is that instead of
defining updates, we often define loss functions and the actual updates are computed by stochastic
gradient descent (SGD). For example, we often define the loss function for policy gradient as

J(θ) = Eπ
[
Gt log πθ(At|St)

]
. (2.23)

It is worth highlighting that the TD update (Eq. 2.10 and Eq. 2.11) is not the gradient of any
function thus cannot be expressed by a loss function. To overcome this inconvenience, we often
define a mean-squared loss but apply a stop-gradient operation on the returns to recover the correct
TD update:

LTD = [v̂(St)− SG(Gt:t+n)]
2 , (2.24)

where SG(·) denotes the stop-gradient operation.
Modern deep neural networks are also data demanding. In supervised learning, people usually

need to collect a large scale dataset before they can train the neural networks. Due to the online
nature of RL, we must generate trajectory data on-the-fly, which makes the agent-environment
interaction process the bottleneck of the training pipeline. One solution to this problem is to
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instantiate multiple parallel interaction processes to increase the throughput of data generation.
Each interaction process is often called an actor.

2.3.1 Parallel Advantage Actor-critic

A popular DeepRL agent called parallel advantage actor-critic (A2C) [Mnih et al., 2016] is used for
the work in Chapter 3, 4, 5, and 6. Here we provide an introduction of A2C. The work in Chapter 7
uses a different agent called MuZero [Schrittwieser et al., 2020]. We will delay the introduction of
MuZero to Chapter 7 as it is not related other chapters.

Algorithm 1 provides an overview of the algorithm. We learn a policy πθ and a value function
v̂ϕ and both of them are parameterized by deep neural networks. The weights of the networks are
denoted by θ and ϕ respectively. We use B parallel actors to generate the training trajectories. At
each iteration, we first run each actor for n steps in parallel and collect B n-step trajectories. Then
we compute the policy gradient loss for the policy on each trajectory and take the summation of
them:

J(θ) =
B∑
b=1

t+n−1∑
i=t

[
G

(b)
i:t+n − v̂(s

(b)
i )

]
log πθ(a

(b)
i |s

(b)
i ). (2.25)

In addition, we also compute an entropy regularization for the policy:

Lent(θ) =
B∑
b=1

t+n−1∑
i=t

H
[
πθ(·|s(b)i )

]
, (2.26)

where
H[πθ(·|s)] = −

∑
a∈A

πθ(a|s) log πθ(a|s) (2.27)

denotes the entropy of the probability distribution over the action space in state s. The purpose of
this regularization is to encourage the policy to stay stochastic and avoid collapsing to a (nearly)
deterministic policy. So the overall loss function for the policy is

Lπ(θ) = −J(θ)− βLent(θ) (2.28)

where β is a scalar coefficient that controls the strength of the regularization. After that, we also
compute the TD loss for the value function:

Lv(ϕ) =
B∑
b=1

t+n−1∑
i=t

[
v̂ϕ(s

(b)
t )− SG(G

(b)
i:t+n)

]2
(2.29)

Lastly, we update the weights of the neural networks by stochastic gradient descent to minimize
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Algorithm 1 Parallel Advantage Actor-critic
Input TD steps n, number of parallel actors B, entropy regularization β
Randomly initialize the policy network with parameters θ
Randomly initialize the value network with parameters ϕ
Initialize B parallel actors
repeat

Collect one n-step trajectory from each actor: {s(i)t , a
(i)
t , r

(i)
t+1, s

(i)
t+1, . . . , s

(i)
t+n}Bi=1

Compute the policy gradient loss J(θ) =
∑B

b=1

∑t+n−1
i=t

[
G

(b)
i:t+n − v̂(s

(b)
i )

]
log πθ(a

(b)
i |s

(b)
i )

Compute the entropy regularization Lent(θ) =
∑B

b=1

∑t+n−1
i=t H[πθ(·|s(b)i )]

Compute the policy loss Lπ(θ) = −J(θ)− βLent(θ)

Compute the value loss Lv(ϕ) =
∑B

b=1

∑t+n−1
i=t [v̂ϕ(s

(b)
t )− SG(G

(b)
i:t+n)]

2

Update θ and ϕ by stochastic gradient descent to minimize Lπ and Lv respectively
until done

the policy loss and the value loss respectively. This loop repeats until training terminates.
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CHAPTER 3

On Learning Intrinsic Rewards for Policy Gradient
Methods

One of the challenges facing an agent-designer in formulating a sequential decision making task
as a reinforcement learning (RL) problem is that of defining a reward function. In some cases a
choice of reward function is clear from the designer’s understanding of the task. For example, in
board games such as Chess or Go the notion of win/loss/draw comes with the game definition,
and in Atari games there is a game score that is part of the game. In other cases there may not
be any clear choice of reward function. For example, in domains in which the agent is interacting
with humans in the environment and the objective is to maximize human-satisfaction it can be hard
to define a reward function. Similarly, when the task objective contains multiple criteria such as
minimizing energy consumption and maximizing throughput and minimizing latency, it is not clear
how to combine these into a single scalar-valued reward function.

Even when a reward function can be defined, it is not unique in the sense that certain transforma-
tions of the reward function, e.g., adding a potential-based reward [Ng et al., 1999], will not change
the resulting ordering over agent behaviors. While the choice of potential-based or other (policy)
order-preserving reward function used to transform the original reward function does not change
what the optimal policy is, it can change for better or for worse the sample (and computational)
complexity of the RL agent learning from experience in its environment using the transformed
reward function.

Yet another aspect to the challenge of reward-design stems from the observation that in many
complex real-world tasks an RL agent is simply not going to learn an optimal policy because of
various bounds (or limitations) on the agent-environment interaction (e.g., inadequate memory,
representational capacity, computation, training data, etc.). Thus, in addressing the reward-design
problem one may want to consider transformations of the task-specifying reward function that
change the optimal policy. This is because it could result in the bounded-agent achieving a more
desirable (to the agent designer) policy than otherwise. This is often done in the form of shaping
reward functions that are less sparse than an original reward function and so lead to faster learn-
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ing of a good policy even if it in principle changes what the theoretically optimal policy might
be [Rajeswaran et al., 2017]. Other examples of transforming the reward function to aid learning
in RL agents is the use of exploration bonuses, e.g., count-based reward bonuses for agents that
encourage experiencing infrequently visited states [Bellemare et al., 2016, Ostrovski et al., 2017,
Tang et al., 2017].

The above challenges make reward-design difficult, error-prone, and typically an iterative pro-
cess. Reward functions that seem to capture the designer’s objective can sometimes lead to un-
expected and undesired behaviors. Phenomena such as reward-hacking [Amodei et al., 2016]
illustrate this vividly. There are many formulations and resulting approaches to the problem of
reward-design including preference elicitation, inverse RL, intrinsically motivated RL, optimal
rewards, potential-based shaping rewards, more general reward shaping, and mechanism design;
often the details of the formulation depends on the class of RL domains being addressed. In this
chapter we build on the optimal rewards problem formulation of Singh et al. [2010]. We discuss
the optimal rewards framework as well as some other approaches for learning intrinsic rewards in
Section 3.1.

Our main contribution in this chapter is the derivation of a new stochastic-gradient-based
method for learning parametric intrinsic rewards that when added to the task-specifying (here-
after extrinsic) rewards can improve the performance of policy-gradient based learning methods
for solving RL problems. The policy-gradient updates the policy parameters to optimize the sum
of the extrinsic and intrinsic rewards, while simultaneously our method updates the intrinsic re-
ward parameters to optimize the extrinsic rewards achieved by the policy. We evaluate our method
on several Atari games with a state of the art A2C (Advantage Actor-Critic) [Mnih et al., 2016]
agent as well as on a few Mujoco domains with a similarly state of the art PPO agent and show that
learning intrinsic rewards can outperform using just extrinsic reward as well as using a combina-
tion of extrinsic reward and a constant “live bonus” [Duan et al., 2016a]. On Atari games, we also
compared our method with a count-based methods, i.e., pixel-SimHash [Tang et al., 2017]. Our
method showed better performance.

3.1 Related Work

Optimal rewards and reward design. Our work builds on the Optimal Reward Frame-
work [Singh et al., 2010]. Formally, the optimal intrinsic reward for a specific combination of
RL agent and environment is defined as the reward that when used by the agent for its learning
in its environment maximizes the extrinsic reward. The main intuition is that in practice all RL
agents are bounded (computationally, representationally, in terms of data availability, etc.) and the
optimal intrinsic reward can help mitigate these bounds. Computing the optimal reward remains
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a big challenge, of course. The paper introducing the framework used exhaustive search over a
space of intrinsic reward functions and thus does not scale. Sorg et al. [2010] introduced PGRD
(Policy Gradient for Reward Design), a scalable algorithm that only works with lookahead-search
(e.g., UCT) based planning agents (and hence the agent itself is not a learning-based agent; only
the reward to use with the fixed planner is learned). Its insight was that the intrinsic reward can be
treated as a parameter that influences the outcome of the planning process and thus can be trained
via gradient ascent as long as the planning process is differentiable (which UCT and related algo-
rithms are). Guo et al. [2016] extended the scalability of PGRD to high-dimensional image inputs
in Atari 2600 games and used the intrinsic reward as a reward bonus to improve the performance
of the Monte Carlo Tree Search algorithm using the Atari emulator as a model for the planning. A
big open challenge is deriving a sound algorithm for learning intrinsic rewards for learning-based
RL agents and showing that it can learn intrinsic rewards fast enough to beneficially influence the
online performance of the learning based RL agent. Our main contribution in this chapter is to
answer this challenge.

Reward shaping and Auxiliary rewards. Reward shaping [Ng et al., 1999] provides a general
answer to what space of reward function modifications do not change the optimal policy, specif-
ically potential-based rewards. Other attempts have been made to design auxiliary rewards with
desired properties. For example, the UNREAL agent [Jaderberg et al., 2017] used pseudo-reward
computed from unsupervised auxiliary tasks to refine its internal representations. In Bellemare
et al. [2016], Ostrovski et al. [2017], and Tang et al. [2017], a pseudo-count based reward bonus
was given to the agent to encourage exploration. Pathak et al. [2017] used self-supervised pre-
diction errors as intrinsic rewards to help the agent explore. In these and other similar exam-
ples [Schmidhuber, 2010, Stadie et al., 2015, Oudeyer and Kaplan, 2009], the agent’s learning
performance improves through the reward transformations, but the reward transformations are
expert-designed and not learned. The main departure point in this chapter is that we learn the
parameters of an intrinsic reward function that maps high-dimensional observations and actions to
rewards.

Hierarchical RL. Another approach to a form of intrinsic reward is in the work on hierarchical
RL. For example, FeUdal Networks (FuNs) [Vezhnevets et al., 2017] is a hierarchical architecture
with a Manager and a Worker learning at different time scales. The Manager conveys abstract
goals to the Worker and the Worker optimizes its policy to maximize the extrinsic reward and the
cosine distance to the goal. The Manager optimizes its proposed goals to guide the Worker to learn
a better policy in terms of the cumulative extrinsic reward. A large body of work on hierarchical
RL also generally involves a higher level module choosing goals for lower level modules. All of
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this work can be viewed as a special case of creating intrinsic rewards within a multi-module agent
architecture. One special aspect of hierarchical-RL work is that these intrinsic rewards are usually
associated with goals of achievement, i.e., achieving a specific goal state while in our setting the
intrinsic reward functions are general mappings from observation-action pairs to rewards. Another
special aspect is that most evaluations of hierarchical RL show a benefit in the transfer setting with
typically worse performance on early tasks while the manager is learning and better performance
on later tasks once the manager has learned. In our setting we take on the challenge of showing
that learning and using intrinsic rewards can help the RL agent perform better while it is learning
on a single task. Finally, another difference is that hierarchical RL typically treats the lower-level
learner as a black box while we train the intrinsic reward using gradients through the policy module
in our architecture.

Meta RL. Our work in this chapter can be viewed as an instance of meta learning [Andrychowicz
et al., 2016, Santoro et al., 2016, Nichol and Schulman, 2018] in the sense that the intrinsic reward
function module acts as a meta-learner that learns to improve the agent’s objective (i.e., mixture of
extrinsic and intrinsic reward) by taking into account how each gradient step of the agent affects
the true objective (i.e., extrinsic reward) through the meta-gradient. However, a key distinction
from the prior work on meta learning for RL [Finn et al., 2017a, Duan et al., 2017, Wang et al.,
2016a, Duan et al., 2016b] is that our method aims to meta-learn intrinsic rewards within a single
task, whereas much of the prior work is designed to quickly adapt to new tasks in a few-shot
learning scenario. Xu et al. [2018b] concurrently proposed a similar idea that learns to find meta-
parameters (e.g., discount factor) such that the agent can learn more efficiently within a single task.
In contrast to state-independent meta-parameters in [Xu et al., 2018b], we propose a richer form
of state-dependent meta-learner (i.e., intrinsic rewards) that directly changes the reward function
of the agent, which can be potentially extended to hierarchical RL.

3.2 Gradient-Based Learning of Intrinsic Rewards

As noted earlier, the most practical previous work in learning intrinsic rewards using the Optimal
Rewards framework was limited to settings where the underlying RL agent was a planning (i.e.,
needs a model of the environment) agent that use lookahead search in some form (e.g, UCT). In
these settings the only quantity being learned was the intrinsic reward function. By contrast, in this
section we derive our algorithm for learning intrinsic rewards for the setting where the underlying
RL agent is itself a learning agent, specifically a policy gradient based learning agent.
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Figure 3.1: The LIRPG agent architecture. Inside the agent are two modules, a policy function
parameterized by θ and an intrinsic reward function parameterized by η. In our experiments the
policy function (A2C / PPO) has an associated value function as does the intrinsic reward function
. As shown by the dashed lines, the policy module is trained to optimize the weighted sum of
intrinsic and extrinsic rewards while the intrinsic reward module is trained to optimize just the
extrinsic rewards.

3.2.1 LIRPG: Learning Intrinsic Rewards for Policy Gradient

Notation. We use the following notation throughout.

• θ: policy parameters

• η: intrinsic reward parameters

• rex: extrinsic reward from the environment

• rinη = rinη (s, a): intrinsic reward estimated by η

• Gex(st, at) =
∑∞

i=t γ
i−trexi

• Gin(st, at) =
∑∞

i=t γ
t−irinη (si, ai)

• Gex+in(st, at) =
∑∞

i=t γ
i−t(rexi + λrinη (si, ai))

• Jex = Eθ[
∑∞

t=0 γ
trext ]

• J in = Eθ[
∑∞

t=0 γ
trinη (st, at)]

• Jex+in = Eθ[
∑∞

t=0 γ
t(rext + λrinη (st, at)]
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• λ: relative weight of intrinsic reward.

The departure point of our approach to reward optimization for policy gradient is to distinguish
between the extrinsic reward, rex, that defines the task, and a separate intrinsic reward rin that
additively transforms the extrinsic reward and influences learning via policy gradients. It is crucial
to note that the ultimate measure of performance we care about improving is the value of the
extrinsic rewards achieved by the agent; the intrinsic rewards serve only to influence the change in
policy parameters. Figure 3.1 shows an abstract representation of our intrinsic reward augmented
policy gradient based learning agent.

Algorithm Overview. An overview of our algorithm, LIRPG, is presented in Algorithm 2. At
each iteration of LIRPG, we simultaneously update the policy parameters θ and the intrinsic reward
parameters η. More specifically, we first update θ in the direction of the gradient of Jex+in which is
the weighted sum of intrinsic and extrinsic rewards. After updating policy parameters, we update
η in the direction of the gradient of Jex which is just the extrinsic rewards. Intuitively, the policy is
updated to maximize the sum of extrinsic and intrinsic rewards, while the intrinsic reward function
is updated to maximize only the extrinsic reward. We describe more details of each step below.

Updating Policy Parameters (θ). Given an episode where the behavior is generated according to
policy πθ, we update the policy parameters using regular policy gradient using the sum of intrinsic
and extrinsic rewards as the reward:

θ′ = θ + α∇θJ
ex+in(θ) (3.1)

≈ θ + αGex+in(st, at)∇θ log πθ(at|st), (3.2)

where Equation 3.2 is a stochastic gradient update.

Updating Intrinsic Reward Parameters (η). Given an episode and the updated policy parame-
ters θ′, we update intrinsic reward parameters. Intuitively, updating η requires estimating the effect
such a change would have on the extrinsic value through the change in the policy parameters. Our
key idea is to use the chain rule to compute the gradient as follows:

∇ηJ
ex = ∇θ′J

ex∇ηθ
′, (3.3)

where the first term (∇θ′J
ex) sampled as

∇θ′J
ex ≈ Gex(st, at)∇θ′ log πθ′(at|st) (3.4)
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Algorithm 2 LIRPG: Learning Intrinsic Reward for Policy Gradient
Input: step-size parameters α and β
Init: initialize θ and η with random values
repeat

Sample a trajectory D = {s0, a0, s1, a1, · · · } by interacting with the environment using πθ
Approximate∇θJ

ex+in(θ;D) by Equation 3.2
Update θ′ ← θ + α∇θJ

ex+in(θ;D)
Approximate∇θ′J

ex(θ′;D) on D by Equation 3.9
Approximate∇ηθ

′ by Equation 3.8
Compute∇ηJ

ex = ∇θ′J
ex(θ′;D)∇ηθ

′

Update η′ ← η + β∇ηJ
ex

until done

is an approximate stochastic gradient of the extrinsic value with respect to the updated policy
parameters θ′ when the behavior is generated by πθ′ , and the second term can be computed as
follows:

∇ηθ
′ = ∇η

(
θ + αGex+in(st, at)∇θ log πθ(at|st)

)
(3.5)

= ∇η

(
αGex+in(st, at)∇θ log πθ(at|st)

)
(3.6)

= ∇η

(
αλGin(st, at)∇θ log πθ(at|st)

)
(3.7)

= αλ
∞∑
i=t

γi−t∇ηr
in
η (si, ai)∇θ log πθ(at|st). (3.8)

Note that to compute the gradient of the extrinsic value Jex with respect to the intrinsic reward
parameters η, we needed a new episode with the updated policy parameters θ′ (cf. Equation 3.4),
thus requiring two episodes per iteration. To improve data efficiency we instead reuse the episode
generated by the policy parameters θ at the start of the iteration and correct for the resulting mis-
match by replacing the on-policy update in Equation 3.4 with the following off-policy update using
importance sampling:

∇θ′J
ex = Gex(st, at)

∇θ′πθ′(at|st)
πθ(at|st)

. (3.9)

The parameters η are updated using the product of Equations 3.8 and 3.9 with a step-size parameter
β; this approximates a stochastic gradient update (cf. Equation 3.3).

Implementation on A2C and PPO. We described LIRPG using the most basic policy gradient
formulation for simplicity. There have been many advances in policy gradient methods that reduce
the variance of the gradient and improve the data-efficiency. Our LIRPG algorithm is also compat-
ible with such actor-critic architectures. Specifically, for our experiments on Atari games we used
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a reasonably state of the art advantage actor-critic (A2C) architecture, and for our experiments
on Mujoco domains we used a similarly reasonably state of the art proximal policy optimization
(PPO) architecture. 1

3.3 Experiments on Atari Games

Our overall objective in the following first set of experiments is to evaluate whether augmenting a
policy gradient based RL agent with intrinsic rewards learned using our LIRPG algorithm (hence-
forth, augmented agent in short) improves performance relative to the baseline policy gradient
based RL agent that uses just the extrinsic reward (henceforth, A2C baseline agent in short). To
this end, we first perform this evaluation on multiple Atari games from the Arcade Learning Envi-
ronment (ALE) platform [Bellemare et al., 2013] using the same open-source implementation with
exactly the same hyper-parameters of the A2C algorithm [Mnih et al., 2016] from OpenAI [Dhari-
wal et al., 2017] for both our augmented agent as well as the baseline agent. The extrinsic reward
used is the game score change as is standard for the work on Atari games. The LIRPG algorithm
has two additional parameters relative to the baseline algorithm, the parameter λ that controls
how the intrinsic reward is scaled before adding it to the extrinsic reward and the step-size β; we
describe how we choose these parameters below in our results.

We also conducted experiments against two other baselines. The first baseline simply added a
constant positive value as a live bonus to the agent’s reward at each time step (henceforth, A2C-
live-bonus baseline agent in short). The live bonus heuristic encourages the agent to live longer
so that it will potentially have a better chance of getting extrinsic rewards. The second baseline
augmented the agent with a count-based bonus generated by the pixel-SimHash algorithm [Tang
et al., 2017] (henceforth, A2C-pixel-SimHash baseline agent in short.)

Note that the policy module inside the agent is really two networks, a policy network and a
value function network (that helps estimate Gex+in as required in Equation 3.2). Similarly the
intrinsic reward module in the agent is also two networks, a reward function network and a value
function network (that helps estimate Gex as required in Equation 3.4).

3.3.1 Implementation Details

The intrinsic reward module has two very similar neural network architectures as the policy module
described above. It has a “policy” network that instead of a softmax over actions produces a scalar
reward for every action through a tanh nonlinearity to keep the scalar output in [−1, 1]; we will
refer to it as the intrinsic reward network. It also has a value network that estimates Gex; this has

1Our implementation is available at: https://github.com/Hwhitetooth/lirpg
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the same architecture as the intrinsic reward network except for the output layer that has a single
scalar output without a non-linear activation. These two networks share the parameters of the first
four layers with each other. We keep the default values of all hyper-parameters in the original
OpenAI implementation of the A2C-based policy module unchanged for both the augmented and
baseline agents. We use RMSProp to optimize the two networks of the intrinsic reward module.
Recall that there are two parameters special to LIRPG. Of these, the step size β was initialized to
0.0007 and annealed linearly to zero over 50 million time steps for all the experiments reported
below. We did a small hyper-parameter search for λ for each game (described below).

3.3.2 Overall Performance

Figure 3.2 shows the improvements of the augmented agents over baseline agents on 15 Atari
games: Alien, Amidar, Asterix, Atlantis, BeamRider, Breakout, DemonAttack, DoubleDunk,
MsPacman, Qbert, Riverraid, RoadRunner, SpaceInvaders, Tennis, and UpNDown. We picked
as many games as our computational resources allowed in which the published performance of
the underlying A2C baseline agents was good but where the learning was not so fast in terms of
sample complexity so as to leave little room for improvement. We ran each agent for 5 sepa-
rate runs each for 50 million time steps on each game for both the baseline agents and augmented
agents. For the augmented agents, we explored the following values for the intrinsic reward weight-
ing coefficient λ, {0.003, 0.005, 0.01, 0.02, 0.03, 0.05} and the following values for the term ξ,
{0.001, 0.01, 0.1, 1}, that weights the loss from the value function estimates with the loss from
the intrinsic reward function (the policy component of the intrinsic reward module). We plotted
the best results from the hyper-parameter search in Figure 3.2. For the A2C-live-bonus baseline
agents, we explored the value of live bonus over the set {0.001, 0.01, 0.1, 1} on two games, Amidar
and MsPacman, and chose the best performing value of 0.01 for all 15 games. For the A2C-pixel-
SimHash baseline agents, we adopted all hyper-parameters from [Tang et al., 2017].

The blue bars in Figure 3.2 show the human score normalized improvements of the augmented
agents over the A2C baseline agents, the A2C-live-bonus baseline agents, and the A2C-pixel-
SimHash baseline agents. We see that the augmented agent outperforms the A2C baseline agent
on all 15 games and has an improvement of more than ten percent on 9 out of 15 games. As for the
comparison to the A2C-live-bonus baseline agent, the augmented agent still performed better on
all games except for SpaceInvaders and Asterix. Note that most Atari games are shooting games
so the A2C-live-bonus baseline agent is expected to be a stronger baseline. The augmented agent
outperformed or was comparable to the A2C-pixel-SimHash baseline agent on all 15 games.
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Figure 3.2: (a) Improvements of LIRPG augmented agents over A2C baseline agents. (b) Im-
provements of LIRPG augmented agents over live-bonus augmented A2C baseline agents. (c)
Improvements of LIRPG augmented agents over pixel-SimHash augmented A2C baseline agents.
In all figures, the columns correspond to different games labeled on the x-axes and the y-axes show
human score normalized improvements.
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Figure 3.3: Intrinsic reward variation and frequency of action selection. For each game/plot the
x-axis shows the index of the actions that are available in that game. The red bars show the means
and standard deviations of the intrinsic rewards associated with each action. The blue bars show
the frequency of each action being selected.

3.3.3 Analysis of the Learned Intrinsic Reward

An interesting question is whether the learned intrinsic reward function learns a general state-
independent bias over actions or whether it is an interesting function of state. To explore this
question we used the learned intrinsic reward module and the policy module from the end of a
good run (cf. Figure 3.2) for each game with no further learning to collect new data for each game.
Figure 3.3 shows the variation in intrinsic rewards obtained and the actions selected by the agent
over 100 thousand steps, i.e., 400 thousand frames, on 5 games. The red bars show the average
intrinsic reward per-step for each action. The black segments show the standard deviation of the in-
trinsic rewards. The blue bars show the frequency of each action being selected. Figure 3.3 shows
that the intrinsic rewards for most actions vary through the episode as shown by large black seg-
ments, indirectly confirming that the intrinsic reward module learns more than a state-independent
constant bias over actions. By comparing the red bars and the blue bars, we see the expected
correlation between aggregate intrinsic reward over actions and their selection (through the policy
module that trains on the weighted sum of extrinsic and intrinsic rewards).

3.4 Mujoco Experiments

Our main objective in the following experiments is to demonstrate that our LIRPG-based algo-
rithm can extend to a different class of domains and a different choice of baseline actor-critic
architecture (namely, PPO instead of A2C). Specifically, we explore domains from the Mujoco
continuous control benchmark [Duan et al., 2016a], and used the open-source implementation of
the PPO [Schulman et al., 2017] algorithm from OpenAI [Dhariwal et al., 2017] as our baseline
agent. We also compared LIRPG to the simple heuristic of giving a live bonus as intrinsic reward
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(PPO-live-bonus baseline agents for short). As for the Atari game results above, we kept all hyper-
parameters unchanged to default values for the policy module of both baseline and augmented
agents. Finally, we also conduct a preliminary exploration into the question of how robust the
learning of intrinsic rewards is to the sparsity of extrinsic rewards. Specifically, we used the de-

layed versions of the Mujoco domains, where the extrinsic reward is made sparse by accumulating
the reward for N = 10, 20, 40 time steps before providing it to the agent. Note that the live bonus
is not delayed when we delay the extrinsic reward for the PPO-live-bonus baseline agent. We ex-
pect that the problem becomes more challenging with increasing N but expect that the learning of
intrinsic rewards (that are available at every time step) can help mitigate some of that increasing
hardness.

Delayed Mujoco benchmark. We evaluated 5 environments from the Mujoco benchmark,
i.e., Hopper, HalfCheetah, Walker2d, Ant, and Humanoid. As noted above, to create a more-
challenging sparse-reward setting we accumulated rewards for 10, 20 and 40 steps (or until the end
of the episode, whichever comes earlier) before giving it to the agent. We trained the baseline and
augmented agents for 1 million steps on each environment.

3.4.1 Implementation Details

The intrinsic reward function networks are quite similar to the two networks in the policy mod-
ule. Each network is a multi-layer perceptron (MLP) with 2 hidden layers. We concatenated the
observation vector and the action vector as the input to the intrinsic reward network. The first two
layers are fully connected layers with 64 hidden units. Each hidden layer is followed by a tanh
non-linearity. The output layer has one scalar output. We apply tanh on the output to bound the
intrinsic reward to [−1, 1]. The value network to estimate Gex has the same architecture as the
intrinsic reward network except for the output layer that has a single scalar output without a non-
linear activation. These two networks do not share any parameters. We keep the default values of
all hyper-parameters in the original OpenAI implementation of PPO unchanged for both the aug-
mented and baseline agents. We use Adam [Kingma and Ba, 2014] to optimize the two networks
of the intrinsic reward module. The step size β was initialized to 0.0001 and was fixed over 1
million time steps for all the experiments reported below. The mixing coefficient λ was fixed to
1.0 and instead we multiplied the extrinsic reward by 0.01 cross all 5 environments.

3.4.2 Overall Performance

Our results comparing the use of learning intrinsic reward with using just extrinsic reward on top
of a PPO architecture are shown in Figure 3.4. We only show the results of a delay of 20 here
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Figure 3.4: The x-axis is time steps during learning. The y-axis is the average reward over the last
100 training episodes. The black curves are for the baseline PPO architecture. The blue curves are
for the PPO-live-bonus baseline. The red curves are for our LIRPG based augmented architecture.
The green curves are for our LIRPG architecture in which the policy module was trained with only
intrinsic rewards. The dark curves are the average of 10 runs with different random seeds. The
shaded area shows the standard errors of 10 runs.

. The black curves are for PPO baseline agents. The blue curves are PPO-live-bonus baseline
agents, where we explored the value of live bonus over the set {0.001, 0.01, 0.1, 1} and plotted
the curves for the domain-specific best performing choice. The red curves are for the augmented
LIRPG agents.

We see that in 4 out of 5 domains learning intrinsic rewards significantly improves the perfor-
mance of PPO, while in one game (Ant) we got a degradation of performance. Although a live
bonus did help on 2 domains, i.e., Hopper and Walker2d, LIRPG still outperformed it on 4 out of
5 domains except for HalfCheetah on which LIRPG got comparable performance. We note that
there was no domain-specific hyper-parameter optimization for the results in this figure; with such
optimization there might be an opportunity to get improved performance for our method in all the
domains.

Training with Only Intrinsic Rewards. We also conducted a more challenging experiment on
Mujoco domains in which we used only intrinsic rewards to train the policy module. Recall that
the intrinsic reward module is trained to optimize the extrinsic reward. In 3 out of 5 domains,
as shown by the green curves denoted by ‘PPO-LIRPG(Rin)’ in Figure 3.4, using only intrinsic
rewards achieved similar performance to the red curves where we used a mixture of extrinsic
rewards and intrinsic rewards. Using only intrinsic rewards to train the policy performed worse
than using the mixture on Hopper but performed even better on HalfCheetah. It is important
to note that training the policy using only live-bonus reward without the extrinsic reward would
completely fail, because there would be no learning signal that encourages the agent to move
forward. In contrast, our result shows that the agent can learn complex behaviors solely from the
learned intrinsic reward on MuJoCo environment, and thus the intrinsic reward captures far more
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than a live bonus does; this is because the intrinsic reward module takes into account the extrinsic
reward structure through its training.

3.5 Conclusion

Our experiments on using LIRPG with A2C on multiple Atari games showed that it helped improve
learning performance in all of the 15 games we tried. Similarly using LIRPG with PPO on multiple
Mujoco domains showed that it helped improve learning performance in 4 out 5 domains (for the
version with a delay of 20). Note that we used the same A2C / PPO architecture and hyper-
parameters in both our augmented and baseline agents.

In this chapter, we derived a novel practical algorithm, LIRPG, for learning intrinsic reward
functions in problems with high-dimensional observations for use with policy gradient based RL
agents. This is the first such algorithm to the best of our knowledge. Our empirical results show
promise in using intrinsic reward function learning as a kind of meta-learning to improve the
performance of modern policy gradient architectures like A2C and PPO.
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CHAPTER 4

What Can Learned Intrinsic Rewards Capture?

Reinforcement learning (RL) agents can store knowledge in their policies, value functions, state
representations, and models of the environment dynamics. These components can be the loci of
knowledge in the sense that they are structures in which knowledge, either learned from experi-
ence by the agent’s algorithm or given by the agent-designer, can be deposited and reused. The
objective of the agent is defined by a reward function, and the goal is to learn to act so as to max-
imise cumulative rewards. In this chapter we consider the proposition that the reward function
itself is a good locus of knowledge. This is unusual (but not novel) in that most prior work treats
the reward as given and immutable, at least as far as the learning algorithm is concerned. In fact,
agent designers often do find it convenient to modify the reward function given to the agent to fa-
cilitate learning. It is therefore useful to distinguish between two kinds of reward functions [Singh
et al., 2010]: extrinsic rewards define the task and capture the designer’s preferences over agent
behaviour, whereas intrinsic rewards serve as helpful signals to improve the learning dynamics of
the agent.

Most existing work on intrinsic rewards falls into two categories: task-dependent and task-
independent. Both are typically designed by hand. Hand-designing task-dependent rewards can
be fraught with difficulty as even minor misalignment between the actual reward and the intended
bias/goals can lead to unintended and sometimes catastrophic consequences [Clark and Amodei,
2016]. Task-independent intrinsic rewards are also typically hand-designed, often based on an
intuitive understanding of animal/human behaviour or on heuristics on desired exploratory be-
haviour. It can, however, be hard to match such task-independent intrinsic rewards to the specific
learning dynamics induced by the interaction between agent and environment. In this chapter,
we are interested in the comparatively under-explored possibility of learned (not hand-designed)
task-dependent intrinsic rewards. Although there have been a few attempts to learn useful intrinsic
rewards from experience [Singh et al., 2009, Zheng et al., 2018], how to capture complex knowl-
edge such as exploration across episodes into a reward function remains an open question.

We emphasise that it is not our objective to show that rewards are a better locus of learned
knowledge than others; the best locus likely depends on the kind of knowledge that is most useful
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in a given task. In particular, knowledge captured in rewards provides guidance on “what” the
agent should strive to do while knowledge captured in policies provides guidance on “how” an
agent should behave. Knowledge about “what” captured in rewards is indirect and thus slower
to make an impact on behaviour because it takes effect through learning, while knowledge about
“how” can directly have an immediate impact on behaviour. At the same time, because of its
indirectness the former can generalise better to changes in dynamics and different learning agents,
as we empirically show in this chapter.

How should we measure the usefulness of a learned reward function? Ideally, we would like to
measure the effect the learned reward function has on the learning dynamics. Of course, learning
happens over multiple episodes, indeed it happens over an entire lifetime. Therefore, we choose
lifetime return, the cumulative extrinsic reward obtained by the agent over its entire lifetime, as the
main objective. To this end, we adopt the multi-lifetime setting of the Optimal Rewards Frame-
work [Singh et al., 2009] in which an agent is initialised randomly at the start of each lifetime and
then faces a stationary or non-stationary task drawn from some distribution. In this setting, the
only knowledge that is transferred across lifetimes is the reward instead of the policy. Specifically,
the goal is to learn a single intrinsic reward function that, when used to adapt the agent’s policy
using a standard episodic RL algorithm, ends up optimising the cumulative extrinsic reward over
its lifetime.

In previous work, good reward functions were found via exhaustive search, limiting the range
of applicability. We develop a more scalable gradient-based method for learning intrinsic rewards
by exploiting the fact that the interaction between the policy update and the reward function is
differentiable(see Chapter 3; also [Zheng et al., 2018]). Moreover, unlike the prior work, we
parameterize the reward function by a recurrent neural network unrolled over the entire lifetime
and train it to maximise lifetime return, which is crucial for the reward function to capture long-
term temporal dependencies (e.g., novelty of states across episodes). To handle long-term credit
assignment that spans the lifetime, we use a lifetime value function that estimates the remaining
lifetime return.

Our main contributions and findings are as follows: (1) Through carefully designed environ-
ments, we show that learned intrinsic reward functions can capture a rich form of knowledge such
as long-term exploration (e.g., exploring uncertain states) and exploitation (e.g., anticipating envi-
ronment changes) across multiple episodes. To our knowledge, this is the first work that shows the
feasibility of learning such complex knowledge into reward functions. (2) We show that “what to
do” knowledge captured by the reward functions can generalise to changing dynamics of the envi-
ronment and new learning agents, whereas policy transfer methods do not generalise well, which
provides insights into the usefulness of rewards as a locus of knowledge.
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4.1 Related Work

Hand-designed Rewards There is a long history of work on designing rewards to accelerate
learning in reinforcement learning. Reward shaping aims to design task-specific rewards towards
known optimal behaviours, typically requiring domain knowledge. Both the benefits [Randlöv and
Alström, 1998, Ng et al., 1999, Harutyunyan et al., 2015] and the difficulty [Clark and Amodei,
2016] of task-specific reward shaping have been studied. On the other hand, many intrinsic rewards
have been proposed to encourage exploration, inspired by animal behaviours. Examples include
prediction error [Schmidhuber, 1991a,b, Oudeyer et al., 2007, Gordon and Ahissar, 2011, Mirolli
and Baldassarre, 2013, Pathak et al., 2017], surprise [Itti and Baldi, 2006], deviation from a default
policy [Goyal et al., 2018], weight change [Linke et al., 2019], and state-visitation counts [Sutton,
1990, Poupart et al., 2006, Strehl and Littman, 2008, Bellemare et al., 2016, Ostrovski et al., 2017].
Although these kinds of intrinsic rewards are not domain-specific, they are often not well-aligned
with the task that the agent is solving, and ignore the effect on the agent’s learning dynamics.
In contrast, our work aims to learn intrinsic rewards from data that take into account the agent’s
learning dynamics without requiring prior knowledge from a human.

Rewards Learned from Experience There have been a few attempts to learn useful intrinsic
rewards from data. Singh et al. [2009] introduced the Optimal Reward Framework which aims
to find a good reward function that allows agents to solve a distribution of tasks using exhaustive
search. The empirical study only showed simple intrinsic reward functions such as preference over
certain objects due to the inefficient exhaustive search method employed. Although there have
been follow-up works [Sorg et al., 2010, Guo et al., 2016] that use a gradient-based method, they
consider a non-parameteric policy using Monte-Carlo Tree Search. Our work is closely related
to the LIRPG algorithm in Chapter 3 which proposed a meta-gradient method to learn intrinsic
rewards. However, LIRPG considers a single task in a single lifetime with a myopic episode return
objective, which is limited in that it does not allow exploration across episodes or generalisation to
different agents. In contrast, our approach takes into account both the long-term effect of intrinsic
rewards on the learning dynamics and the lifetime history of the agent. We show this is crucial
for capturing long-term knowledge, such as seeking for novel states across episodes, which is
not achieved in previous work. Finally, unlike AGILE [Bahdanau et al., 2019] which showed
that a learned reward function can generalise to unseen instructions in instruction-following RL
problems, our work shows new and interesting kind of generalisation: to new agent-environment
interfaces and algorithms.
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Meta-learning for Exploration and Task Adaptation Meta-learning [Schmidhuber et al.,
1996, Thrun and Pratt, 1998] has recently received considerable attention in RL. Recent advances
include few-shot adaptation [Finn et al., 2017a], few-shot imitation [Finn et al., 2017b, Duan et al.,
2017], model adaptation [Clavera et al., 2019], and inverse RL [Xu et al., 2019]. In particular, our
work is related to the prior work on meta-learning good exploration strategies [Wang et al., 2016b,
Duan et al., 2016b, Stadie et al., 2018, Xu et al., 2018a] in that both perform temporal credit assign-
ment across episode boundaries by maximising rewards accumulated beyond an episode. Unlike
the prior work that aims to directly transfer an exploratory policy, our framework indirectly drives
exploration via a reward function which can be reused by different learning agents.

Meta-learning Update Rules There have been a few studies that directly meta-learn how to
update the agent’s parameters via meta-parameters including discount factor and returns [Xu et al.,
2018b], auxiliary tasks [Schlegel et al., 2018, Veeriah et al., 2019], unsupervised learning update
rules [Metz et al., 2019], and RL objectives [Bechtle et al., 2019, Kirsch et al., 2019]. Our work
also belongs to this category in that our meta-parameters are the reward function used in the agent’s
update. In particular, our multi-lifetime formulation is similar to ML3 [Bechtle et al., 2019] and
MetaGenRL [Kirsch et al., 2019]. However, ML3 cannot generalise to different agent-environment
interfaces, whereas intrinsic rewards can as shown in Section 4.5. In addition, we propose to use
the lifetime return as opposed to the myopic episodic objective of ML3 and MetaGenRL, which is
crucial for cross-episode exploration.

Cognitive Study. Several cognitive science studies on the exploration-exploitation dilemma [Co-
hen et al., 2007, Wilson et al., 2014] have shown that humans use both a random exploration strat-
egy [Thompson, 1933, Watkins, 1989] and an information-seeking strategy [Gittins, 1974, 1979]
when facing uncertainty. Computationally, the former can be easily implemented, whereas the
latter usually requires carefully handcrafted methods to guide the agent’s behaviour. In this work,
we hypothesize and empirically verify that an information-seeking intrinsic reward function can
naturally emerge if it is useful for solving the tasks. The condition of being useful resembles a
recent study [Dubey and Griffiths, 2019] which posited that a rational agent should explore in a
way such that the usefulness of its knowledge is maximised.

4.2 The Optimal Reward Problem

We first introduce some terminology.

• Agent: A learning system interacting with an environment. On each step t the agent selects
an action at and receives from the environment an observation st+1 and an extrinsic reward
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Figure 4.1: Illustration of the proposed intrinsic reward learning framework. The intrinsic re-
ward rη is used to update the agent’s parameter θi throughout its lifetime which consists of many
episodes. The goal is to find the optimal intrinsic reward parameters η∗ across many lifetimes
that maximises the lifetime return (Glife) given any randomly initialised agents and possibly non-
stationary tasks drawn from some distribution p(T ).

rt+1 defined by a task T . The agent chooses actions based on a policy πθ(at|st) parameter-
ized by θ.

• Episode: A finite sequence of agent-environment interactions until the end of the episode
defined by the task. An episode return is defined as: Gep =

∑Tep−1
t=0 γtrt+1, where γ is a

discount factor, and the random variable Tep gives the number of steps until the end of the
episode.

• Lifetime: A finite sequence of agent-environment interactions until the end of training de-
fined by an agent-designer, which can consist of multiple episodes. The lifetime return is
Glife =

∑T−1
t=0 γ

trt+1, where γ is a discount factor, and T is the number of steps in the
lifetime.

• Intrinsic reward: A reward function rη(τt+1) parameterized by η, where τt = (s0, a0, r1,
d1, s1, . . ., rt, dt, st) is a lifetime history with (binary) episode terminations di.

The Optimal Reward Problem [Singh et al., 2010], illustrated in Figure 4.1, aims to learn the
parameters of the intrinsic reward such that the resulting rewards achieve a learning dynamic for
an RL agent that maximises the lifetime (extrinsic) return on tasks drawn from some distribution.
Formally, the objective function is defined as:

J(η) = Eθ0∼Θ,T ∼p(T )

[
Eτ∼pη(τ |θ0)

[
Glife]] , (4.1)

where Θ and p(T ) are an initial policy distribution and a distribution over possibly non-stationary
tasks respectively. The likelihood of a lifetime history τ is

pη(τ |θ0) = p(s0)
T−1∏
t=0

πθt(at|st)p(dt+1, rt+1, st+1|st, at),
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where θt = f(θt−1, η) is a policy parameter as updated with update function f , which is policy
gradient in this chapter.1 Note that the optimisation of η spans multiple lifetimes, each of which
can span multiple episodes.

Using the lifetime return Glife as the objective instead of the conventional episodic return Gep

allows exploration across multiple episodes as long as the lifetime return is maximised in the long
run. In particular, when the lifetime is defined as a fixed number of episodes, we find that the
lifetime return objective is sometimes more beneficial than the episodic return objective, even for
the episodic return performance measure. However, different objectives (e.g., final episode return)
can be considered depending on the definition of what a good reward function is.

4.3 Meta-Learning Intrinsic Reward

We propose a meta-gradient approach [Xu et al., 2018b, Zheng et al., 2018] to solve the optimal
reward problem. At a high-level, we sample a new task T and a new random policy parameter θ at
each lifetime iteration. We then simulate an agent’s lifetime by updating the parameter θ using an
intrinsic reward function rη (Section 4.3.1) with policy gradient (Section 4.3.2). Concurrently, we
compute the meta-gradient by taking into account the effect of the intrinsic rewards on the policy
parameters to update the intrinsic reward function with a lifetime value function (Section 4.3.3).
Algorithm 3 gives an overview of our algorithm. The following sections describe the details.

4.3.1 Architectures

The intrinsic reward function is a recurrent neural network (RNN) parameterized by η, which pro-
duces a scalar reward on arriving in state st by taking into account the history of an agent’s lifetime
τt = (s0, a0, r1, d1, s1, ..., rt, dt, st). We claim that giving the lifetime history across episodes as in-
put is crucial for balancing exploration and exploitation, for instance by capturing how frequently
a certain state is visited to determine an exploration bonus reward. The lifetime value function is a
separate recurrent neural network parameterized by ϕ, which takes the same inputs as the intrinsic
reward function and produces a scalar value estimation of the expected future return within the
lifetime.

4.3.2 Policy Update

Each agent interacts with an environment and a task sampled from a distribution T ∼ p(T ). How-
ever, instead of directly maximising the extrinsic rewards defined by the task, the agent maximises

1We assume that the policy parameter is updated after each time-step throughout the chapter for brevity. However,
the parameter can be updated less frequently in practice.
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Algorithm 3 Learning intrinsic rewards

Input: p(T ): Task distribution
Input: Θ: Randomly-initialised policy distribution
Initialise intrinsic reward η and lifetime value ϕ
repeat

Initialise task T ∼ p(T ) and policy θ ∼ Θ
while lifetime not ended do
θ0 ← θ
for k = 1, 2, . . . , N do

Generate a trajectory using πθk−1

Update policy θk ← θk−1 + α∇θk−1
Jη(θk−1) using intrinsic rewards rη (Eq. 4.3)

end for
Update intrinsic reward function η using Eq. 4.4
Update lifetime value function ϕ using Eq. 4.6
θ ← θN

end while
until η converges

the intrinsic rewards (rη) by using policy gradient [Williams, 1992, Sutton et al., 2000]:

Jη(θ) = Eθ
[ Tep−1∑

t=0

γ̄trη(τt+1)

]
(4.2)

∇θJη(θ) = Eθ
[
Gep
η,t∇θ log πθ(a|s)

]
, (4.3)

where rη(τt+1) is the intrinsic reward at time t, and Gep
η,t =

∑Tep−1
k=t γ̄k−trη(τk+1) is the return of the

intrinsic rewards accumulated over an episode with discount factor γ̄.

4.3.3 Intrinsic Reward and Lifetime Value Update

To update the intrinsic reward parameters η, we directly take a meta-gradient ascent step using the
overall objective (Equation 4.1). Specifically, the gradient is

∇ηJ(η) = Eθt,T
[
Glife
t ∇θt log πθt(at|st)∇ηθt

]
, (4.4)

The chain rule is used to get the meta-gradient (∇ηθt) as in Chapter 3. The computation graph of
this procedure is illustrated in Figure 4.1.

Computing the true meta-gradient in Equation 4.4 requires backpropagation through the entire
lifetime, which is infeasible as each lifetime can involve thousands of policy updates. To par-
tially address this issue, we truncate the meta-gradient after N policy updates but approximate the
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Figure 4.2: Illustration of domains. (a) The agent needs to find the goal location which gives
a positive reward, but the goal is not visible to the agent. (b) Each object (A, B, and C) gives
rewards. (c) The agent is required to first collect the key and visit one of the boxes (A, B, and C) to
receive the corresponding reward. All objects are placed in random locations before each episode.

lifetime return Glife,ϕ
t ≈ Glife

t using a lifetime value function Vϕ(τ) parameterized by ϕ, which is
learned using a temporal difference learning from n-step trajectory:

Glife,ϕ
t =

n−1∑
k=0

γkrt+k+1 + γnVϕ(τt+n) (4.5)

ϕ′ = ϕ+ α′(Glife,ϕ
t − Vϕ(τt))∇ϕVϕ(τt), (4.6)

where α′ is a learning rate. In our empirical work, we found that the lifetime value estimates
were crucial to allow the intrinsic reward to perform long-term credit assignments across episodes
(Section 4.4.6).

4.4 Empirical Investigations

We present the results from our empirical investigations in two sections. In this section, the exper-
iments and domains are designed to answer the following research questions:

• What kind of knowledge is learned by the intrinsic reward?

• How does the distribution of tasks influence the intrinsic reward?

• What is the benefit of the lifetime return objective over the episode return?

• When is it important to provide the lifetime history as input to the intrinsic reward?
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Figure 4.3: Evaluation of different reward functions averaged over 30 seeds. The learning curves
show agents trained with our intrinsic reward (blue), with the extrinsic reward using the episodic
return objective (orange) or the lifetime return objective (brown), and with a count-based explo-
ration reward (green). The dashed line corresponds to a hand-designed near-optimal exploration
strategy.

4.4.1 Experimental Setup

We investigate these research questions in the grid-world domains illustrated in Figure 4.2. For
each domain, we trained an intrinsic reward function across many lifetimes and evaluated it by
training an agent using the learned reward. We implemented the following baselines.

• Extrinsic-EP: A policy is trained with extrinsic rewards to maximise the episode return.

• Extrinsic-LIFE: A policy is trained with extrinsic rewards to maximise the lifetime return.

• Count-based [Strehl and Littman, 2008]: A policy is trained with extrinsic rewards and
count-based exploration bonus rewards.

• ICM [Pathak et al., 2017]: A policy is trained with extrinsic rewards and curiosity rewards
based on an inverse dynamics model.

Note that these baselines, unlike the learned intrinsic rewards, do not transfer any knowledge across
different lifetimes. Throughout Sections 4.4.2-4.4.5, we focus on analysing what kind of knowl-
edge is learned by the intrinsic reward depending on the nature of environments. We discuss the
benefit of using the lifetime return and considering the lifetime history when learning the intrinsic
reward in Section 4.4.6.

4.4.2 Exploring Uncertain States

We designed ‘Empty Rooms’ (Figure 4.2a) to see whether the intrinsic reward can learn to encour-
age exploration of uncertain states like novelty-based exploration methods. The goal is to visit an
invisible goal location, which is fixed within each lifetime but varies across lifetimes. An episode
terminates when the goal is reached. Each lifetime consists of 200 episodes. From the agent’s per-
spective, its policy should visit the locations suggested by the intrinsic reward. From the intrinsic
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(a) Room (b) Intrinsic (c) Count (d) ICM

Figure 4.4: Visualisation of the first 3000 steps of an agent trained with different reward functions
in Empty Rooms. (a) The blue and yellow squares represent the agent and the hidden goal, respec-
tively. (b) The learned reward encourages the agent to visit many locations if the goal is not found
(top). However, when the goal is found early, the intrinsic reward makes the agent exploit it with-
out further exploration (bottom). (c-d) Both the count-based and ICM rewards tend to encourage
exploration (top) but hinders exploitation when the goal is found (bottom).

reward’s perspective, it should encourage the agent to go to unvisited locations to locate the goal,
and then to exploit that knowledge for the rest of the lifetime.

Figure 4.3 shows that the learned intrinsic reward was more efficient than extrinsic rewards and
count-based exploration when training a new agent. We observed that the intrinsic reward learned
two interesting strategies as visualised in Figure 4.4. While the goal is not found, it encourages
exploration of unvisited locations, because it learned the knowledge that there exists a rewarding
goal location somewhere. Once the goal is found the intrinsic reward encourages the agent to ex-
ploit it without further exploration, because it learned that there is only one goal. This result shows
that curiosity about uncertain states can naturally emerge when various states can be rewarding in
a domain, even when the rewarding states are fixed within an agent’s lifetime.

4.4.3 Exploring Uncertain Objects

In the previous domain, we considered uncertainty of where the reward (or goal location) is. We
now consider dealing with uncertainty about the value of different objects. In the ‘Random ABC’
environment (see Figure 4.2b), for each lifetime the rewards for objects A, B, and C are uniformly
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Figure 4.5: Visualisation of the learned intrinsic reward in Random ABC, where the extrinsic
rewards for A, B, and C are 0.2, −0.5, and 0.1 respectively. Each figure shows the sum of intrinsic
rewards for a trajectory towards each object (A, B, and C). In the first episode, the intrinsic reward
encourages the agent to explore A. In the second episode, the intrinsic reward encourages exploring
C if A is visited (top) or vice versa (bottom). In episode 3, after both A and C are explored, the
intrinsic reward encourages revisiting A (both top and bottom).

sampled from [−1, 1], [−0.5, 0], and [0, 0.5] respectively but are held fixed within the lifetime.
A good intrinsic reward should learn that: 1) B should be avoided, 2) A and C have uncertain
rewards, hence require systematic exploration (first go to one and then the other), and 3) once it is
determined which of the two A or C is better, exploit that knowledge by encouraging the agent to
repeatedly go to that object for the rest of the lifetime.

Figure 4.3 shows that the agent learned a near-optimal exploration-then-exploitation method
with the learned intrinsic reward. Note that the agent cannot pass information about the reward
for objects across episodes, as usual in reinforcement learning. The intrinsic reward can prop-
agate such information across episodes and help the agent explore or exploit appropriately. We
visualised the learned intrinsic reward for different actions sequences in Figure 4.5. The intrinsic
rewards encourage the agent to explore towards A and C in the first few episodes. Once A and
C are explored, the agent exploits the largest rewarding object. Throughout training, the agent is
discouraged to visit B through negative intrinsic rewards. These results show that avoidance and
curiosity about uncertain objects can potentially emerge if the environment has various or fixed
rewarding objects.
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Figure 4.6: Visualisation of the agent’s intrinsic and extrinsic rewards (left) and the entropy of its
policy (right) on Non-stationary ABC. The task changes at 500th episode (dashed vertical line).
The intrinsic reward gives a negative reward even before the task changes (green rectangle) and
makes the policy less deterministic (entropy increases). As a result, the agent quickly adapts to the
change.

0 100 200
Num episodes

0.25

0.50

0.75

1.00

Ep
iso

de
 re

tu
rn

Empty Rooms

0 20 40

0.0

0.2

0.4

Random ABC

0 2500 5000

0.0

0.2

Key-Box

0 250 500 750 1000

−0.5

0.0

0.5

1.0
Non-stationary ABC

LSTM-Lifetime
LSTM-Episode
FF-Episode

Figure 4.7: Evaluation of different intrinsic reward architectures and objectives. For ‘LSTM’ the
reward network has an LSTM taking the lifetime history as input. For ‘FF’ a feed-forward reward
network takes only the current time-step. ‘Lifetime’ and ‘Episode’ means the lifetime and episodic
return as objective respectively.

4.4.4 Exploiting Invariant Causal Relationship

To see how the intrinsic reward deals with causal relationship between objects, we designed ‘Key-
Box’, which is similar to Random ABC except that there is a key in the room (see Figure 4.2c).
The agent needs to collect the key first to open one of the boxes (A, B, and C) and receive the
corresponding reward. The rewards for the objects are sampled from the same distribution as
Random ABC. The key itself gives a neutral reward of 0. Moreover, the locations of the agent, the
key, and the boxes are randomly sampled for each episode. As a result, the state space contains
more than 3 billion distinct states and thus is infeasible to fully enumerate. Figure 4.3 shows
that learned intrinsic reward leads to a near-optimal exploration. The agent trained with extrinsic
rewards did not learn to open any box. The intrinsic reward captures that the key is necessary to
open any box, which is true across many lifetimes of training. This demonstrates that the intrinsic
reward can capture causal relationships between objects when the domain has this kind of invariant
dynamics.

40



4.4.5 Dealing with Non-stationarity

We investigated how the intrinsic reward handles non-stationary tasks within a lifetime in our ‘Non-
stationary ABC’ environment. Rewards are as follows: for A is either 1 or−1, for B is−0.5, for C
is the negative value of the reward for A. The rewards of A and C are swapped every 250 episodes.
Each lifetime lasts 1000 episodes. Figure 4.3 shows that the agent with the learned intrinsic reward
quickly recovered its performance when the task changes, whereas the baselines take more time to
recover. Figure 4.6 shows how the learned intrinsic reward encourages the learning agent to react
to the changing rewards. Interestingly, the intrinsic reward has learned to prepare for the change
by giving negative rewards to the exploitation policy of the agent a few episodes before the task
changes. In other words, the intrinsic reward reduces the agent’s commitment to the current best
rewarding object, thereby increasing entropy in the current policy in anticipation of the change,
eventually making it easier to adapt quickly. This shows that the intrinsic reward can capture
the (regularly) repeated non-stationarity across many lifetimes and make the agent intrinsically
motivated not to commit too firmly to a policy, in anticipation of changes in the environment.

4.4.6 Ablation Study

To study relative benefits of the proposed technical ideas, we conducted an ablation study 1) by
replacing the long-term lifetime return objective (Glife) with the episodic return (Gep) and 2) by
restricting the input of the reward network to the current time-step instead of the entire lifetime
history. Figure 4.7 shows that the lifetime history was crucial to achieve good performance. This
is reasonable because all domains require some past information (e.g., object rewards in Random
ABC, visited locations in Empty Rooms) to provide useful exploration strategies. It is also shown
that the lifetime return objective was beneficial on Random ABC, Non-stationary ABC, and Key-
Box. These domains require exploration across multiple episodes in order to find the optimal
policy. For example, collecting an uncertain object (e.g., object A in Random ABC) is neces-
sary even if the episode terminates with a negative reward. The episodic value function would
directly penalise such an under-performing exploratory episode when computing meta-gradient,
which prevents the intrinsic reward from learning to encourage exploration across episodes. On
the other hand, such behaviour can be encouraged by the lifetime value function, as long as it
provides useful information to maximise the lifetime return in the long term.

4.5 Generalisation via Rewards

As noted above, rewards capture knowledge about what an agent’s goals should be rather than how
it should behave. At the same time, transferring the latter in the form of policies is also feasible in
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Figure 4.8: Comparison to policy transfer methods.

our domains presented above. Here we confirm it by implementing and presenting results for the
following two meta-learning methods:

• MAML [Finn et al., 2017a]: A policy meta-learned from a distributions of tasks such that it
can adapt quickly to the given task after a few parameter updates.

• RL2 [Duan et al., 2016b, Wang et al., 2016b]: An RNN policy unrolled over the entire
lifetime to maximise the lifetime return, which is pre-trained on a distributions of tasks.

Although all the methods we implemented including ours are designed to learn useful knowledge
from a distribution of tasks, they have different objectives. Specifically, the objective of our method
is to learn knowledge that is useful for training “randomly-initialised policies” by capturing “what
to do”, whereas the goal of policy transfer methods is to directly transfer a useful policy for fast
task adaptation by transferring “how to do” knowledge. In fact, it can be more efficient to transfer
and reuse pre-trained policies instead of restarting from a random policy and learning using the
learned rewards given a new task. Figure 4.8 indeed shows that RL2 performs better than our
intrinsic reward approach. It is also shown that MAML and RL2 achieve good performance from
the beginning, as they have already learned how to navigate the grid worlds and how to achieve
the goals of the tasks. In our method, on the other hand, the agent starts from a random policy and
relies on the learned intrinsic reward which indirectly tells it what to do. Nevertheless, our method
outperforms MAML and achieves a comparable asymptotic performance to RL2.

4.5.1 Generalise to New Agent-Environment Interfaces

In fact, our method can be interpreted as an instance of RL2 with a particular decomposition of
parameters (θ and η), which uses policy gradient as a recurrent update (see Figure 4.1). While
this modular structure may not be more beneficial than RL2 when evaluated with the same agent-
environment interface, such a decomposition provides clear semantics of each module: the policy
(θ) captures “how to do” while the intrinsic reward (η) captures “what to do”, and this enables in-
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Figure 4.9: Generalisation to new agent-environment interfaces in Random ABC. (a) ‘Permuted’
agents have different action semantics. ‘Extended’ agents have additional actions. (b) ‘AC-
Intrinsic’ is the original actor-critic agent trained with the intrinsic reward. ‘Q-Intrinsic’ is a
Q-learning agent with the intrinsic reward learned from actor-critic agents. ‘Q-Extrinsic’ is the
Q-learning agent with the extrinsic reward. (c) The performance of the policy transfer baselines
with permuted actions during evaluation.

teresting kinds of generalisations as we show below. Specifically, we show that “what” knowledge
captured by the intrinsic reward can be reused by many different learning agents as follows.

Generalise to Unseen Action Spaces We first evaluated the learned intrinsic reward on new ac-
tion spaces. Specifically, the intrinsic reward was used to train new agents with either 1) permuted
actions, where the semantics of left/right and up/down are reversed, or 2) extended actions, with 4
additional actions that move diagonally. Figure 4.9a shows that the intrinsic reward provided use-
ful rewards to new agents with different actions, though it was not trained with those actions. This
is feasible because the intrinsic reward assigns rewards to the agent’s state changes rather than its
actions. The intrinsic reward captures “what to do”, which makes it feasible to generalise to new
actions, as long as the goal remains the same. On the other hand, it is unclear how to generalise
RL2 and MAML in this way.

Generalise to Unseen Learning Algorithms We further investigated how general the learned
intrinsic reward is by evaluating it on agents with different learning algorithms. Specifically, after
training the intrinsic reward from actor-critic agents, we evaluated it by training new agents through
Q-learning while using the learned intrinsic reward as denoted by ‘Q-Intrinsic’ in Figure 4.9b.
Interestingly, it turns out that the learned intrinsic reward is general enough to be useful for Q-
learning agents, even though it was trained for actor-critic agents. Again, it is unclear how to
generalise RL2 and MAML in this way.
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Comparison to Policy Transfer Although it is impossible to apply the learned policy from RL2

and MAML when we extend the action space or when we change the learning algorithm, we
can do so when we only permute the actions. As shown in Figure 4.9c, both RL2 and MAML
generalise poorly when the action space is permuted for Random ABC, because the transferred
policies are highly biased to the original action space. Again, this result highlights the difference
between “what to do” knowledge captured by our approach and “how to do” knowledge captured
by policies.

4.6 Conclusion

In this chapter, we revisited the original optimal reward problem [Singh et al., 2009] and proposed
a more scalable gradient-based method for learning intrinsic rewards across lifetimes. Through
several proof-of-concept experiments, we showed that the learned non-stationary intrinsic reward
can capture regularities within a distribution of environments or, over time, within a non-stationary
environment. As a result, they were capable of encouraging both exploratory and exploitative
behaviour across multiple episodes. In addition, some task-independent notions of intrinsic mo-
tivation such as curiosity emerged when they were effective for the distribution over tasks across
lifetimes the agent was trained on. We also showed that the learned intrinsic rewards can generalise
to different agent-environment interfaces such as different action spaces and different learning al-
gorithms, whereas policy transfer methods fail to generalise to such changes. This highlights the
difference between the “what” kind of knowledge captured by rewards and the “how” kind of
knowledge captured by policies. The flexibility and range of knowledge captured by intrinsic re-
wards in our proof-of-concept experiments encourages further work towards combining different
loci of knowledge to achieve greater practical benefits.
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CHAPTER 5

Adaptive Pairwise Weights for Temporal Credit
Assignment

The following umbrella problem [Osband et al., 2019] illustrates a fundamental challenge in most
reinforcement learning (RL) problems, namely the temporal credit assignment (TCA) problem.
An RL agent takes an umbrella at the start of a cloudy morning and experiences a long day at
work filled with various rewards uninfluenced by the umbrella, before needing the umbrella in
the rain on the way home. The agent must learn to credit the take-umbrella action in the cloudy-
morning state with the very delayed reward at the end of the day, while also learning to not credit
the action with the many intervening rewards, despite their occurring much closer in time. More
generally, the TCA problem is how much credit or blame should an action taken in a state get for
a future reward. One of the earliest and still most widely used heuristics for TCA comes from
the celebrated TD(λ) [Sutton, 1988] family of algorithms, and assigns credit based on a scalar
coefficient λ raised to the power of the time interval between the state-action and the reward. Note
that this is a recency and frequency heuristic, in that it assigns credit based on how recently and
how frequently a state-action pair has occurred prior to the reward. It is important, however, to also
note that this heuristic has not in any way shown to be the “optimal” way for TCA. In particular,
in the umbrella problem the action of taking the umbrella on a cloudy morning will be assigned
credit for the rewards achieved during the workday early on in learning and it is only after a lot
of learning that this effect will diminish. Nevertheless, the recency and frequency heuristic has
been adopted in most modern RL algorithms because it is so simple to implement, with just one
hyperparameter, and because it has been shown to allow for asymptotic convergence to the true
value function under certain circumstances.

In this chapter, we present two new families of algorithms for addressing TCA: one that gener-
alises TD(λ) and a second that generalises a Monte-Carlo algorithm. Specifically, our generalisa-
tion introduces pairwise weightings that are functions of the state in which the action was taken,
the state at the time of the reward, and the time interval between the two. Of course, it isn’t clear
what this pairwise weight function should be, and it is too complex to be treated as a hyperparam-
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eter (in contrast to the scalar λ in TD(λ)). We develop a metagradient approach to learning the
pairwise weight function at the same time as learning the policy of the agent. Like other metagra-
dient algorithms, our algorithm has two loops: an outer loop that periodically updates the pairwise
weight function in order to optimize the usual RL loss (policy gradient loss in our case) and an
inner loop where the policy parameters are updated using the pairwise weight function set by the
outer loop.

Our main contribution in this chapter is a family of algorithms that contains within it the theoret-
ically well understood TD(λ) and Monte-Carlo algorithms. We show that the additional flexibility
of our algorithms can yield benefit analytically in a simple illustrative example intended to build
intuition and then empirically in more challenging TCA problems. A second contribution is the
metagradient algorithm to learn such the pairwise-weighting function that parameterises our fam-
ily of algorithms. Our empirical work is geared towards answering two questions: (1) Are the
proposed pairwise weight functions able to outperform the best choice of λ and other baselines?
(2) Is our metagradient algorithm able to learn the pairwise weight functions fast enough to be
worth the extra complexity they introduce?

5.1 Related Work

Several heuristic methods have been proposed to address the long-term credit assignment problem
in RL. RUDDER [Arjona-Medina et al., 2019] trains a LSTM [Hochreiter and Schmidhuber, 1997]
to predict the return of an episode given the entire state and action sequence and then conducts
contribution analysis with the LSTM to redistribute rewards to state-action pairs. Synthetic Returns
(SR) [Raposo et al., 2021] directly learns the association between past events and future rewards
and use it as a proxy for credit assignment. Different from the predictive approach of RUDDER
and SR, Temporal Value Transport (TVT) [Hung et al., 2019] augments the agent with an external
memory module and utilizes the memory retrieval as a proxy for transporting future value back
to related state-action pairs. We compare against TVT by using their published code, and we
take inspiration from the core reward-redistribution idea from RUDDER and implement it within
our policy gradient agent as a comparison baseline (because the available RUDDER code is not
directly applicable). We do not compare to SR because their source code is not available.

We also compare against two other algorithms that are more closely related to ours in their
use of metagradients. Xu et al. [Xu et al., 2018b] adapt λ via metagradients rather than tuning
it via hyperparameter search, thereby improving over the use of a fixed-λ algorithm. The Return
Generating Model (RGM) [Wang et al., 2019] generalizes the notion of return from exponentially
discounted sum of rewards to a more flexibly weighted sum of rewards where the weights are
adapted via metagradients during policy learning. RGM takes the entire episode as input and
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generates one weight for each time step. In contrast, we study pairwise weights as explained
below.

Some recent works address counterfactual credit assignment where classic RL algorithms strug-
gle [Harutyunyan et al., 2019, Mesnard et al., 2020, van Hasselt et al., 2020]. Although they are
related to our work in that they also address the TCA problem, we do no compare to them because
our work does not focus on the counterfactual aspect.

5.2 Pairwise Weights for Advantages

At the core of our contribution are new parameterizations of functions for computing advantage
estimators used in policy gradient methods. Therefore, we briefly review advantages estimators in
policy gradient methods as our points of departure. For a more comprehensive review, please refer
to Chapter 2.

Advantage estimators Recall from Chapter 2 that the Monte-Carlo estimator of the advantage
function Ψ(St, At) is

Ψ̂MC
t = Gt − v̂(St), (5.1)

and the λ-estimator is

Ψ̂
(λ)
t =G

(λ)
t − v̂(St)

=
T∑

k=t+1

(γλ)k−t−1δk,
(5.2)

where δt = Rt + γv̂(St) − v̂(St−1) is the TD-error at time t. As a special case, when λ = 1,
it recovers the MC estimator [Schulman et al., 2015]. As noted above, the value for λ is usually
manually tuned as a hyperparameter. Adjusting λ provides a way to tradeoff bias and variance in
Ψ̂(λ) (this is absent in Ψ̂MC). Below we present two new estimators that are analogous in this regard
to Ψ̂(λ) and Ψ̂MC.

Proposed Heuristic 1: Advantages via Pairwise Weighted Sum of TD-errors. Our first new
estimator, denoted PWTD for Pairwise Weighted TD-error, is a strict generalization of the λ-
estimator above and is defined as follows:

Ψ̂PWTD
η,t =

T∑
k=t+1

fη(St, Sk, k − t)δk, (5.3)
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where fη(St, Sk, k−t) ∈ [0, 1], parameterized by η, is the scalar weight given to the TD-error δk as
a function of the state to which credit is being assigned, the state at which the TD-error is obtained,
and the time interval between the two. Note that if we choose f(St, Sk, k − t) = (γλ)k−t−1, it
recovers the usual λ-estimator Ψ̂(λ).

Proposed Heuristic 2: Advantages via Pairwise Weighted Sum of Rewards. Instead of gener-
alizing from the λ-estimator, we can also generalize from the MC estimator via pairwise weighting.
Specifically, the new pairwise-weighted return is defined as

GPWR
η,t =

T∑
k=t+1

fη(St, Sk, k − t)Rk, (5.4)

where fη(St, Sk, k − t) ∈ [0, 1] is the scalar weight given to the reward Rk. The corresponding
advantage estimator, denoted PWR for Pairwise Weighted Reward, then is:

Ψ̂PWR
η,t = GPWR

η,t − v̂PWR(St), (5.5)

where vPWR(s) = Eθ[GPWR
η,t |St = s] and v̂PWR is an approximation of vPWR. Note that if we choose

f(St, Sk, k − t) = γk−t−1, we can recover the MC estimator Ψ̂MC.
The benefit of the additional flexibility provided by these new estimators highly depends on the

choice of the pairwise weight function f . As we will demonstrate in the simple example below, the
new estimators can yield lower variance and benefit policy learning if the function f captures the
underlying credit assignment structure of the problem. On the other hand, the new estimators may
not even be well-defined in the infinite-horizon setting if the pairwise weight function is chosen
wrongly because the weighted sum of TD-errors/rewards could be unbounded. Designing a good
pairwise weight function by hand is challenging because it requires both domain knowledge to
capture the credit assignment structure and careful tuning to avoid harmful consequences. Thus
we propose a metagradient algorithm to learn the pairwise weight function such that it benefits
policy learning, as detailed in § 5.3.

An Illustrative Analysis of the Benefit of the PWR Estimator. Consider the simple-MDP ver-
sion of the umbrella problem in Figure 5.1. Each episode starts at the leftmost state, s0, and
consists of T transitions. The only choice of action is at s0 and it determines the reward on the
last transition. A noisy reward ϵ is sampled for each intermediate transition independently from a
distribution with mean µ and variance σ2 > 0. These intermediate rewards are independent of the
initial action. We consider the undiscounted setting in this example. The expected return for state
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s0

...
ε

ε ε +1

...ε ε ε −1

Figure 5.1: A simple illustrative MDP. The initial action determines the final reward but does not
impact the intermediate rewards. The consequence of the initial action is delayed.

s0 under policy π is
v(s0) = Eπ[G0] = (T − 1)µ+ Eπ[RT ].

For any initial action a0, the advantage is

Ψ(s0, a0) = Eπ[G0|a0]− v(s0) = Eπ[RT |a0]− Eπ[RT ].

Consider pairwise weights for computing Ψ̂PWR(s0, a0) that place weight only on the final transi-
tion, and zero weight on the noisy intermediate rewards, capturing the notion that the intermediate
rewards are not influenced by the initial action choice. More specifically, we choose f such that
for any episode, w0T = 1 and wij = 0 for other i and j. The shorthand wij denotes f(Si, Sj, j − i)
for brevity. The expected parameterized reward sum for the initial state s0 is

vPWR(s0) = Eπ[Gη,0] = Eπ[
T∑
i=t

w0tRt] = Eπ[RT ].

If vPWR is correct, for any initial action a0, the pairwise-weighted advantage is the same as the
regular advantage:

Eπ[Ψ̂PWR
η (s0, a0)] = Eπ[Gη,0 − v̂PWR(s0)|a0]

= Eπ[
T∑
t=1

w0tRt]− vPWR(s0)

= E[RT |a0]− Eπ[RT ] = Ψ(s0, a0).

As for variance, for any initial action a0, [Gη,0|a0] is deterministic because of the zero weight on
all the intermediate rewards and thus Ψ̂PWR

η (s0, a0) has zero variance. The variance of Ψ̂MC(s0, a0)

on the other hand is (T − 1)σ2 > 0. Thus, in this illustrative example Ψ̂PWR yields an unbiased
advantage estimator with far lower variance than Ψ̂MC.
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Our example exploited knowledge of the domain to set weights that would yield an unbiased
advantage estimator with reduced variance, thereby providing some intuition on how a more flex-
ible return might in principle yield benefits for learning. Of course, in general RL problems will
have the umbrella problem in them to varying degrees. But how can these weights be set by the
agent itself, without prior knowledge of the domain? We turn to this question next.

5.3 A Metagradient Algorithm for Adapting Pairwise Weights

Recently metagradient methods have been developed to learn various kinds of parameters that
would otherwise be set by hand or by manual hyperparameter search; these include discount fac-
tors [Xu et al., 2018b, Zahavy et al., 2020], intrinsic rewards (Chapter 3 and 4; also see [Zheng
et al., 2018, Rajendran et al., 2019, Zheng et al., 2020]), auxiliary tasks [Veeriah et al., 2019],
constructing general return functions [Wang et al., 2019], and discovering new RL objectives [Oh
et al., 2020, Xu et al., 2020]. We use the metagradient algorithm from Xu et al. [2018b] for train-
ing the pairwise weights. The algorithm consists of an outer loop learner for the pairwise weight
function, which is driven by a conventional policy gradient loss and an inner loop learner driven
by a policy-gradient loss based on the new pairwise-weighted advantages. For brevity, we use Ψ̂η

to denote Ψ̂PWTD
η or Ψ̂PWR

η unless it causes ambiguity.

Learning in the Inner Loop. In the inner loop, the pairwise-weighted advantage Ψ̂η is used to
compute the policy gradient. We rewrite the gradient update from Eq. 2.18 with the new advantage
as

∇θJη(θ) = Eτ∼πθ [
T−1∑
t=0

Ψ̂η,t∇θ log πθ(At|St)], (5.6)

where τ is a trajectory sampled by executing πθ. The overall update to θ is

∇θJ
inner(θ) = ∇θJη(θ) + βH∇θH(πθ), (5.7)

where H(θ) is the usual entropy regularization term [Mnih et al., 2016] and βH is a mixing coef-
ficient. We apply gradient ascent to update the policy parameters and the updated parameters are
denoted by θ′.

Computing Ψ̂PWR
η with Equation 5.5 requires a value function predicting the expectation of

pairwise-weighted sums of rewards. We train the value function, v̂ψ with parameters ψ, along
with the policy by minimizing the mean squared error between its output v̂ψ(St) and the pairwise-
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weighted sum of rewards Gη,t. The objective for training v̂ψ is

Jvη (ψ) = Eτ∼πθ [
T−1∑
t=0

(Gη,t − v̂ψ(St))2]. (5.8)

Note that Ψ̂PWTD
η does not need this extra value function.

Updating η via Metagradient in the Outer Loop. To update η, the parameters of the pairwise
weight functions, we need to compute the gradient of the usual policy loss w.r.t. η through the
effect of η on the inner loop’s updates to θ.

∇ηJ
outer(η) = ∇θ′J(θ

′)∇ηθ
′. (5.9)

where,

∇θ′J(θ
′) = Eτ ′∼πθ′ [

T−1∑
i=0

Ψt∇θ′ log πθ′(At|St)], (5.10)

τ ′ is another trajectory sampled by executing the updated policy πθ′ and Ψt is the regular advantage.
Note that we need two trajectories, τ and τ ′, to make one update to the meta-parameters η. The

policy parameters θ are updated after collecting trajectory τ . The next trajectory τ ′ is collected
using the updated parameters θ′. The η-parameters are updated on τ ′. In order to make more
efficient use of the data, we follow [Xu et al., 2018b] and reuse the second trajectory τ ′ in the next
iteration as the trajectory for updating θ. In practice we use modern auto-differentiation tools to
compute Equation 5.9 without applying the chain rule explicitly. Computing the regular advantage
requires a value function for the regular return. This value function is parameterized by ϕ and
updated to minimize the squared loss analogously to v̂ϕ.

5.4 Experiments

We present three sets of experiments. The first set (§5.4.1) uses simple tabular MDPs that allow
visualization of the pairwise weights learned by Meta-PWTD and -PWR. The results show that
the metagradient adaptation both increases and decreases weights in a way that can be interpreted
as reflecting explicit credit assignment and variance reduction. In the second set (§5.4.2) we test
Meta-PWTD and -PWR with neural networks in the benchmark credit assignment task Key-to-

Door [Hung et al., 2019]. We show that Meta-PWTD and -PWR outperform several existing
methods for directly addressing credit assignment, as well as TD(λ) methods, and show again that
the learned weights reflect domain structure in a sensible way. In the third set (§5.4.3), we evaluate
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Figure 5.2: (Left) Depth 8 DAG environment with choice of two actions at each state and rewards
along transitions. (Right) Learning performance of regular return, handcrafted weights, and fixed
meta-learned weights. Results are averaged over 5 independent runs. Low is good.

Meta-PWTD and -PWR in two benchmark RL domains, bsuite [Osband et al., 2019] and Atari,
and show that our methods do not hinder learning when environments do not pose idealized long-
term credit assignment challenges.

5.4.1 Learned Pairwise Weights in A Simple MDP

Consider the environment represented as a DAG in Figure 5.2 (left). In each state in the left part
of the DAG (states 0–14, the first phase), the agent chooses one of two actions but receives no
reward. In the remaining states (states 15–44, the second phase) the agent has only one action
available and it receives a reward of +1 or −1 at each transition. Crucially, the rewards the agent
obtains in the second phase are a consequence of the action choices in the first phase because
they determine which states are encountered in the second phase. There is an interesting credit
assignment problem with a nested structure; for example, the action chosen at state 1 determines
the reward received later upon transition into state 44. We refer to this environment as the Depth 8

DAG and also report results below for depths 4 and 16.
In the DAG environments we use a tabular policy, value function, and meta-parameter repre-

sentations. The parameters θ, ψ, ϕ, and η represent the policy, baseline for the weighted return,
baseline for the regular return, and meta-parameters respectively. The η parameters are a |S| × |S|
matrix. The entry on the ith row and the jth column defines the pairwise weight for computing the
contribution of reward at state j to the return at state i. A sigmoid is used to bound the weights to
[0, 1], and the η parameters are initialized so that the pairwise weights are close to 0.5. Note that
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even in a tabular domain such as the DAG, setting the credit assignment weights by random search
would be infeasible due to the number of possible weight combinations. This problem is exac-
erbated by larger domains discussed in the following sections. For this reason, the metagradient
algorithm is a promising candidate for setting the weights.

Visualizing the Learned Weights via Inner-loop Reset. To see the most effective weights that
metagradient learned for a random policy, we repeatedly reset the policy parameters to a random
initialization while continuing to train the meta-parameters until convergence. More specifically:
the meta-parameters η are trained repeatedly by randomly initializing θ, ψ, and ϕ and running
the inner loop for 16 updates for each outer loop update. Following existing work in metagra-
dient [Veeriah et al., 2019, Zheng et al., 2020], the outer loop objective is evaluated on all 16
trajectories sampled with the updated policies. The gradient of the outer loop objective on the ith
trajectory with respect to η is backpropagated through all of the preceding updates to θ.

What pairwise weights would accelerate learning in this domain? Figure 5.2 (top) visualizes a
set of handcrafted weights for Ψ̂PWR in the Depth 8 DAG; each row in the grid represents the state
in which an action advantage is estimated, and each column the state in which a future reward is
experienced. For each state pair (si, sj) the weight is 1 (yellow) only if the reward at sj depends
on the action choice at si, else it is zero (dark purple; the white pairs are unreachable). Figure 5.2
(middle) shows the corresponding weights learned by Meta-PWR. Importantly, the learned pair-
wise weights have been increased for those state pairs in which the handcrafted weights are 1 and
have been decreased for those state pairs in which the handcrafted weights are 0. As in the analysis
of the simple domain in §5.2, these weights will result in lower variance advantage estimates.

The same reset-training procedure was applied to ΨPWTD. Figure 5.2 (bottom) visualizes the
resulting weights. Since the TD-errors depend on the value function which are nonstationary
during agent learning, we expect different weights to emerge at different points in training; the
presented weights are but one snapshot. But a clear contrast to reward weighting can be seen: high
weights are placed on transitions in the first phase of the DAG, which yield no rewards—because
the TD-errors at these transitions do provide signal once the value function begins to be learned.

Evaluation of the Learned Pairwise Weights. After the θ-reset training of the pairwise-weights
completed, we used them to train a new set of θ parameters, fixing the pairwise weights during
learning. Figure 5.2 (right) shows the number of episodes to reach 95% of the maximum score
in each DAG, for policies trained with regular returns, handcrafted weights (H-PWR), and meta-
learned weights. Using the meta-learned weights learned as fast as (indeed faster than) using
the handcrafted weights, and both were faster than the regular returns, with the gap increasing
for larger DAG-depth. We conjecture that the learned weights performed even better than the
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Figure 5.3: Inner loop-reset weight visualization: Top: Handcrafted pairwise weights for Depth 8
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Figure 5.4: (Top) The three phases in KtD. The blue circle denotes the agent. (Bottom left) Vi-
sualization of Handcrafted weights in the KtD experiment. (Bottom right) Weights learned by
Meta-PWR in the µ = 5, σ = 5 configuration.

handcrafted weights because the learned weights adapted to the dynamics of the inner-loop policy
learning procedure whereas the handcrafted weights did not.

5.4.2 The Key-to-Door Experiments

We evaluated Meta-PWTD and -PWR the Key-to-Door (KtD) environment [Hung et al., 2019] that
is an elaborate umbrella problem that was designed to show-off the TVT algorithm’s ability to solve
TCA. We varied properties of the domain to vary the credit assignment challenge. We compared the
learning performance of our algorithms to a version of Ψ̂PWR that uses fixed handcrafted pairwise
weights and no metagradient adaptation, as well as to the following five baselines (see related
work in §5.1): (a) best fixed-λ: Actor-Critic (A2C) [Mnih et al., 2016] with a best fixed λ found
via hyperparameter search; (b) TVT [Hung et al., 2019] (using the code accompanying the paper);
(c) A2C-RR: a reward redistribution method inspired by RUDDER [Arjona-Medina et al., 2019];
(d) Meta-λ(s) [Xu et al., 2018b]: meta-learning a state-dependent function λ(s) for λ-returns; and
(e) RGM [Wang et al., 2019]: meta-learning a single set of weights for generating returns as a
linear combination of rewards.

Environment and Parametric Variation. KtD is a fixed-horizon task where each episode con-
sists of three phases (Figure 5.4 top). In the Key phase (15 steps in duration) there is no reward and
the agent must navigate to the key to collect it. In the Apple phase (90 steps in duration) the agent
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collects apples; apples disappear once collected. Each apple yields a noisy reward with mean µ
and variance σ2. In the Door phase (15 steps in duration) the agent starts at the center of a room
with a door but can open the door only if it has collected the key earlier. Opening the door yields
a reward of 10. Crucially, picking up the key or not has no bearing on the ability to collect apple
rewards. The apples are the noisy rewards that distract the agent from learning that picking up the

key early on leads to a door-reward later. In our experiments, we evaluate methods on 9 different
environments representing combinations of 3 levels of apple reward mean and 3 levels of apple
reward variance.

Implementation. The agent observes the top-down view of the current phase rendered in RGB
and a binary variable indicating if the agent collected the key or not. The policy (θ) and the value
functions (ψ and ϕ) are implemented by separate convolutional neural networks. The meta-network

(η) computes the pairwise weight wij as follows: First, it embeds the observations si and sj and the
time difference (j− i) into separate latent vectors. Then it takes the element-wise product of these
three vectors to fuse them into a vector hij . Finally it maps hij to a scalar output that is bounded
to [0, 1] by sigmoid. We tuned hyperparameters for each method on the mid-level configuration
⟨µ = 5, σ = 25⟩ and kept them fixed for the other 8 configurations. Each method has a distinct
set of parameters (e.g. outer-loop learning rates, λ). We referred to the original papers for the
parameter ranges searched over.

Empirical Results. Figure 5.5 presents learning curves for Meta-PWTD, Meta-PWR, and base-
lines in three KtD configurations. Learning curves are shown separately for the total episode return

and the door phase reward, the latter a measure of success at the long-term credit assignment. Not
unexpectedly, H-PWR which uses handcrafted pairwise weights performs the best. The gap in
performance between H-PWR and the best fixed-λ shows that this domain provides a credit as-
signment challenge that the pairwise-weighted advantage estimate can help with. The TVT and
A2C-RR methods used a low discount factor and so relied solely on their heuristics for learning
to pick up the key, but neither appears to enable fast learning in this domain. In the door phase,
Meta-PWR is generally the fastest learner after H-PWR. Meta-PWTD, though slower, achieves op-
timal performance. Although RGM performs third best in the door phase, it does not perform well
overall, suggesting that the inflexibility of its single set of reward weights (vs. pairwise of Meta-
PWR) forces a trade off between short and long-term credit assignment. In summary, Meta-PWR
outperforms all the other methods and Meta-PWTD is comparable to the baselines.

Figure 5.4 presents a visualization of the handcrafted weights for H-PWR (bottom left) and
weights learned by Meta-PWR (bottom right). In each heatmap, the element on the i-th row and
the j-th column denotes wij , the pairwise weight for computing the contribution of the reward
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A2C A2C-RR RGM Meta-PWTD Meta-PWR
Catch 5975 5950 7849 6096 5967
Catch Noise 42221 42295 48268 41106 43076
Catch Scale 56800 57033 54421 48199 49361
Umbrella Length 38050 38083 40397 37973 38168
Umbrella Distract 37524 37433 40159 37226 36554
Cartpole 76874 71506 119102 65945 61752
Discount Chain 3554 3548 2444 1040 161

Table 5.1: Total regret on selected bsuite domains (low is good).

upon transition to the j-th state to the return at the i-th state in the episode. In the heatmap of
the handcrafted weights, the top-right area has non-zero weights because the rewards in the door
phase depend on the actions selected in the key phase. The weights in the remaining part of the
top rows are zero because those rewards do not depend on the the actions in the key phase. For
the same reason, the weights in the middle-right area are zero as well. The weights in the rest of
the area resemble the exponentially discounted weights with a discount factor of 0.92. This steep
discounting helps fast learning of collecting apples. The learned weights largely resemble the
handcrafted weights, which indicate that the metagradient procedure was able to simultaneously
learn (1) the important rewards for the key phase are in the door phase, and (2) a quick-discounting
set of weights within the apple phase that allows faster learning of collecting apples.

5.4.3 Experiments on Standard RL Benchmarks

Both the DAG and KtD domains are idealized credit assignment problems. However, in domains
outside this idealized class, Meta-PWTD and -PWR may learn slower than baseline methods due
to the additional complexity they introduce. To evaluate this possibility we compared them to base-
line methods on bsuite [Osband et al., 2019] and Atari [Bellemare et al., 2013], both standard
RL benchmarks. For these experiments, we did not compare to Meta-λ(s) because it performed
similarly to the fixed-λ baseline in previous experiments as noted in the original paper [Xu et al.,
2018b].

bsuite is a set of unit-tests for RL agents: each domain tests one or more specific RL-
challenges, such as exploration, memory, and credit assignment, and each contains several ver-
sions varying in difficulty. We selected all domains that are tagged by “credit assignment” and at
least one other challenge. These domains are not designed solely as idealized credit assignment
problems. We ran all methods for 100K episodes in each domain except Cartpole, which we ran
for 50K episodes. Each run was repeated 3 times with different random seeds. Table 5.1 shows the
total regret. Overall Meta-PWTD or -PWR achieved the lowest total regret in all domains except
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for Catch. It shows that Meta-PWTD and -PWR perform better than or comparably to the baseline
methods even in domains without the idealized umbrella-like TCA structure.

To test scalability to high-dimensional environments, we conducted experiments on Atari. Atari
games often have long episodes of more than 1000 steps thus episode truncation is required. How-
ever, the returns in RGM and Meta-PWR are not in a recursive additive form thus the common
way of correcting truncated trajectories by bootstrapping from the value function is not applicable.
TVT also requires full episodes for value transportation. Therefore, we excluded RGM, TVT, and
Meta-PWR and only ran Meta-PWTD, A2C-RR and A2C. For each method we conducted hyper-
parameter search on a subset of 6 games and ran each method on 49 games with the fixed set of
hyperparameters. An important hyperparameter for the A2C baseline is λ, which was set to 0.95.

Figure 5.6 (inset) shows the median human-normalized score during training. Meta-PWTD
performed slightly better than A2C over the entire period, and both performed better than A2C-RR
Figure 5.6 shows the relative performance of Meta-PWTD over A2C. Meta-PWTD outperforms
A2C in 30 games, underperforms in 14, and ties in 5. These results show that Meta-PWTD can
scale to high-dimensional environments like Atari. We conjecture that Meta-PWTD provides a
benefit in games with embedded umbrella problems but this is hard to verify directly.

5.5 Conclusion

We presented two new advantage estimators with pairwise weight functions as parameters to be
used in policy gradient algorithms, and a metagradient algorithm for learning the pairwise weight
functions. Simple analysis and empirical work confirmed that the additional flexibility in our
advantage estimators can be useful in domains with delayed consequences of actions, e.g., in
umbrella-like problems. Empirical work also confirmed that the metagradient algorithm can learn
the pairwise weights fast enough to be useful for policy learning, even in large-scale environments
like Atari.
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Figure 5.6: Relative performance of Meta-PWTD over A2C (λ = 0.95). All scores are averaged
over 5 independent runs with different random seeds. Inset: Learning curves of median human
normalized score of all 49 Atari games. Shaded area shows the standard error over 5 runs.
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CHAPTER 6

Learning State Representations from Random Deep
Action-conditional Predictions

Providing auxiliary tasks to Deep Reinforcement Learning (Deep RL) agents has become an im-
portant class of methods for driving the learning of state representations that accelerate learning
on the main task. Some notable examples of existing auxiliary tasks include pixel control, reward
prediction, termination prediction, and multi-horizon value prediction (these are reviewed in more
detail below). In this work, we explore a different approach to providing auxiliary tasks in which
a set of random action-conditional prediction tasks are generated through a rich space of general
value functions (GVFs) defined by a language of predictions of random features of observations
conditioned on a random sequence of actions.

Our main, and perhaps surprising, contribution in this chapter is an empirical finding that aux-
iliary tasks of learning random GVFs—again, random in both predicted features and actions the
predictions are conditioned upon— yield state representations that produce control performance
that is competitive with state-of-the-art auxiliary tasks with hand-crafted semantics. We demon-
strate this competitiveness in Atari games and DeepMind Lab tasks, comparing to multi-horizon
value prediction [Fedus et al., 2019], pixel control [Jaderberg et al., 2017], and CURL [Laskin
et al., 2020] as our baseline auxiliary tasks. Note that while we present a reasonable approach to
generating the semantics of the random GVFs we employ in our experiments, the specifics of our
approach is not by itself a contribution (and thus not evaluated against other approaches to pro-
ducing semantics for random GVFs), and alternative reasonable approaches for generating random
GVFs could do as well.

Additionally, through empirical analyses on illustrative domains we show the benefits of ex-
ploiting the richness of GVFs—their temporal depth and action-conditionality. We also provide
direct evidence that using random GVFs learns useful representations for the main task through
stop-gradient experiments in which the state representations are trained solely via the random-
GVF auxiliary tasks without using the usual RL learning with rewards to influence representation
learning. We show that, again, surprisingly, these stop-gradient agents outperform the end-to-end-
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trained actor-critic baseline.

6.1 Related Work

Horde and PSRs. Auxiliary tasks were formalized and introduced to RL in [Sutton et al., 2011]
through the Horde architecture. Horde is an off-policy learning framework for learning knowledge
represented as GVFs from an agent’s experience. Our work is related to Horde in the use of a
rich subspace of GVF predictions but differs in that our interest is in the effect of learning these
auxiliary predictions on the main task via shared state representations rather than to show the
knowledge captured in these GVFs. Our work is also related to predictive state representations
(PSRs) [Littman et al., 2001, Singh et al., 2004]. PSRs use predictions as state representations
whereas our work learns latent state representations from predictions. Recently, in the use of
deep neural networks in RL as powerful function approximators, various auxiliary tasks have been
proposed to improve the latent state representations of Deep RL agents. We review these auxiliary
tasks below. Our work belongs to this family of work in that the auxiliary prediction tasks are used
to improve the state representations of Deep RL agents.

Auxiliary tasks using predefined GVF targets. UNREAL [Jaderberg et al., 2017] uses reward
prediction and pixel control and achieved a significant performance improvement in DeepMind
Lab but only marginal improvement in Atari. Termination prediction [Kartal et al., 2019] is shown
to be an useful auxiliary task in episodic RL settings. SimCore DRAW [Gregor et al., 2019]
learns a generative model of future observations conditioned on action sequences and uses it as
an auxiliary task to shape the agent’s belief states in partially observable environments. Fedus et
al. [Fedus et al., 2019] found that simply predicting the returns with multiple different discount
factors (MHVP) serves as effective auxiliary tasks. MHVP relies on the availability of rewards and
thus is different from our work and other unsupervised auxiliary tasks.

Information-theoretic auxiliary tasks. Information-theoretic approaches to auxiliary tasks
learn representations that are informative about the future trajectory of these representations as the
agent interacts with the environment. CPC [van den Oord et al., 2018], CPC|action [Guo et al.,
2018], ST-DIM [Anand et al., 2019], DRIML [Mazoure et al., 2020], and ATC [Stooke et al.,
2021] apply different forms of temporal contrastive losses to learn predictions in a latent space.
CURL [Laskin et al., 2020] ignores the long-term future and applies a contrastive loss on the stack
of consecutive frames to learn good visual representations. PBL [Guo et al., 2020] focuses on
partially observable environments and introduces a separate target encoder to set the prediction
targets. The target encoder is trained to distill the learned state representations. SPR [Schwarzer
et al., 2020] replaces the target encoder in PBL with a moving average of the state representation
function. In addition to being predictive, PI-SAC [Lee et al., 2020] also enforces the state rep-
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resentations to be compressed. SPR and PI-SAC focuses on data efficiency and only conducted
experiments under low data budgets. In these information-theoretic approaches, the targets are not
GVFs and despite some empirical success, none could learn long-term predictions effectively. This
is in contrast to GVF-like predictions which can be effectively learned via TD as in our work as
well as the work presented above.

Theory. A few recent works [Bellemare et al., 2019, Dabney et al., 2020, Lyle et al., 2021] have
studied the optimal representation in RL from a geometric perspective and provided theoretical
insights into why predicting GVF-like targets is helpful in learning state representations. Our work
is consistent with this theoretical motivation.

GVF discovery. Veeriah et al. [Veeriah et al., 2019] used metagradients to discover simple
GVFs (discounted sums of features of observations) In this chapter, we show that random choices
of features and random but rich GVFs are competitive with the state-of-the art of hand-crafted
GVFs as auxiliary tasks.

GVF RNNs. Rather than using GVFs as auxiliary tasks, General Value Function Networks
(GVFNs) [Schlegel et al., 2021] are a new family of recurrent neural networks (RNNs) where
each dimension of the hidden state is a GVF prediction. GVFNs are trained by TD instead of
truncated backprop through time. Our work relates to GVFNs in that both works use GVFs to
shape state representations. However, unlike GVFNs, our work uses GVFs as auxiliary tasks
and does not enforce any semantics to the state representations. Moreover, our empirical study
mainly focuses on the control setting where the agent needs to maximize its long-term cumulative
rewards, whereas [Schlegel et al., 2021] mainly focuses on time series modelling tasks and online
prediction tasks and demonstrated the superior performance of GVFNs over conventional RNNs
when the truncated input sequences are short during training.

6.2 Method

In this section we first describe the specific GVFs we studied in this chapter. Then we describe an
algorithm for the construction of random GVFs. We finish this section with a description of the
agent architecture used in our empirical work.

6.2.1 GVFs with Interdependent TD Relationships

In this chapter, we study auxiliary prediction tasks where the semantics of the predictions are
defined by a set of GVFs with interdependent TD relationships (this family of GVFs are often
referred as temporal-difference networks in the literature [Sutton et al., 2005, Sutton and Tanner,
2004]). The TD relationships among the GVFs can be described by a graph with directional edges,
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Figure 6.1: (a) An example of a question network. The squares represent feature nodes and circles
represent prediction nodes. (b) The agent architecture. The dashed cross denotes an optional
stop-gradient operation.

which we call the question network as it defines the semantics of the predictions.
Figure 6.1a shows an example of a question network. The two squares represent two feature

nodes and the six circles represent six prediction nodes. Node 1 (labeled in the circles) predicts the
expected value of feature f 1 at the next step. Implicitly, this prediction is conditioned on following
the current policy. Node 2 predicts the expected value of node 1 at the next step. Note that we
can “unroll” the target of node 2 to ground it on the features. In this example, node 2 predicts
the expected value of feature f 1 after two steps when following the current policy. Node 5 has a
self-loop and predicts the expectation of the discounted sum of feature f 2 with a discount factor
γ. We call node 5 a discounted sum prediction node. Node 3 is labeled by action a. It predicts
the expected value of node 1 at the next step given action a is taken at the current step. We say
node 3 is conditioned on action a. Similarly, node 4 predicts the same target but is conditioned on
action b. Node 6 has two outgoing edges. It predicts the sum (in general a weighted sum, but in
this chapter we do not explore the role of these weights and instead fix them to be 1) of feature f 1

and the value of node 5, both at the next step. In this case, it is hard to describe the semantic of
node 6’s prediction in terms of the features, but we can see that the prediction is still grounded on
feature f 1 and f 2.

Generalising from the example above, a question network with np prediction nodes and nf

feature nodes defines np predictions of nf features. We use Np to denote the set of all prediction
nodes and Nf to denote the set of all feature nodes. Let W be the adjacency matrix of the question
network. Wij denotes the weight on the edge from node i to node j. We define Wij ≜ 0 if there is
no edge from node i to node j. Now consider an agent interacting with the environment. At each
step t, it receives an observation Ot and takes an action At according to its policy π. Then at the
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next step it receives an observation Ot+1. The feature fk(Ot, At, Ot+1) is a scalar function of the
transition. The agent makes a prediction ŷi(O0, A0, . . . , Ot) for each prediction node i based on
its history; this is computed by a neural network in our work. For brevity, we use fkt+1 and ŷit to
denote fk(Ot, At, Ot+1) and ŷi(O0, A0, . . . , Ot) respectively. The target for prediction i at step t is
denoted by yit. If prediction node i is not conditioned on any action, its target is

yit = Eπ
[ ∑
j∈Np

Wijy
j
t+1 +

∑
k∈Nf

Wikf
k
t+1

]
otherwise, if it is conditioned on action ai, its target is

yit = Eπ
[ ∑
j∈Np

Wijy
j
t+1 +

∑
k∈Nf

Wikf
k
t+1|At = ai

]
.

By the construction of the targets, the agent can learn the prediction ŷit via TD. If i is not condi-
tioned on any action, then ŷit is updated by

ŷit ←
∑
j∈Np

Wij ŷ
j
t+1 +

∑
k∈Nf

Wikf
k
t+1

otherwise, if i is conditioned on action ai, then ŷit is updated by

ŷit ←


∑
j∈Np

Wij ŷ
j
t+1 +

∑
k∈Nf

Wikf
k
t+1 if At = ai

ŷit otherwise

In an episodic setting, if the episode terminates at step T , we define yiT ≜ 0 and ŷiT ≜ 0 for all
prediction nodes i.

These GVFs represent a broad class of predictions. Many existing auxiliary prediction tasks can
be expressed by a question network. Reward prediction [Jaderberg et al., 2017] can be represented
by a question network with a single feature node representing the reward and a single prediction
node predicting the reward. Multi-horizon value prediction [Fedus et al., 2019] can be represented
by a similar question network but with multiple self-loop prediction nodes with different discounts.
Termination prediction [Kartal et al., 2019] can be represented by a question network with a feature
node of constant 1 and a self-loop node with discount 1.
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6.2.2 A Random Question Network Generator

In this chapter, instead of hand-crafting a new question network instance as in previous work on the
use of predictions for auxiliary tasks, we verify a conjecture that a large number of random deep,
action-conditional predictions is enough to drive the learning of good state representations. To test
this conjecture, we designed a generator of random question networks from which we can take
samples and evaluate their performance as auxiliary tasks. Specifically, we designed a heuristic
algorithm that generates question networks with random features and random structures.
Random Features. We use random features, each computed by a scalar function gk with random
parameters. For any transition (Ot, At, Ot+1), the feature is computed as fkt+1 = |gk(Ot+1) −
gk(Ot)|. Instead of directly using the output of gk as the feature, we use the amount of change in
gk. A similar transformation was used in pixel control [Jaderberg et al., 2017].
Random Structure. We designed the random question network generator based on the follow-
ing intuition. Each prediction corresponds to first executing an open-loop action sequence then
following the agent’s policy. Along the trajectory, it accumulates a feature-value (this would be
the reward for the standard value function) at each step. Depending on the edges in the question
network, the accumulated features can be different for different steps. As we will illustrate in
Section 6.3, these predictions can provide rich training signals for learning good representations.
Specifically, the generator takes 5 arguments as input: number of features nf , the discrete action
setA, a discount factor γ, depth D, and repeat R. Its output is a question network that contains nf
feature nodes as defined above, and D+1 layers, each layer contains R×|A| prediction nodes ex-
cept the first layer which contains nf prediction nodes. We construct the question network layer by
layer incrementally from layer 0 to layer D. First, layer 0 has nf feature nodes and nf prediction
nodes; each prediction node has an edge to a distinct feature node with weight 1 on the edge and
has a self-loop with weight γ. Each prediction node in layer 0 predicts the discounted sum of its
corresponding feature and are not conditioned on actions. Then for each layer l (1 ≤ l ≤ D), we
create R × |A| prediction nodes. Each prediction node is conditioned on one action and there are
exactly R nodes that are conditioned on the same action. Each prediction node has two edges, one
to a random node in layer l − 1 and one to a random feature node in layer 0. Note that prediction
nodes in layer 1 do not necessarily connect to a self-loop prediction node in layer 0 - they may only
connect to a feature node. A constraint for preventing duplicated predictions is included so that any
two prediction nodes in layer l that are conditioned on the same action cannot connect to the same
prediction node in layer l−1. In our preliminary experiments, we tried adding self-loops to deeper
layers and allowing denser connections between nodes. Sometimes those additional loops and
dense edges caused instability during training. We leave the study of more sophisticated question
network structures to future work. Algorithm 4 shows the pseudocode for the random generator
algorithm.
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Algorithm 4 A Random Question Network Generator
Input: number of features np, discount factor γ, action set A, depth D and repeat R
Output: a network G
G← an empty graph
roots← an empty set
leaves← an empty set
for i = 1 to np do

create a new feature node f in G
roots← roots ∪ {f}
leaves← leaves ∪ {f}
create a new prediction node v in G
leaves← leaves ∪ {v}
add edge < v, f, 1 > to G
add edge < v, v, γ > to G

end for
for d = 1 to D do
expanded← an empty set
for a ∈ A do
parent← randomly select R nodes from leaves without replacement
for p ∈ parent do

create a new prediction node v in G
mark v as conditioned on action a
expanded← expanded ∪ {v}
add edge < v, p, 1 > to G
f ← randomly select a node from roots
add edge < v, f, 1 > to G

end for
end for
leaves← expanded

end for

6.2.3 Agent Architecture

We used a standard auxiliary-task-augmented agent architecture, as shown in Figure 6.1b. We base
our agent on the actor-critic architecture and it consists of 3 modules. The state representation mod-
ule, parameterized by θrepr, maps the history of observations and actions (O0, A0, . . . , Ot) to a state
vector St. The RL module, parameterized by θRL, maps the state vector St to a policy distribution
over the available actions π(·|St) and an approximated value function v̂(St). The answer network
module, parameterized by θans, maps the state vector St to a set of predictions ŷ(St) equal in size
to the number of prediction nodes in the question network. Like in previous work, the augmented
agent has more parameters than the base A2C agent due to the answer network module. However,
the policy space and the value function space remain the same and these auxiliary parameters are
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Figure 6.2: The question networks we studied in our illustrative experiment. (a) A discounted sum
prediction. (b) A depth-2 tree question network with 2 actions. The bottom right prediction node
predicts the sum of the values of the feature in the next two steps if action b were taken for both the
current and the next step. Other prediction nodes have similar semantics. (c) A random question
network sampled from rGVFs. There are 2 features and 2 actions, with depth and repeat set to 2.

only used for providing richer training signals for the state representation module.
We trained the network in two separate ways. In the auxiliary task setting, the RL loss LRL

is backpropagated to update the parameters of the state representation (θrepr) and the RL (θRL)
modules, while the answer network loss Lans is backpropagated to update the parameters of the
answer network (θans) and state representation (θrepr) modules. Note that the answer network loss
only affects the RL module indirectly through the shared state representation module. In the stop-
gradient setting, we stopped the gradients from the RL loss from flowing from LRL to θrepr. This
allows us to do a harsher and more direct evaluation of how well the auxiliary tasks can train the
state representation without any help from the main task. For LRL, we used the standard actor-critic
objective with an entropy regularizer. For Lans, we used the mean-squared loss for all the targets
and predictions.

6.3 Illustrating the Benefits of Deep Action-conditional Ques-
tions

The main aim of the experiments in this section is to illustrate how deep action-conditional predic-
tions can yield good state representations. We first use a simple grid world to visualize the impact
of depth and action conditionality on the learned state representations. Then we demonstrate the
practical benefit of exploiting both of these two factors by an ablation study on six Atari games.
In addition, to test the robustness of the control performance to the hyperparameters of the random
GVFs, we conducted a random search experiment on the Atari game Breakout.
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Figure 6.3: (a) The illustrative grid world environment. The blue circle denotes the agent and
the yellow star denotes the rewarding state. (b) MSE between the learned value function and the
true value function in the tree question networks experiment. (c) MSE between the learned value
function and the true value function in the random question networks experiment.
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Figure 6.4: Visualization of the learned value functions in the empty room environment. Bright
indicates high value and dark indicates low value. (a) The true values. (b) The discounted sum
predictions of the touch feature. (c) - (f) The prediction are defined by a full-tree-structured
question network regarding the touch feature. The depth of the tree increases from 1 to 4 from
(c) to (f).

6.3.1 Benefits of Depth and Action-conditionality: Illustrative Grid World

Although our primary interest (and the focus of subsequent experiments) is learning good policies,
in this domain we study policy evaluation because this simpler objective is sufficient to illustrate
our points and we can compute and visualize the true value function for comparison. Figure 6.3a
shows the environment, a 7 by 7 grid surrounded by walls. The observation is a top-down view
including the walls. There are 4 available actions that move the agent horizontally or vertically
to an adjacent cell. The agent gets a reward of 1 upon arriving at the goal cell located in the top
row, and 0 otherwise. This is a continuing environment so achieving the goal does not terminate
the interaction. The objective is to learn the state-value function of a random policy which selects
each action with equal probability. We used a discount factor of 0.98.
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Specifying a question network requires specifying both the structure and the features. Later
we explore random features, but here we use a single hand-crafted touch feature so that every
prediction has a clear semantic. touch is 1 if the agent’s move is blocked by the wall and is 0

otherwise.
Using the touch feature we constructed two types of question networks. The first type is the

discounted sum prediction of touch (we used a discount factor 0.8) (Figure 6.2a). The second
type is a full action-conditional tree of depth D. There is only one feature node in the tree which
corresponds to the touch feature. Each internal node has 4 child nodes conditioned on distinct
actions. Each prediction node also has a skip edge directly to the feature node (except for the
child nodes of the feature node). Figure 6.2b shows an example of a depth-2 tree (the caption
describes the semantics of some of the predictions). We also compared to a randomly initialized
state representation module as a baseline where the state representation was fixed and only the
value function weights were learned during training.
Neural Network Architecture. The empty room environment is fully observable and so the state
representation module is a feed-forward neural network that maps the current observation Ot to a
state vector St. It is parameterized by a 3-layer multi-layer perceptron (MLP) with 64 units in the
first two layers and 32 units in the third layer. The RL module has one hidden layer with 32 units
and one output head representing the state value. (There is no policy head as the policy was given).
The answer network module also has one hidden layer with 32 units and one output layer. We
applied a stop-gradient between the state representation module and the RL module (Figure 6.1b).
Results. We measured the performance by the mean-squared error (MSE) between the learned
value function and the true value function across all states. The true value function was obtained
by solving a system of linear equations [Sutton and Barto, 2018]. Figure 6.3b shows the MSE
during training. Both the random baseline and the discounted sum prediction target performed
poorly. But even a tree question network of depth 1 (i.e., four prediction targets corresponding to
the four action conditional predictions of touch after one step) performed much better than these
two baselines. Performance increased monotonically with increasing depth until depth 3 when the
MSE matched end-to-end training after 1 million frames.

Figure 6.4 shows the different value functions learned by agents with the different prediction
tasks. Figure 6.4a visualizes the true values. Figure 6.4b shows the learned value function when
the state representations are learned from discounted sum predictions of touch. Its symmetric
pattern reflects the symmetry of the grid world and the random policy, but is inconsistent with the
asymmetric true values. Figure 6.4c shows the learned value function when the state representa-
tions are learned from depth-1-tree predictions. It clearly distinguishes 4 corner states, 4 groups of
states on the boundary, and states in the center area, as this grouping reflects the different prediction
targets for these states.
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For the answer network module to make accurate predictions of the targets of the question net-
work, the state representation module must map states with the same prediction target to similar
representations and states with different targets to different representations. As the question net-
work tree becomes deeper, the agent learns finer state distinctions, until an MSE of 0 is achieved
at depth 3 (Figure 6.4e).

6.3.2 Benefits of Random Question Nets: Illustrative Grid World

The previous experiment demonstrated benefits of temporally deeper action-conditonal prediction
tasks. But achieving this by creating deeper and deeper full-branching action-conditional trees is
not tractable as the number of prediction targets grows exponentially. The previous experiment also
used a single feature formulated using domain knowledge; such feature selection is also not scal-
able. The random generator described in Section 6.2 provides a method to mitigate both concerns
by growing random question networks with random features.

Specifically, we used discount 0.8, depth 4, and repeat equal to the number of features for
generating random GVFs. Figure 6.3c shows the MSE of different random GVF variants. The
performance of random GVFs with touch—that is, random but not necessarily full branching
trees of depth 4—performed as well as touch with a full tree of depth 4. Random GVFs with a
single random feature performed suboptimally; a random feature is likely less discriminative than
touch. However, as the number of random features increases, the performance improves, and
with 64 random features, random GVFs match the final performance of touch with a full depth 4

tree.
The results on the grid world provide preliminary evidence that random deep action-conditional

GVFs with many random features can yield good state representations. We next test this conjecture
on a set of Atari games, exploring again the benefits of depth and action conditionality.

6.3.3 Ablation Study of Benefits of Depth and Action Conditionality: Atari

Here we use six Atari games [Bellemare et al., 2013] (these six are often used for hyperparameter
selection for the Atari benchmark [Mnih et al., 2016]) to compare four different kinds of random
GVF question networks: (a) random GVFs in which all predictions are discounted sums of distinct
random features (illustrated in Figure 6.2a and denoted rGVFs-discounted-sum in Figure 6.5); (b)
random GVFs in which all predictions are shallow action-conditional predictions, a set of depth-1
trees, each for a distinct random feature (denoted rGVFs-shallow in Figure 6.5); (c) random GVFs
without action-conditioning (denoted rGVFs-no-actions in Figure 6.5); and (d) random GVFs that
exploit both action conditionality and depth (illustrated in Figure 6.2c and denoted simply by
rGVFs in Figure 6.5).
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Figure 6.5: Learning curves of different question networks in six Atari games. x-axis denotes the
number of frames and y-axis denotes the episode returns. Each curve is averaged over 5 indepen-
dent runs with different random seeds. Shaded area shows the standard error.

Random Features for Atari. The random function g for computing the random features are
designed as follows. The 84 × 84 observation Ot is divided into 16 disjoint 21 × 21 patches, and
a shared random linear function applies to each patch to obtain 16 random features g1t , g

2
t , . . . , g

16
t .

Finally, we process these features as described in §6.2.2.
Neural Network Architecture. We used A2C [Mnih et al., 2016] with a standard neural network
architecture for Atari [Mnih et al., 2015] as our base agent. Specifically, the state representation
module consists of 3 convolutional layers. The RL module has one hidden dense layer and two
output heads for the policy and the value function respectively. The answer network has one
hidden dense layer with 512 units followed by the output layer. We stopped the gradient from the
RL module to the state representation module.
Hyperparameters. The discount factor, depth, and repeat were set to 0.95, 8, and 16 respectively.
Thus there are 16 + 8 ∗ 16 ∗ |A| total predictions. Random GVFs without action-conditioning has
the same question network except that no prediction was conditioned on actions. To match the total
number of predictions, we used 16 + 8 ∗ 16 ∗ |A| random features for discounted sum and 8 ∗ 16
features for shallow action-conditional predictions. Additional random features were generated by
applying more random linear functions to the image patches. The discount factor for discounted
sum predictions is also 0.95.
Results. Figure 6.5 shows the learning curves in the 6 Atari games. rGVFs-shallow performed
the worst in all the games, providing further evidence for the value of making deep predictions.
rGVFs consistently outperformed rGVFs-no-actions, providing evidence that action-conditioning
is beneficial. And finally, rGVFsperformed better than rGVFs-discounted-sum in 3 out of 6 games
(large difference in BeamRider and small differences in Breakout and Qbert), was comparable in 2

the other 3 games, and performed worse in one—despite using many fewer features than rGVFs-
discounted-sum. This suggests that structured deep action-conditional predictions can be more
effective than simply making discounted sum predictions about many features.
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Figure 6.6: Scatter plots of scores in Breakout obtained by rGVFs with different hyperparameters.
x-axis denotes the value of the hyperparameter. y-axis denotes the final game score after training
for 200 million frames. The red line in each panel is the line of best fit. The dotted horizontal lines
denote the performance of the end-to-end A2C baseline. The solid vertical lines denotes the values
we used in our final experiments.

6.3.4 Robustness and Stability

We tested the robustness of rGVFs with respect to its hyperparameters, namely discount, depth, re-
peat, and number of features. We explored different values for each hyperparameter independently
while holding the other hyperparameters fixed to the values we used in the previous experiment.
For each hyperparameter, we took 20 samples uniformly from a wide interval and evaluated rGVFs
on Breakout using the sampled value. The results are presented in Figure 6.6. The lines of best fit
(the red lines) in the left two panels indicate a positive correlation between the performance and the
depth of the predictions, which is consistent with the previous experiments. Each hyperparameter
has a range of values that achieves high performance, indicating that rGVFs are stable and robust
to different hyperparameter choices.

6.4 Comparison to Baseline Auxiliary Tasks

In this section, we present the empirical results of comparing the performance of rGVFs against the
A2C baseline [Mnih et al., 2016] and three other auxiliary tasks, i.e., multi-horizon value predic-
tion (MHVP) [Fedus et al., 2019], pixel control (PC) [Jaderberg et al., 2017], and CURL [Laskin
et al., 2020]. We conducted the evaluation in 49 Atari games [Bellemare et al., 2013] and 12

DeepMind Lab environments [Beattie et al., 2016]. It is unclear how to apply CURL to par-
tially observable environments which require long-term memory because CURL is specifically
designed to use the stack of recent frames as the inputs. Thus we did not compare to CURL in
the DeepMind Lab environments. Our implementation of rGVFs for this experiment is available
at https://github.com/Hwhitetooth/random_gvfs.
Atari Implementation. We used the same architecture for rGVFs as in the prior section. For
MHVP, we used 10 value predictions following [Fedus et al., 2019]. Each prediction has a
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Figure 6.7: (a) Median human-normalized score across 49 Atari games. (b) Mean record-
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DeepMind Lab environments. In all panels, the x-axis denotes the number of frames. Each dark
curve is averaged over 5 independent runs with different random seeds. The shaded area shows the
standard error.

unique discount factor, chosen to be uniform in terms of their effective horizons from 1 to 100

({0, 1 − 1
10
, 1 − 1

20
, . . . , 1 − 1

90
}). The architecture for MHVP is the same as rGVFs. For PC, we

followed the architecture design and hyperparameters in [Jaderberg et al., 2017]. For CURL, we
implemented it in our experiment setup by using the code accompanying the paper as a reference 1.
When not stopping gradient from the RL loss, we mixed the RL updates and the answer network
updates by scaling the learning rate for the answer network with a coefficient c. We searched c in
{0.1, 0.2, 0.5, 1, 2} on the 6 games in the previous section. c = 1 worked the best for all methods.
DeepMind Lab Implementation. We used the same RL module and answer network module as
Atari but used a different state representation module to address the partial observability. Specif-
ically, the convolutional layers in the state representation module were followed by a dense layer
with 512 units and a GRU core [Cho et al., 2014, Chung et al., 2014] with 512 units.
Results. Figure 6.7a and Figure 6.7b shows the results for both the stop-gradient and end-to-
end architectures on Atari, comparing to two standard human-normalized score measures (median
human-normalized score [Mnih et al., 2015] and mean record-normalized score [Hafner et al.,
2020]). When training representations end-to-end through a combined main task and auxiliary task
loss, the performance of rGVFs matches or substantially exceeds the three baselines. Although the
original paper shows that CURL improves agent performance in the data-efficient regime (i.e.,
100K interactions in Atari), our results indicate that it hurts the performance in the long run. We
conjecture that CURL is held back by failing to capture long-term future in representation learning.
Surprisingly, the stop-gradient rGVFs agents outperform the end-to-end A2C baseline, unlike stop-

1https://github.com/aravindsrinivas/curl_rainbow

74

https://github.com/aravindsrinivas/curl_rainbow


gradient versions of the baseline auxiliary task agents. Figure 6.7c shows the results for both stop-
gradient and end-to-end architectures on 12 DeepMind Lab environments (using mean capped
human-normalized scores). Again, rGVFs substantially outperforms both auxiliary task baselines,
and the stop-gradient version matches the final performance of the end-to-end A2C. Taken together
the results from these 61 tasks provide substantial evidence that rGVFs drive the learning of good
state representations, outperforming auxiliary tasks with fixed hand-crafted semantics.

6.5 Conclusion and Future Work

In this chapter we provided evidence that learning random deep action-conditional predictions
can drive the learning of good state representations. We explored a rich space of GVFs that can
be learned efficiently with TD methods. Our empirical study on the Atari and DeepMind Lab
benchmarks shows that learning state representations solely via auxiliary prediction tasks defined
by random GVFs outperforms the end-to-end trained A2C baseline. Random GVFs also outper-
formed pixel control, multi-horizon value prediction, and CURL when being used as part of a
combined loss function with the main RL task.

In this chapter, the question network was sampled before learning and was held fixed during
learning. An interesting goal for future research is to find methods that can adapt the question
network and discover useful questions during learning. The question networks we studied are
limited to discrete actions. It is unclear how to condition a prediction on a continuous action. Thus
another future direction to explore is to extend action-conditional predictions to continuous action
spaces.
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CHAPTER 7

G-VUZero: Planning with Models Learned Using
Generalized Value-equivalence Updates

Model-based reinforcement learning (RL) methods such as Value Prediction Networks and the
state of the art MuZero use value-equivalence to learn models. Their implementation of value-
equivalence updates the model by equating (a) the value of the state reached by taking a sequence
of actions in the real world with (b) the value of the state reached by taking the same action-
sequence in the model. We present Generalized Value-equivalence Updates (G-VU) that equate (a)
the value of a state reached by taking an action sequence in the real world followed by an action
sequence in the model with (b) the value of a state reached by taking the concatenation of the two
action sequences entirely in the model. Crucially, this means that G-VU is not restricted to update
only on action sequences (and thus states) experienced in the world. Our algorithm G-VUZero
uses MuZero’s method for acting in the world via MCTS-planning, but uses G-VU model-updates
instead of the more restricted model-updates used by MuZero. In particular, we explore updating
the model for actions likely to be queried by the MCTS-planner while acting. Our empirical results
show that G-VUZero can sometimes outperform the strong MuZero baseline.

7.1 Related Work

Our work falls into the category of model-based approaches in RL. Learning a model of the en-
vironment can benefit the agent in various ways such as value learning or policy optimization by
simulating trajectories [Sutton, 1991, Oh et al., 2015, Racanière et al., 2017, Ha and Schmidhuber,
2018, Hafner et al., 2019a, 2020], guiding real-time action selection via lookahead search [Oh
et al., 2017, Hafner et al., 2019b, Hessel et al., 2021], improving state representation learn-
ing [Zhang et al., 2018, Hessel et al., 2021], and encouraging exploration [Oh et al., 2015, Pathak
et al., 2017, Filos et al., 2021]. See [Moerland et al., 2020] for a survey of model-based RL.

Models learned by different objectives capture different aspects of the environments. In this
chapter, we focus on a specific class of models called value-equivalent (VE) models [Grimm et al.,
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2020] (previously known as “value-aware” model learning [Farahmand et al., 2017]). VE mod-
els focus on the task-related aspects of the environment, i.e., rewards and values. Examples of
VE models include value iteration networks [Tamar et al., 2016], TreeQN and ATreeC [Farquhar
et al., 2018], the Predictron [Silver et al., 2017], value prediction networks [Oh et al., 2017], and
MuZero [Schrittwieser et al., 2020]. By combining a learned VE model with Monte-Carlo tree
search (MCTS) [Kocsis and Szepesvári, 2006], MuZero demonstrates strong empirical success in
a wide range of environments including classic board games Go, Chess, and Shogi, Atari video
games, and continuous control tasks [Schrittwieser et al., 2020, Hubert et al., 2021]. Our work
proposes a novel general value-equivalence update (G-VU) for learning VE models. In particular,
we implement G-VU with MuZero and build a new agent called G-VUZero. However, G-VU is
not tied to MuZero and can be implemented with other VE models as well.

Recently, Farquhar et al. [2021] studied self-consistency (SC) in VE models and proposed an
update to enforce joint self-consistency between the model and the value function. Our work is
related to SC in that both G-VU and SC can update the model on action sequences that are not
experienced in the environment and thus can provide additional learning signals to the model. But
our work also differs from SC significantly. G-VU is a complete method for learning a VE model
with respect to the environment. In contrast, self-consistency is only a necessary condition for
value-equivalence but is not a sufficient condition. Therefore, SC must be combined with other
VE model learning methods such as MuZero. In our experiments, we compare G-VUZero to an
agent that combines MuZero and SC.

7.2 Background

In this section, we provide some background knowledge that our work builds upon. We first do
a brief review of the value-equivalence principle. Then we introduce the MuZero agent which is
used for our empirical study.

7.2.1 Value-equivalent models

Model-based reinforcement learning (MBRL) algorithms is a class of RL algorithms that learn an
approximated model of the environment as an intermediate step. We use m∗ = (r, p) to denote
the environment dynamics and m̂ = (r̂, p̂) to denote the approximated model. In this chapter, we
are interested in a particular class of models called value-equivalent (VE) models [Grimm et al.,
2020]. A model m̂ is said to be value-equivalent to the environment with respect to the policy π
and a function f if

T πm̂f = T πm∗f, (7.1)
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where T πm denotes the Bellman operator [Bellman, 1966] induced by the policy π and the model
m. For brevity, we will omit the superscript π unless it causes ambiguity. By applying the Bellman
operator multiple times, we can generalize the definition of value-equivalence to order-k value-

equivalence [Grimm et al., 2021]. A model m̂ is order-k value-equivalent to the environment with
respect to the policy π and a function f if

T (k)
m̂ f = T (k)

m∗ f, (7.2)

where T (k) denotes k applications of the Bellman operator. By taking k to infinity, we obtain
proper value-equivalence (PVE) [Grimm et al., 2021].

7.2.2 MuZero: VE models in practice

Many existing model-based RL agents can be viewed as different implementations of VE models.
MuZero [Schrittwieser et al., 2020] is a particular instance that combines VE models with Monte-
Carlo tree search (MCTS) and demonstrates great empirical success. A MuZero agent consists of
three functions. In practice, the environment state st is rarely available and the agent only receives
an observation ot instead. Thus the representation function ŝt = hθr(ht) encodes a history ht =
(o0, a0, o1, . . . , ot) to a compact state vector ŝt. The dynamic function r̂k+1

t , ŝk+1
t = gθd(ŝ

k
t , a

k
t )

takes a state ŝkt and an action akt as inputs and outputs a reward prediction r̂k+1
t and a new state ŝk+1

t .
To distinguish real time steps and simulated time steps, we use superscripts to denote simulated
time steps. For example, ŝkt denotes the k-th simulated step starting from the state at real time
step t. Note that ŝ0t = ŝt. The prediction function v̂kt , π

k
t = fθp(ŝ

k
t ) maps a state ŝkt to a value

prediction v̂kt and a policy prediction πkt . Let θr, θd, and θp denote the parameters of the three
functions respectively. The agent parameters θ = (θr, θd, θp) is the union of the parameters of the
three functions.

The parameters are updated as follows during training. For a trajectory ot, at, rt+1, ot+1, . . . ,
ot+K , we unroll the model from ŝt over the action sequence at, . . . , at+K−1 and obtain the reward
predictions, the value predictions, and the policy predictions along the way. Then the parameters
are updated by stochastic gradient descent to minimize the loss function

LMZ(θ) =
K∑
k=1

Lr(r̂kt , rt+k) +
K∑
k=0

Lv(v̂kt , v
target
t+k ) +

K∑
k=0

Lπ(πkt , πMCTS
t+k ), (7.3)

where Lr, Lv, and Lπ denote suitable loss functions for the reward prediction, the value pre-
diction, and the policy prediction respectively. The value target is the n-step return vtarget

t+k =∑n
i=1 γ

i−1rt+k+i + γnvMCTS
t+k+n. The policy target πMCTS and the bootstrap value vMCTS are com-
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Figure 7.1: Illustration of VE updates. (a) Direct VE updates. (b) Generalized VE updates.

puted based on the outputs of MCTS.

7.3 Generalized Value-equivalence Updates

In this section, we first provide a brief review on the direct value-equivalence update (D-VU) used
by existing agents. Then we propose a generalized value-equivalence update (G-VU) which is a
strict generalization of D-VU. After that, we discuss the additional flexibility provided by G-VU
and its potential benefit. We finish this section by presenting a new agent that combines G-VU
with MuZero, which we name G-VUZero.

7.3.1 Direct Value-equivalence Update

Many recently MBRL agents can be viewed as learning an approximated value function v̂ and a
VE model m̂ with respect to v̂ simultaneously. In this chapter, we are interested in the VE model
learning part. As suggested by Grimm et al. [2021], most of these existing methods are effectively
minimizing the order-k value-equivalence loss for all k = 1, . . . , K:

LD-VU(m̂) =
K∑
k=1

∥T (k)
m̂ v̂ − T (k)

m∗ v̂∥. (7.4)
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However, it is often infeasible to compute this loss in practice because it requires the transition
function of the environment which is typically unknown. Therefore, we often approximate Eq. 7.4
by the following loss computed on a real state st and the subsequent action sequence at:t+K−1:

LD-VU(m̂|at:t+K−1) =
K∑
k=1

[
Lr(r̂kt , rt+k) + Lv(v̂kt , v̂t+k)

]
. (7.5)

Note that the action sequence at:t+K−1 can be sampled from any policy because Eq. 7.5 enforces
consistency on each individual action sequence. We call this the direct value-equivalence update
(D-VU) because Eq. 7.4 directly equates k applications of the model Bellman operator with k

applications of the environment Bellman operator. Figure 7.1a illustrates how the practical D-VU
loss is computed.

7.3.2 Generalized Value-equivalence Update

Note that if a model is order-k VE to the environment with respect to v̂ for all k = 1, . . . , K, it
also satisfies the following equation:

T (k)
m̂ v̂ = T (lk)

m∗ T (k−lk)
m̂ v̂, (7.6)

for all k = 1, . . . , K and any lk ∈ {1, . . . , k}. In fact, the other direction is also true, i.e., if Eq. 7.7
is satisfied for all k = 1, . . . , K and some lk ∈ {1, . . . , k}, then Eq. 7.4 is also satisfied for all
k = 1, . . . , K. Based on this observation, we propose a general value-equivalence update (G-VU)
that minimizes the following loss:

LG-VU(m̂) =
K∑
k=1

∥T (k)
m̂ v̂ − T (lk)

m∗ T (k−lk)
m̂ v̂∥. (7.7)

Different from D-VU, G-VU equates k applications of the model Bellman operator with k − lk

applications of the model Bellman operator followed by lk applications of the environment Bellman
operator. Note that D-VU is a special case of G-VU where lk = k for all k.

Like D-VU, the loss in Eq. 7.7 is often infeasible to compute in practice but we can approximate
it as follows. Starting from a real state st, we first execute an action sequence at:t+L−1 in the
environment and reach st+L, where L ≤ K is a hyperparameter. Then we unroll the model from
st+L along a second action sequence bL:K−1 and reach sK−L

t+L . After that, we unroll the model from
st along the concatenation of at:t+L−1 and bL:K−1 and reach sKt . Finally, we update the model to
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minimize the following loss:

LG-VU(m̂|at:t+L−1, bL:K−1) =
L∑
k=1

[
Lr(r̂kt , rt+k) + Lv(v̂kt , v̂t+k)

]
+

K∑
k=L+1

[
Lr(r̂kt , r̂k−Lt+L ) + L

v(v̂kt , v̂
k−L
t+L )

]
.

(7.8)

The first summation measures the errors between the reward predictions and the value predictions
along the simulated trajectory in the model and the rewards and the value predictions along the
real trajectory. This corresponds to the applications of the environment Bellman operator on the
RHS of Eq. 7.7. The second summation measures the errors between the reward predictions and
the value predictions along the simulated trajectory starting from st and the reward predictions and
the value predictions along the simulated trajectory starting from st+L. This corresponds to the
applications of the model Bellman operators on the RHS of 7.7. This loss function corresponds
to setting lk = min{k, L} for all k. Similar to D-VU, at:t+L−1 can be sampled from any policy
and bL:K−1 can be any action sequence of length K − L (there are exponentially many of them).
Figure 7.1b provides an illustration of the practical G-VU loss is computed.

7.3.3 Additional flexibility and potential benefits of G-VU

The flexibility that G-VU provides is that the second action sequence bL:K−1 does not need to
coincide with the agent’s actions in the environment. This enables updating the model on action
sequences that are not experienced in the environment. For D-VU, the updates are restricted to the
action sequence at:t+K−1 that is executed in the environment following st. But for G-VU, given the
same observed action sequence at:t+L−1, we can update the model on more action sequences by
sampling different suffixes bL:K−1. Therefore, G-VU could potentially improve the data efficiency
of model learning as it provides additional learning signals using the same amount of data. In
Section 7.4, we will provide empirical evidence supporting this hypothesis.

7.3.4 G-VUZero: Implementing G-VU with MuZero

Now we present a concrete implementation of G-VU with MuZero. We chose to adapt MuZero for
its strong empirical performance.

One important question we need to address is how to choose the suffix action sequence b. Recall
that there are exponentially many choices of b for a given L and K. But in practice we can only
choose a small set of bs for each model parameter update due to resource constraints, thus we want
to choose them wisely. Here we propose a heuristic that takes the downstream usage of the model
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Algorithm 5 G-VUZero
Input Initial parameters θ
repeat

Collect a K-step trajectory st, at, rt+1, st+1, . . . , st+K
Compute the MuZero loss LMZ on at:t+K−1 by Eq. 7.3
Unroll the model for one step by at and obtain s1t
Run MCTS from s1t for M expansions and store the queried action sequences τ 1, . . . , τM

Compute the G-VU loss LG-VU = 1
M

∑M
i=1 LG-VU(θ|atτ i) by Eq. 7.9

Compute the total loss L = LMZ + LG-VU

Update the parameters θ by SGD to minimize the total loss L
until done

into account. In MuZero, the model is used by a MCTS planner to expand a search tree. Each
node in the search tree corresponds to a unique action sequence that the model is queried on. Our
heuristic is to update the model on the action sequences that are queried by the MCTS planner.
Intuitively, the predictions along these action sequences are more important because their accuracy
influences the outcome of the planner, whereas the predictions along other action sequences are
less important because they do not impact the planner as much. Therefore, we want to prioritize
updating the model on these important action sequences over the less important ones.

Concretely, to compute the G-VU loss, we first unroll the model from st for one step along at
to reach s1t . Then we run MCTS for M expansions and store the corresponding action sequences
{τ 1, . . . , τM}. The length of τ i is denoted by k(i). Instead of choosing a fixed prefix length L,
we choose an adaptive prefix length l(i) for each τ i as the longest common prefix between atτ i

and at:t+K−1. Here atτ i denotes the concatenation of at and τ i. Then the G-VU loss along atτ i is
computed as:

LG-VU(θ|atτ i) = Lr(r̂k(i)t , r̂
k(i)−l(i)
t+k(i) ) + Lv(v̂k(i)t , v̂

k(i)−l(i)
t+k(i) ) + Lπ(πk(i)t , π

k(i)−l(i)
t+k(i) ). (7.9)

The overall G-VU loss is the average over all τ i. Note that there are two differences between
Eq. 7.8 and Eq. 7.9. First, we add a policy loss term to accommodate the policy component of
MuZero. Second, instead of accumulating the losses along the action sequence, we only compute
the loss on the final state of the model unrolling. This is to adapt to the tree structure of the MCTS
search tree so that we do not accumulate the loss on the same node multiple times.

Overall, the model is updated by stochastic gradient decent to minimize the sum of the MuZero
loss and the G-VU loss. Algorithm 5 provides an overview of the model learning algorithm. We
name this new agent G-VUZero.
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7.3.5 VE Models as Sequence-value functions

Here we provide a new interpretation of VE models as recurrent implementations of sequence-

value functions. This interpretation provides a different perspective for understanding D-VU and
G-VU.

Similar to the commonly used state-value function and action-value function, we can define
sequence-value functions. For any policy π, its sequence-value function is defined as

vk(s, a0:k−1) = Eπ
[ ∞∑
i=0

γiRt+i+1|St = s, At = a0, . . . , At+k−1 = ak−1

]
. (7.10)

The superscript ·k indicates the length of the action sequence. Note that v0 is the state-value
function and v1 is the action-value function.

A VE model can be interpreted as a recurrent implementation of sequence-value functions. The
VE model shares the same inputs as the sequence-value function. It takes the state input s as the
initial hidden state and unrolls over the action sequence input a0:k−1 one step at a time. The value
prediction of the final state represents the sequence value.

Based on this correspondence, both D-VU and G-VU can be viewed as learning a set of
sequence-value functions via bootstrapping. The difference is in the bootstrapping targets. To
update v̂k(st, a0:k−1), D-VU bootstraps from v̂0(st+k) where st+k is the state the agent arrives at
after executing a0:k−1 from st. In contrast, G-VU bootstraps from v̂k−L(st+L, aL:k−1) where st+L
is the state the agent arrives at after executing the first L actions, a0:L−1, from st. Note that the
action sequence suffix aL:k−1 is not executed in the environment.

7.4 Experiments

We present two sets of experiments. The first set is in the prediction setting where the task is
to learn a VE model that predicts the rewards and the value of a fixed policy. We use a grid
world domain called Canal for this experiment. The main goal of this set of experiments is to
demonstrate that G-VU is more data efficient than D-VU because it can provide additional learning
signals to the model on the same real trajectory. The second set of experiments evaluates G-
VUZero in two planning-focused environments, Sokoban and Minipacman [Racanière et al., 2017,
Guez et al., 2019]. We compare G-VUZero to MuZero and self-consistent MuZero (MuZero-
SC) [Farquhar et al., 2021] to show that G-VU can further benefit the downstream planning and
improve the overall control performance. We also compare G-VUZero to a variant where the
action sequence suffices b are randomly sampled rather than being guided by MCTS to show that
it is important to choose the action sequence suffix b properly.
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Figure 7.2: The prediction experiment. (a) A snapshot of the Canal environment. (b) and (c)
Mean-squared errors of value prediction and reward prediction on the test set. The x-axis denotes
the length of the input action sequences to the model which we term “prediction length”. The y-axis
denotes the mean-squared errors of the predictions. Each curve is an average of 10 independent
runs with different random seeds. Standard errors are marked by the short bars. The dashed vertical
line separates the prediction lengths that the model was updated on during training and the longer
prediction lengths that the model was never updated on.

7.4.1 Prediction

We first evaluate G-VU in a prediction setting. We designed a simple grid world environment
called Canal. Figure 7.2a provides a snapshot of the environment. There are four different kinds
of entities in this environment: the agent, two gems, two bombs, and an exit. The initial locations
for the agent, the gems, and the bombs are randomly sampled at the beginning of each episode.
The column of the exit is also randomly sampled but it is always on the bottom row. The agent
moves down a row at every time step. There are 3 actions, one keeps the agent in the same column,
a second moves to the left column, and the third moves to the right column respectively. The agent
cannot move beyond the boundary of the screen and it will remain in the same column if it attempts
to do so. The agent gets a reward of 5 if it collects a gem and a reward of−5 if the collects a bomb.
An episode terminates when the agent hits the bottom row. It receives the reward of 1 if it hits the
exit or a reward of −1 otherwise.

The task is to learn a model that predicts the reward and the value of a random policy upon
executing an action sequence from a state. During training we generate trajectories by choosing
actions uniformly and learn a model by either D-VU or G-VU. After training, the model is evalu-
ated on a set of 10000 pre-sampled trajectories. The ground truth value for each state is solved by
solving the Bellman equation system analytically [Sutton and Barto, 2018].
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Neural network architecture. The model consists of three functions: a representation function,
a transition function, and a prediction function. All of them are parameterized by neural networks.
The representation function consists of two convolutional layers and a fully-connected layer. The
transition function consists of two fully-connected layers. The input state and input action are
concatenated before being fed into the neural network. A skip connection adds the input state to the
output of the transition function. The prediction function consists of one hidden fully-connected
layer and one output layer. All convolutional layers contain 32 channels with 3 × 3 kernels. All
fully-connected layers contain 512 units. ReLU is applied after every hidden layer.

Hyperparameters. The discount factor was set to 0.97 through the experiment. The value func-
tion was updated by 1-step TD. We used a batch of 32 trajectories per update. We used the
Adam optimizer [Kingma and Ba, 2015] and searched the learning rate in {0.001, 0.0003, 0.0001,
0.00003} and selected 0.0001 as it performed the best for both D-VU and G-VU. We set K = 5

for both D-VU and G-VU and L = 1 for G-VU. We use a sliding window on the interaction stream
to sample the training trajectories so the total number of parameter updates are the same for D-VU
and G-VU.

Results. We train each model for 10 million environment steps and report the evaluation errors
of the final model after training. The value prediction errors are shown in Figure 7.2b and the
reward prediction errors are shown in Figure 7.2c. In both figures, the x-axis denotes the length
of the input action sequences to the model which we term “prediction length”. The y-axis denotes
the mean-squared errors of the predictions. We aggregate the prediction errors by the prediction
lengths. Each curve is an average of 10 independent runs with different random seeds. Standard
errors are marked by the short bars. G-VU (the blue curve) consistently achieves lower prediction
errors than D-VU (the red curve) on all prediction lengths. This shows that G-VU can indeed
improve the sample efficiency over D-VU by providing richer learning signals. Specifically, D-
VU only updates K predictions per real trajectory whereas G-VU updates |A|K−1 predictions per
trajectory. Another interesting observation is that G-VU performs better than D-VU even when the
prediction lengths are greater thanK = 5, as shown by the errors on the right of the dashed vertical
line. In other words, G-VU generalizes better than D-VU to action sequences that are longer than
what the model is trained on. We hypothesis that G-VU serves as a regularization by enforcing
consistency between predictions at consecutive steps thus yields better generalization.

7.4.2 Control

In the second set of experiments, we evaluate G-VUZero in two planning-focused environments:
Sokoban and Minipacman [Racanière et al., 2017, Guez et al., 2019]. We choose these two envi-
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ronments because deep lookahead search is often required to achieve strong performance in these
environments. Thus they are suitable for demonstrating the benefits of G-VU on planning. We
compare G-VUZero to two baseline. The first one is MuZero. The second one is MuZero-SC
which augments MuZero by an additional loss that enforces joint self-consistency between the
model and the value function [Farquhar et al., 2021]. To evaluate the heuristic of guiding G-VU
with MCTS, we also include a variant of G-VUZero where the action sequence suffices b are
chosen by random sampling instead of MCTS. We denote this variant as G-VUZero-RS.

Environment specifications. Sokoban is a procedurally generated environment. Instead of gen-
erating the game instances on-the-fly, we sampled a random configuration from a pre-generated set
for each episode. We used the “unfiltered” set from [Guez et al., 2019]. We refer the readers to the
original articles for the full details of the environment [Racanière et al., 2017, Guez et al., 2019].
The only difference is that we did not apply the penalty at every step because we found MuZero
worked slightly better without the penalty. Minipacman is grid world that mimics the video game
MsPacman. We adopted the implementation from [Guez et al., 2019] where the progress bar for
eating a power pill was replaced by the color change of the ghosts. We refer the readers to the
original articles for the full details of both environments [Racanière et al., 2017, Guez et al., 2019].

Neural network architectures. G-VUZero, MuZero, and MuZero-SC share the same neural
network architecture and only differ in how the model is updated. For Sokoban, the represen-
tation function consists of two convolutional layers with kernel size 8 and 4 and strides 4 and 2

respectively and two residual blocks [He et al., 2016]. For the transition function, we applied a
pool-and-inject layer [Racanière et al., 2017] to the input abstract state to help capture global in-
formation. The action is first encoded as a one-hot vector and then broadcast to match the spatial
dimensions of the abstract states. We concatenated the output of the pool-and-inject layer and the
action encoding and fed them into a convolutional layer. We applied a skip connection and added
the input abstract to the output of this convolutional layer and feeding it into a residual block.
The prediction function consists of three separate networks with identical architectures for reward,
value, and policy respectively. Each network consists of a convolutional layer, a fully-connected
layer with 256 units, and an output layer. All convolutional layers used 64 3×3 kernels with stride
1 if not otherwise stated. We applied layer normalization [Ba et al., 2016] and ReLU activation af-
ter every hidden layer. The agent architecture for Minipacman is mostly the same as for Sokoban,
except that the first two convolutional layers of the representation function are replaced by a single
convolutional layer with 3× 3 kernels and stride 1.
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Figure 7.3: Learning curves for the first 20 million frames of training in Sokoban. The x-axis
denotes the number of environment steps during training. The y-axis denotes the success rate on
the test set. Each curve shows the average success rate over 10 independent trials with different
random seeds. The shaded area shows the standard error.

Table 7.1: Success rates on the test set for different methods in Sokoban. We evaluated each agent
at 10, 20, 50, and 100 million frames during training. The corresponding success rates are shown
in different columns. Each entry shows the mean success rate across 10 independent trials with
different random seeds. The number in the parenthesis is the standard error. Best performance at
each evaluation point is highlighted in bold.

@10M @20M @50M @100M
MuZero 34.1(1.6) 68.5(1.5) 84.4(0.6) 87.5(0.8)
MuZero-SC 44.6(2.8) 72.6(1.1) 85.2(0.6) 87.5(0.6)
G-VUZero 50.0(1.5) 77.0(0.5) 88.9(0.6) 89.3(0.4)
G-VUZero-RS 49.7(1.8) 73.6(0.8) 86.4(0.7) 88.3(0.4)

Hyperparameters. Following Guez et al. [2019], we used a discount factor of 0.97 for Sokoban.
K was set to 5. The value function was updated by 5-step returns. We used a batch size of 256. We
used the Adam optimizer [Kingma and Ba, 2015] and searched the learning rate in {0.003, 0.001,
0.0003, 0.0001} and selected 0.001 as it worked the best for MuZero. We did not do a separate
search for other methods. For planning with MCTS, we set the search budget to 15 steps. The
temperature for action selection was initialized to 1 and decayed by a factory of 0.95 after 10000
parameter updates. For MuZero-SC, we searched the number of self-consistent steps in {3, 5, 8}
and selected 5. For G-VUZero and G-VUZero, we searched M in {3, 5, 8, 10} and selected 8. The
hyperparameters for Minipacman is mostly the same as for Sokoban, except the batch size was 128
instead of 256.

Results. Figure 7.3 and Table 7.1 summarize the results for Sokoban. Figure 7.3 shows the learn-
ing curves during the first 20 million frames of training. The x-axis shows the number of frames
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Figure 7.4: Learning curves in Minipacman. The x-axis denotes the number of environment steps
during training. The y-axis denotes the episode return. Each curve shows the average success rate
over 5 independent trials with different random seeds. The shaded area shows the standard error.

and the y-axis shows the success rate on the test set. Each curve shows the average success rate
over 10 independent trials with different random seeds. The shaded area shows the standard error.
G-VUZero (the blue curve) achieves a higher success rate than both MuZero (the black curve) and
MuZero-SC (the red curve) at the early stage of training. Table 7.1 shows the agents’ success rates
at 10 million, 20 million, 50 million, and 100 million frames of training. The corresponding success
rates are shown in different columns. Each entry shows the average success rate across 10 inde-
pendent trials with different random seeds. The numbers in the parenthesis are standard errors.
As highlighted by the bold numbers, G-VUZero performs better than MuZero and MuZero-SC
throughout 100 million frames of training, though the differences become small as all methods
converge. Figure 7.4 shows the learning curves in Minipacman. The x-axis shows the number of
frames and the y-axis shows the episode return. Each curve is an average over 5 independent trials
with different random seeds. The shaded area shows the standard error. Again, G-VUZero (the
blue curve) performs better than both MuZero (the black curve) and MuZero-SC (the red curve).
These results show that the benefit provided by G-VU in model learning also carries over to the
downstream planning and improve the overall control performance of the agent. G-VUZero-RS
(the yellow curve) performs slightly worse than G-VUZero in Sokoban (Figure 7.3) but is clearly
subpar in Minipacman (Figure 7.4). This performance gap is due to the difference in choosing the
action sequence suffix b to apply G-VU on. By guiding G-VU with MCTS, G-VUZero can update
the model on the action sequences that can potentially impact the planner. Whereas G-VUZero-RS
chooses the action sequences randomly thus rendering the G-VU updates less effective. This result
suggests that G-VU needs to be guided by its downstream usage in order to maximize the benefits
of flexibly updating the model on action sequences that do not coincide with the real trajectories.
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7.5 Conclusion and Future Directions

In this chapter we proposed the general value-equivalent update (G-VU) for learning VE models.
G-VU is a generalization of the direct value-equivalent update (D-VU) used by existing methods.
G-VU is more flexible than D-VU in that it can update the model on action sequences that are not
experienced in the environment. Our empirical results showed that G-VU is more data efficient
at learning VE models than D-VU. We combined G-VU with the state-of-the-art MuZero agent
and showed that the new agent, G-VUZero, outperformed MuZero in Sokoban and Minipacman.
We also proposed a heuristic that uses the downstream planner to guide G-VU for choosing which
action sequences to update the model on. We evaluated this heuristic in Sokoban and Minipacman
and showed that it performed better than a simple random sampling baseline. Although more
empirical work is needed, our results suggest that G-VU is an effective VE-model learning method
and can potentially benefit VE-model-based RL agents, including but not limited to MuZero.

One future direction is to apply G-VU to continuous action spaces. The main benefit of G-VU is
that it can update the model on more action sequences than D-VU with the same real trajectory. In
continuous control, there are effectively infinite action sequences for any length, which provides
more room for G-VU to improve. Meanwhile, it may be more important to choose the action
sequences wisely in the continuous control setting because randomly sampled action sequences
may have very little overlap with the ones queried by the planner. Another future direction is to
extend G-VU to other types of models. Although we derived G-VU from the value-equivalence
principle, the idea of bootstrapping from a later model prediction is more general and not limited
to VE models. It will be interesting to apply the idea of G-VU on other types of models, especially
models learned by self-supervised methods.
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CHAPTER 8

Conclusion

In this chapter, we summarize the main contributions of this thesis and discuss some future direc-
tions for DeepRL research.

8.1 Summary of Contributions

Building on the recent success of DeepRL, this thesis attempted to further advance DeepRL tech-
niques by addressing challenges in the following directions: 1) reward design, 2) temporal credit
assignment, 3) state representation learning, and 4) model learning.

In Chapter 3, we built on the Optimal Rewards Framework and derived a novel meta-learning
algorithm, LIRPG, for learning intrinsic rewards for policy-gradient-based agents. Our empirical
study in the Atari domain and the Mujoco continuous control domain showed that LIRPG could
learn useful intrinsic reward functions that improved the performance of the policy learner. In
addition, we also showed that the learned intrinsic reward function performed better than two
handcrafted heuristic intrinsic reward functions.

In Chapter 4, we focused on understanding what can be captured by the learned intrinsic re-
ward functions. To investigate this, we proposed a scalable metagradient framework for learn-
ing useful intrinsic reward functions across multiple lifetimes of experience. Through a set of
proof-of-concept experiments, we showed that the learned intrinsic reward functions could capture
knowledge about long-term exploration and exploitation. Furthermore, we showed that the learned
reward functions could generalise to different RL algorithms and to changes in the environment
dynamics because they captured “what to do” instead of “how to do.”

In Chapter 5, in order to overcome the limitations of existing temporal credit assignment mech-
anisms, we explored heuristics based on more general pairwise weightings that are functions of the
state in which the action was taken, the state at the time of the reward, as well as the time interval
between the two. We developed a metagradient algorithm for learning these weight functions dur-
ing the usual policy optimization procedure. Our empirical work showed that it is often possible
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to learn these pairwise weight functions during policy learning to achieve better performance than
competing approaches.

In Chapter 6, we investigated using random prediction tasks as auxiliary tasks for state rep-
resentation learning. We found that random general value functions (GVFs), i.e., deep action-
conditional predictions, form good auxiliary tasks for RL agents. Our empirical study on the Atari
benchmark and the DeepMind Lab benchmarks showed that learning state representations solely
via auxiliary prediction tasks defined by random GVFs outperformed the end-to-end trained A2C
baseline. Random GVFs also outperformed other handcrafted auxiliary tasks when being used as
part of a combined loss function with the main RL loss.

In Chapter 7, we presented generalized value-equivalence updates (G-VU) for learning value-
equivalent models. G-VU is more flexible than existing method because it can update the model
on action sequences that are not experienced in the environment. Our experiments showed that
G-VU was more sample efficient than existing methods in a prediction setting. When combined
with MuZero, the resulting agent G-VUZero demonstrated better the control performance than
MuZero in two planning-focused environments Sokoban and Minipacman. Moreover, we explored
applying G-VU on action sequences queried by the downstream MCTS planner and showed that
this version of guided G-VU performed better than applying G-VU on randomly sampled action
sequences. It is worth noting that learning a VE model itself serves as a good auxiliary task for
state representation learning [Hessel et al., 2021]. Similar to the random GVFs in Chapter 6, the
VE model predictions are both deep and action-conditional. In contrast to the random GVFs, a VE
model predicts rewards and values rather than unsupervised random features of the observations.
Moreover, G-VU is similar to the TD update in Chapter 6 in that they both update a prediction by
bootstrapping from other predictions at later steps. This connection suggests a future direction of
combining unsupervised off-policy prediction learning with model learning to improve both the
state representation and the model.

8.2 Future Directions

Learning from signals beyond the rewards Most existing DeepRL agents still learn solely from
rewards. Since rewards are usually sparse, learning only happens occasionally and is inefficient.
In Chapter 6, we demonstrated that random GVFs can form useful auxiliary tasks that provide
additional learning signals to an agent and help it learn better state representations. However, ran-
dom GVFs are hardly a principled solution to this problem. Due to their task-agnostic nature, they
may fail to capture important aspects of the environment and yield poor state representations. One
solution to this problem is to let the agents discover useful prediction tasks for themselves. Veeriah
et al. [2019] proposed a metagradient algorithm similar to LIRPG in Chapter 3 for discovering
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useful auxiliary prediction tasks. However, the proposed method only demonstrated marginal per-
formance improvement in their empirical study. How to discover useful auxiliary tasks effectively
remains an open question. Another promising approach is to take advantage of the recent advances
in self-supervised learning. Recent work has shown that it is possible to learn good feature repre-
sentations for images [Oord et al., 2018, Chen et al., 2020, He et al., 2020, Chen and He, 2021] or
languages [Devlin et al., 2018, Brown et al., 2020] without any label. Adapting these techniques
to DeepRL may enable the agent to learn good state representations without reward signals. Some
recently work already demonstrated promise in this direction [Laskin et al., 2020, Lee et al., 2020]
but further research is still needed.

Temporal abstractions of behaviors Temporal abstraction of behaviors is still largely missing
in DeepRL agents. The option framework [Sutton et al., 1999] provides a theoretical framework for
studying temporal abstractions in RL. However, we have only seen limited success of combining
options with DeepRL so far. The biggest challenge is how to discover useful options. It is unclear
under what pressure useful abstractions of temporally extended behaviors will emerge. Some
early attempts used the same RL objective of maximizing cumulative rewards in a single-task
setting [Bacon et al., 2017]. But the discovered options often degraded to either primitive actions
or a policy that solves the task completely. Other works avoided this problem by setting a fixed
temporal resolution [Vezhnevets et al., 2017, Nachum et al., 2018]. But this approach limits the
expressiveness of the options and cannot scale well as the task horizons continue to increase.
Therefore, how to discover useful temporal abstractions of behaviors remains an open question to
the RL community.

Interfaces for goal specification In Chapter 3 we studied the reward design problem. Part of
the reason why reward design is challenging is that humans do not communicate their goals via
reward functions. The reward design process can be interpreted as translating human desire to a
form of goal specification that RL agents can understand. This translation is often challenging and
error-prone. In this thesis we made an attempt to address this problem and proposed a method
to mitigate this gap. But it still requires a reward function, though not necessarily an easy-to-
optimize one, to be given by the agent designer. It is still unclear what is the optimal interface for
communicating goals from human agent designers to RL agents. Humans are most comfortable
with communicating via languages. Therefore, we may prefer an interface that allows human to
specify goals via natural language. Recently, large language models (LLMs) like BERT [Devlin
et al., 2018] and GPT [Brown et al., 2020] show promise in comprehensive language understanding
and compositional generalization. Inspired by these recent success, one potential direction is to
explore how to design a natural-language-to-reward interface by using these LLMs.
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