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ABSTRACT

Human action understanding is one of the most impactful and challenging tasks

a computer system can do. Once a computer system learns how to interact with

humans, it can assist us in our everyday life activities and significantly improve

our quality of life.

Despite the attention it has received in fields such as Natural Language Process-

ing and Computer Vision, and the significant strides towards accurate and robust

action recognition and localization systems, human action understanding still re-

mains an unsolved problem.

In this thesis, we introduce and analyze how models can learn from multimodal

data, i.e, from what humans say and do while performing their everyday activities.

As a step towards endowing systems with a richer understanding of human actions

in online videos, this thesis proposes new techniques that rely on the vision and

language channels to address four important challenges: i) human action visibility

identification in online videos, ii) temporal human action localization in online

videos, iii) human action reason identification in online videos, and iv) human

action co-occurrence identification.

We focus on the widely spread genre of lifestyle vlogs, which consist of videos of

people performing actions while verbally describing them. We construct a dataset

with crowdsourced manual annotations of visible actions, temporal action local-

ization and action reason identification in online vlogs.

xi



We propose a multimodal unsupervised model to automatically infer the reasons
corresponding to an action presented in the video, a simple yet effective method to
localize the narrated actions based on their expected duration, and a multimodal
supervised classification model of action visibility in videos. We also perform
ablations on how each modality contributes to solving the tasks and compare the
multimodal models performance with the single-modalities models based on the
visual content and vlog transcripts.

Finally, we present an extensive analysis of this data, which allows for a better
understanding of how the language and visual modalities interact throughout the
videos and pave the road for rich avenues for future work.
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CHAPTER 1

Introduction

The goal of technology is to improve human life. One way this can be achieved is through
automatizing repetitive, mundane or dangerous activities. In manufacturing factories, most
repetitive actions are being automatized by programming robots to perform those actions
[1]. There is also a need for robots assisting with everyday life activities (e.g., cleaning,
cooking), especially for elderly or disabled people. Automatizing mundane activities would
result in having more time for rest, well-being and creative activities. For instance, there
have been attempts to program kitchen robots to make food, but with little to no success
[2]. This is because everyday human actions are very complex and widely diverse. In
order to make progress on this task, computer models need a strong grasp of human action
understanding.

Understanding human actions means that computers need to recognize our actions,
identify why we choose to perform each action, and predict what actions we intend to
do next. Human action understanding covers multiple complex tasks such as human ac-
tion recognition, temporal localization (i.e., when the action happens) and action causal
reasoning (i.e., why the action is performed).

Over the past decades, human action understanding has been studied extensively in
the Computer Vision and Natural Language Processing research communities. Textual
and visual information complement each other. From visual data, computers learn fine-
grained information about the human actions, such as human pose [3] and objects [4, 5]
used to perform the action. From textual data, computers learn more high-level, social
information such as motivation [6], cause-effect [7] or human values [8, 9]. For example,
from a video a computer can learn about how the running activity looks like (i.e., how the
legs and arms move), while from text (i.e., someone’s tweet about how they feel refreshed
and less anxious after a run) a computer can learn about its benefits and why the person
will probably continue to perform the activity. Both sources of information are required for
the computer to understand the action of running.
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Research in Computer Vision has taken significant steps towards robust and accurate
action recognition and localization systems. Human action understanding covers many
research topics in computer vision, including human activity recognition in video [10, 11,
12], human pose estimation [3, 13] and temporal human action localization in videos [14,
15]. Visual datasets with focus on specific domains have been produced, among which
most popular have been sports [16, 17], cooking [18, 19, 20, 21] and instructional videos
[22, 23].

Natural Language Processing helps empower machines to understand human language
[24]. Computational approaches have been applied for extracting and representing human
activities from text data with the goal of understanding and modeling human behaviour
[25, 26, 27]. Datasets structured and categorized textual data into action motivations [6],
cause-effect relations [7, 28] and hierarchies of verbs/actions [29].

Despite this extensive research, human action understanding remains an unsolved prob-
lem. This is due to the many challenges that models have to overcome both in the visual
domain (i.e., camera viewpoint variation, lighting, changes in scale, background clutter
or partial occlusions) [30] as well as in the textual domain (i.e., semantic and syntactic
ambiguity [31] or parsing errors [32])

To overcome these challenges, the deep learning community started constructing in-
creasingly complex datasets that are closer to real life scenarios. This is often done by
leveraging the unlimited web data by collecting millions of videos of human actions from
social media platforms like YouTube [33, 34, 4, 22, 35]. These datasets are open ended
(i.e., new videos are being uploaded to YouTube every second) and challenging due to
diverse range of actions, filming perspectives and illumination conditions. Among these
datasets, the predefined action classes present in [33, 34] are replaced by natural language
queries, collected from the video transcripts [22, 35]. This further increases the complexity
of the action understanding task as one can describe the same actions in multiple different
ways: e.g., the predefined action class “eat” can be expressed in different natural language
queries as “grab a bite” or “get a snack”. This leads to further challenges in solving the
more complex, but realistic scenarios.

To address some of these challenges, in this thesis, we explore how we can use mul-
timodal (textual and visual) information from online narrated videos, to enable automatic
models to learn about human actions. In particular, we build datasets and models for au-
tomatic human action detection, localization, co-occurrence identification and causal rea-
soning. Using machine learning techniques applied on challenging lifestyle vlogs from
YouTube, this thesis provides empirical evidence that models can learn about human ac-
tions from multimodal data.
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The goal of the research is to introduce and analyze how models can learn from multi-
modal data, i.e from what humans say and do while performing their everyday activities.

Specifically, the thesis seeks to answer the following research questions:

1. Are vlogs well suited for learning about human actions and behaviors?

Previous work started by searching videos on YouTube using keywords that describe
an action [33, 36, 37]. Because of the “boring/mainstream” nature of most routine ac-
tions, searching for them directly returned few results or returned unexpected videos.
For example, searching for videos with the query “drinking tea” results mainly in
unusual videos such as dogs or birds drinking tea. This issue can be addressed by
paying people to act out everyday scenarios [38], but this can be very expensive.
In our work, we address this problem by changing the approach used to search for
videos. Instead of searching for actions in an explicit way, using queries such as
“opening a fridge” or “making the bed”, we search for more general videos using
queries such as “my morning routine.”

In Chapters 2, 3, 4 and 5 we present qualitative and quantitative analyses of the
videos, which indicate that they are well suited for learning about human actions and
behaviours.

In Chapter 2 we show that lifestyle vlogs contain rich transcripts, a high variety of
human actions and are very popular, with the potential to become a very large and
actively growing data source. Given the prevalence of vlogs in online platforms,
automatically extracting action names from their transcripts can lead to large-scale
inexpensive action annotation.

Moreover, vlogs typically include transcripts with complex natural language expres-
sions, which allow us to find an alternative to the costly process of manual annota-
tions. In Chapter 4 we show that lifestyle vlogs can be a source of commonsense
knowledge about human activities, due to how vloggers verbally express their inten-
tions and feelings about the activities they perform.

Finally, vlogs contain temporally overlapping actions (Chapter 3) or actions that tend
to co-occur in the same interval of time (Chapter 5), providing rich information about
the interconnection of human actions.

2. Can machine learning models learn useful characteristics of human actions
from lifestyle vlogs?

In Chapters 2, 3, 4 and 5 we show that machine learning models can learn useful
characteristics about human actions from lifestyle vlogs. We collect and annotate
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datasets based on the textual and visual information from lifestyle vlogs and train
machine learning models for complex tasks on these datasets.

Lifestyle vlogs present a person’s everyday routine in which the vlogger visually
records the activities they perform during a normal day and verbally expresses their
intentions and feelings about those activities.

In Chapter 2 we show that routine videos contain a very diverse set of activities,
from waking up in the morning and taking a shower, to working out and making a
meal. This diversity of actions in one video translates to many more diverse filming
perspectives in the same video, which presents a novel challenge for action under-
standing models.

The routine nature of the videos makes them a novel and valuable data source for
learning about the temporal connections between human actions (Chapter 5) and
how they can be used for building stronger action localization and action prediction
models (Chapter 3).

Lifestyle vlogs contain a wide variety of actions that are more akin to real-life set-
tings, such as “grab my Kindle”, “do some reading”, or “chill out”. The rich videos
and transcripts can enable machine learning models to learn not only about how to
perform an action (Chapter 2) but also why the vlogger chooses to perform it (Chap-
ter 4).

Because of these characteristics, lifestyle vlogs are a rich data source for an in depth
study of human actions and behaviors.

3. Are multimodal models more effective than uni-modal models in solving the
tasks and if so, how to combine different modalities?

Learning the connections between vision and language is essential to human action
understanding.

We address this question in Chapters 2, 3, 4 and 5, where we introduce multimodal
neural architectures that combine information drawn from visual and linguistic clues,
and show that it improves over models that rely on one modality at a time.

We explore different ways of combining the text and video information, to make sure
the models can leverage each input. This is known to be a difficult task, as most
models can easily exploit biases in our language in order to “solve” the task [39, 40].
This results in models that ignore visual information, leading to an inflated sense of
their capability [41]. To understand how much each modality contributes to solving

4



the task, we also perform ablation studies where we breakdown the performance of
models for each modality.

For action visibility classification (Chapter 2), we build a multimodal model where
we concatenate the textual and visual representations and input them through a three-
layer feed forward network. For action localization (Chapter 3), we build a mul-
timodal model by using the MPU [14] model (vector element-wise addition, vector
element-wise multiplication and vector concatenation followed by a Fully Connected
layer) for long actions and the video transcript timestamp for short actions. For ac-
tion reason identification (Chapter 4), we combine the information from both textual
and visual modalities, by using a T5 [42] encoder-decoder model. The text input is
passed through an embedding layer, while the video features are passed through a
linear layer. For action co-occurrence identification (Chapter 5), we build a multi-
modal model using various data representations: textual, visual and graph topology
information. We concatenate all the representations and input them in an SVM [43]
classifier.

4. Can we build automatic models for solving physical tasks related to human ac-
tion understanding such as action visibility classification and action localiza-
tion?

Physical tasks represent an important part of action understanding, that rely mostly
on leveraging visual information: i.e., tasks such as detecting if an action appears in
the video or where in the video an action is localized.

We address this question in Chapters 2 and 3, where we formalize the tasks of action
visibility classification and action temporal localization in online vlogs. In Chapter 2
we introduce a novel dataset consisting of short video clips paired with sets of actions
mentioned in the video transcripts, as well as manual annotations of whether the
actions are visible in the video. In Chapter 3 we extend that dataset with information
about where the visible actions are localized in the videos.

We also implement and test automatic models for action visibility classification (Chap-
ter 2) and action temporal localization (Chapter 3).

5. Can we build automatic models for solving commonsense tasks related to hu-
man action understanding such as action reason classification and action co-
occurrence identification?

Commonsense tasks for action understanding represent another important part of ac-
tion understanding, that require leveraging both visual and context information [6, 7]:
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i.e., tasks such as detecting why the action is performed or is two actions usually hap-
pen in the same interval of time in a video.

We address this question in Chapters 4 and 5, where we formalize the new tasks of
action reason identification and action co-occurrence identification in online vlogs.
In Chapter 4 we introduce a new dataset consisting of (action, context, reasons) tuples
manually labeled in online vlogs, covering actions and their reasons drawn from
ConceptNet [6] as well as crowdsourcing contributions. In Chapter 5 we introduce
a new dataset consisting of a large graph of co-occurring visual actions and their
corresponding video-clips in online vlogs.

We also propose several models to solve the tasks of human action reason identifica-
tion (Chapter 4) and action co-occurrence identification (Chapter 5).

1.1 Thesis Organization

The thesis is organized as follows. In Chapter 2, we introduce the task of identifying human
actions visible in online videos and propose a multimodal model that leverages information
derived from visual and linguistic clues to automatically infer which actions are visible
in a video. In Chapter 3, we consider the task of temporal human action localization in
lifestyle vlogs and propose a simple yet effective method to localize the narrated actions
based on their expected duration. In Chapter 4, we aim to automatically identify human
action reasons in online videos and describe a multimodal model that leverages visual and
textual information to automatically infer the reasons corresponding to an action presented
in the video. In Chapter 5, we aim to automatically identify human actions co-occurrence
in lifestyle vlogs and describe models that leverage textual, visual, and graph information
to solve the action co-occurrence identification task as a link prediction task.

Finally, Chapter 6 summarizes the findings of the thesis and revisits the research ques-
tions posed in the introduction, also highlighting the contributions made by this thesis in
the field of multimodal human action understanding in online videos.

1.2 Funding Acknowledgments

The work in this dissertation is based in part upon work supported by the Michigan Institute
for Data Science, by the National Science Foundation (grant #1815291), by the John Tem-
pleton Foundation (grant #61156), by DARPA (grant #HR001117S0026-AIDA-FP-045)
and by a grant from the Automotive Research Center (ARC) at the University of Michigan.
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CHAPTER 2

Human Action Visibility Classification

2.1 Introduction

There has been a surge of recent interest in detecting human actions in videos. Work in this
space has mainly focused on learning actions from articulated human pose [46, 47, 48] or
mining spatial and temporal information from videos [49, 50]. A number of resources have
been produced, including Action Bank [51], NTU RGB+D [52], SBU Kinect Interaction
[53], and PKU-MMD [54].

Most research on video action detection has gathered video information for a set of pre-
defined actions [33, 36, 37], an approach known as explicit data gathering [4]. For instance,
given an action such as “open door,” a system would identify videos that include a visual
depiction of this action. While this approach is able to detect a specific set of actions,
whose choice may be guided by downstream applications, it achieves high precision at the
cost of low recall. In many cases, the set of predefined actions is small (e.g., 203 activity
classes in Heilbron et al. 33), and for some actions, the number of visual depictions is very
small.

An alternative approach is to start with a set of videos, and identify all the actions
present in these videos [55, 56]. This approach has been referred to as implicit data gather-

ing, and it typically leads to the identification of a larger number of actions, possibly with
a small number of examples per action.

In this work, we use an implicit data gathering approach to label human activities in
videos. To the best of our knowledge, we are the first to explore video action recogni-
tion using both transcribed audio and video information. We focus on the popular genre
of lifestyle vlogs, which consist of videos of people demonstrating routine actions while
verbally describing them. We use these videos to develop methods to identify if actions are
visually present.

The work makes three main contributions. First, we introduce a novel dataset consisting
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Dataset #Actions #Verbs #Actors Implicit Label types

Ours 4340 580 10 X X

VLOG [4] - - 10.7k X X
Kinetics [37] 600 270 - x x
ActivityNet [33] 203 - - x x
MIT [44] 339 339 - x x
AVA [45] 80 80 192 X x
Charades [38] 157 30 267 x x
MPII Cooking [18] 78 78 12 X x

Table 2.1: Comparison between our dataset and other video human action recognition
datasets. # Actions show either the number of action classes in that dataset (for the other
datasets), or the number of unique visible actions in that dataset (ours); # Verbs shows the
number of unique verbs in the actions; Implicit is the type of data gathering method (ver-
sus explicit); Label types are either post-defined (first gathering data and then annotating
actions): X, or pre-defined (annotating actions before gathering data): x.

of 1,268 short video clips paired with sets of actions mentioned in the video transcripts, as
well as manual annotations of whether the actions are visible or not. The dataset includes
a total of 14,769 actions, 4,340 of which are visible. Second, we propose a set of strong
baselines to determine whether an action is visible or not. Third, we introduce a multimodal
neural architecture that combines information drawn from visual and linguistic clues, and
show that it improves over models that rely on one modality at a time.

By making progress towards automatic action recognition, in addition to contributing
to video understanding, this work has a number of important and exciting applications,
including sports analytics [57], human-computer interaction [58], and automatic analysis
of surveillance video footage [59].

The chapter is organized as follows. We begin by discussing related work, then describe
our data collection and annotation process. We next overview our experimental set-up and
introduce a multimodal method for identifying visible actions in videos. Finally, we discuss
our results and conclude with general directions for future work.

2.2 Related Work

There has been substantial work on action recognition in the computer vision community,
focusing on creating datasets [60, 61, 38, 33] or introducing new methods [62, 11, 63, 64].
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Table 2.1 compares our dataset with previous action recognition datasets.1

The largest datasets that have been compiled to date are based on YouTube videos [33,
36, 37]. These actions cover a broad range of classes including human-object interactions
such as cooking [65, 66, 18] and playing tennis [61], as well as human-human interactions
such as shaking hands and hugging [45].

Similar to our work, some of these previous datasets have considered everyday routine
actions [33, 36, 37]. However, because these datasets rely on videos uploaded on YouTube,
it has been observed they can be potentially biased towards unusual situations [37]. For ex-
ample, searching for videos with the query “drinking tea” results mainly in unusual videos
such as dogs or birds drinking tea. This bias can be addressed by paying people to act out
everyday scenarios [38], but this can end up being very expensive. In our work, we address
this bias by changing the approach used to search for videos. Instead of searching for ac-
tions in an explicit way, using queries such as “opening a fridge” or “making the bed,” we
search for more general videos using queries such as “my morning routine.”

This approach has been referred to as implicit (as opposed to explicit) data gathering,
and was shown to result in a greater number of videos with more realistic action depictions
[4].

Although we use implicit data gathering as proposed in the past, unlike [4] and other
human action recognition datasets, we search for routine videos that contain rich audio
descriptions of the actions being performed, and we use this transcribed audio to extract
actions. In these lifestyle vlogs, a vlogger typically performs an action while also describ-
ing it in detail. To the best of our knowledge, we are the first to build a video action
recognition dataset using both transcribed audio and video information.

Another important difference between our methodology and previously proposed meth-
ods is that we extract action labels from the transcripts. By gathering data before annotating
the actions, our action labels are post-defined (as in Fouhey et al. 4). This is unlike the ma-
jority of the existing human action datasets that use pre-defined labels [38, 33, 36, 37, 45,
66, 18, 44]. Post-defined labels allow us to use a larger set of labels, expanding on the sim-
plified label set used in earlier datasets. These action labels are more inline with everyday
scenarios, where people often use different names for the same action. For example, when
interacting with a robot, a user could refer to an action in a variety of ways; our dataset in-
cludes the actions “stick it into the freezer,” “freeze it,” “pop into the freezer,” and “put into
the freezer,” variations, which would not be included in current human action recognition

1Note that the number of actions shown for our dataset reflects the number of unique visible actions in the
dataset and not the number of action classes, as in other datasets. This is due to our annotation process (see
§2.3).
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datasets.
In addition to human action recognition, our work relates to other multimodal tasks

such as visual question answering [67, 68], video summarization [69, 70], and mapping text
descriptions to video content [71, 72]. Specifically, we use an architecture similar to [67],
where an LSTM [73] is used together with frame-level visual features such as Inception
[74], and sequence-level features such as C3D [64]. However, unlike [67] who encode the
textual information (question-answers pairs) using an LSTM, we chose instead to encode
our textual information (action descriptions and their contexts) using a large-scale language
model ELMo [75].

Similar to previous research on multimodal methods [76, 77, 78, 67], we also perform
feature ablation to determine the role played by each modality in solving the task. Consis-
tent with earlier work, we observe that the textual modality leads to the highest performance
across individual modalities, and that the multimodal model combining textual and visual
clues has the best overall performance.

2.3 Data Collection and Annotation

We collect a dataset of routine and do-it-yourself (DIY) videos from YouTube, consisting of
people performing daily activities, such as making breakfast or cleaning the house. These
videos also typically include a detailed verbal description of the actions being depicted.
We choose to focus on these lifestyle vlogs because they are very popular, with tens of
millions having been uploaded on YouTube; Table 2.2 shows the approximate number of
videos available for several routine queries. Vlogs also capture a wide range of everyday
activities; on average, we find thirty different visible human actions in five minutes of
video.

By collecting routine videos, instead of searching explicitly for actions, we do implicit

data gathering, a form of data collection introduced by Fouhey et al. 4. Because everyday
actions are common and not unusual, searching for them directly does not return many
results. In contrast, by collecting routine videos, we find many everyday activities present
in these videos.

2.3.1 Data Gathering

We build a data gathering pipeline (see Figure 2.1) to automatically extract and filter videos
and their transcripts from YouTube. The input to the pipeline is manually selected YouTube
channels. Ten channels are chosen for their rich routine videos, where the actor(s) describe
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Query Results

my morning routine 28M+
my after school routine 13M+
my workout routine 23M+
my cleaning routine 13M+
DIY 78M+

Table 2.2: Approximate number of videos found when searching for routine and do-it-
yourself queries on YouTube.

their actions in great detail. From each channel, we manually select two different playlists,
and from each playlist, we randomly download ten videos.

The following data processing steps are applied:

Transcript Filtering. Transcripts are automatically generated by YouTube. We filter out
videos that do not contain any transcripts or that contain transcripts with an average (over
the entire video) of less than 0.5 words per second.

These videos do not contain detailed action descriptions so we cannot effectively lever-
age textual information.

Extract Candidate Actions from Transcript. Starting with the transcript, we generate
a noisy list of potential actions. This is done using the Stanford parser [79] to split the
transcript into sentences and identify verb phrases, augmented by a set of hand-crafted
rules to eliminate some parsing errors. The resulting actions are noisy, containing phrases
such as “found it helpful if you” and “created before up the top you.”

Segment Videos into Miniclips. The length of our collected videos varies from two min-
utes to twenty minutes. To ease the annotation process, we split each video into mini-
clips (short video sequences of maximum one minute). Miniclips are split to minimize the
chance that the same action is shown across multiple miniclips. This is done automatically,
based on the transcript timestamp of each action. Because YouTube transcripts have timing
information, we are able to line up each action with its corresponding frames in the video.
We sometimes notice a gap of several seconds between the time an action occurs in the
transcript and the time it is shown in the video. To address this misalignment, we first map
the actions to the miniclips using the time information from the transcript. We then expand
the miniclip by 15 seconds before the first action and 15 seconds after the last action. This
increases the chance that all actions will be captured in the miniclip.

Motion Filtering. We remove miniclips that do not contain much movement. We sample
one out of every one hundred frames of the miniclip, and compute the 2D correlation coef-
ficient between these sampled frames. If the median of the obtained values is greater than
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a certain threshold (we choose 0.8), we filter out the miniclip.
Videos with low movement tend to show people sitting in front of the camera, describ-

ing their routine, but not acting out what they are saying. There can be many actions in the
transcript, but if they are not depicted in the video, we cannot leverage the video informa-
tion.

1. Transcript Filtering

2. Extract Candidate Actions from Transcript 

3. Segment Videos into Clips

4. Motion Filtering

Figure 2.1: Overview of the data gathering pipeline.

2.3.2 Visual Action Annotation

Our goal is to identify which of the actions extracted from the transcripts are visually
depicted in the videos. We create an annotation task on Amazon Mechanical Turk (AMT)
to identify actions that are visible.

We give each AMT turker a HIT consisting of five miniclips with up to seven actions
generated from each miniclip. The turker is asked to assign a label (visible in the video;
not visible in the video; not an action) to each action. Figure 2.3 shows the AMT interface
used. Because it is difficult to reliably separate not visible and not an action, we group
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Figure 2.2: Sample video frames, transcript, and annotations.

these labels together.
Each miniclip is annotated by three different turkers. For the final annotation, we use

the label assigned by the majority of turkers, i.e., visible or not visible / not an action.
To help detect spam, we identify and reject the turkers that assign the same label for

every action in all five miniclips that they annotate. Additionally, each HIT contains a
ground truth miniclip that has been pre-labeled by two reliable annotators. Each ground
truth miniclip has more than four actions with labels that were agreed upon by both reli-
able annotators. We compute accuracy between a turker’s answers and the ground truth
annotations; if this accuracy is less than 20%, we reject the HIT as spam.

After spam removal, we compute the agreement score between the turkers using Fleiss
kappa [80]. Over the entire data set, the Fleiss agreement score is 0.35, indicating fair
agreement. On the ground truth data, the Fleiss kappa score is 0.46, indicating moderate
agreement. This fair to moderate agreement indicates that the task is difficult, and there
are cases where the visibility of the actions is hard to label. To illustrate, Figure 2.4 shows
examples where the annotators had low agreement.

Table 2.3 shows statistics for our final dataset of videos labeled with actions, and Figure
2 shows a sample video and transcript, with annotations.

For our experiments, we use the first eight YouTube channels from our dataset as train
data, the ninth channel as validation data and the last channel as test data. Statistics for this
split are shown in Table 2.4.
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seems like an eternity in the oven

      dehydrated at that point which
     pull it right off the baking sheet

                                      take the tray out
Yes No Not an action
Yes No Not an action
Yes No Not an action

Yes No Not an action

Is the action visible in the video?

Figure 2.3: Annotation tool used by Amazon Mechanical Turk workers to annotate if an
action is visible or not in the video.

Videos 177
Video hours 21
Transcript words 302,316
Miniclips 1,268
Actions 14,769
Visible actions 4,340
Non-visible actions 10,429

Table 2.3: Data statistics.

Figure 2.4: An example of low agreement. The table shows actions and annotations from
workers #1, #2, and #3, as well as the ground truth (GT). Labels are: visible - X, not visible
- x. The bottom row shows screenshots from the video. The Fleiss kappa agreement score
is -0.2.
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Train Test Validation

# Actions 11,403 1,999 1,367
# Miniclips 997 158 113
# Actions/ Miniclip 11.4 12.6 12.0

Table 2.4: Statistics for the experimental data split.

2.3.3 Discussion

The goal of our dataset is to capture naturally-occurring, routine actions. Because the
same action can be identified in different ways (e.g., “pop into the freezer”, “stick into the
freezer”), our dataset has a complex and diverse set of action labels. These labels demon-
strate the language used by humans in everyday scenarios; because of that, we choose not
to group our labels into a pre-defined set of actions. Table 2.1 shows the number of unique
verbs, which can be considered a lower bound for the number of unique actions in our
dataset. On average, a single verb is used in seven action labels, demonstrating the richness
of our dataset.

The action labels extracted from the transcript are highly dependent on the performance
of the constituency parser. This can introduce noise or ill-defined action labels. Some
acions contain extra words (e.g., “brush my teeth of course”), or lack words (e.g., “let me
just”). Some of this noise is handled during the annotation process; for example, most
actions that lack words are labeled as “not visible” or “not an action” because they are hard
to interpret.

2.4 Identifying Visible Actions in Videos

Our goal is to determine if actions mentioned in the transcript of a video are visually repre-
sented in the video. We develop a multimodal model that leverages both visual and textual
information, and we compare its performance with several single-modality baselines.

2.4.1 Data Processing and Representations

Starting with our annotated dataset, which includes miniclips paired with transcripts and
candidate actions drawn from the transcript, we extract several layers of information, which
we then use to develop our multimodal model, as well as several baselines.

Action Embeddings. To encode each action, we use both GloVe [81] and ELMo [75]
embeddings. When using GloVe embeddings, we represent the action as the average of
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all its individual word embeddings. We use embeddings with dimension 50. When using
ELMo, we represent the action as a list of words which we feed into the default ELMo
embedding layer.2 This performs a fixed mean pooling of all the contextualized word
representations in each action.

Part-of-speech (POS). We use POS information for each action. Similar to word em-
beddings [81], we train POS embeddings. We run the Stanford POS Tagger [82] on the
transcripts and assign a POS to each word in an action. To obtain the POS embeddings,
we train GloVe on the Google N-gram corpus3 using POS information from the five-grams.
Finally, for each action, we average together the POS embeddings for all the words in the
action to form a POS embedding vector.

Context Embeddings. Context can be helpful to determine if an action is visible or not. We
use two types of context information, action-level and sentence-level. Action-level context
takes into account the previous action and the next action; we denote it as ContextA. These
are each calculated by taking the average of the action’s GloVe embeddings. Sentence-level
context considers up to five words directly before the action and up to five words after the
action (we do not consider words that are not in the same sentence as the action); we denote
it as ContextS . Again, we average the GLoVe embeddings of the preceding and following
words to get two context vectors.

Concreteness. Our hypothesis is that the concreteness of the words in an action is related
to its visibility in a video.

We use a dataset of words with associated concreteness scores from [83]. Each word is
labeled by a human annotator with a value between 1 (very abstract) and 5 (very concrete).
The percentage of actions from our dataset that have at least one word in the concreteness
dataset is 99.8%. For each action, we use the concreteness scores of the verbs and nouns in
the action. We consider the concreteness score of an action to be the highest concreteness
score of its corresponding verbs and nouns. Table 2.5 shows several sample actions along
with their concreteness scores and their visiblity.

Video Representations. We use YOLO9000 [84] to identify objects present in each mini-
clip. We choose YOLO9000 for its high and diverse number of labels (9,000 unique la-
bels). We sample the miniclips at a rate of 1 frame-per-second, and we use the YOLO9000
model pre-trained on COCO [85] and ImageNet [86].

We represent a video both at the frame level and the sequence level. For frame-level
video features, we use the Inception V3 model [74] pre-trained on ImageNet. We extract the

2Implemented as the ELMo module in Tensorflow
3http://storage.googleapis.com/books/ngrams/books/ datasetsv2.html
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Action Con. Visible?

cook things in water 5.00 X
head right into my kitchen 4.97 X
throw it into the washer 4.70 X

told you what 2.31 x
share my thoughts 2.96 x
prefer them 1.62 x

Table 2.5: Visible actions with high concreteness scores (Con.), and non-visible actions
with low concreteness scores. The noun or verb with the highest concreteness score is in
bold.

Action Visible in the miniclip?

put my son x
sleep after we x
done dinner x
get comfortable X
pick out some pajamas X
start with my skincare x
cleanse if I or even x

output of the very last layer before the Flatten operation (the “bottleneck layer”); we choose
this layer because the following fully connected layers are too specialized for the original
task they were trained for. We extract Inception V3 features from miniclips sampled at 1
frame-per-second.

For sequence-level video features, we use the C3D model [64] pre-trained on the Sports-
1M dataset [61]. Similarly, we take the feature map of the sixth fully connected layer.
Because C3D captures motion information, it is important that it is applied on consecutive
frames. We take each frame used to extract the Inception features and extract C3D features
from the 16 consecutive frames around it.

We use this approach because combining Inception V3 and C3D features has been
shown to work well in other video-based models [67, 11, 37].

2.4.2 Baselines

Using the different data representations described in Section 2.4.1, we implement several
baselines.

Concreteness. We label as visible all the actions that have a concreteness score above a
certain threshold, and label as non-visible the remaining ones. We fine tune the threshold
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Action: brush my teeth
Object detected: toothbrush
WUP(brush, toothbrush) = 0.94

Action: chop my vegetables
Object detected: carrot
WUP(vegetables, carrot) = 0.9

Figure 2.5: Example of frames, corresponding actions, object detected with YOLO, and the
object - word pair with the highest WUP similarity score in each frame.

Figure 2.6: Overview of the multimodal neural architecture. + represents concatenation.

on our validation set; for fine tuning, we consider threshold values between 3 and 5. Table
2.6 shows the results obtained for this baseline.

Feature-based Classifier. For our second set of baselines, we run a classifier on subsets
of all of our features. We use an SVM [43], and perform five-fold cross-validation across
the train and validation sets, fine tuning the hyper-parameters (kernel type, C, gamma)
using a grid search. We run experiments with various combinations of features: action
GloVe embeddings; POS embeddings; embeddings of sentence-level context (ContextS)
and action-level context (ContextA); concreteness score. The combinations that perform
best during cross-validation on the combined train and validation sets are shown in Table
2.6.

LSTM and ELMo. We also consider an LSTM model [73] that takes as input the tokenized
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action sequences padded to the length of the longest action. These are passed through
a trainable embedding layer, initialized with GloVe embeddings, before the LSTM. The
LSTM output is then passed through a feed forward network of fully connected layers, each
followed by a dropout layer [87] at a rate of 50%. We use a sigmoid activation function
after the last hidden layer to get an output probability distribution. We fine tune the model
on the validation set for the number of training epochs, batch size, size of LSTM, and
number of fully-connected layers.

We build a similar model that embeds actions using ELMo (composed of 2 bi-LSTMs).
We pass these embeddings through the same feed forward network and sigmoid activation
function. The results for both the LSTM and ELMo models are shown in Table 2.6.

YOLO Object Detection. Our final baseline leverages video information from the YOLO9000
object detector. This baseline builds on the intuition that many visible actions involve vis-
ible objects. We thus label an action as visible if it contains at least one noun similar to
objects detected in its corresponding miniclip. To measure similarity, we compute both the
Wu-Palmer (WUP) path-length-based semantic similarity [88] and the cosine similarity on
the GloVe word embeddings. For every action in a miniclip, each noun is compared to
all detected objects and assigned a similarity score. As in our concreteness baseline, the
action is assigned the highest score of its corresponding nouns. We use the validation data
to fine tune the similarity threshold that decides if an action is visible or not. The results
are reported in Table 2.6. Examples of actions that contain one or more words similar to
detected objects by YOLO can be seen in Figure 2.5.

2.5 Multimodal Model

Each of our baselines considers only a single modality, either text or video. While each of
these modalities contributes important information, neither of them provides a full picture.
The visual modality is inherently necessary, because it shows the visibility of an action. For
example, the same spoken action can be labeled as either visible or non-visible, depending
on its visual context; we find 162 unique actions that are labeled as both visible and not
visible, depending on the miniclip. This ambiguity has to be captured using video infor-
mation. However, the textual modality provides important clues that are often missing in
the video. The words of the person talking fill in details that many times cannot be inferred
from the video. For our full model, we combine both textual and visual information to
leverage both modalities.

We propose a multimodal neural architecture that combines encoders for the video and
text modalities, as well as additional information (e.g., concreteness). Figure 2.6 shows
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our model architecture. The model takes as input a (miniclip m, action a) pair and out-
puts the probability that action a is visible in miniclip m. We use C3D and Inception V3
video features extracted for each frame, as described in Section 2.4.1. These features are
concatenated and run through an LSTM.

To represent the actions, we use ELMo embeddings (see Section 2.4.1). These features
are concatenated with the output from the video encoding LSTM, and run through a three-
layer feed forward network with dropout. Finally, the result of the last layer is passed
through a sigmoid function, which produces a probability distribution indicating whether
the action is visible in the miniclip. We use an RMSprop optimizer [89] and fine tune the
number of epochs, batch size and size of the LSTM and fully-connected layers.

Method Input Accuracy Precision Recall F1

BASELINES

Majority Action 0.692 0.692 1.0 0.81

Threshold Concreteness 0.685 0.7 0.954 0.807

ActionG 0.715 0.722 0.956 0.823
Feature-
based
Classifier

ActionG, POS 0.701 0.702 0.986 0.820
ActionG, ContextS 0.725 0.736 0.938 0.825
ActionG, ContextA 0.712 0.722 0.949 0.820
ActionG, Concreteness 0.718 0.729 0.942 0.822
ActionG, ContextS , Concreteness 0.728 0.742 0.932 0.826

LSTM ActionG 0.706 0.753 0.857 0.802
ELMo ActionG 0.726 0.771 0.859 0.813

YOLO Miniclip 0.625 0.619 0.448 0.520

MULTIMODAL NEURAL ARCHITECTURE (FIGURE 2.6)

ActionE , Inception 0.722 0.765 0.863 0.811
ActionE , Inception, C3D 0.725 0.769 0.869 0.814
ActionE , POS, Inception, C3D 0.731 0.763 0.885 0.820

multimodal
Model

ActionE , ContextS , Inception, C3D 0.725 0.770 0.859 0.812
ActionE , ContextA, Inception, C3D 0.729 0.757 0.895 0.820
ActionE , Concreteness, Inception, C3D 0.723 0.768 0.860 0.811
ActionE , POS, ContextS , Concreteness, Inception, C3D 0.737 0.758 0.911 0.827

Table 2.6: Results from baselines and our best multimodal method on validation and test
data. ActionG indicates action representation using GloVe embedding, and ActionE in-
dicates action representation using ELMo embedding. ContextS indicates sentence-level
context, and ContextA indicates action-level context.

2.6 Evaluation and Results

Table 2.6 shows the results obtained using the multimodal model for different sets of input
features. The model that uses all the input features available leads to the best results,
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improving significantly over the text-only and video-only methods.4

We find that using only YOLO to find visible objects does not provide sufficient infor-
mation to solve this task. This is due to both the low number of objects that YOLO is able
to detect, and the fact that not all actions involve objects. For example, visible actions from
our datasets such as “get up”, “cut them in half”, “getting ready”, and “chopped up” cannot
be correctly labeled using only object detection. Consequently, we need to use additional
video information such as Inception and C3D information.

In general, we find that the text information plays an important role. ELMo embeddings
lead to better results than LSTM embeddings, with a relative error rate reduction of 6.8%.
This is not surprising given that ELMo uses two bidirectional LSTMs and has improved the
state-of-the-art in many NLP tasks [75]. Consequently, we use ELMo in our multimodal
model.

Moreover, the addition of extra information improves the results for both modalities.
Specifically, the addition of context is found to bring improvements. The use of POS is
also found to be generally helpful.

2.7 Conclusion

In this chapter, we address the task of identifying human actions visible in online videos.
We focus on the genre of lifestyle vlogs, and construct a new dataset consisting of 1,268
miniclips and 14,769 actions out of which 4,340 have been labeled as visible. We describe
and evaluate several text-based and video-based baselines, and introduce a multimodal neu-
ral model that leverages visual and linguistic information as well as additional information
available in the input data. We show that the multimodal model outperforms the use of one
modality at a time.

A distinctive aspect of this work is that we label actions in videos based on the language
that accompanies the video. This has the potential to create a large repository of visual de-
pictions of actions, with minimal human intervention, covering a wide spectrum of actions
that typically occur in everyday life.

The work described in this chapter has been published in the 57th Annual Meeting of
the Association for Computational Linguistics (ACL) [90]. The dataset and the code intro-
duced in this chapter are publicly available at https://github.com/MichiganNLP/
vlog_action_recognition.

In the next chapter, we explore additional representations and architectures to improve

4Significance is measured using a paired t-test: p < 0.005 when compared to the best text-only model;
p < 0.0005 when compared to the best video-only model.
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the accuracy of our model, and to identify finer-grained alignments between visual actions
and their verbal descriptions.
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CHAPTER 3

Human Action Localization

3.1 Introduction

Targeting the long-term goal of video understanding, recent years have witnessed signifi-
cant progress in the task of action localization, starting with the localization of one action
at a time in a short clip [91] or in a longer untrimmed video [92], all the way to localizing
more complex natural language queries in videos [14, 93, 94, 95, 96], and recently to local-
izing complex natural language queries extracted directly from transcripts in online videos
[23, 97, 98].

Lifestyle vlogs represent a great challenge and opportunity for this task, as they depict
everyday actions in a complex setting. Unlike traditional action datasets [33, 38, 34, 93]
or instructional video datasets [97, 23, 22], vlogs contain a wide variety of actions that are
more akin to real-life settings, such as “grab my Kindle,” “do some reading,” or “chill out.”

Moreover, vlogs typically include transcripts with complex natural language expres-
sions, which allow us to find an alternative to the costly process of manual annotations.
Given the prevalence of vlogs in online platforms, automatically extracting action names
from their transcripts can lead to a large-scale inexpensive action dataset. Previous work
[22] relied on this technique to build very large datasets of video-action mappings. How-
ever, previous work also found that the video and transcript are often misaligned [90, 98]:
in the best case, there is a gap of a few seconds between the time when a person verbally
expresses the action and when it is visually illustrated.

This chapter addresses the task of temporal action localization in vlogs, and makes
three main contributions. First, we introduce a dataset of manual annotations of temporal
localization of actions that addresses new challenges compared to other action localization
datasets. Second, we present 2SEAL – a simple yet effective method that leverages both
language and vision to temporally localize actions, while also accounting for the expected
duration of the actions. Through extensive evaluations, we show that our proposed method
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...

“brushing my teeth 
then I hop into bed”

“on days where I drink coffee
I will use a melatonin spray to 

help me fall asleep“ 

...

“then I grab my Kindle to 
do some reading

I'm currently reading a book 
called the girl on the train“

“I really hope you guys 
enjoyed this video 
thumbs it up and 

subscribe“
time

... ... ...

“using lavender 
essential oil 

in my diffuser“

... ... ... ...

Figure 3.1: Overview of the dataset: distinguishing between actions that are narrated by
the vlogger but not visible in the video and actions that are both narrated and visible in
the video (underlined), with a highlight on visible actions that represent the same activity
(same color). The arrows represent the temporal alignment between when the visible action
is narrated as well as the time it occurs in the video. Best viewed in color.

can be used along with existing models to improve their performance on temporal action
localization. Finally, we conduct an analysis of the results, and gain insight into the role
played by the different components, which further suggests avenues for future work.

3.2 Related Work

Learning connections between vision and language is crucial to many applications. These
applications include visual question answering [99, 100, 101], visual content retrieval based
on textual queries [22, 102, 103], image and video captioning [63, 104, 100], video summa-
rization with natural language [105, 106], action detection [11, 92, 107], action temporal
localization in videos [108, 14, 96, 109, 95] and mapping text descriptions to image or
video content [108, 110, 111, 112, 113].

Action Localization Datasets. Action detection and localization algorithms evolve with
the building of complex datasets. From searching YouTube videos, given a set of prede-
fined actions [33, 34, 11], or filming in people’s homes who act based on a scenario [38],
these datasets capture the complexity of daily life activities. However, because of the high
annotation cost, these methods are not scalable. Currently, the latest trend in the vision
community is to search for pre-defined tasks on WikiHow and collect their corresponding
videos from YouTube [22, 23, 97]. This process is more efficient and guarantees that more
relevant actions are depicted in the videos. Another technique for collecting human actions
is to perform implicit data gathering [4]: instead of explicitly searching for a pre-defined
task, find routine videos that contain a broad range of daily actions.

In our work, we use the data introduced in [90] which identifies if the actions mentioned
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in the transcripts are present (visible) in the video. Although we use implicit data gathering
as proposed in the past, unlike Fouhey et al. [4], who focus on the visual information (hand
and object locations), we focus on routine videos that contain rich audio descriptions of the
actions being performed, and we use this transcribed audio to extract actions.

Action Localization Methods. Methods that reason over text and visual information do
this by first extracting the textual embeddings [114, 115, 40] and visual features [10, 11] and
then linearly mapping them to the same embedding space [116, 93, 14, 95]. This is usually
computed using self and cross attention over the textual and visual features. The visual
features can be extracted with a convolutional neural net as in [116, 117, 118] or from object
bounding boxes [111]. Recent work [119, 120, 121] builds on this approach by combining
the attention modules in a large scale Transformer architecture [122]. Their goal is to learn
inter-modality and cross-modality relationships that can be used in downstream tasks that
require complex reasoning about natural language grounded in visual data [123, 124, 125].

Instructional vs. Routine Videos. Action localization methods are moving from using
simple pre-defined action labels [11, 107] to more complex natural language action descrip-
tions [116, 126, 22]. Our goal is also to localize natural language descriptions of actions
in videos. An important difference between our task and previous work is that the natural
language descriptions come from the people filming the actions.

Research work such as [127, 22] also take advantage directly of the actions extracted
from the transcripts, however their videos are instructional videos. Instead of looking at
instructional videos, we choose a broader category: routine videos, which can contain
instructions, but are more focused on describing the typical day of a person.

Compared to instructional videos, routine videos contain a more diverse set of activities,
from waking up in the morning and taking a shower, to working out and making a meal.
This diversity of actions in one video translates to many more diverse filming perspectives
in the same video, which presents a novel challenge for action localization models. Another
difference is that routine videos contain higher-level actions that can be abstract in nature
(e.g., “wind down,” “go for a walk”) and thus harder to ground than clear instructions. This
is an important difference, as it presents a challenge that is essential for webly supervised
systems, which are expected to learn from a diverse mix of both concrete actions and high-
level abstract actions. In the realm of web videos, instructional videos account for only a
small fraction.

Finally, note that existing action localization methods by and large rely on simplifying
assumptions (e.g., instructional videos, always visible actions, non-overlapping actions).

26



Actions:

“clean up”

“add their toys”

“add a little bit of 
 bubble bath”

“make sure the water”

Actions     Timestamp(sec.)

“clean up”                      [1.4, 19.0]

“add their toys”             [31.0, 40.0]

“add a little bit of          [47.0, 55.0]
bubble bath” 

“make sure the water”   not visible

Figure 3.2: Action temporal localization annotation. Each action is localized in the video
according to its start and end time offsets. The action is localized according to its visibility
in the video, and if it cannot be seen, it is marked as not visible.

In contrast, our work introduces an evaluation that accounts for the additional challenges
encountered in online videos.

3.3 Data Collection and Annotation

We focus our work on lifestyle vlogs (also known as routine videos), as they are a widely
used form of visual information sharing, with tens of millions having been uploaded on
YouTube. Vlogs are particularly useful for our research, as they include detailed verbal de-
scriptions of actions. We annotate with temporal information a dataset of vlogs compiled
in previous work [90]. Examples from the dataset are shown in Fig. 3.1. We use this par-
ticular dataset because the transcripts correlate with the narrations and the actions narrated
(mentioned) in the transcripts are already labeled for their property of being visible or not.
Although our work focuses mainly on the visible actions, we later use the non visible ones
as negative examples.

3.3.1 Vlog Dataset

The dataset that we use as a starting point [90] contains 1,246 video clips from 171 videos
drawn from ten different vlog channels. The channels are chosen for their rich content,
where the vloggers describe in great detail their routine activities both verbally and visually.
Ignat et al. [90] chooses to collect routine videos after observing that by searching explicitly
for their name, common everyday actions are hard to find on YouTube. However, collecting
routine videos by typing: my morning routine or my after work routine they discover that
this results in millions of videos with human actions (see Table 2.2). By collecting routine
videos, instead of searching explicitly for actions, they do implicit data gathering, a form
of data collection introduced by [4].
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#actions Vis. (%) #videos #clips

Train 4,939 35.1 110 680
Val 1,264 35.9 26 187
Test 3,456 25.7 35 275

Table 3.1: Statistics for the experimental data split. “Vis.” is the percentage of visible
actions among the narrated actions.

3.3.2 Temporal Action Annotation

Each video is associated with a set of human actions, in the form of verb phrases extracted
from the automatically generated video transcripts. The actions are labeled into two cate-
gories: visible or not visible, depending on whether the actions are explicitly represented in
the video. For example, in the video sequence shown in Fig. 3.1, the action “drink coffee”
is not visible in the video; it is only mentioned as a reason for performing the visible action

of “use a melatonin spray.” Other not visible actions from Fig. 3.1 are: “help,” “hope,”
“enjoyed this video,” “thumbs it up” and “subscribe,” which relate to video feedback but
are not visually shown.

Two of the authors of this work annotated the start and end time of all the visible actions
in the dataset, as illustrated in Fig. 3.2. Each action is localized according to its start and
end time offsets. The timestamp is marked according to when the action is visible, which
does not necessarily correspond to when it is talked about. If the annotators were not able
to localize the action in the clips, they marked it as not visible, which corresponds to a
correction of the original dataset [90]. They performed the annotations using a simple
annotation tool that we built for this purpose, which is publicly available at https://
github.com/OanaIgnat/video_annotations.

We measure the inter-annotator agreement by computing the Krippendorff’s Alpha
score [128] using the interval difference function for each video. We obtain scores between
0.78 and 0.90, which indicate a high agreement.

For our experiments, we split the data by vlog channel. Out of ten channels, six chan-
nels are used for training, two channels for validation, and two for testing. Statistics for
this experimental split are shown in Table 3.1.

3.3.3 Data Analysis

We perform two types of analyses to gain a better understanding of our dataset.

Action Duration. First, we measure the distribution of action durations in our dataset. As
shown later, this information is important, as the action durations can have an impact on
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Duration (s) #actions

0-5 1,136
5-15 1,200
15-25 475
25-35 157
35-45 72
45-60 99

(a)

Long actions #actions

use (a whisk) 87
make (oatmeal) 81
clean (my skin) 60

Short actions #actions

add (spice) 362
use (the clamps) 228
put (a lid on top) 179

(b)
Dataset Long actions (%)

Charades-STA [14] 4.2
CrossTask [97] 16.4
COIN [23] 31.6

Ours 25.5

(c)

Table 3.2: Action duration analysis: (a) Distribution in our dataset; (b) Example of long and
short actions, each with a sample object, grouped by verbs and sorted by verb frequency;
(c) Percentage of long (>15s) actions in other datasets.

the performance of different models. Table 3.2a shows the action duration distribution in
the dataset. A summary of long actions found in other datasets is shown in Table 3.2c (we
define an action as long if it exceeds fifteen seconds). Table 3.2b shows examples of long

actions, grouped by verb and sorted by frequency.

Temporal Relations between Actions. Second, we analyze the temporal relations between
actions mentioned in the transcripts. These actions can be challenging to model as they
capture the complexities of real life. While there are several actions that follow each other
(as more naturally expected), there are also actions that overlap, are included in one another,
or even happen at the same time. From a total of 2,070 number of overlapping actions,
1,573 are included in each other and 269 occur exactly at the same time. Table 3.3 shows
examples of such actions. While several action localization datasets have been proposed
in the past [23], to the best of our knowledge, this dataset is the only action localization
dataset that contains overlapping actions, making it challenging and novel. For the purpose
of this work, we localize each action independent of other actions, but future work may
leverage the relations that exist between actions.
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Actions that follow each other Actions that overlap

“make super quick chicken tacos” ; “do the dishes” “toss everything together” ∩ “chop it up”

“put them in a bowl” ; “cover in water” “add fresh herbs” ∩ “add chickpeas to a bowl”

“give a little mix” ; “add half cup of berries” “scoop out of the processor” ∩ “scoop it into a bowl”

“get a little water on your skin” ; “rinse it off” “combine our dry ingredients” ∩ “give it a mix”

... ...

Actions that are included in each other Actions that occur exactly at the same time

“use a plastic scraper” ⊆ “wipe thoroughly” “write out” ≡ “make your bucket list”

“throw the cushions around” ⊆ “fix my cushions up” “go to bed” ≡ “head to bed”

“do this scrub vigorously” ⊆ “clean some ovens” “add good protein” ≡ “use one tablespoon of cashew nut butter”

“do some yoga” ⊆ “wind down” “grab my Kindle” ≡ “do some reading”

... ...

Table 3.3: Examples of different types of action temporal relations: actions that overlap
(∩), actions that are included in each other (⊆), actions that occur exactly at the same time
(≡). From a total of 2,070 number of overlapping actions, 1,573 are included in each other
and 269 occur exactly at the same time.

3.4 Two-Stage Action Localization

For a given action mentioned in a video transcript, our goal is to: (1) decide if it is visible
within the video clip; and (2) if it is visible, identify its temporal location (i.e., the time
interval start and end times).

To achieve this goal, we propose a two-stage method which we call 2SEAL (2-StagE
Action Localization).

Figure 3.3 shows the overall architecture of 2SEAL. Following our analysis of the
variation in action duration (see Section 3.3.3), and empirical observations made on the
development dataset, we hypothesize that shorter actions can be localized mainly based
on the temporal information inferred from the transcript (i.e., when an action was narrated
within the transcript), whereas longer actions are often temporally shifted with respect to
their mention in the transcript and thus can benefit from a multimodal model. We thus
devise an architecture that first aims to predict whether the action is short or long, and
correspondingly activates a transcript alignment (for short actions) or a multimodal model
(for long actions). We describe below each of these main components.

Action Duration Classification We use the annotated temporal locations in the videos to
determine the expected duration of each action, and build a binary classifier to discriminate
between short (≤15s) and long (>15s) actions. We choose this threshold based on the
validation data. The classifier uses as input an action text embedding obtained from a text
encoder, as described in Section 3.5.

Transcript Alignment. Each video contains a transcript automatically generated by the
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Inputs: untrimmed clip (~ 1min)                          

Generate overlapping 3s spans:

action mentions extracted from the 
video transcript:

a1: “brushing my teeth”

a2: “hop into bed”

a3: “have caffeine”

a4: “use a melatonin spray”

a5: “fall asleep”

  

... ...

c1 : c2 :
c3 :

...

(video clip span, action mention) generation

(a1, c1), (a2, c1), (a1, c2), ...

time

short long

 SVM: action length classification

Transcript alignment

00:04:59,190 --> 00:05:01,730

“on the days where I have caffeine I will 

also use a melatonin spray” 

...

Bert 
 FC

FC (with Dropout) 

si 

similarity score 

I3D∀ i, ci 

use

...

a

spray
 aj

Multimodal model

MPU 
Scorer model s 

Figure 3.3: 2SEAL method architecture. Note the depicted MPU-based multimodal model
can be replaced with any multimodal model. The MPU model is composed of vector
element-wise addition (’+’), vector element-wise multiplication (’x’) and vector concate-
nation followed by a Fully Connected (’FC’) layer to combine the information from both
textual and visual modalities.
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 Actions + Timestamp 

[1:32, 1:34]
“add a little bit of bubble bath” 

[1:34, 1:37]
“use the seventh generation coconut care 
mousse shampoo” 

[1:42, 1:45]
“use baby Ganic spa”

Transcript

00:01:32,939 --> 00:01:34,580
“them and then I usually  add a little bit of bubble bath”

00:01:34,590 --> 00:01:37,130
“I use the seventh generation coconut care 
mousse shampoo”

00:01:42,149 --> 00:01:45,170
“and then I use baby Ganic spa I put a”

Figure 3.4: Example of applying the Transcript Alignment method. The transcript con-
tains time intervals for utterances. Each action contained in an utterance is assigned the
corresponding time interval.

YouTube API. The transcript contains time information for every utterance. Given an ac-
tion mention extracted from an utterance, the Transcript Alignment method assumes the
action is visible, and predicts its temporal location to be the time interval associated with
the corresponding utterance, as illustrated in Fig. 3.4. The transcript alignment is also
illustrated in Fig. 3.3.

Multimodal Model. We split the video clips into fixed-duration spans and convert the ac-
tion temporal localization task into binary classification tasks based on the output from a
scorer model s. We aim to predict if the visual information from a video clip span corre-
sponds to the linguistic representation of an action. For a given action mention within the
transcript and a fixed-duration video clip span, we compute a similarity score to decide if
they correspond to each other. The action mention is represented using a text encoder and
the features for the video clip span are obtained from a video encoder (see Section 3.5).

The process of pairing action mentions to video clip spans is depicted in Fig. 3.3. s can
be represented by any multimodal model, and we describe several models in Section 3.5.2.
At test time, given a video clip and its corresponding transcript, we input all the pairs of
action mentions and fixed-duration video clip spans. We merge all the spans that surpass a
certain threshold and are separated by less than three seconds into proposals. Each proposal
is assigned the maximum similarity score of its spans. We then perform non-maximum
suppression to select the best proposal as the predicted action location interval. At training
time, we focus only on the binary task and train s with the standard cross-entropy loss.
Given that an action mention has many more negative (not visible) fixed-duration video
clip spans in a given video clip, we balance the classes out via downsampling by taking
negative random samples from the same video clip. The question of how different negative
sampling strategies affect the scorer model performance is left for future work.
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Method A P R F1

Majority 74.4 74.4 100.0 85.3
Action Duration Clf. 80.6 81.8 97.6 89.0

Table 3.4: Action duration classification results on the validation set. The classification
is binary, where the positives are the short actions (≤15s) and the negatives the long ones
(>15s). The columns are in order: accuracy (A), precision (P), recall (R) and F1 score
(F1).

3.5 Experiments

To evaluate our duration-informed action localization method, we run several comparative
experiments on the dataset described in Section 3.3. We compare our method with several
strong baselines, and also perform feature ablation and a breakdown of results by action
duration.

In all our experiments, we use a video encoder consisting of the last layer (mixed 5c)
from a Kinetics [11] pre-trained I3D model. The video clips are divided into overlapping
three-second spans with a stride of 1s. We freeze both the text and the video encoders
and take their outputs as features. For the Action Duration Classification, we use an SVM
classifier with C=1.0 and an RBF kernel, and weight the samples inversely proportional to
their class frequency. We train the models using an Adam optimizer with early stopping
(tolerance 15 epochs), with a learning rate of 0.001 and a batch size of 64.

3.5.1 Action Duration Classification

We train the action duration classifier described in the previous section using only the
visible actions. The results are reported in Table 3.4. For comparison, we also show the
performance of a majority classifier, which labels every action as “short” by default. As
shown in the table, despite the simplicity of the classifier, the action duration classifier
obtains good improvement over the majority baseline.

3.5.2 Temporal Action Localization

Our 2SEAL method includes a scorer that measures the similarity between a video clip and
an action mention (see Fig. 3.3). To implement this scorer, we experiment with three meth-
ods proposed in previous work: multimodal processing unit, multiple instance learning
noise contrastive estimation, and stacked cross attention.

Multimodal Processing Unit (MPU). We use the MPU model [14] to compute the similar-
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ity score between the language representation of a narrated action and a video clip span. For
the text features, we fine-tune a pre-trained BERT-base-uncased [40] for domain adaption
by on 884 vlog transcripts with 80,749 sentences. We take embeddings from this model for
the action mentions in the transcripts by average pooling (the final embedding size is 768).
In Section 3.6.2 we experiment with variations of this text encoder. The text and visual
features for each pair are linearly mapped to the same embedding space. Next, the MPU
model is applied to compute the interaction between the two vectors of the same duration.
The MPU model is composed of vector element-wise addition (’+’), vector element-wise
multiplication (’x’) and vector concatenation followed by a Fully Connected (’FC’) layer
to combine the information from both textual and visual modalities. The outputs from all
three operations are concatenated to construct a multimodal representation. This process is
also illustrated in the overall architecture in Fig. 3.3. The resulting representation is given
as input to a linear layer and finally to a sigmoid function to obtain a similarity score.

Multiple Instance Learning Noise Contrastive Estimation (MIL-NCE). We use the
MIL-NCE model from [98] which was trained on HowTo100M [22]. The similarity score
is computed as a dot product between the text and video encoder outputs. The text encoder
takes embeddings from a GoogleNews-pretrained skipgram word2vec [129] implementa-
tion and further processes and pools the embeddings to obtain a fixed-size representation.
We use the MIL-NCE I3D1 visual features, and not the S3D features, for consistency rea-
sons and to ensure a fair comparison between the multimodal models. We empirically find
it beneficial to threshold the similarities at mid-range value after experimenting with linear
regression models on the validation data. Note we do not fine-tune this model but freeze it.
Future work can explore how the method benefits from fine-tuning.

Stacked Cross Attention (SCA). We also experiment with the SCA method [111], and
adapt its Text-Image formulation. It first attends to image frames with respect to each
word, and then compares each word to its corresponding attended frame vector to determine
the importance of each word. The relevance R between the i-th word and the image is
defined as the cosine similarity between the i-th word vector vi and its attended frame
vector ati. The final similarity score between image I and sentence T is summarized by
average pooling: S ′

AV G(I, T ) = 1
n

∑n
j=1 R

′(ej, a
v
j ). The textual features are represented

using a Gated Recurrent Unit (GRU) [130] as in [111]. We use the mid-range threshold for
the similarity score.

2D Temporal Adjacent Networks (2D-TAN). We find the 2D-TAN model [15] suitable
for our task as it is built to localize multiple natural language queries in a video.

1https://tfhub.dev/deepmind/mil-nce/i3d/1
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The video clips are represented using C3D [64] features and the action queries using
GloVe [114] embeddings, as described in the 2D-TAN paper [15]. We take as final proposal
the action localization proposal with the highest score.

We test the pre-trained model and also fine-tune it on our training and validation data.
We run two model configurations, which were trained on TACoS [108], namely “Pool” and
“Conv” in our test set. “Pool” and “Conv” represent max-pooling and stacked convolution
respectively, which indicates two different ways for moment feature extraction in the 2D-
TAN model. We report the results of fine-tuned “Conv” 2D-TAN model, which is the best
performing 2D-TAN model configuration on our test dataset.

3.5.3 Results

We evaluate the predictions made by the action localization methods using two evaluation
metrics. First, we compute the Visibility Accuracy (VA) to decide if the method can dis-
tinguish between visible and not visible actions. Second, only for the visible actions, we
compute the recall at different Intersection over Union (IoU) thresholds: 0.1, 0.3, 0.5 and
0.7. A higher threshold means a stronger constraint on how exact the match between the
predicted and the ground truth location needs to be. If the predicted interval has an IoU
score with the ground truth greater than the threshold, we consider the prediction as being
correct. We also compute the average recall over all IoU values, as the mIoU. Note that if
a method predicted that a visible action is non-visible, then the recall score is penalized.

Table 3.5 presents the temporal action localization results on our data. The Transcript
Alignment method performs better than the MPU, MIL-NCE, SCA and 2D-TAN methods
if we do not previously apply our proposed 2SEAL method before. However, when us-
ing our 2SEAL method that combines both the Transcript Alignment and a method to score
long actions (either MPU, MIL-NCE, SCA, or 2D-TAN), the performance improves signif-
icantly, with the system integrating the MPU model leading to the best results. We suspect
MIL-NCE may perform better if fine-tuned, however our intention is not to compare MPU
and MIL-NCE but to show how our method can improve over other existing methods. The
results confirm our initial hypothesis that actions of different duration benefit from differ-
ent methods: the transcript alignment excels at short actions, while the multimodal model
performs better for long actions.
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Recall
Method VA IoU=0.1 IoU=0.3 IoU=0.5 IoU=0.7 mIoU

All visible 25.7 67.4 23.6 8.3 4.1 21.6
All non-visible 74.3 0.0 0.0 0.0 0.0 0.0

Transcript Alignment (ours) 25.7 73.3 47.3 22.2 7.2 30.8

MPU 75.5 57.9 27.0 12.4 6.2 21.4
2SEAL (ours) + MPU 79.0 74.6 48.7 22.8 8.6 31.9

MIL-NCE 26.1 62.9 22.2 8.0 4.2 20.5
2SEAL (ours) + MIL-NCE 34.4 74.4 47.8 21.7 7.9 31.4

SCA 24.2 49.9 17.0 6.0 3.4 15.9
2SEAL (ours) + SCA 26.1 72.2 46.7 21.4 7.6 30.5

2D-TAN 25.7 49.4 23.1 10.9 3.7 17.6
2SEAL (ours) + 2D-TAN 25.7 73.4 47.0 21.6 7.7 30.8

Human 85.9 83.5 71.8 52.0 35.0 50.3

Table 3.5: Results on the test set. “VA” stands for Visibility Accuracy.

3.6 Analyses and Discussion

To gain insights into the performance of our proposed model in relation to action duration,
and to understand the role played by different features, we perform several analyses.

3.6.1 Action Duration Impact

If the action is brief, the IoU metric will be influenced by a few seconds compared to when
the action is longer in duration. This metric penalizes more the mislocalization of short
actions, as compared to the longer ones. This analysis is often done for the task of object
detection, where the IoU scores are grouped by bounding box size [131]. To verify our
initial hypothesis that actions of different duration benefit from different localization meth-
ods, we break down the results of the MPU (the best scorer from among MPU, MIL-NCE,
SCA and 2D-TAN without applying the 2SEAL method) by action duration in Table 3.6.
As shown in the table, the performance of the model is connected to the duration of the
actions. For long actions, the multimodal method obtains better results compared to the
transcript alignment method, while the opposite is true for short actions.
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0–15s 16–35s 36–60s
Recall MPU Align MPU Align MPU Align

IoU=0.1 49.5 71.6 90.7 76.6 95.2 83.3
IoU=0.3 5.4 49.0 73.4 51.4 81.0 0.0
IoU=0.5 2.0 25.0 22.0 17.8 78.6 0.0
IoU=0.7 0.8 9.4 5.6 1.9 66.7 0.0

mIoU 12.0 32.0 38.9 29.9 71.7 16.5

Table 3.6: Breakdown by action duration (time span) on the validation set. The MPU model
performance increases with the increase of action time span, while transcript alignment
(Align) performance decreases.

a) Actions that do not overlap

GT:
            34     38 39                                                                           57                                                                                                   

“get my son ready for bed”          “do the dishes”

P:

c)   Actions that are included in each other

GT:
                                                 36, 36                                 44           49

“cut up an apple” ⊂ “make a snack for myself”

P:

b)   Actions that overlap with each other

GT:
“eat my snack”   ∩   “drink my tea”
 

P:

d)  Actions that occur at the same time

......

         3                    21              35                                                                                     55                                                                                                   

GT:
“use my flat iron”   ≡  “iron my hair”

P:

   30                                            42            48 49                

21                26  27         30                                                                                                                                                                                      

       23                27               31       34                                                                                                                                                                                     

26, 26                                                 43, 43                                                                                                                                                                                     

1                                            28                                   37        42                                                                                                                                                                                     

......

......

......

Figure 3.5: Randomly sampled qualitative results for different cases of action overlapping.
Best viewed in color.
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Recall
Method IoU=0.1 IoU=0.3 IoU=0.5 IoU=0.7 mIoU

MPU 57.9 27.0 12.4 6.2 21.4
MPU verb only 33.5 18.5 9.2 4.8 13.7
MPU verb+noun only 33.8 18.7 9.8 4.8 14.0

MPU BERT w/o DA 46.9 26.4 14.1 5.4 19.0
MPU ELMo 48.5 23.7 10.6 6.2 18.4
MPU GloVe 41.6 22.5 11.6 6.9 17.2

MPU video only 41.5 25.4 13.9 6.8 18.0
MPU text only 25.3 11.6 4.3 2.2 9.1

Table 3.7: Results on the test set for different variations of the input to the MPU model.
“DA” stands for Domain Adaptation.

3.6.2 Text and Visual Features

In Table 3.7, we experiment with the MPU model (without applying the 2SEAL method)
and look into how each modality contributes to solving this task, by removing one modality
at a time from our best performing model. We also analyze other types of text embeddings.
Inspired by [132, 133], we focus on verbs and nouns, which we extract from the actions
and compute their BERT embeddings. We observe that the visual information contributes
the most to the task of action localization, as removing this information drastically lowers
the model performance. Another observation is that processing the entire action is more
beneficial to the model than focusing only on nouns and verbs.

3.6.3 Qualitative Results

Randomly sampled results are shown in Fig. 3.5. They are grouped by the different levels of
action overlapping: no overlap, intersection, inclusion and perfect overlap. From analyzing
these results, a future work direction emerges: detecting which actions are likely to happen
at the same time can lead to better algorithms for action localization.

3.7 Conclusion

In this chapter, we introduced a new dataset for action localization in vlogs — a growing
form of online video communication where everyday routine actions are described in lan-
guage and also presented visually. Using this dataset, we addressed the task of temporal
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action localization in videos. We proposed 2SEAL – a simple yet effective method to visu-
ally localize the actions mentioned in a video transcript, which relies on both language and
vision, and specifically accounts for the duration of an action for the purpose of building a
more accurate system.

Through several extensive evaluations, we showed that our method improves and com-
plements other methods by first computing the expected duration of an action, and selec-
tively applying a language-based or multimodal model depending on the action duration.
This work contributes to the larger body of work for multimodal understanding, and at
the same time builds a large repository of vision-language representations covering a wide
spectrum of actions that can be used for downstream tasks such as action recognition sys-
tems, human behavior understanding, event recognition, and others.

The work described in this chapter has been accepted with minor revisions in ACM
Transactions on Multimedia Computing, Communications, and Applications. The dataset
introduced in this chapter, the annotation tool, and the system code are publicly available
at https://github.com/MichiganNLP/vlog_action_localization.

In the next chapter we introduce how we can use multimodal information from lifestyle
vlogs for developing models for human behavior understanding.
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CHAPTER 4

Human Action Reason Identification

4.1 Introduction

Significant research effort has been recently devoted to the task of action recognition
[11, 134, 135, 136, 137, 138]. Action recognition works well when applied to well de-
fined/constrained scenarios, such as people following scripts and instructions [38, 22, 23],
performing sports [16, 139] or cooking [18, 20, 140, 21]. At the same time however, action
recognition is limited and error-prone once the application space is opened to everyday life.
This indicates that current action recognition systems rely mostly on pattern memorization
and do not effectively understand the action, which makes them fragile and unable to adapt
to new settings [141, 142]. Research on how to improve action recognition in videos [141]
shows that recognition systems for actions with known intent have a significant increase
in performance, as knowing the reason for performing an action is an important step for
understanding that action [143, 144].

In contrast to action recognition, action causal reasoning research is just emerging in
computational applications [145, 146, 147, 148]. Causal reasoning has direct applications
on many real-life settings, for instance to understand the consequences of events (e.g., if
“there is clutter,” “cleaning” is required), or to enable social reasoning (e.g., when “guests
are expected,” “cleaning” may be needed – see Figure 4.1). Most of the work to date on
causal systems has relied on the use of semantic parsers to identify reasons [149], how-
ever this approach does not work well on more realistic every-day settings As an example,
consider the statement “This is a mess and my friends are coming over. I need to start
cleaning.” Current causal systems are unable to identify “this is a mess” and “friends are
coming over” as reasons, and are thus failing to use them as context for understanding the
action of “cleaning.”

In this chapter, we propose the task of multimodal action reason identification in ev-
eryday life scenarios. We collect a dataset of lifestyle vlogs from YouTube that reflect
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“just put everything in everybody is drawers and slowly but surely we are down to the bedding oh I always 
do it on a strip to bed because I usually clean the bedding the same days I do the laundry ..”

Why is the person cleaning?

 “we lived in a tiny apartment and they would come and sleep on the couch or on a blow up mattress so it 
feels really nice to be able to have this space for them in the summer months I focus on [cleaning] the 
windows more because I noticed that people open the windows more in the summer..”

...

...

𐄂 company was coming
𐄂 do not like dirtiness
☑ declutter 
𐄂 remove dirt

☑ company was coming
𐄂 do not like dirtiness
𐄂 declutter 
☑ remove dirt

...

... ...

Figure 4.1: Overview of our task: automatic identification of action reasons in online
videos. The reasons for cleaning change based on the visual and textual (video transcript)
context. The videos are selected from YouTube, and the actions together with their reasons
are obtained from the ConceptNet knowledge graph which we supplement with crowd-
sourced reasons. The figure shows two examples from our WHYACT dataset.

daily scenarios and are currently very challenging for systems to solve. Vloggers freely
express themselves while performing most common everyday activities such as cleaning,
eating, cooking, writing and others. Lifestyle vlogs present a person’s everyday routine:
the vlogger visually records the activities they perform during a normal day and verbally
express their intentions and feelings about those activities. Because of these characteristics,
lifestyle vlogs are a rich data source for an in depth study of human actions and the reasons
behind them.

The work makes four main contributions. First, we formalize the new task of multi-
modal action reason identification in online vlogs. Second, we introduce a new dataset,
WHYACT, consisting of 1,077 (action, context, reasons) tuples manually labeled in online
vlogs, covering 24 actions and their reasons drawn from ConceptNet as well as crowd-
sourcing contributions. Third, we propose several models to solve the task of human action
reason identification, consisting of single-modalities models based on the visual content
and vlog transcripts, as well as a multimodal model using a fill-in-the-blanks strategy. Fi-
nally, we also present an analysis of our new dataset, which leads to rich avenues for future
work for improving the tasks of reason identification and ultimately action recognition in
online videos.
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4.2 Related Work

There are three areas of research related to our work: identifying action motivation, com-
monsense knowledge acquisition, and web supervision.

Identifying Action Motivation. The research most closely related to our work is the
work that introduced the task of predicting motivations of actions by leveraging text [145].
Their method was applied to images from the COCO dataset [150], while ours is focused
on videos from YouTube. Other work on human action causality in the visual domain
[146, 147] relies on object detection and automatic image captioning as a way to represent
videos and analyze visual causal relations. Research has also been carried out on detecting
the intentions of human actions [151]; the task definition differs from ours, however, as their
goal is to automatically choose the correct action for a given image and intention. Other
related work includes [152], a vision-based classification model between intentional and
non-intentional actions and Intentonomy [153], a dataset on human intent behind images
on Instagram.

Commonsense Knowledge Acquisition. Research on commonsense knowledge often
relies on textual knowledge bases such as ConceptNet [6], ATOMIC [7], COMET-ATOMIC
2020 [28], and more recently GLUCOSE [154].

Recently, several of these textual knowledge bases have also been used for visual ap-
plications, to create more complex multimodal datasets and models [155, 148, 156]. Visu-
alCOMET [155] is a dataset for visual commonsense reasoning tasks to predict events that
might have happened before a given event, events that might happen next, as well as people
intents at a given point in time. Their dataset is built on top of VCR [157], which consists
of images of multiple people and activities. Video2Commonsense [148] uses ATOMIC to
extract from an input video a list of intentions that are provided as input to a system that
generates video captions, as well as three types of commonsense descriptions (intention,
effect, attribute). KVL-BERT [156] proposes a knowledge enhanced cross-modal BERT
model by introducing entities extracted from ConceptNet [6] into the input sentences, fol-
lowed by testing their visual question answering model on the VCR benchmark [157].
Unlike previous work that broadly addresses commonsense relations, we focus on the ex-
traction and analysis of action reasons, which allows us to gain deeper insights for this
relation type.

Webly-Supervised Learning. The space of current commonsense inference systems is
often limited to one dataset at a time, e.g., COCO [150], VCR [157], MSR-VTT [158].
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In our work, we ask commonsense questions in the context of rich, unlimited, constantly
evolving online videos from YouTube.

Previous work has leveraged webly-labeled data for the purpose of identifying com-
monsense knowledge. One of the most extensive efforts is NELL (Never Ending Language
Learner) [159], a system that learns everyday knowledge by crawling the web, reading
documents and analysing their linguistic patterns. A closely related effort is NEIL (Never
Ending Image Learner), which learns commonsense knowledge from images on the web
[160]. Large scale video datasets [22] on instructional videos and lifestyle vlogs [4, 90]
are other examples of web supervision. The latter are similar to our work as they analyse
online vlogs, but unlike our work, their focus is on action detection and not on the reasons
behind actions.

4.3 Data Collection and Annotation

In order to develop and test models for recognizing reasons for human actions in videos, we
need a manually annotated dataset. This section describes the WHYACT dataset of action
reasons.

4.3.1 Data Collection

We start by compiling a set of lifestyle videos from YouTube, consisting of people per-
forming their daily routine activities, such as cleaning, cooking, studying, relaxing, and
others. We build a data gathering pipeline to automatically extract and filter videos and
their transcripts.

We select five YouTube channels and download all the videos and their transcripts. The
channels are selected to have good quality videos with automatically generated transcripts
containing detailed verbal descriptions of the actions depicted. An analysis of the videos
indicates that both the textual and visual information are rich sources for describing not
only the actions, but why the actions in the videos are undertaken (action reasons). We
present qualitative and quantitative analyses of our data in section 4.6.

We also collect a set of human actions and their reasons from ConceptNet [6]. Actions
include verbs such as: clean, write, eat, and other verbs describing everyday activities. The
actions are selected based on how many reasons are provided in ConceptNet and how likely
they are to appear in our collected videos. For example, the action of cleaning is likely to
appear in the vlog data, while the action of yawning is not.
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Initial 9,759
Actions with reasons in ConceptNet 139
Actions with at least 3 reasons in CN 102
Actions with at least 25 video-clips 25

Table 4.1: Statistics for number of collected actions at each stage of data filtering.

4.3.2 Data Pre-processing

After collecting the videos, actions and their corresponding reasons, the following data
pre-processing steps are applied.

Action and Reason Filtering. From ConceptNet, we select actions that contain at least
three reasons. The reasons in ConceptNet are marked by the “motivated by“ relation. We
further filter out those actions that appear less than 25 times in our video dataset, in order
to assure that each action has a significant number of instances.

We find that the reasons from ConceptNet are often very similar to each other, and
thus easy to confound. For example, the reasons for the action clean are: “dirty”, “remove
dirt”, “don’t like dirtiness”, “there dust”, “dirtiness unpleasant”, “dirt can make ill”, “things
cleaner”, “messy”, “company was coming”. To address this issue, we apply agglomerative
clustering [161] to group similar actions together. For instance, for the action clean, the
following clusters are produced: [“dirty”, “remove dirt”, “there dust”, “things cleaner”],
[“don’t like dirtiness”, “dirtiness unpleasant”, “dirt can make ill”], [“messy”], [“company
was coming”]. Next, we manually select the most representative and clear reason from
each cluster. We also correct any spelling mistakes and rename the reasons that are either
too general or unclear (e.g., we rename “messy” to “declutter”). Finally, after the clustering
and processing steps, we filter out all the actions that contain less than three reasons.

We show the statistics before and after the additive filtering steps in Table 4.1.

Transcript Filtering. We want transcripts that reflect the reasons for performing one or
more actions shown in the video. However, the majority of the transcripts contain mainly
verbal descriptions of the action, which are not always helpful in determining their reason.
We therefore implement a method to select candidate transcript sequences that contain at
least one causal relation related to the actions shown in the video.

We start by automatically splitting the transcripts into sentences using spaCy [162].
Next, we select the sentences with at least one action from the final list of actions we
collected from ConceptNet (see the previous section). For each selected sentence, we also
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collect its context consisting of the sentences before and after. We do this in order to
increase the search space for the reasons for the actions mentioned in the selected sentences.

We want to keep the sentences that contain action reasons. We tried multiple meth-
ods to automatically determine the sentences more likely to include causal relations using
Semantic Role Labeling (SRL) [163], Open Information Extraction (OpenIE) [164] and
searching for causal markers. We found that SRL and OpenIE do not work well on our
data, likely due to the fact that the transcripts are more noisy than the datasets these models
were trained on. Most of the language in the transcripts does not follow simple patterns
such as “I clean because it is dirty.” Instead, the language consists of natural everyday
speech such as “Look at how dirty this is, I think I should clean it.”

We find that a strategy sufficient for our purposes is to search for causal markers such
as “because”, “since”, “so that is why”, “thus”, “therefore” in the sentence and the context,
and constrain the distance between the actions and the markers to be less than 15 words –
a threshold identified on development data. We thus keep all the transcript sentences and
their context that contain at least one action and a causal marker within a distance of less
than the threshold of 15 words.

Video Filtering. As transcripts are temporally aligned with videos, we can obtain mean-
ingful video clips related to the narration. We extract video clips corresponding to the
sentences selected from transcripts (described in the section above).

We want video clips that show why the actions are being performed. Although there can
be many actions along with reasons in the transcript, if they are not depicted in the video,
we cannot leverage the video information in our task. Videos with low movement tend
to show people sitting in front of the camera, describing their routine, but not performing
the action they are talking about. We therefore remove clips that do not contain enough
movement. We sample one out of every one hundred frames of the clip, and compute the
2D correlation coefficient between these sampled frames. If the median of the obtained
values is greater than a certain threshold (0.8, selected on the development data), we filter
out the clip. We also remove video-clips that are shorter than 10 seconds and longer than 3
minutes.

4.3.3 Data Annotation

The resulting (video clip, action, reasons) tuples are annotated with the help of Amazon
Mechanical Turk (AMT) workers. They are asked to identify: (1) what are the reasons
shown or mentioned in the video clip for performing a given action; (2) how are the reasons
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Please carefully read the instructions before performing the task.

What are the reasons shown or mentioned in the video for performing the 
action of cleaning?

Please select one or more categories:

𑗉 company was coming
𑗉 do not like dirtiness
𑗉 declutter 
𑗉 remove dirt
𑗉 I cannot find any reason mentioned verbally or shown visually in the video

Please select how did you find the reasons in the video:

◯ The reasons are mentioned verbally
◯ The reasons are shown visually
◯ The reasons are mentioned verbally and shown visually

Please select how confident are you in your answers:

▾ Instructions

You are given a video that contains a person describing an action and a list 
of candidate reasons for why they want to do the action.

From the list of candidate reasons, select the ones that are mentioned 
verbally or shown visually in the video.

◯ High confidence
◯ Low confidence

If there are other reasons that you found, please write them here.

Figure 4.2: Instructions for the annotators.
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Video-clips 1,077
Video hours 107.3
Transcript words 109,711
Actions 24
Reasons 166

Table 4.2: Data statistics.

Test Development

Actions 24 24
Reasons 166 166
Video-clips 853 224

Table 4.3: Statistics for the experimental data split. The methods we run are unsupervised
with fine-tuning on development set.

identified in the video: are they mentioned verbally, shown visually, or both; (3) whether
there are other reasons other than the ones provided; (4) how confident the annotator is
in their response. The guidelines and interface for annotations are shown in Figure 4.2.
In addition to the guidelines, we also provide the annotators with a series of examples of
completed assignments with explanations for why the answers were selected. We present
them in Figure 4.3.

We add new action reasons from the ones added by the annotators if they repeat at least
three times in the collected answers and are not similar to the ones already existing.

Each assignment is completed by three different master annotators. We compute the
agreement between the annotators using Fleiss Kappa [165] and we obtain 0.6, which in-
dicates a moderate agreement. Because the annotators can select multiple reasons, the
agreement is computed per reason and then averaged.

We also analyse how confident the workers are in their answers: for each video, we
take the confidence selected by the majority of workers: out of 1,077 videos, in 890 videos
the majority of workers are highly confident.

Table 4.2 shows statistics for our final dataset of video-clips and actions annotated with
their reasons. Figure 4.1 shows a sample video and transcript, with annotations. Additional
examples of annotated actions and their reasons can be seen in Figure 4.4.

4.4 Identifying Causal Relations in Vlogs

Given a video, an action, and a list of candidate action reasons, our goal is to determine the
reasons mentioned or shown in the video. We develop a multimodal model that leverages
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both visual and textual information, and we compare its performance with several single-
modality baselines.

The models we develop are unsupervised in that we are not learning any task-specific in-
formation from a training dataset. We use a validation set only to tune the hyper-parameters
of the models.

4.4.1 Data Processing and Representation

Textual Representations. To represent the textual data – transcripts and candidate rea-
sons – we use sentence embeddings computed using the pre-trained model Sentence-BERT
[166].

Video Representations. In order to tie together the causal relations, both the textual, and
the visual information, we represent the video as a bag of object labels and a collection
of video captions. For object detection we use Detectron2 [167], a state-of-the-art object
detection algorithm.

We generate automatic captions for the videos using a state-of-the-art dense captioning
model [168]. The input to the model are visual features extracted from I3D model pre-
trained on Kinetics [11], audio features extracted with VGGish model [169] pre-trained on
YouTube-8M [34] and caption tokens using GloVe [114].

4.4.2 Baselines

Using the representations described in Section 4.4.1, we implement several textual and
visual models.

4.4.2.1 Textual Similarity

Given an action, a video transcript associated with the action, and a list of the candidate
action reasons, we compute the cosine similarity between the textual representations of
the transcript and all the candidate reasons. We predict as correct those reasons that have
a cosine similarity with the transcript greater than a threshold of 0.1. The threshold is
fine-tuned on development data.

Because the transcript might contain information that may be unrelated to the action de-
scribed or its reasons, we also develop a second version of this baseline. When computing
the similarity, instead of using the whole transcript, we select only the part of the tran-
script that is in the vicinity of the causal markers (before and after a fixed number words,
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fine-tuned on development data).

4.4.2.2 Natural Language Inference (NLI)

We use a pre-trained NLI model [170] as a zero-shot sequence classifier. The NLI model
is pre-trained on the Multi-Genre Natural Language Inference (MultiNLI) corpus [171], a
collection of sentence pairs annotated with textual entailment information.

The method works by posing the sequence to be classified as the NLI premise and con-
structing a hypothesis from each candidate label: given the transcript as a premise and the
list of reasons as the hypotheses, each reason will receive a score that reflects the proba-
bility of entailment. For example, if we want to evaluate whether the label “declutter” is a
reason for the action “cleaning”, we construct the hypothesis “The reason for cleaning is
declutter.”

We use a threshold of 0.8 fine-tuned on the development data to filter the reasons that
have a high entailment score with the transcript.

Bag of Objects. We replace the transcript in the premise with a list of object labels de-
tected from the video. The objects are detected using the Detectron2 model [167] on each
video frame, at 1fps. We select only the objects that pass a confidence score of 0.7.

Automatic Video Captioning. We replace the transcript in the premise with a list of
video captions detected using the Bi-modal Transformer for Dense Video Captioning model
[168]. The video captioning model generates captions for several time slots. We further fil-
ter the generated captions to remove redundant captions: if a time slot is heavily overlapped
or even covered by another time slot, we only keep the caption of the longer time slot. We
find that captions of longer time slots are also more informative and accurate compared to
captions of shorter time slots.

4.4.3 Multimodal Model

To leverage information from both the visual and linguistic modalities, we propose a new
model that recasts our task as a Cloze task, and attempts to identify the action reasons
by performing a fill-in-the-blanks prediction, similarly to Castro et al. [172] that proposes
to fill blanks corresponding to noun phrases in descriptions based on video clips content.
Specifically, after each action mention for which we want to identify the reason, we add
the text “because .” For instance, “I clean the windows” is replaced by “I clean the
windows because ”. We train a language model to compute the likelihood of filling

49



in the blank with each of the candidate reasons. For this purpose, we use T5 [42], an
encoder-decoder transformer [173] pre-trained model, to fill in blanks with text.

To incorporate the visual data, we first obtain Kinetics-pre-trained I3D [11] RGB fea-
tures at 25fps (the average pooling layer). We input the features to the T5 encoder after the
transcript text tokens. The text input is passed through an embedding layer (as in T5), while
the video features are passed through a linear layer. Since T5 was not trained with this kind
of input, we fine-tune it on unlabeled data from the same source, without including data
that contains the causal marker “because”. Note this also helps the model specialize on
filling-in-the-blank with reasons. Finally, we fine-tune the model on the development data.
We obtain the reasons for an action by computing the likelihood of the potential ones and
taking the ones that pass a threshold selected based on the development data. The model
architecture is shown in Figure 4.5.

We also use our fill-in-the-blanks model in a single modality mode, where we apply it
only on the transcript.

4.5 Evaluation

We consider as gold standard the labels selected by the majority of workers (at least two
out of three workers).

For our experiments, we split the data across video-clips: 20% development and 80%
test (see Table 4.3 for a breakdown of actions, reasons and video-clips in each set). We
evaluate our systems as follows. For each action and corresponding video-clip, we compute
the Accuracy, Precision, Recall and F1 scores between the gold standard and predicted
labels. We then compute the average of the scores across actions. Because the annotated
data is unbalanced (in average, 2 out of 6 candidate reasons per instance are selected as
gold standard), the most representative metric is F1 score. The average results are shown
in Table 4.4. The results also vary by action: the F1 scores for each action, of the best
performing method, are shown in Section 4.5.

Experiments on WHYACT reveal that both textual and visual modalities contribute to
solving the task. The results demonstrate that the task is challenging and there is room for
improvement for future work models.

Selecting the most frequent reason for each action on test data achieves on average an
F1 of 40.64, with a wide variation ranging from a very low F1 for the action “writing” (7.66
F1) to a high F1 for the action “cleaning” (55.42 F1). Note however that the “most frequent
reason” model makes use of data distributions that our models do not use (because our
models are not trained). Furthermore, we believe that it is expected that for certain actions
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the distribution of reasons is unbalanced, as in everyday life there are action reasons much
more common than others (e.g., for “cleaning”, “remove dirt” is a more common/frequent
reason than “company was coming”).

Method Input Accuracy Precision Recall F1

BASELINES

Cosine
similarity

Transcript 57.70 31.39 55.94 37.64
Causal relations from transcript 50.85 30.40 68.91 39.73

SINGLE MODALITY MODELS

Natural
Lan-
guage
Inference

Transcript 68.41 41.90 48.01 40.78
Video object labels 54.49 31.70 59.93 36.79
Video dense captions 49.18 29.54 68.47 37.40
Video object labels & dense captions 36.93 27.34 87.97 39.11

Fill-in-the-blanks Transcript 44.04 30.70 87.10 43.59

MULTIMODAL NEURAL MODELS

Fill-in-the-blanks Video & Transcript 32.6 27.56 94.76 41.11

Table 4.4: Results from our models on test data.
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4.6 Data Analysis

We perform an analysis of the actions, reasons and video-clips in the WHYACT dataset.
The distribution of actions and their reasons are shown in Figure 4.6, together with addi-
tional analyses: the distribution of actions and their number of reasons (Section 4.5) and
videos (Section 4.5) and the distribution of actions and their worker agreement scores (Sec-
tion 4.5).

We also explore the content of the videos by analysing their transcripts. In particular,
we look at the actions and their direct objects. For example, the action clean is depicted in
various ways in the videos: “clean shower”, “clean body”, “clean makeup”, “clean dishes”.
The action diversity assures that the task is challenging and complex, trying to cover the full
spectrum of everyday activities. In Figure 4.8 we show what kind of actions are depicted
in the videos: we extract all the verbs and their most five most frequent direct objects using
spaCy [162] and then we cluster them by verb and plot them using t-distributed Stochastic
Neighbor Embedding (t-SNE) [174].

Finally, we analyse what kind of information is required for detecting the action rea-
sons: what is verbally described, visually shown in the video or the combination of visual
and verbal cues. For this, we analyse the worker’s justifications for selecting the action
reasons: if the reasons were verbally mentioned in the video, visually shown or both. For
each video, we take the justification selected by the majority of workers. We find that the
reasons for the actions can be inferred only by relying on the narration for less than half of
the videos (496 / 1,077). For the remaining videos, the annotators answered that they relied
on either the visual information (in 55 videos) or on both visual and audio information (in
423 videos). The remaining 103 videos do not have a clear agreement among annotators
on the modality used to indicate the action reasons. We believe that this imbalanced split
might be a reason for why the multimodal model does not perform as well as the text model.
For future work, we want to collect more visual data that contains action reasons.

Impact of reason specificity on model performance. The reasons in WHYACT vary
from specific (e.g., for the verb “fall’, possible reasons are: “tripped”, “ladder broke”,
“rush”, “makeup fell”) to general (e.g., for the verb “play”, possible reasons are: “relax”,
“entertain yourself”, “play an instrument”). We believe that a model can benefit from
learning both general and specific reasons. From general reasons such as “relax”, a model
can learn to extrapolate, generalize, and adapt to other actions for which those reasons
might apply (e.g., “relax” can also be a reason for actions like “drink” or “read”) and use
these general reasons to learn commonalities between these actions. On the other hand,
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from a specific reason like “ladder broke”, the model can learn very concise even if limited
information, which applies to very specific actions.

Data Annotation Challenges. During the data annotation process, the workers had the
choice to write comments about the task. From these comments we found that some dif-
ficulties with data annotation had to do with actions expressed through verbs that have
multiple meanings and are sometimes used as figures of speech. For instance, the verb
“jump” was often labeled by workers as “jumping means starting” or “jumping is a figure
of speech here.” Because the majority of videos containing the verb “jump” are labeled
like this, we decided to remove this verb from our initial list of 25 actions. Another verb
that is used (only a few times) with multiple meanings is “fall” and some of the comments
received from the workers are: “she mentions the season fall, not the action of falling,”
“falling is falling into place,” “falling off the wagon, figure of speech.” These examples
confirm how rich and complex the collected data is and how current state-of-the-art parsers
are not sufficient to correctly process it.

4.7 Conclusion

In this chapter, we addressed the task of detecting human action reasons in online videos.
We explored the genre of lifestyle vlogs, and constructed WHYACT – a new dataset of
1,077 video-clips, actions and their reasons. We described and evaluated several textual
and visual baselines and introduced a multimodal model that leverages both visual and
textual information.

We built WHYACT and action reason detection models to address two problems im-
portant for the advance of action recognition systems: adaptability to changing visual and
textual context, and processing the richness of unscripted natural language.

The work in this chapter has been published in the 2021 Conference on Empirical Meth-
ods in Natural Language Processing. The dataset and the code introduced in this chapter
are publicly available at https://github.com/MichiganNLP/vlog_action_
reason.

In the next chapter, we propose to use the textual and visual information from lifestyle
vlogs for another commonsense knowledge task: human action co-occurrence identifica-
tion
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▾ Instructions

You are given a video that contains a person describing an action and a list of candidate reasons for why they 
want to do the action.

From the list of candidate reasons, select the ones that are mentioned verbally or shown visually in the video.

Please see three examples below:

1. Action reasons are mentioned verbally, and shown visually in the video

2. Action reasons are mentioned verbally, but not shown visually in the video

3. Action reasons are shown visually, but not mentioned verbally in the video

Figure 4.3: Instructions and examples of completed assignments with explanations for why
the answers were selected.
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"and I am gonna dress this I would say I do not I dress light to medium because other than that 
you do feel like you are eating plants by itself so I whisk the olive oil into the ingredients so it is 
nice to have a good rich dressing and this one was really delicious"

Why is the person eating ?

...

☑ tastes good
𐄂 were hungry
𐄂 had craving 
☑ be healthy
☑ enjoy

... ...

"there is a bunch of farm courses that i wanted to take but i have been taking my time because i am 
busy with other things as well but i have been finding it interesting learning a lot and also trying to 
hone my skills .."

☑ know more information
☑ improve yourself
☑ fun
☑ become educated
𐄂 course was recommended
𐄂 avoid repeating mistakes

... ...

Why is the person learning ?

 "... I wanted to show you how I made a little hanging burlap sign for my door that says Happy Easter 
now I have seen these done with Easter bunnies but I wanted to do a cross and this is what I am 
going to use to paint the cross on the burlap ...”

... ...

Why is the person painting ?

𐄂 clean walls
☑ DYI craft project
☑ express yourself
☑ enhance appearance
☑ feel creative
𐄂 change colors in home

 "... and as you can see he is actually working on extending our fence line and he is been doing that 
all on his own as well he also has quite a bit that he does on the tractor as well in order to keep the 
entire property clean ...”

... ...

Why is the person working ?

𐄂 have to
☑ complete job
☑ feel productive
𐄂 need money

 "it is fun because both of us are kind of competitive so it is always fun to play a board game or a 
card game so tonight we are playing uno normally but when our kids go to sleep we very often enjoy 
a shower or a bath together i share how much i enjoy my bathtub and my shower ...”

... ...

Why is the person playing ?

☑ win game
𐄂 play music
𐄂 bored
𐄂 relax
☑ entertain yourself

Figure 4.4: Other examples of actions and their annotated action reasons in our dataset.
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Video: ... ... ... ...

Embedding Layer Linear Layer

I3D

Encoder - Decoder

it      is      relaxing

Transcript:        “[...]  I    read       because  ___    [...]”

Figure 4.5: Overview architecture of our Multimodal Fill-in-the-blanks model. The span of
text “because ” is introduced in the video transcript, after the appearance of the action.
This forces the T5 model to generate the words missing in the blanks. We then compute
the probability of each potential reason and take as positive those that pass a threshold.
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Figure 4.9: Distributions of all actions and their: (a) worker agreement score: Fleiss kappa
score; (b) number of videos; (c) number of reasons; (d) F1 score obtained with the highest
performing model (Fill-in-the-blanks with Text)
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CHAPTER 5

Human Action Co-occurrence Identification

5.1 Introduction

Despite recent success in video human action recognition [11, 134, 135, 136, 137, 138], its
applicability is still limited and error-prone once the application space is opened to every-
day life. This indicates that current systems rely mostly on pattern memorization and do
not effectively understand the action, which makes them fragile and unable to adapt to new
settings [141, 142]. As a step toward enabling systems to gain more in-depth knowledge
about human actions, we propose a new action understanding task: learning which actions
are likely to occur in the same time interval, i.e., human action co-occurrence in everyday
life scenarios.

Most human actions are interconnected, as an action that ends is usually followed by
the start of a related action and not a random one (e.g., after “waking up”, one would “wash
face” or “make breakfast” and not “sell books” or “go to bed”). We model this information
through co-occurrence relations: in general, we expect that the actions ‘wake up”, “wash
face” and “make breakfast” co-occur in a short interval of time, while “wake up”, “clean
house” or “go to bed” do not. Current action recognition systems do not make use of
this valuable information and treat each action independently. However, action recognition
systems have the potential to become significantly more efficient and accurate if they had
access to this kind of knowledge. For example, a system that just recognized the action
“wake up” would have a high expectation that the following action is “make breakfast”
or “wash face” and not “sell books” or “go to bed”, and therefore it would discard such
unrelated actions as not applicable.

The interconnection of human actions is very well depicted in lifestyle vlogs, where
vlogger visually record their everyday routine consisting of the activities they perform dur-
ing a regular day [4, 90, 175]. We collect a dataset of lifestyle vlogs from YouTube that
reflect daily scenarios and are currently very challenging for systems to solve.
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make breakfast

wash face

wake up

✅

clean house
❌

✅

...

...

...

...

Are the actions in the videos co-occurring within 10s ?

...

...

...

...

Figure 5.1: Human action co-occurrence in lifestyle vlogs: two actions co-occur if they
occur in the same interval of time (10 seconds) in a video. The actions are represented as
nodes in a graph, the co-occurrence relation between two actions is represented through a
link between the actions, and the action co-occurrence identification task as a link predic-
tion task.

A natural way to model the connections between human actions is through an undi-
rected graph representation, where actions are represented as nodes, and their co-occurrences
are represented as edges (Figure 5.1). An important advantage of this representation is that
it reflects the transitive property of co-occurrence: if an action A co-occurs with action B,
which in turn co-occurs with action C, action A, and action C are more likely to co-occur
with one another than e.g., another action Z that does not co-occur with any of the actions
A or B.

Another important advantage, which we leverage in this work, is that within this graph
representation, the human action co-occurrence identification task can be formulated as a
link prediction problem. We apply simple but powerful topology heuristics and learning
models that use the graph representation to capture novel and useful information about
human actions, and we show that this formulation leads to significant improvements in
action co-occurrence identification as compared to models that handle one action at a time.

This work makes four main contributions. First, we formalize the new task of human
action co-occurrence identification in online videos. Second, we introduce a new dataset,
ACE, consisting of a large graph of co-occurring actions in online vlogs. Third, we propose
several models to solve the task of human action co-occurrence, by using textual, visual and
multi-modal action representations. Finally, we also present an analysis of our new dataset,
which leads to rich avenues for future work for improving the tasks of action co-occurrence
and ultimately action recognition in online videos.
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5.2 Related Work

There are three areas of research related to our work: human action co-occurrence, graph
link prediction, webly-supervised learning

Human Action Co-occurrence. Recent work shows that action co-occurrence priors [176,
177] increase the performance of human-object interaction models and lead to more effec-
tive training, especially in rare classes. To our knowledge, this is the only work that ex-
plores the impact of action co-occurrence information on action recognition models. Unlike
our work, they assume that the action co-occurrence information is provided and they do
not attempt to learn it. To the best of our knowledge, we are the first to propose the task of
learning human action co-occurrence in videos.

Human action co-occurrence identification is also related to learning action temporal
order in videos which is used to construct the co-occurring action pairs. Misra et al. [178]
propose the task of temporal order verification, i.e., to determine whether a sequence of
frames from a video is in the correct temporal order. Using this simple task and no semantic
labels, they learn visual representation. In our work, we learn action representations using
the information extracted from the action co-occurrence graph, which is a more general
relation reflecting a shared context among the actions.

Link Prediction. Link prediction is a key problem for graph-structured data and is rele-
vant for our graph formulation of action co-occurrence. The objective of link prediction is
to predict whether two nodes in a graph are likely to be linked [179].

Link prediction approaches can be categorized into three main categories [180]: similarity-
based/heuristic [181, 182, 183, 184, 185, 186, 179]; probabilistic-based [187]; and dimen-
sionality reduction-based (e.g., embedding-based or other learning approaches; [188, 189]).

For our task, we apply the similarity-based, embedding-based, and learning-based mod-
els. Similarity-based methods are the simplest and measure similarity between every pair
of nodes using topology properties of the graph (e.g., common neighbors). The embedding-
based link prediction models map the embedding of nodes to a lower dimension such that
similar nodes have similar embeddings. The learning-based link prediction models can be
cast using supervised classification models where a point corresponds to a node pair in the
graph, and the point label represents the presence or absence of an edge/link between the
pair. This is typically a binary classification task where several classifiers (e.g., decision
tree, SVM, etc.) can be employed to predict the label of unknown data points.
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Webly-Supervised Learning. In our work, we identify human action co-occurrence in
the context of rich, virtually unlimited, constantly evolving online videos from YouTube,
using the video transcripts as a web supervision signal. Large-scale video datasets [22] on
instructional videos and lifestyle vlogs [4, 90, 175] are other examples of web supervision.
The latter is similar to our work as they analyze online vlogs, but unlike our work, their
focus is on action detection or the reasons behind actions and not on action co-occurrence.

5.3 Dataset

In order to develop and test models for determining if two actions are co-occurring, we
compile a novel dataset, which we refer to as ACE (Action Co-occurrencE).

5.3.1 Data Collection

We start by compiling a set of lifestyle videos from YouTube, consisting of people per-
forming their daily routine activities, such as cleaning, cooking, studying, relaxing, and
others. We build a data gathering pipeline to automatically extract and filter videos and
their transcripts.

We select 20 YouTube channels and download all the videos and their transcripts. The
channels are selected to have good quality videos with automatically generated transcripts
containing detailed verbal descriptions of the actions depicted.

An analysis of the videos indicates that both the textual and visual information are rich
sources for describing not only the actions but also in what order the actions are performed,
making them a great source of data for developing action co-occurrence models. The rou-
tine nature of the videos means that the vloggers record and describe their actions in the
order they normally occur in a day: e.g., “wake up”, “make bed”, “wash face”, “make
breakfast”, “drive to work”, and so on. They can also choose to focus on certain activities
(e.g., often cooking) and enumerate more fine-grained actions related to those activities
(e.g., “cut apple”, “add peanut butter”). Therefore, our dataset contains both general and
fine-grained actions. We present qualitative and quantitative analyses of our data in Sec-
tion 5.6.

Action extraction. Having a comprehensive list of actions is necessary for creating graphs
that contain most of the actions in the videos. At the same time, not all the actions from
the transcripts are useful, as many of them are not visible in the video or hard to detect by
computer vision systems (e.g., “feel”,“talk”, “thank”, “hope”, “need”, “see’, “try”).
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Therefore, we first make sure that the actions we collect are mostly visible in the videos.
Our strategy is to extract all the verbs from the transcripts and then filter them using a list of
“visual verbs” collected from imSitu [190], COCO-a [191] and Levin [192].1 Verbs from
imSitu and COCO-a are considered visual as the dataset collection pipelines include an
explicit annotation step to determine if verbs are visual. We manually filter and check the
verbs collected from Levin.

Next, we extract all actions from the video transcripts using the dependency parser
from spaCy [162] by extracting all the verbs and their corresponding verb phrase direct
objects, prepositions, and objects of prepositions. We find that extracting only verbs and
their corresponding direct objects does not always return comprehensive actions (e.g., “add
teaspoon” versus “add teaspoon of salt”). We also find that many verbs do not have in-
formative direct objects (e.g., “write it”, “clean them”), which makes the actions harder
to differentiate and visually recognize. To address this, we apply co-reference resolution
on the video transcripts using spaCy [162] NeuralCoref2 model, and re-extract the actions
from the processed transcripts.

Finally, we obtain our visible actions by filtering all the transcript extracted actions that
contain visual verbs.

Video extraction. As transcripts are temporally aligned with videos, we can obtain mean-
ingful video clips related to the narration. We extract clips corresponding to the visual ac-
tions based on transcript timestamps. From 2,571 videos, we obtain 19,685 unique video
clips and 25,057 (action, video-clip) pairs. Note that an action can be present in multiple
video clips, and conversely, a video clip can contain multiple actions. To control the num-
ber of clips per action, we randomly sample up to 10 random video clips for each action
and finally obtain 12,994 (action, video-clip) sampled pairs.

5.3.2 Data Pre-processing

After collecting the videos, transcripts, and visual actions, the following data pre-processing
steps are applied.

Action Co-occurrence. From all the extracted visual actions, we automatically select all
the action pairs that are co-occurring. We define two actions as co-occurring if they are

1Levin’s taxonomy provides a classification of 3,024 verbs (4,186 senses) into 48 broad and 192 fine-
grained classes. We leave analyzing the Levin verb taxonomy impact on human action model performance
as a future work direction.

2https://spacy.io/universe/project/neuralcoref
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#Verbs #Actions #Action pairs

Initial 608 20,718 -
Co-occurrence 439 18,939 80,776
Clustering 172 2,513 48,934
Graph 164 2,262 11,711

Table 5.1: Statistics for the collected number of unique verbs, actions, and co-occurring
action pairs at each stage of data pre-processing.

less than 10 sec away from each other. The 10 sec is an intermediate value threshold we set
after experimenting with other values (5 and 15 sec). The lower the threshold, the fewer
co-occurring action pairs we will extract and vice-versa. Note that the threshold controls
the scale of time we choose to focus on when collecting co-occurring actions: e.g., only
short actions (e.g., “open fridge”, “get milk”) might be captured in a small interval of time,
while longer intervals allow for longer actions to co-occur (e.g., “cook meal”). We choose
an intermediate value that allows for both shorter and longer actions to co-occur. Note
that the captured actions depend also on the filming style (e.g., vloggers could increase the
filming time of normally short actions).

For computing the distance in time between two actions, we use the transcript time
stamps. Note that we use the time the actions are mentioned in the transcript, which is not
always aligned with the time the action visually appears in the video. However, we find
that the transcript time stamps are sufficient for our task, as the actions mentioned in the
transcript usually follow the order from the video, and some misalignment is mediated by
filtering out motionless videos and by collecting multiple videos per action.

Action Clustering. We find that many actions are often very similar in meaning. This
leads to many action repetitions: e.g., “use iron”, “iron shirt”, “iron cloth”. In order to
avoid action repetitions, we group similar actions by clustering all actions. We represent
each action using the pre-trained model Sentence-BERT [166] and apply Agglomerative
Clustering [161]. We filter out the clusters of actions that contain less than 2 actions, as
they are likely to be outliers/actions that were not well extracted. The actions in each cluster
are then renamed to the most common action in the cluster: e.g., “iron shirt”, “iron cloth”
are renamed to “use iron”.

We observe that the clustering model is introducing some level of noise as it does
not perfectly cluster all actions. We tried to mitigate this by experimenting with different
Sentence-BERT pre-trained models for sentence similarity3 and fine-tuning our clustering

3sbert.net/docs/pretrained models.html
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model hyper-parameters4 based on automatic evaluation metrics for measuring the qual-
ity of clusters: Silhouette Coefficient [193], Calinski-Harabasz Score [194], and Davies-
Bouldin Index [195].

Action Graph Filtering. After we rename the actions based on clustering, we create
a graph, where the graph nodes represent the actions and the graph edges represent the
relations between two actions. Specifically, we create an undirected graph for each video,
where the graph nodes are represented by the actions in the video, and the co-occurring
actions are connected by an edge. Each edge has weight, which is equal to the number of
times the corresponding actions co-occur in the video.

We combine all the video graphs to obtain a single large graph that contains all the
co-occurring actions in our data. We filter out the action pairs that co-occur only once in
the graph (their edge weight is equal to one), as their co-occurrence relation is not strong
and might be random.

We show the statistics before and after all the action filtering steps in Table 5.1. More
information about our dataset (e.g., action frequency distributions, most common actions,
action pairs) can be found in Section 5.6.

5.4 Identifying Action Co-occurrence in Vlogs

We formulate our action co-occurrence identification task as a link prediction task. Link
prediction aims to predict the existence of a link between two nodes in a graph. In our setup,
nodes are represented by actions, and every two co-occurring actions are connected by a
weighted edge, where the weight represents the number of times the two actions co-occur.
Our goal is to determine if there exists an edge between two given actions.5

5.4.1 Data Representation

Textual Representations. To represent the textual data – actions and their transcript con-
text, we use Sentence Embeddings computed using the pre-trained model Sentence-BERT
embeddings [166] calculated using the graph topology and the textual embeddings obtained
from CLIP [196]. When computing CLIP textual action embeddings, we concatenate the
action with given prompts (e.g., “This is a photo of a person”), as described in the original
paper [196].

4linkage distance threshold (1.5), linkage criterion (ward)
5At this point, we do not aim to also identify the strength of the link.
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Video Representations. We use the CLIP model [196] to represent all the actions and
their corresponding video clips. One action can have multiple video clips: an action has at
most 10 corresponding videos. From each video clip, we extract four equally spaced frames
and pre-process them as described in their paper [196]. We use the pre-trained Vision
Transformer model ViT-B/16 [197] to encode the video frames and the textual information.
We apply the model to each of the four frames and average their representations [198].

Graph Representations. We also use the training graph topology information (node
neighbors and edge weights) to compute action embeddings as the weighted average of
all of their neighbor node embeddings, where the weights are edge weights (i.e., how many
times the two nodes co-occur). The neighbour node embeddings are represented using ei-
ther textual embeddings (Sentence-BERT; [166]) or visual embeddings (CLIP; [196]). All
the graph-based models described in the next section use graph topology information from
the validation graph (see Section 5.5.1).

We use the representations described above as input to different action co-occurrence
models.

5.4.2 Action Co-occurrence Models

We explore different models with different input representations. We group the models
as described in the related work link prediction section: random baseline, heuristic-based
models (graph topology models), embedding-based models (cosine similarity and graph
neural networks), and learning-based models (SVM models). As described in Section 5.4.1,
we run experiments with various types of data representations: Textual: Action and Action
Transcript; Visual: Action, Video, and Multi-modal (Action&Videos) (the average between
action and video visual embeddings); Graph: Action and Multi-modal (Action&Videos)
using the graph topology.

5.4.2.1 Random Baseline

The action pairs to be predicted as co-occurring or not are split into equal amounts, there-
fore a random baseline would have an accuracy score of 50%.

5.4.2.2 Heuristic-based Graph Topology Models

We apply nine popular node similarity methods that only use graph topology information
in the prediction process: Common Neighbours [181], Jaccard Index [182], Salton Index
[183]), Preferential Attachment [199], Adamic-Adar Index [184], Hub Depressed Index,
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Hub Promoted Index [185], Resource Allocation [186], and Shortest Path [179]. Note that
the heuristic-based methods do not use any of the data representations described in 5.4.1.
We describe each of the methods above:

Notation. Let sxy be the similarity between nodes x and y, Γ(x) be the number of nodes
connected to node x and kx be the degree of node x.

Common Neighbours. Two nodes are more likely to be connected if they have more
common neighbors.

sxy = |Γ(x) ∩ Γ(y)| (5.1)

Jaccard Index. Measures the proportion of common neighbors in the total number of
neighbors.

sxy =
|Γ(x) ∩ Γ(y)|
|Γ(x) ∪ Γ(y)|

(5.2)

Salton Index. Measures the cosine of the angle between columns of the adjacency ma-
trix, corresponding to given nodes.

sxy =
|Γ(x) ∩ Γ(y)|√

kxky
(5.3)

Preferential Attachment. Preferential attachment means that the more connected a node
is, the more likely it is to receive new edges.

sxy = kxky (5.4)

Hub Promoted Index. This measure assigns higher scores to edges adjacent to hubs
(high-degree nodes), as the denominator depends on the minimum of the degrees of the
nodes of interest.

sxy =
|Γ(x) ∩ Γ(y)|
min{kx, ky}

(5.5)
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Hub Depressed Index. This measure, in contrast to Hub Promoted Index, assigns lower
scores to edges adjacent to hubs. It penalizes large neighborhoods.

sxy =
|Γ(x) ∩ Γ(y)|
max{kx, ky}

(5.6)

Adamic-Adar Index. This measure counts common neighbors by assigning weights to
nodes inversely proportional to their degrees. That means that a common neighbor, which
is unique for a few nodes only, is more important than a hub.

sxy =
∑

z∈Γ(x)∩Γ(y)

1

log kz
(5.7)

Resource Allocation. Measures how much resource is transmitted between two nodes.

sxy =
∑

z∈Γ(x)∩Γ(y)

1

kz
(5.8)

Shortest Path. The similarity score is inversely proportional to the length of the shortest
path between two nodes.

sxy =
1

min{l : path<l>
xy exists}

(5.9)

Weighted Graph Models. Our graph is weighted, therefore we also apply weighted
graph models. We modify some of the above models (Common Neighbours, Adamic-
Adar Index, and Resource Allocation), to use the link weight information, as described in
the work from Zhu and Xia [200]. We find that, for our graph, using the weight of the links
achieves similar results as without them.

5.4.2.3 Embedding-based Models

Cosine Similarity. To determine if two given actions co-occur, we compute the cosine
similarity between their corresponding embeddings. If the similarity score is greater than a
threshold, fine-tuned on validation data, we predict the actions as co-occurring.

Graph Neural Networks. We also use Graph Neural Network (GNN) models. We
choose four diverse and popular GNN models [180]: node2vec [188], attri2vec [201],
GraphSAGE [202], and GCN [189].
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Graph Neural Network models can also be classified as learning-based models: they
learn a new heuristic from a given network, as opposed to Graph Topology models, which
use predefined heuristics, i.e., score functions. We create our graph based on a known
heuristic: co-occurring actions are closely connected in the graph. Therefore, we hypoth-
esize that heuristic models will perform better. Indeed, we observe that for our graph, the
GNN methods do not perform better than the heuristic models: the best performing model
is GCN with 79.8% accuracy, while the best performing topology model has an 83.3% ac-
curacy (see Table 5.2). Therefore, we conclude that our task does not benefit from these
advanced neural models.

5.4.2.4 Learning-based Model

We run a support vector machine (SVM) [43] classifier on each of the action pairs to be
classified as co-occurring or not. We concatenate all the input representations/ embeddings
and all the heuristic scores, we standardize the features by removing the mean and scaling
to unit variance. We fine-tune the model hyper-parameters (kernel type, C, gamma) on the
validation data, using a grid search.

5.5 Evaluation

We conduct extensive experiments to evaluate the action pairs co-occurrence identification
task. The task can be represented as a graph link prediction task. Therefore, we adopt the
link prediction evaluation process.

5.5.1 Evaluation Data Split

We split the original graph into train, validation, and test graphs. We use the train graph for
training the models, the validation graph for fine-tuning the hyper-parameters, and the test
graph for evaluating the model’s performance on held-out data.

In link prediction, the goal is to predict which links will appear in the future of an
evolving graph. Therefore, while keeping the same number of nodes as the original graph,
the number of edges is changed as some of the edges are removed during each split and
used as the positive samples for training, fine-tuning, and testing the link prediction models.
The edges are split into train, validation, and test sets using a transductive split, which is
considered the default evaluation splitting technique for link prediction models.6 More
specifically, we randomly sample 10% of all existing edges from the original graph as

6http://web.stanford.edu/class/cs224w/
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positive testing data and the same number of nonexistent edges (unconnected node pairs)
as negative testing data. The reduced graph becomes the test graph and together with the set
of sampled edges is used for testing the models. We repeat the same procedure to obtain
the validation and the training data for the models. The validation graph is obtained by
reducing the test graph, and the training graph is obtained by reducing the validation graph.

Model Accuracy

BASELINE

Random 50.0

HEURISTIC-BASED

Common Neighbours 81.2
Jaccard Index 80.2
Salton Index 82.5

Preferential Attachment 74.7
Hub Promoted Index 83.3
Hub Depressed Index 81.1
Adamic-Adar Index 82.7
Resource Allocation 78.8

Shortest Path 82.9

EMBEDDING-BASED

Cosine similarity 82.8

node2vec 77.2
attri2vec 78.4

GraphSAGE 78.3
GCN 79.8

LEARNING-BASED

SVM 91.1

Table 5.2: Accuracy results for all the models.

5.5.2 Results and Ablations

Table 5.2 contains the results, measured by accuracy, for each model type. The learning-
based model, SVM, using all input representations (textual, visual, graph) and all graph
heuristic scores obtains the highest accuracy score. Therefore, using both graph topology
information and textual embeddings leads to the best performance for our task.

The results for each of the heuristic-based, graph topology models are shown in Ta-
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Model
INPUT REPRESENTATIONS

Textual Visual Graph

Action Transcript Action Video Action&Video Action Action&Video

Similarity 60.6 65.2 62.7 57.0 65.4 82.8 50.6
SVM 76.3 71.1 73.1 76.2 76.1 80.9 74.6

Table 5.3: Ablations and accuracy results on test data. We compute the ablations for each
input representation: textual, visual, and graph, for an embedding-based model (cosine
similarity) and a learning-based model (SVM); the heuristic-based models do not depend
on input representation type, therefore we do not ablate them.

ble 5.2. Simple heuristics (common neighbors or length of the shortest path) are enough to
achieve a good performance on our graph.

The ablation results, split by input representation are shown in Table 5.3. We analyse
how different input representations influence the models performance: textual (Sentence-
BERT and CLIP textual) vs. visual (CLIP visual) vs. multi-modal (CLIP textual and
visual) vs. graph (Sentence-BERT and CLIP textual and visual). The input representa-
tions are described in Section 5.4.1. The textual embeddings are a strong signal for our
task, even when not using any graph information: SVM with only Action Sentence-BERT
embeddings has a 76.3% accuracy. Using graph representations or graph heuristic infor-
mation leads to better performance (80.9% and 91.1% accuracy, respectively). The visual
and multi-modal embeddings are also valuable but perform worse compared to the textual
embeddings. We hypothesize that CLIP embeddings might not work very well for our task
for two main reasons. First, the video clips contain some amount of misalignment with
the actions, which affects CLIP performance (as typical for vlogs, the time the action is
mentioned is not the same as the time it is shown in the video, and other actions might be
shown in the same video-clip). However, the visual modality offers important information
about human actions and can be used in future work with better, more robust visual models.

5.5.3 Action Nearest Neighbours Retrieval

To show the usefulness of the action embeddings, we propose a downstream task: ac-
tion nearest neighbors retrieval. We compare three action representations: textual (Action
Sentence-BERT embeddings), visual (Video CLIP embeddings), and graph-based (graph
weighted average of neighbor nodes Action Sentence-BERT embeddings). In Figure 5.2
we show the top three action neighbors, from each of the three representations, for three
random actions from our dataset. We observe that each representation captures different
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dab stain rub finger
remove stain

use eraser sponge

lay layer

clean wall
put piece of 
wood

use hydrogen 
peroxide

use baking soda

 Textual         Visual        GraphRepresentation type

build of bookshelf
build furniture
build house

use paper

put into document
read print on tag

put piece
put flower

put shelf

(c)   chop potato
chop onion add potato

bake potato 
in oven
bake potato 
in ovencook vegetable

put on stove

add onion

chop rotisserie 
chicken

add to pan

(a) rub stain (b)   build desk

Figure 5.2: Top three action neighbors, from each of the three representations, for three
random actions from our dataset: “rub stain”, “build desk”, “chop potato”. The neighboring
actions are shown in different colors, based on their embedding type. Best viewed in color.

kinds of information: the actions obtained with textual representations are more syntacti-
cally similar to the original action, sharing either the verb or the object (e.g., “chop potato”:
“add potato”, “chop onion”), while the actions obtained with visual and graph representa-
tions are more diverse and capture “location” information (actions expected to be tempo-
rally closely depicted in a video) (e.g., “chop potato”: “put on stove”, “add to pan”).

5.6 Data Analysis

We want to determine which actions co-occur the most in our dataset. This knowledge
is valuable for action recognition and action prediction systems. Systems enriched with
this knowledge can make more informed decisions when predicting or recognizing actions.
Specifically, action recognition systems can discard actions that are unlikely to happen
given a previous action and assign a higher probability to the actions that are known to co-
occur with the previous action (e.g., given that a system previously recognized the action
“wake up”, a next likely action could be “wash face”, and not “clean house”).

Given two actions, we compute their co-occurrence score using the Positive Pointwise
Mutual Information (PPMI) [203]. PMI is biased towards infrequent words, therefore we
do not compute PMI for infrequent actions (that appear less than 10 times).

PPMIai,aj = max(log
Pai,aj

PaiPaj

, 0) (5.10)

Pai,aj =
#(ai, aj)

#action pairs
, Pak =

#ak
#actions

(5.11)

Figure 5.3 shows the co-occurrence matrix between the top 20 most frequent actions.
The most frequent actions are related to cooking and we can observe how actions related
to adding ingredients are co-occurring between themselves (e.g. “add potato” and “add
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avocado”) or with actions related to adding something to a container (e.g.“add potato” and
“add to bowl”). Section 3.3.3 includes additional information: co-occurrence matrices of
top 50 most frequent actions and verbs (Figures 5.5 and 5.6), top 15 actions and verb pairs
that co-occur the most and the least (Section 5.6.1), actions distributions (Figure 5.7) and
top 10 most frequent clusters (Figure 5.4).
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add ingredient
cook on stove

add salt
use almond milk

use water
add maple syrup

add oil
add potato

use avocado
add water

cook for minute
use oil

load dishwasher
add cinnamon

add garlic
wear makeup

add to bowl
add tomato
put in oven
use banana

0

1

2

3

4

Figure 5.3: Co-occurrence matrix for the top 20 most frequent actions in our dataset,
ACE. The scores are computed using the PPMI measure: actions with higher scores have
a stronger co-occurrence relation and vice-versa. For better visualization, we sort the rows
of the matrix to highlight clusters. Best viewed in color.

5.6.1 Action Clustering

Recall that all the raw actions extracted from the transcript are clustered as described in
Section 5.3.2. In order to analyze the content of the clusters, we show the 10 most frequent
clusters using t-distributed Stochastic Neighbor Embedding (t-SNE) [174] (see Figure 5.4)
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add water along way

add bit water add water
add to water

add water into

put list of oil

put engine oil

use steamer with oil

put of oil

paint with oil

add urge to bowl
use measuring bowl

add into bowl
break bowl

place in bowl

set oven to degree

use oven in fall

burn in oven

put oven

stick in degree oven

use water

use technique with water

use on waterline

wash with water

push water

add gram of avocado

add calorie of avocado

toast piece of bread elect avocado
add avocado to piece

eat avocado

use cinnamon stick

use teaspoon of cinnamon mix
add cinnamon stick

use cinnamon butter

add cinnamon nutmeg use garlic clove
put garlic chunk add garlic clove

add garlic onion

chop clove of garlic

bake oven for minute
cook in minute

cook for minute
roast oven for minute

set toaster oven for minute

fill with ingredient

mix with ingredient
combine ingredient

load with ingredient

add ingredient into

add water
use oil
add to bowl

put in oven
use water
use avocado

add cinnamon
add garlic

cook for minute
add ingredient

Figure 5.4: The t-SNE representation of the ten most frequent action clusters in our dataset.
Each color represents a different action cluster. Best viewed in color.

By examining the clusters, we can distinguish some open challenges or future work
directions. First, there are multiple ways of expressing the same action, which can be seen
when looking at the actions inside each cluster (e.g., “add to bowl’, “add into bowl”, “place
in bowl”, “use measuring bowl”). This showcases the complexity of language. Second, the
cluster algorithms are not perfect and some clusters could be merged (e.g., “add water” and
“use water”) or some actions should not belong in some of the clusters (e.g., “put engine
oil” and “paint with oil”). Third, actions can be too ambiguous (“use water”) or too broad
(e.g., “add ingredient”).
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Action pair Frequency

load dishwasher, wash dish 52

eat food, eat in day 29

use shampoo, wash hair 26

use cloth, use water 24

add sweetener, add teaspoon of maple syrup 23

use almond milk, use milk 22

use butter, use purpose flour 22

add olive oil, massage kale 22

load dishwasher, load dishwasher at night 22

clean steel appliance, use cloth 21

put dish, wash dish 19

clean toilet, spray toilet 19

clean sink, use dish soap 19

add cocoa powder, use purpose flour 17

squeeze lemon juice, use lemon 17

... ...

pack makeup bag with, put in ziploc bag 2

put on skin, use for lip 2

put stuff, use on cuticle 2

put under eye, use on cuticle 2

put on eyelid, use on cuticle 2

fill brow, use on cuticle 2

read book, use business card 2

spray paint, use iron 2

use product, use vegetable peeler 2

teach responsibility, work in beauty industry 2

use charcoal scrub, use scrub 2

use charcoal scrub, use vegetable peeler 2

use charcoal scrub, use steamer 2

add tea to water, use charcoal scrub 2

open pore, use charcoal scrub 2

Verb pair Frequency

add, use 3864

use, use 2987

add, add 2895

put, use 1786

add, put 1060

add, cook 814

clean, use 724

put, put 620

use, wear 366

add, chop 355

clean, clean 330

cut, use 328

use, wash 317

add, eat 293

cook, use 284

... ...

bake, pull 2

bake, stick 2

pack, pull 2

empty, hold 2

brush, mix 2

attach, paint 2

pour, wrap 2

fight, wash 2

drink, massage 2

add, poke 2

stick, stir 2

fill, scrape 2

carve, cover 2

curl, open 2

curl, rinse 2

Table 5.4: Top 15 most and least frequent action pairs (left) and verb pairs (right) in our
dataset.
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Figure 5.5: Co-occurrence matrix for the top 50 most frequent actions in our dataset,
ACE. The scores are computed using the PPMI measure: actions with higher scores have
a stronger co-occurrence relation and vice-versa. For better visualization, we sort the rows
of the matrix to highlight clusters. Best viewed in color.
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Figure 5.6: Co-occurrence matrix for the top 50 most frequent verbs in our dataset, ACE.
The scores are computed using the PPMI measure: actions with higher scores have a
stronger co-occurrence relation and vice-versa. For better visualization, we sort the rows
of the matrix to highlight clusters. Best viewed in color.
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Figure 5.7: Action distribution in our dataset, ACE: count of actions frequencies.

5.7 Conclusion

In this chapter, we addressed the task of detecting co-occurring human actions in online
videos. We explored the genre of lifestyle vlogs, and constructed ACE, a new dataset
of ∼12k pairs of visual actions and their corresponding video clips. We described and
evaluated models that leverage textual, visual, and graph information.
We built ACE and action co-occurrence identification models to address a task that can lead
to advances in action recognition systems: capturing the relations between human actions.
We are the first to address this problem and to use graph representations in this setting. We
show that graph representations are useful for our task and capture novel information about
human actions, which complements the representations learned from the current language
and visual models.
In future work, we plan to experiment with our graph action representation in action recog-
nition systems to improve their performance. The ACE dataset and the code introduced in
this chapter are publicly available at https://github.com/MichiganNLP/vlog_
action_co-ocurrence.
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CHAPTER 6

Conclusions

Throughout this dissertation, we explored various aspects of human action understanding
and leveraged multiple modalities such as the visual and textual channels. The goal of this
thesis was to use such representations to develop computational models for human action
understanding.
In particular, our approach used different representations to address four challenging prob-
lems, which we grouped into two categories: physical, i.e., that rely mostly on visual in-
formation and commonsense, i.e., that require both visual and context information. These
two categories are complementary to each other and together aim to encompass human
action understanding. The physical tasks we addressed are: i) human action visibility iden-
tification in online videos, ii) temporal human action localization in online videos, and
the commonsense tasks we addressed are: iii) human action reason identification in online
videos and iv) human action co-occurrence identification in online videos.

6.1 Research Questions Revisited

At the beginning of this thesis, several research questions were formulated, which were
addressed in turn by the experiments described in the thesis. The findings of the thesis are
summarized below.

1. Are vlogs well suited for learning about human actions and behaviors?

In Chapter 2 we introduced a dataset of routine and do-it-yourself (DIY) videos from
YouTube, consisting of people performing daily activities, such as making breakfast
or cleaning the house. These videos also typically include a detailed verbal descrip-
tion of the actions being depicted. We chose to focus on these lifestyle vlogs because
they are very popular, with tens of millions uploads on YouTube (Table 2.2). We
also found that vlogs also capture a wide range of everyday activities; on average, we
found thirty different visible human actions in five minutes of video.
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In Chapter 4 we presented qualitative and quantitative analyses of the videos, which
indicate that both the textual and visual information are rich sources for describing
not only the actions, but why the actions in the videos are undertaken (action reasons).

Because of these characteristics, lifestyle vlogs are a rich data source for an in depth
study of human actions and behaviours.

2. Can machine learning models learn useful characteristics of human actions
from lifestyle vlogs?

Action understanding algorithms evolve with the building of complex datasets.

In Chapters 2, 3, 4 and 5 we showed that machine learning models can learn useful
characteristic about human actions from lifestyle vlogs. We show that by building
datasets based on the visual and textual information from lifestyle vlogs, and building
models for complex tasks (action visibility classification, action localization, action
reason identification and action co-occurrence identification), which are trained and
tested on our datasets.

We use the transcript of the videos to extract action names and align them with corre-
sponding frames in the video. From the transcripts, the models can learn how humans
can express the same action in different ways: “grab my Kindle”, “do some reading”,
or “chill out”. In Chapter 2 we showed that models can learn which of the actions
mentioned in the transcript are visible in the video. This can lead to building large
repositories of action and video pairs with minimal human intervention.

In Chapter 3 we showed that using the textual, visual information and duration of an
action, the models can learn where the action is localized in the video. The vlogs
also contain overlapping actions or actions that tend to follow each other, which can
provide models with rich information about our daily routines, that in turn can be
used for the tasks of action prediction.

In Chapter 4 we showed that models can use the transcripts and videos to learn why
someone chooses to perform an action. This is due to how vloggers verbally express
their intentions and feelings about the activities they perform.

Most human actions are interconnected, as an action that ends is usually followed
by the start of a related action and not a random one: after “waking up”, one would
“wash face” or “make breakfast” and not “sell books” or “go to bed”. The inter-
connection of human actions is very well depicted in lifestyle vlogs, where vloggers
visually record their everyday routine consisting of the activities they perform during
a regular day. In Chapter 5 we used this information to address a task that can lead
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to advances in action recognition systems: capturing the relations between human
actions.

3. Are multimodal models more effective than uni-modal models in solving the
tasks and if so, how to combine different modalities?

In Chapters 2, 3, 4, 5 we presented multimodal models for solving the tasks of hu-
man action visibility classification, human action localization, human action reason
identification and human action co-occurrence identification. We also compared the
multimodal models with multiple uni-modal baselines. In Chapter 2, we showed
results obtained using the multimodal model for different sets of input features: con-
creteness, context, POS. The model that uses all the input features available leads to
the best results, improving significantly over the text-only and video-only methods.
The visual features are concatenated and run through an LSTM [73]. The output
is then concatenated with the textual features and the addition information and run
through a three-layer feed forward network with dropout.

The results for the task of human action localization were shown in Chapter 3. In
order to combine the information from both textual and visual modalities, we used
the MPU [14] model. The MPU model is composed of vector element-wise ad-
dition, vector element-wise multiplication and vector concatenation followed by a
Fully Connected layer. The outputs from all three operations are concatenated to
construct a multimodal representation. The resulting representation is given as input
to a linear layer and finally to a sigmoid function to obtain a similarity score.

For the task of human action reason identification (Chapter 4), we found that the
textual model performs slightly better than the multimodal model. We believe that a
data imbalanced split (more reasons are inferred from text than from videos) might be
a reason for why the multimodal model does not perform as well as the text model.
We combine the information from both textual and visual modalities, by using a
T5 [42] model. We input the visual features to a T5 encoder after the transcript text
tokens. The text input is passed through an embedding layer, while the video features
are passed through a linear layer.

The task of human action co-occurrence identification (Chapter 5) was represented
as a link prediction task: the actions are represented as nodes in a graph and the
co-occurrence relation between two actions is represented through a link between
the actions. We ran experiments with various types of data representations: textual,
visual and graph, using the graph topology. The learning-based model, an SVM [43]
classifier, using the concatenation of all input representations (textual, visual, graph)
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and all graph heuristic scores obtains the highest accuracy score, improving signifi-
cantly over the text-only, visual-only and graph-only representations.

Experiments from Chapters 2, 3, 4, 5 revealed that both textual and visual modalities
contribute to solving the tasks.

4. Can we build automatic models for solving physical tasks related to human ac-
tion understanding such as action visibility classification and action localiza-
tion?

In Chapters 2 and 3, we presented the lifestyle vlog datasets we built for the tasks of
human action visibility classification and action localization.

For the task of human action visibility classification (Chapter 2), we built a multi-
modal neural architecture that combines encoders for the video and text modalities,
as well as additional information (e.g., concreteness). We tested our models on our
lifestyle vlogs dataset. The model that uses all the input features available leads to
the best results, improving significantly over the text-only and video-only methods.

For the task of human action localization (Chapter 3), we proposed a two-stage
method which we called 2SEAL (2-StagE Action Localization). We found that
shorter actions can be localized mainly based on the temporal information inferred
from the transcript, whereas longer actions are often temporally shifted with respect
to their mention in the transcript and thus can benefit from a multimodal model. We
thus devised an architecture that first aims to predict whether the action is short or
long, and correspondingly activates a transcript alignment (for short actions) or a
multimodal model (for long actions).

The results demonstrated that the tasks are challenging and there is room for im-
provement for future work models.

5. Can we build automatic models for solving commonsense tasks related to hu-
man action understanding such as action reason classification and action co-
occurrence identification?

Empirical experiments on the datasets presented in Chapters 4 and 5 demonstrated
the effectiveness of our proposed method in comparison to several competitive base-
lines.

For the task of human action reason classification (Chapter 4), we built a multimodal
Fill-in-the-blanks model. The span of text “because ” is introduced in the video
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transcript, after the appearance of the action. We trained a language model to com-
pute the likelihood of filling in the blank with each of the candidate reasons. For this
purpose, we used T5 [42], an encoder-decoder transformer [173] pre-trained model,
to fill in blanks with text.

For the task of human action co-occurrence identification (Chapter 5), the task can
be represented as a graph link prediction task. We explore different models with
different input representations (textual, visual and graph). We group the models as
described in the related work link prediction section: heuristic-based models (graph
topology models [181, 182, 183, 199, 184, 185, 186, 179]), embedding-based models
(cosine similarity and graph neural networks [188, 201, 202, 189]), and learning-
based models (SVM [43] models).

The results demonstrated that the tasks are challenging and there is room for im-
provement for future work models.

6.2 The Way Onward

This thesis has shed light on several research questions concerned with human action un-
derstanding, and at the same time it has opened a number of avenues for future research in
multimodal representations for action understanding.
We have shown that multimodal systems generally outperform systems that rely on one
modality at a time. However, there is still a long way ahead for building machines that can
”watch” a lifestyle vlog and fully understand what the humans say and do while performing
actions.
One direction for future research is to extend these datasets and use them to train more
complex models for human action understanding. Other sources of data, like audio or video
viewers comments can be useful for learning more about human actions and behaviours.
The audio can provide more information about which activities are depicted in the video,
while the comments can provide information about human values and behaviours.
A second potential line of research is concerned with building models that combine the
multiple modalities more effectively. There are multiple ways of combining textual and
visual information and we provided only a few approaches. More structured information
from knowledge bases like Atomic [7], VerbNet [204] or ConceptNet [6] can enhance the
models with commonsense knowledge.
Another direction for future research is building multi-task models for human action under-
standing. In our research, we build a separate model for each human action understanding
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task. However, having only one model that can complete multiple tasks would be much
more efficient and applicable in real life. A model that can learn to both recognize, localize
and predict human actions would be more efficient and robust as it uses information from
multiple sources.
Finally, we hope that the resources, tools, and methodologies presented in this thesis en-
courage further research on building multimodal models for action understanding from
lifestyle vlogs.
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