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ABSTRACT

Due to the increasing trend of greenhouse gas emissions, the United States Environmental Protection Agency (EPA) has started to publish strict regulations regarding emissions for different types of vehicles. Battery electric vehicles (BEVs) have drawn much attention in recent years because they potentially eliminate all tailpipe emissions. However, due to charging speed and capacity limitations on battery, currently, EV users are facing the problem of range anxiety and the lack of charging stations. Hybrid electric vehicles (HEVs), which possess the advantages of both conventional vehicles and BEVs, appear to be a viable solution to cope with such strict emission regulations while mitigating range anxiety. Among all types of hybrid electric powertrain systems, a P0+P4 system possesses distinct advantages: two electric motors located on the front and rear axles allow brake energy to be recovered from both axles. Moreover, the dual motor configuration enables the driver to switch among front-drive, rear-drive and all-wheel-drive modes. Particularly, a 48V P0+P4 HEV requires less expensive wiring and electric shock protection and hence it is considered to be the most cost-effective HEV for reducing GHG emissions.

This dissertation focuses on improving the energy efficiency, ride comfort, and safety of a 48V P0+P4 MHEV. To achieve these goals, this dissertation proposes a hierarchical control design among domains of power-split and vehicle longitudinal motion of 48V P0+P4 MHEV. In the domain of power-split, two real-time implementable controllers are proposed: (1) the optimization-based controller and (2) the learning-based controller. In the optimization-based control design, the approximated adaptive equivalent consumption minimization strategy (AA-ECMS) with a suboptimal braking distribution derived from dynamic programming (DP) analysis is proposed to capture the global optimal operation trends of the P0 motor operation, front/rear tire force distribution. In the learning based control design, twin delayed deep deterministic policy gradient with prioritized exploration and experience replay (TD3+PEER), a novel prioritized exploration approach, is proposed to encourage the deep reinforcement learning (DRL) agent to explore states with complex dynamics. Both proposed power-split controllers achieve better fuel economy during the test trips compared to state-of-art rule-based and learning-based controllers.

In vehicle longitudinal motion control design, two controllers have been developed using model predictive control (MPC): (1) the defensive ecological adaptive cruise control (DEco-ACC) and (2) the personalized one-pedal-driving (POPD). The DEco-ACC is a novel car-following algorithm.
that balances fuel economy, ride comfort, and avoidance of blind spots from neighboring vehicles. In DEco-ACC, a novel continuous and differentiable penalty function is proposed to describe the projection of several neighboring vehicles’ blind spots to the ego vehicle’s traffic lane. The proposed MPC-based controller considers this blind spot penalty function as a soft constraint within its prediction horizon; and is able to make its own decision to either yield, pass, or stay within the blind spots based on the MPC’s cost function and the traffic scenario. The simulation results show that with two neighboring vehicles present simultaneously, the defensive ecological adaptive cruise control (DEco-ACC) reduces 29.5% of dwelling time in the blind spot and only sacrifices 0.4% of fuel consumption. The POPD is a novel personalized one-pedal driving method that can learn the individual driver’s preference during everyday driving. In POPD, two types of MPC constraints that represent distinct driver’s behavior are identified by analyzing 450 real-world drivers’ data. And then, the POPD algorithm is validated in both the simulation environment and the human-in-the-loop (HIL) traffic simulator. The experiment shows that the brake pedal usage is reduced from 31.3% to 5.25% for human driver A and from 16.7 to 3.56% for human driver B.

In summary, a hierarchical control design approach between power-split and longitudinal motion improves the energy efficiency, ride comfort, and safety of a P0+P4 MHEV. Two power-split algorithms (optimization-based and learning-based) improve energy efficiency. The DEco-ACC at automated driving scenario ensures safety while neighboring vehicles exist without sacrificing energy efficiency and comfort. The POPD in human driving scenarios enhances comfort by generating desired braking profiles for a target driver.
CHAPTER 1

Introduction

1.1 Background of a 48V P0+P4 System

The United States Energy Information Administration (EIA) estimates that if the current policy and technology trend continues, energy consumption and carbon dioxide (CO₂) emissions will increase from 2020 through 2050 as a result of economic growth and population growth [1]. According to EIA’s International Energy Outlook, the projection of CO₂ emission in 2050 will be 42.5 billion metric tons worldwide, which is 21% higher than it was in 2021. In addition, the Annual Energy Outlook 2022 (AEO2022) has reported that transportation-related CO₂ emission has dominated the total CO₂ in the U.S. Area since 2016 due to the increasing demand for transportation. Although
coal consumption has declined over the projection period, the increasing CO$_2$ from natural gas and petroleum still intensifies the greenhouse effect.

In 2017, the United States Environmental Protection Agency (EPA) published a strict regulation regarding greenhouse gas emissions and corporate average fuel economy (CAFE) standards for 2017 and later model year light-duty vehicles [4]. In December 2021, EPA revised the greenhouse gas emission standard again [2] for passenger cars and light trucks for the model year 2023 to 2026. The updated standard requires that the CO$_2$ emitted per mile of each type of vehicle decreases at least 5% each year from 2023 to 2026, and the total changes of emission per mile of each type of vehicle are over 29% from 2023 to 2026.

Due to the abovementioned regulations, vehicle electrification is becoming necessary as compliance with the strict CAFE regulations when using standalone internal combustion (IC) engines
becomes more difficult. Battery electric vehicles (BEVs) eliminate all tailpipe emissions but face major challenges on the battery front, such as charging time and range anxiety in long hauls [5]. Thus, many studies have explored hybrid electric vehicles (HEVs) from various perspectives, such as the system architecture, the energy management strategy, and the potential fuel economy (FE) gain. Compared to a conventional vehicle with a standalone internal combustion engine (ICE), it is known that a well-designed HEV with a decent control strategy can bring a significant fuel-saving benefit [6].

Among various HEVs, 48 V mild hybrid electric vehicles (MHEVs) have been drawing attention because of their potential to enhance the advantages of hybridization without compromising electric power and performance. The increased voltage system from the conventional 12 V still avoids the additional cost of the expensive wiring and electric shock protection mandated for a higher-voltage arrangement [7, 8]. Moreover, it offers a platform for more capable electric machines that may empower an extended stop/start function on top of boosted torque assist and regeneration [5].

To stretch such benefits of the 48 V system, hybrid configurations with more than one electric machine have also started to be investigated actively in recent years [9–11]. Most of the 48 V MHEVs on the market are under P0 architectures, which minimizes the necessity of powertrain design modification compared to the P1/P2/P3 hybrid variations. Although a P0 architecture may be the most attainable configuration in terms of cost [10], it inherits the limitations of a belt-driven system and often excludes the usage of pure electric driving mode. On the other hand, to cope with the recent market where the sales share of sport utility vehicles (SUVs) has substantially increased, the additional P4 hybrid architecture is being spotlighted. A bigger electric motor integrated on the rear axle of a vehicle enables electric all-wheel-drive (eA WD) capability as well as much more aggressive regenerative braking.

To promote the utilization of the hybrid system and eA WD capability even further, a P0+P4 48 V MHEV system with a dual-motor configuration, such as a less-expensive P0 motor combined with a P4 module, can be considered [11]. The P0+P4 system has the following advantages: (i) regenerative braking at both axles allows for maximized energy recuperation; and (ii) additional P4 motor allows for eA WD capability that caters to the mass-market demands. Unlike the other hybrid powertrain systems with a single motor, the P0+P4 MHEV has power sources on both the front and the rear axles: an engine and a P0 motor on the front axle and a P4 motor on the rear axle. This inherently allows the P0+P4 MHEV to switch among front-wheel-drive (FWD), rear-wheel-drive (RWD), and eA WD during vehicle operation.

This dissertation aims at improving the energy efficiency, safety and comfort of 48V P0+P4 MHEV. To address multiple goals at the same time, control optimization should be done in both vehicle’s power-split and vehicle longitudinal motion perspectives. A prior art [12] has proved that
co-optimization between vehicle velocity and hybrid powertrain components introduces additional control difficulties, which makes the co-optimization method hard to be real-time implementable. Furthermore, the results from [12] show that the co-optimization approach only achieves negligible improvements in energy efficiency when a certain level of passenger comfort is required. Therefore, this dissertation develops a hierarchical control approach to optimizing the vehicle's power-split and longitudinal vehicle motion in a sequential manner.

Optimization-based and learning-based strategies for the considered unique P0+P4 HEV system are proposed for the vehicle's power-split to seek energy-optimal operations. For velocity control, this dissertation further exploits the potential of Advanced Driver Assistance Systems (ADAS) and vehicle connectivity technologies, proposing defensive ecological adaptive cruise control (DEco-ACC) and personalized one-pedal-driving (POPD). The DEco-ACC further improves the existing Eco-ACC algorithms, allowing the ego vehicle to avoid staying in neighboring vehicles’ blind spot zone during car-following scenarios. The POPD is able to perform personalized braking by learning the current driver’s preferred driving style. The DEco-ACC is mainly designed for highway operation, and the POPD is mainly developed for urban/highway mixed trips. A schematic of the proposed hierarchical control approach is shown in Fig. 1.5.
1.2 Energy Management Strategies with Realistic Operational Constraints

Unlike conventional IC engine vehicles or single-motor EVs that only possess one power source, the instantaneously demanding power/torque of P0+P4 MHEVs can be satisfied with infinite combinations among different power sources. Influenced by architecture limitations and engine/motor characteristics, some combinations yield less overall fuel consumption than others. Currently, the study of a real-time optimal torque split strategy, which captures the most efficient combination among power sources, is an active area.

1.2.1 Optimization-based Approaches

Several studies in the literature have reported fuel economy improvement by the P0+P4 hybrid powertrain system [11, 13, 14]. The authors in [14] investigated the impact on the fuel economy of P0+P4 HEV architecture and design with connected and automated technology. However, a rule-based torque split control was considered, and there is room for further fuel economy improvement through optimal torque split. In [13], DP was used in control optimization for FE improvement of a P0+P4 HEV; however, the main focus was on the implementation of an efficient DP algorithm to assess the variations in optimal controls trajectories rather than on the development of a real-time-implementable control strategy. In [11], the authors presented the performance of fuel consumption reduction through P0+P4 hybridization with a realistic rule-based control strategy in comparison with an optimal control strategy. However, the control problem formulation and the approach to vehicle modeling were not provided in detail. Notably, most studies about P0+P4
hybrid powertrain systems in the literature have not considered important dynamics, including the
longitudinal load transfer, the nonlinear tire effects, and realistic constraints on the regeneration
of a P4 motor by braking force distribution. Moreover, detailed analysis and control design for
effective real-time torque-split for P0+P4 MHEVs has not yet been rigorously studied.

Despite the P0+P4 MHEVs’ many advantages, the overall energy performance heavily relies
on the energy management strategy (EMS) that coordinates between the engine and motors. Previ-
ously, rule-based methods were widely applied to the torque split of HEVs for its simple structure
and real-time implementation [15]. However, the preset rule can only achieve a limited level of
optimality [16]. Moreover, the performance is also heavily influenced by human calibration, and
driving conditions [17, 18]. The authors in [14] have reported that a rule-based control method
 calibrated by human and particle swarm optimization achieves drastically different powertrain op-
erating behaviors.

An optimization-based method can be considered as a solution to eliminating human influence
and further increasing optimality. In [19], a cost function of equivalence fuel that consists of instan-
taneous fuel rate and battery power is designed. By minimizing the equivalence fuel at every step
of control with model predictive control (MPC), the real-time energy consumption performance
can be further increased. However, the method of MPC requires a control-oriented model known
ahead for prediction, and the problem complexity also influences the computation speed. When it
comes to P0+P4 MHEVs, the additional control variable brings additional computation expenses,
which makes the implementation of the MPC-based method a challenging problem in real-time.
To the author’s best knowledge, there is no optimization-based power-split strategy available for
48 V P0+P4 MHEV in the existing literature. Hence, this dissertation will fill the research gap
by developing an optimization-based power-split strategy for the enhance performance of a 48 V
P0+P4 MHEV.

1.2.2 Learning-based Approaches

Recent developments in the energy management of hybrid electric vehicles (HEVs) have shifted
their focus to learning-based control algorithms [20–22]. Benefiting from advancements in neural
network techniques, reinforcement learning (RL) has shown its astonishing adaptability to chal-
lenging control problems in many types of tasks [23, 24]. With RL, an agent can be developed to
learn a control policy by interacting with a vehicle or with a vehicle model in a virtual environment.

The research works in [25] and [26] show that deep Q-network (DQN) learning-based torque
split controllers can achieve a similar global optimality level to an optimization-based controller for
hybrid electric tracked vehicles. In [27], Q-learning is combined with a recurrent neural network.
The authors claim that from an energy-reduction perspective their proposed strategy outperforms
a rule-based strategy by at least 29% for a parallel HEV. It is worth mentioning that Q-learning was initially designed for problems with a finite number of discretized actions, such as turning left or turning right [23]. However, HEV power management problems are usually formulated with continuous actions, and hence the performance of Q-learning methods is inevitably limited by the level of discretization.

Many studies have found an “actor-critic” structure to be a potential solution to address continuous action space problems. In an “actor-critic” structure, the actor network is responsible for generating the control action as its output based on the defined state as input. The output of a neural network is inherently continuous, eliminating the error caused by discrete action. The critic network predicts the Q value, which estimates the long-term reward of each transition that the actor performed. The training process is still done through backpropagation with the temporal difference error (TD error) between the current critic prediction and a better TD target prediction for the same transition. The deep deterministic policy gradient (DDPG) is a state-of-the-art technique of actor-critic structure [28]. By converting Q-learning to DDPG, the studies in [29–31] observed different extents of fuel economy improvement. However, as a deterministic policy, the DDPG considers the optimal action at every step, which results in the overestimation of certain actions. This overestimation can easily distract the control decision with even random noise. Therefore, to prevent DDPG from exploiting certain regions in the action space, two variants of DDPG were proposed almost simultaneously: the soft actor-critic (SAC) [32] and the twin delayed DDPG (TD3) [33]. The SAC introduces an entropy term into the cost function of an actor network, which encourages the action selected to be as sparse as possible compared with the previous decision. Thanks to the sparse action, the training time in SAC is significantly reduced compared with DDPG and DQN. For example, in [34], the authors adopted SAC for power management of a hybrid electric bus with battery thermal and health constraints and have shown that their method achieves a 96.3% training time reduction compared with DQN. On the other hand, TD3 resolved overestimation issues by making the following three modifications to the DDPG [33]:

• Introduce additional critic network, only use the lowest Q prediction to generate TD-error.

• Delay the actor network update.

• Noise is also included in the target actor network.

The first bullet resolves the overestimation of certain transitions. The second and third bullet ensures the stability of the training process. In [35], TD3 was adopted for power management of a single-motor HEV, showing that 2% further fuel-consumption reduction could be achieved compared with DDPG. The authors in [36] showed that SAC and TD3 can outperform each other on different tasks, and both perform better than DDPG in most scenarios.
Aside from the algorithm architecture, the method called “experience replay” plays an essential role in improving the convergence speed and convergence performance of the RL training process. In [36], the authors showed that the same TD3 algorithm with hindsight experience replay (HER) or prioritized experience replay (PER) can improve the fuel economy by 3.2% and 2.1%, respectively, compared with random experience replay. Although both HER and PER can enhance the utilization of existing samples in the experience buffer, they do not encourage agents to explore complex dynamics regions in the state space. Without sufficient experience, the critic may not be able to predict the correct value in those regions. In addition, the agent may miss a potentially better solution from those regions. It is found that the current literature lacks a novel prioritized exploration technique that can encourage the agent to actively explore states in which Q values are sensitive to action selection.

1.3 Optimizing Longitudinal Motion in a Car-following Scenario

On the other hand, price dropping of cameras/sensors and stronger VCUs in electrified vehicles allow researchers to develop more advanced driver assistant systems (ADAS). ADAS technologies can enhance vehicles’ driving safety and reduce driving efforts through features that either change vehicle’s velocity or provide warnings during driving. Such features include emergency brake, front collision warning, blind-spot detection, and adaptive cruise control. In recent years, vehicle automation technologies, together with vehicle connectivity, have allowed the achievement of the full potential benefits of automated vehicles via safe, comfortable, and efficient driving, so-called eco-driving [37]. Under the concepts of eco-driving, two branches of study have drawn much attention and shown clear benefits to fuel economy, safety, and ride comfort to a 48 V P0+P4 MHEV: adaptive cruise control (ACC) and braking optimization in deceleration events.

1.3.1 Adaptive Cruise Control

Recently, much effort has been invested in the area of adaptive cruise control (ACC), one of the key features of ADAS for controlling longitudinal vehicle dynamics for highway car-following scenarios. In particular, ecological adaptive cruise control (Eco-ACC) considers the improvement of energy-efficiency as another critical objective in addition to maintaining a safe distance from a preceding vehicle or a time gap (or time to collision) [38, 39].

Since the energy efficiency of the ego vehicle is significantly influenced by its preceding vehicle, most Eco-ACC algorithms use information about the preceding vehicle. Furthermore, various forecasting algorithms provide the future behavior of the preceding vehicle with a certain
accuracy by using data from vehicle connectivity such as vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) [40] [41]. This availability of future information and the necessity of handling safety constraints and multi-objective cost functions make model predictive control (MPC) one of the notable trends toward eco-driving. For instance, the authors in [42] propose an adaptive cruise controller that functions by setting control decisions as multi-stage MPC constraints. This controller can handle both cruise control and adaptive cruise control scenarios. The work in [43] presents an Eco-ACC system that takes advantage of radar and traffic light-to-vehicle communications to predict the future trajectory of the preceding vehicle, leading to a 17% improvement compared to a traditional ACC. In [39], a nonlinear MPC-based ACC strategy is proposed for energy-optimal operation of electric vehicles. Safety and comfort requirements are implemented as state and input constraints and strictly enforced. In [44], an MPC-based ACC controller using a control barrier function is proposed for improving ride comfort and safety for an autonomous vehicle.

Although the aforementioned Eco-ACC algorithms have demonstrated their safety and energy efficiency performance, maintaining a safe/comfortable distance from a preceding vehicle is not the only factor that drivers consider during driving. Vehicles traveling in adjacent lanes also influence the driving strategy of the ego vehicle. For example, a neighboring car cannot be observed by the ego vehicle’s driver if this vehicle is located in the blind spot zone of the ego vehicle. The blind spot zone (BSZ) is the region where an object is completely invisible to the driver without sufficiently tilting his or her head. Making a lane shift without checking for the existence of another car in the blind spot can be dangerous. Thus, to prevent collisions during lane changes, blind spot detection (BSD) and lane-change alert systems have been developed and equipped in modern vehicles [45]. These systems monitor the unnoticed vehicles in BSZs around the vicinity of the ego vehicle and warn the driver.

Even though most modern vehicles are equipped with a lane departure warning system or a BSD system, many do not have such advanced driver-assistant systems, particularly older vehicles. Moreover, the BSD system does not provide any information on whether the ego vehicle is located inside the BSZs of neighboring vehicles, which may not have BSD systems. Once the ego vehicle enters the blind spot of the neighboring car, there exists a high risk that the neighboring car does not have a BSD system and will make a lane shift into the ego vehicle. An experienced driver usually tries to avoid entering the blind spot or passes the blind spot of the neighboring vehicle at a faster speed to minimize the risk. For instance, the authors in [46] proposed a collision risk assessment algorithm based on probabilistic motion prediction of surrounding vehicles. However, the algorithm does not consider interactions between the ego vehicle and the surrounding vehicles. In summary, the current literature lacks an adaptive cruise control algorithm that can actively avoid the blind spots of neighboring vehicles for improved vehicle safety.
1.3.2 Braking Optimization in Deceleration Events

Under ADAS concepts, many researchers also focus on optimal regenerative braking for electrified vehicles, aiming to maximize energy regeneration during the braking process [47–49]. However, human factors such as ride comfort and sense of control have not been sufficiently considered. For example, a large braking force is needed to achieve the highest regenerative braking performance, which often results in discomfort to the human driver. In [47], the average deceleration values from simulations are ranged from \(-3.79 m/s^2\) to \(-7.09 m/s^2\), which are much higher than the average deceleration value of \(-2.1 m/s^2\) that human drivers usually perform [50]. The increment in the magnitude of deceleration often introduces discomfort to the driver and reduces driving pleasure.

Realizing the importance of the human factor in regenerative braking control, researchers also have considered the individual driver’s characteristics. In [51], the authors have proposed a Pontryagin’s maximum principle (PMP)-based energy regeneration algorithm with the individual driver’s speed preference considered. First, the long-term optimal control is optimized with the PMP approach. Thereafter, an MPC-based heuristic is proposed to track the PMP solution in real time. The authors claim that the proposed algorithm achieves 98% of the optimal energy recovery calculated by dynamic programming. The authors in [51] also point out that, depending on different drivers, there can be a difference of energy consumption as large as 5% between the human desired operation and the energy-optimal operation. Therefore, it is crucial to take the human factor into consideration while developing a regenerative braking algorithm. The research of [52] shows a nonlinear model predictive control (NMPC)-based car-following controller with different phases introduced. Based on relative distance and relative speed to the preceding vehicle, the ego vehicle operations are classified into “free driving,” “approaching,” or “unconscious following” phases and assigned with different reference velocity/distance values. The authors claim that after proper calibration, the trajectory of the ego vehicle becomes smooth and human-like. In [53], the authors have proposed a deceleration planning algorithm based on the intelligent driver model (IDM) [54], which consists of parameters reflecting the driver’s personal characteristics. Those parameters are updated online using the driver’s historical data to improve the prediction precision.

Although the design and implementation of regenerative braking methods considering the human factor have been systematically explored, most existing research is limited to two-pedal driving (TPD) vehicles. As one of the recent features of BEVs on the market, one-pedal driving (OPD) has only a few algorithms considering the human factor. In [55], the tractive torque of OPD is determined through acceleration pedal position (APS) and current vehicle velocity with rule-based methods. On the other hand, in [56], similar inputs are used, but the tractive torque is determined through a lookup table. In [57], a robust controller is designed to ensure OPD safety during a car-following scenario. However, none of this available research bridges the human factor with the OPD operation. Still, the on-market OPD vehicles such as Nissan Leaf, BMW i3, and Tesla Model
S have already attained their popularity [58] with a relatively simple logic:

- When the acceleration pedal is pressed, the vehicle accelerates, similar to a conventional vehicle.
- With the acceleration pedal slightly released, the vehicle starts coasting.
- With the acceleration pedal further released, the vehicle performs a regenerative braking action.

The most noticeable benefit of OPD is that a driver can use the brake pedal less frequently during city traffic, especially with many stop-and-go events. This feature also ensures that the EV recaptures as much energy as possible during braking. For example, the authors in [56] reported that the OPD algorithm could save up to 2–9% of energy compared to a parallel regeneration algorithm based on the same driving speed in city and rural driving.

However, to maintain the desired speed during driving, this OPD requires the driver to press the pedal constantly and carefully to a certain angle with forces applied. The driver also needs to pay extra attention to a single pedal-degree control. Although most test drivers can adapt to the new feature quickly [59], the transition from TPD into OPD still confuses drivers. As proposed in [58, 60, 61] and [57], the inter-vehicle spacing control methods based on OPD reduce a certain amount of the driver’s effort within a platoon. However, these OPD algorithms do not sufficiently consider the individual driver’s behavior. As a result, the driver might feel a sense of intrusion after these algorithms are activated. Hence, the current literature lacks a personalized one-pedal-driving algorithm that can learn a specific driver’s driving behaviors. Once this algorithm learns the driver’s behaviors, it will significantly save the driver’s efforts on the brake pedal and increase ride comfort during braking.

1.4 Organization and Contributions

Due to the drawback of existing methods in HEV power management and vehicle longitudinal motion mentioned in Sections 1.2 and 1.3, simple integration of existing methods from the literature may not yield a decent solution in terms of fuel economy, safety, and ride comfort for a 48 V P0+P4 MHEV. Therefore, to resolve the drawbacks of the aforementioned control methods, this dissertation develops vehicle and powertrain control algorithms from the following two perspectives: optimizing power split among three power sources and optimizing vehicle longitudinal motion.

Chapters 2 and 3 focus on vehicle power splits optimization. The optimal torque split among the two electric machines and the ICE considering realistic operational constraints and longitu-
dinal load transfer is a considerably complex optimization problem; hence, it is not tractable in real-time. In Chapter 2, the control trajectories of the DP solutions satisfying global optimality are analyzed, and a simple and effective torque-split strategy using an adaptive equivalent consumption minimization strategy (A-ECMS) and a suboptimal force distribution strategy is proposed. Chapter 3 proposes a real-time energy management strategy for P0+P4 MHEV based on TD3. As prior art [29] has proven benefits of expert knowledge to DRL training speed and converged returns, our proposed TD3 framework will incorporate the expert experience from DP analysis in Chapter 2. Moreover, an innovative prioritized exploration technique is proposed to encourage the TD3 agent actively explore states in which their Q values are action-sensitive. The proposed framework, named TD3 with prioritized exploration and experience replay (TD3-PEER), allows the agent to learn a near-optimal control policy compared to existing DRL methods.

Chapter 4 proposes a novel DEco-ACC algorithm using MPC in consideration of neighboring vehicles’ BSZs to further improve the potential safety of the ego vehicle without significant deterioration of fuel economy and drivability. The optimal cruise control problem can easily include constraints related to vehicle safety and riding comforts such as minimum and maximum distance from a preceding vehicle, minimum and maximum acceleration, and speed limits; thus, MPC is exploited to formulate the DEco-ACC problem. More specifically, the neighboring vehicles’ BSZs are converted into state constraints, and a continuous and one-time differentiable penalty function is introduced to penalize the dwelling time in the BSZs of neighboring vehicles. As recent studies in the literature (e.g., [62,63]) have shown that V2V technology is matured and capable of providing precise surrounding vehicle velocity information in actual operation, this study assumes that the velocity and position information from neighboring vehicles and a preceding vehicle and their BSZs are attainable. For optimizing and evaluating the performance of the proposed DEco-ACC, real-world traffic data from Next Generation Simulation (NGSIM) are used to analyze and generate car-following scenarios during highway driving. Especially, in consideration of the most probable case that one neighboring vehicle exists at one adjacent lane, a parametric study is conducted to investigate the impact of the weighting factors on the performance of the DEco-ACC.

Chapter 5 develops a more advanced one-pedal driving system using MPC, personalized one-pedal driving (POPD), inspired by the optimal regenerative braking of traditional two-pedal-driving (TPD). Similar to OPD, the POPD allows the driver to control the vehicle’s acceleration with a single acceleration pedal. The upcoming braking event can automatically be handled by the POPD when the driver releases the acceleration pedal, thanks to the predictability of MPC design. To mimic a driver’s braking behavior in the MPC control design, we consider headway and perceptual constraints; in particular, we have analyzed 450 drivers’ real-world on-road data to investigate the constraints’ dependence on a driver. In addition, we introduce a learning framework in the POPD where the weights of the MPC cost function is optimized with particle swarm
optimization. In addition, to investigate the impact of prediction accuracy on POPD performance, we have conducted a comparative case study about prediction methods and horizon lengths using real-world driving data.

The main research contributions of this thesis are summarized as follows:

- **Real-time optimization-based torque split strategy for P0+P4 MHEVs**

  To address a complex problem of optimizing the torque split among the two electric machines and the ICE considering realistic operational constraints and longitudinal load transfer, this dissertation proposes a real-time-implementable strategy using an approximated adaptive equivalent consumption minimization strategy (AA-ECMS) and a suboptimal braking force distribution strategy from dynamic programming (DP) analysis. The simulation results reveal that the proposed strategy can achieve about 97.7% of global optimality in terms of fuel economy under validation driving cycles, as compared to the results by the DP. As a comparison, the rule-based strategy, as a benchmark, achieves 94.5% under the same drive cycles. Considering the architecture complexity of 48V P0+P4 MHEV, existing literature only design the controller with rule-based methods. The proposed torque split strategy for a 48V P0+P4 MHEV has been published at:


- **Deep reinforcement learning-based torque split strategy for P0+P4 MHEVs with prioritized exploration and experience replay**

  State-of-art TD3 requires a critic network to generate a predicted Q value for state-action pairs for updating the policy network. However, the critic network may struggle with predicting Q values at certain states when Q values of these states are sensitive to action selection. To address this issue, this dissertation proposes a prioritized exploration technique that encourages the agent to visit action-sensitive states more frequently in the application of HEV energy management. Based on this expert twin-delayed deep deterministic policy gradient with prioritized exploration and experience replay (TD3-PEER), a novel energy management strategy is proposed for a 48V P0+P4 MHEV. Simulation results demonstrate that, with expert knowledge considered for all learning-based methods, the proposed TD3-PEER outperforms other RL-based energy management strategies including DDPG-PER and DQN by averagely 2.3% and 3.74% over the training and validation cycles, respectively. This work has been submitted to:

- **Defensive Ecological Adaptive Cruise Control Considering Neighboring Vehicles’ Blind-Spot Zones**

  This dissertation proposes a defensive ecological adaptive cruise control (DEco-ACC) algorithm that is capable of reducing an ego vehicle’s dwelling time in the blind spot zones (BSZs) of its neighboring vehicles. To this end, a model predictive control is applied in the use of information such as speed, position, and blind spot zones about preceding and neighboring vehicles. The cost function of the DEco-ACC consists of tracking performance, control effort, and dwelling time in BSZs. Specifically, a continuous and one-time differentiable penalty function is introduced to handle the constraints regarding the BSZs. The simulation results from 100 cases demonstrate that on average, the DEco-ACC with optimized weighting factors can reduce the dwelling time in the neighboring vehicles’ BSZs by 46.3% without significant deterioration of fuel consumption (0.04% increase in average fuel consumption) and drivability, as compared to the Eco-ACC, whose primary objective is the minimization of fuel consumption during safe car-following. The proposed DEco-ACC approach has been published at:


- **Personalized One-pedal Driving for Electric Vehicles by Learning-based Model Predictive Control**

  This dissertation proposes an advanced personalized one-pedal-driving (POPD) algorithm for electrified vehicles by learning-based model predictive control (MPC), capable of learning a driver’s braking behaviors from collected data. Within the POPD, a simple but effective driver braking characteristic model is proposed, describing a specific driver’s desired braking profile. In addition, Chapter 5 proposes a learning framework that updates the MPC weights for a specific driver while guaranteeing safety, inspired by [66]. Two constraints that are tightly related to drivers’ personal preferences are derived by analyzing 450 drivers’ real-world on-road data. The MPC-based controller possesses predictability of car following dynamics, which can calculate the upcoming collision event and prevent it happen. Both open-loop and closed-loop (human-in-the-loop) simulation results demonstrate the efficacy of the proposed POPD method as compared to a benchmark control method, the desired
relative distance-based personalized braking (DRD-PB) algorithm. Specifically, the human-in-the-loop results from two drivers show that brake pedal use can be reduced on a specific route by around 80%. This work has been submitted to:

CHAPTER 2

Real-time Torque-split Strategy for P0+P4 Mild Hybrid Vehicles with eAWD Capability

2.1 Introduction

As introduced in Chapter 1, the torque split strategy is essential to the fuel consumption of hybrid electric vehicles, especially dual-motor HEV. The rule-based strategy has the advantage of low computation cost. However, it suffers from low-level of optimality [16]. This chapter describes an optimization-based approximated A-ECMS method for P0+P4 MHEV, which improve the fuel efficiency of this P0+P4 MHEV. At first, a P0+P4 MHEV model is laid out, including realistic constraints such as nonlinear tire, load transfer effects and braking force distribution constraints. Then, a dynamic programming analysis is conducted to determine the optimal fuel consumption and ideal torque split behaviors. Next, a modified logistic function, which captures this ideal torque split behavior, is combined with A-ECMS to develop a three-power-source torque-split algorithm. Finally, a comparison was made to the existing rule-based torque split strategy [14].

The main contributions of this chapter are summarized as follows:

- A realistic P0+P4 MHEV model is presented, with the effects of longitudinal load transfer, nonlinear tire effects, and braking force distribution for vehicle safety included in the optimization problem.

- The fuel economy potential of the 48 V P0+P4 MHEV is investigated, and useful features for developing a real-time control problem are derived from observations of the DP analysis.

- A real-time-implementable torque-split strategy for a P0+P4 MHEV is proposed using an approximated A-ECMS and a suboptimal braking force distribution strategy. Fuel economy results with the proposed strategy are compared with the results from DP and a rule-based control strategy in the existing literature.
Figure 2.1: The layout of the considered 48 V P0+P4 MHEV.

The rest of this chapter is organized in the following order: The vehicle/powertrain modeling and the fuel consumption minimization problem using the DP algorithm are presented in Sections 2.2 and 2.3, respectively. The development of a real-time-implementable control method and simulation results using the proposed method are presented and discussed in Section 2.4. Finally, a summary are made in Section 2.5.

### 2.2 Vehicle and Powertrain Model

Throughout this thesis, a mild hybrid compact sport utility vehicle with a 1.6-liter 4-cylinder turbocharged SI engine and a 7-speed dual-clutch transmission (DCT) is studied. The DCT shifting strategy was optimized beforehand and hence fixed in this study, meaning that gear shift is not considered as an optimization variable, similarly to the existing studies [14, 67–69].

The P0+P4 hybrid powertrain is powered by a 19.4 Ah lithium-ion (li-ion) battery. An 11.5 kW P0 motor is coupled to the IC engine through a belt and pulley setup, while a 23.0 kW P4 motor is integrated on the rear axle of the vehicle through a fixed gear ratio. Figure 2.1 shows the layout of the P0+P4 MHEV powertrain. Note that in this study, a detailed model for the power electronics is not considered as the main focus is on the energy management, which is a typical approach in developing high-level control strategies in the literature [10, 11, 13, 14]. The power loss maps used in this study include inverter loss as well as mechanical loss of electric machines, i.e., P0 and P4 motors.
\subsection{Longitudinal Vehicle Dynamics Model}

The vehicle dynamics model is constructed in consideration of the longitudinal transfer of the load acting on axles. The overall wheel torque, $\tau_w$, is computed by,

$$\tau_w = (4J_w + Mr_w^2)\dot{\omega}_w + F_r r_w,$$

(2.1)

where $J_w = 0.51 \text{ kg/m}^2$ and $M = 1725 \text{ kg}$ are the wheel inertia and the vehicle gross mass, respectively; $r_w = 0.347 \text{ m}$ is the effective rolling radius of the wheel. With longitudinal acceleration of the vehicle, $a_x$, the angular acceleration of tire can be derived as:

$$\dot{\omega}_w = \frac{a_x}{r_w},$$

(2.2)

and driving resistive force

$$F_r = C_0 + C_1 v + C_2 v^2 + Mg \sin \theta,$$

(2.3)

The coefficients $C_0$, $C_1$ and $C_2$ were obtained from a vehicle test as 123.88 N, 2.83 N/(m/s) and 0.49 N/(m$^2$/s$^2$), respectively. The $\theta$ is the road gradient slope.

When tires slip, the angular speed of a wheel is different from the simple quotient of vehicle speed and tire radius. The angular speed, $\omega_w$, of the front and rear wheels is then calculated by considering the slip term as follows:

$$\omega_{w,j} = \frac{v}{r_w} \left(1 + \kappa_j\right),$$

(2.4)

where $\kappa$ is the tire slip and subscript $j$ indicates terms for the front or rear axle/wheel/tire.

The tire slip for each axle is given as a function of the tire force developed on the tires and the normal load on the specific tire as follows:

$$\kappa_j = f \left(\frac{F_{x,j}}{W_j}\right),$$

(2.5)

where the tire force of the tires on a single axle is defined as,

$$F_{x,j} = \frac{\tau_{w,j} - 2J_w\dot{\omega}_w}{2r_w},$$

(2.6)

The torque at the front wheels, $\tau_{w,\text{front}}$, can be described as the difference between total wheel torque, $\tau_w$, and rear wheels torque, $\tau_{w,\text{rear}}$, that is,

$$\tau_{w,\text{front}} = \tau_w - \tau_{w,\text{rear}}.$$
During acceleration or deceleration, inertia force causes vertical axle load transfers from front
to rear or vice versa. This changing of vertical axle load influences the maximum braking force
that the tires on each axle can handle. The vertical axle load on the front or rear axle is the normal
load on the tires in Eq. (2.5), which is expressed as

\[
W_{\text{front}} = \frac{cM}{b+c}g - \frac{hM}{b+c}a_x,
\]

(2.8)

\[
W_{\text{rear}} = \frac{bM}{b+c}g + \frac{hM}{b+c}a_x,
\]

(2.9)

where \(b, c, \) and \(h\) measured as 1.15 m, 1.52 m and 0.67 m, are the horizontal distances from the
vehicle center of gravity to the front axle and rear axle and the height of the center of gravity,
respectively, as illustrated in Fig. 2.2; \(g\) denotes the gravitational acceleration of 9.81 m/s\(^2\).

As for the powertrain, the torque and speed at the front axle are computed as follows:

\[
\tau_t = \tau_e + \gamma_p \tau_{m1},
\]

(2.10)

\[
\omega_t = \gamma_{fd} \gamma_t \omega_{w,\text{front}},
\]

(2.11)

\[
\tau_{\text{prop}} = (\tau_t - \tau_{gb,\text{loss}}) \gamma_t \eta_t - \tau_{f,\text{loss}} \gamma_{fd},
\]

(2.12)

where \(\tau_t\) is the transmission input torque, \(\tau_e\) is the engine torque, \(\tau_{m1}\) is the P0 motor torque, and
\(\gamma_p\) is the pulley ratio between the engine and the P0 motor; \(\gamma_{fd}\) and \(\gamma_t\) are the final drive ratio
and transmission ratio of the gear box, respectively. The transmission efficiency, \(\eta_t,\) is assumed
constant for each gear state for simplification. Then, the front wheels torque can be rewritten with
propulsion torque to the front axle, \(\tau_{\text{prop}},\) and the front brake’s friction torque, \(\tau_{f,\text{front}},\) as

\[
\tau_{w,\text{front}} = \tau_{\text{prop}} + \tau_{f,\text{front}}.
\]

(2.13)
Table 2.1: Relations between magic formula coefficients $D$ and normal load.

<table>
<thead>
<tr>
<th>$F_z$ (N)</th>
<th>4905</th>
<th>9810</th>
<th>19620</th>
<th>29430</th>
<th>39420</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>4384.8</td>
<td>8375</td>
<td>15698</td>
<td>21486</td>
<td>26747</td>
</tr>
</tbody>
</table>

The torque losses by the transmission, $\tau_{gb,loss}$, and the final drive, $\tau_{f,loss}$, are given by:

$$
\tau_{gb,loss} = J_{t,in} \dot{\omega}_{t,in} + \frac{J_{t,out} \dot{\omega}_{f_d,in}}{\gamma_t \eta_t},
$$

$$
\tau_{f,loss} = J_{f_d,in} \dot{\omega}_{f_d,in} + \frac{J_{f_d,out} \dot{\omega}_{f_d,out}}{\gamma_{f_d}},
$$

where $J_{t,in}$ and $J_{t,out}$ are the inertia of transmission components and $J_{f_d,in}$ and $J_{f_d,out}$ are the inertia of final drive components, respectively; $\dot{\omega}_{t,in}$, $\dot{\omega}_{f_d,in}$, and $\dot{\omega}_{f_d,out}$ are the angular acceleration at input of transmission, input of final drive, and output of final drive, respectively.

Since the P4 motor is mounted on the rear axle, the rear wheel torque, $\tau_{w,rear}$, is expressed as

$$
\tau_{w,rear} = \tau_{m2} \gamma_{m2} + \tau_{f,rear},
$$

where $\tau_{m2}$ and $\tau_{f,rear}$ are the P4 motor torque and the rear brakes friction torque, respectively. The gear ratio for the P4 motor drive is denoted by $\gamma_{m2}$.

### 2.2.2 Nonlinear Tire Model

The longitudinal tire force generated during acceleration and deceleration may cause tire slip. To capture the dynamic effect of realistic maximum allowable tire force, a nonlinear tire model, the Magic Formula Tire Model [70], is used:

$$
F_{x,j} = D \sin \left( C \tan^{-1} \left( B(1 - E) \kappa_j + E \tan^{-1} (B \kappa_j) \right) \right).
$$

Since only longitudinal dynamics is considered in this study, the force coupling between longitudinal slip and lateral slip is ignored. Therefore, $B$, $C$, and $E$ are dimensionless constants determined as 0.0735, 1.8704 and 0.686, respectively, using tire data from the commercial software CARSIM. The coefficient $D$ is a function of instant normal load on this tire, and the relations of them are described in Table 2.1.

Figure 2.3 shows the relationship of tire force vs. tire slip generated by the nonlinear tire model used in this study. In general, the tire slips when torque is applied to the wheel. The generated
tire force is greater with a higher normal load to the tire. At first, the generated tire force increases monotonically as slip increases; then, the force declines as the tire keeps slipping. In the figure, the tire performance reaches its peak value at around 20% tire slip. After this point, increased tire slip does not contribute to developing better tire force. Therefore, operating the tire with the tire slip under 20% is preferred. Under this condition, the tire force has a monotonic relationship with the tire slip, allowing for a simple 2-D lookup table. It should be noted that the vehicle lateral dynamics are not considered, and hence the coupling between longitudinal and lateral tire forces is ignored.

### 2.2.3 Braking Force Distribution Constraints

Even though the maximum allowable tire force is determined by the tire slip and the normal load to the tire, the force distribution between front and rear wheels needs to be determined in consideration of vehicle safety. Based on Regulation 13 of the UNECE, requirement 3.1.2 [71], the friction utilization of the front axle, \( k_{\text{front}} \), should be greater than or equal to that of the rear axle, \( k_{\text{rear}} \),

\[
k_{\text{front}} \geq k_{\text{rear}}.
\]  

where the friction utilization at each axle is defined as the ratio of braking force \( F_{x,j} \) to the maximum braking force \( F_{x,j}^{\text{max}} \) at the axle:

\[
k_j = \frac{F_{x,j}}{F_{x,j}^{\text{max}}}.
\]

The friction utilization and braking intensity is regulated per requirement 3.1.1 of UNECE [71], which demands the friction utilization of a given axle of between 0.2 and 0.8 and the braking
intensity, \( z \), in the following inequality:

\[
z \geq 0.1 + 0.85(k_j - 0.2),
\]

(2.20)

with

\[
z = \frac{F_{x,\text{total}}}{Mg} = -\frac{a_x}{g}.
\]

(2.21)

### 2.2.4 Battery and Motor Power

The state-of-charge (SOC) dynamics of the Li-ion battery is determined by

\[
\dot{\text{SOC}} = -\frac{I_b}{Q_b},
\]

(2.22)

where the battery capacity, \( Q_b \), is 19.4 Ah. The battery current, \( I_b \), is calculated using the open circuit voltage, \( V_{oc} \), the internal resistance, \( R_b \), and the battery power, \( P_b \), as follows:

\[
I_b = -\frac{V_{oc} - \sqrt{V_{oc}^2 - 4R_bP_b}}{2R_b},
\]

(2.23)

where the internal resistance, \( R_b \), is set to be 9 m\( \Omega \). The Li-ion battery provides the power to the two motors as well as to the auxiliary load. Therefore, the battery power is expressed as follows:

\[
P_b = P_{m1} + P_{m2} + P_{aux},
\]

(2.24)

where \( P_{m1} \) and \( P_{m2} \) are the electrical power consumption of the P0 and P4 motors, respectively; \( P_{aux} \) is the auxiliary power consumption. It should be noted that in this study, the battery temperature is assumed to be well regulated around its target value, and hence the temperature effects are ignored.

The electrical power at each motor is calculated by

\[
P_{m1/m2} = \omega_{m1/m2}\tau_{m1/m2} + P_{m1/m2,\text{loss}}.
\]

(2.25)

where the power loss of each motor, \( P_{m,\text{loss}} \), is a function of the motor speed and torque.

### 2.2.5 Engine Fuel Consumption

In this study, the fuel consumption of the IC engine is determined from a static fuel consumption map as a function of engine speed and torque. The maximum engine brake torque is limited by the engine wide open throttle (WOT) torque. The minimum torque is restricted by the engine
motoring curve, which is the zero fueling torque curve. The minimum fuel curve can influence fuel consumption during the regenerative braking events of an MHEV [72].

2.3 Optimal Torque Split Control Strategy

2.3.1 Optimal Torque-Split Problem

Unlike a conventional HEV with a single electric motor, the P0+P4 MHEV architecture adds an additional degree of freedom to torque-split control; that is, two variables need to be determined for the torque split among the engine and the two motors. This increased problem complexity requires a new torque-split algorithm for P0/P4 HEVs. To that end, an optimal torque-split problem is first formulated and solved with full knowledge of the entire driving cycle in advance. Despite being non-causal, it still can provide an unbeatable solution to extract important rules and to evaluate the performance of new strategies. As the goal is to maximize the fuel economy of the P0+P4 MHEV, the following optimization problem is considered:

$$\begin{align*}
\min_{u} & \quad J = \sum_{k=0}^{N-1} m_{f,k} \Delta t \\
\text{s.t.} & \quad x_{k+1} = f(x_k, u_{1,k}, u_{2,k}) \\
& \quad x_0 = SOC_0, \quad x_f = SOC_f \\
& \quad x_k \in \mathcal{X}, \quad u_k = [u_{1,k}, u_{2,k}]^T \in \mathcal{U}
\end{align*}$$

(2.26)

where the cost, $J$, is the total fuel consumption over a driving cycle; the fueling rate, $m_{f,k}$, is a function of the engine speed, $\omega_e$, and the engine torque, $\tau_{eng}$; and $x$ is the SOC of the battery. The subscripts 0 and $f$ indicate the initial and final values, respectively. The control variables $u_1$ and $u_2$ represent the P0 motor torque and the P4 motor torque, respectively. The feasible sets of state and control variables are denoted by $\mathcal{X}$ and $\mathcal{U}$, respectively.

A global solution to the problem given in Eq. (2.26) is numerically obtained by using dynamic programming with the dpm function implemented in the MATLAB environment [73]. It is noted that the dynamic equations with state and control variables need to be properly discretized with consideration for the accuracy of the solution and the computation time. The level of discretization is as follows:

- time: 1 s,
- SOC: $2 \times 10^{-3}$,
- $\tau_{m1}$ and $\tau_{m2}$: 2 Nm.
2.3.2 Dynamic Programming Results and Analysis

2.3.2.1 Energy Consumption and Regeneration

Three regulatory driving cycles are considered in this study: the World harmonized Light-duty Test Cycle (WLTC), the Urban Dynamometer Driving Schedule (UDDS), and the Highway Fuel Economy Test Cycle (HWFET). Figure 2.4 shows the power distribution by the DP algorithm of the IC engine and the two motors with globally optimized torque-split control under the three driving cycles. In the figures, the engine provides the most propulsion power, especially when the vehicle is traveling at higher speeds, such as in the later stage of the WLTC driving cycles in Fig. 2.4 (a) or the HWFET driving cycle in Fig. 2.4 (c). This preference for using the engine is because the sizes of the P0 and P4 motors are much smaller compared to the engine in the 48 V MHEV system. Figures 2.5 (a) and (b) show the results of longitudinal load transfer and the corresponding slip ratio of front and rear axle transfer under WLTC. Since the variation in slip ratio is relatively small (-1.69 % to 4.07 % for WLTC, -1.29 % to 3.55 % for UDDS, and -1.43 % to 2.77 % for HWFET), the common rolling assumption can be applied in the development of torque-split strategies.
To compare overall energy distribution over the driving cycles, energy consumption and regeneration of the engine and the two motors are compared in Fig. 2.6. The overall energy consumption also confirms that most energy is consumed by the engine in this 48 V MHEV. For propulsion, it is clear that the P0 motor is rarely used in all three cycles as it uses less than 1% of the engine energy consumption. The P0 motor is mechanically coupled with the engine through the belt-pulley system which has lower transition efficiency than the geared P4 motor. Therefore, the utilization of the P4 motor for the torque assist is preferred.

The P4 motor is used for propulsion much more in the WLTC or the UDDS cases than in the HWFET. Under the WLTC or the UDDS cycles, frequent stop-and-go operations, where the IC engine efficiency is relatively low, make the use of the P4 motor preferable for assisting vehicle acceleration. Thus, the P4 motor uses about 8% and 14% of the total engine energy consumption under the WLTC and the UDDS cycles, respectively. In the HWFET case, the vehicle cruises at higher speeds, where the engine can operate more fuel-efficiently, and the benefits of having P0 and P4 motors are small due to the less frequent opportunity for torque assisting in acceleration and battery regeneration in deceleration.

Notably, the amount of regeneration energy by the P4 motor is similar to that of the P0 motor despite its larger size. This is because the braking force is constrained by Eqs. (2.18) and (2.21), so that the rear brakes are utilized less than the front brakes and the amount of energy regenerated by the P4 motor is limited. More specifically, the P0 motor captures breaking energy by 14% and 10% of the total engine energy consumption under the UDDS and WLTC, respectively. The P4
motor captures 17% and 8% under the same driving cycles. In the HWFET case, regeneration is minimal due to the fact that the vehicle is mostly cruising at higher speeds.

Since the P0 motor is small and hardly used for assisting the torque to the front axle, the P0 motor can be used to provide additional propulsion and regeneration power when the torque demand is limited to two cases: (1) In the case of the torque demand exceeding the limit of the engine and the P4 motor, the P0 torque is determined as the torque required to fulfill the demand. (2) In case of the torque demand being less than the limit of the engine motoring torque, the P0 torque helps regenerate energy only.

Under these two cases, the P0 motor torque is calculated without including P0 torque control in the optimization problem, especially for the propulsion. Therefore, a real-time-implementable optimal torque-split controller of a P0+P4 MHEV at a reduced scale that retains performance close to the globally optimal solution is feasible. For deceleration, the ratio of brake utilization between the front and the rear wheels needs to be determined first, before the calculation of P4 motor torque.

### 2.3.2.2 Braking Distribution Analysis

Figure 2.7 shows the scatter plots of the ratio of front tire force to the total braking force under the three driving cycles. The braking force ratio constraints are calculated based on Eqs. (2.18) and (2.21), and the derivation of the upper and lower limits can be found in [74].

The braking force distribution in the figures shows front-biased braking per the UNECE regulation. The braking force distribution affects the regeneration of the P0 and P4 motors. In a mild braking condition with deceleration lower than about 0.5 m/s², braking is done mostly at the front axle; however, in a hard braking condition, the rear brake is utilized as much as possible, biasing the braking force ratio toward the lower limit to maximize the energy recuperation. If the braking
force distribution is predetermined, then the P4 motor torque can be calculated without solving the optimization problem, as can the torque of the P0 motor. This strategy gives the additional benefit of reducing the computational load for the real-time implementable torque-split controller.

### 2.4 Real-time Torque-split Strategy

This section presents a real-time torque-split strategy for the P0+P4 48 MHEV, as illustrated in Fig. 2.8, inspired by these observations from the DP results: (i) the P0 motor is hardly used for propulsion, and (ii) the ratio of tire force (front-to-total) is highly related to the deceleration.

#### 2.4.1 Approximated Adaptive Equivalent Consumption Strategy for Propulsion

When the vehicle torque demand is positive, the torque split is determined between the front axle torque, $\tilde{\tau}_e$, and the P4 motor torque, $\tau_{m2}$, where

$$\tilde{\tau}_e = \tau_e + \tau_{m1} \quad (2.27)$$

with

$$\tau_{m1} = \begin{cases} 
\tilde{\tau}_e - \tau_{e,max} & \text{if } \tilde{\tau}_e > \tau_e \\
0 & \text{otherwise} 
\end{cases} \quad (2.28)$$

This simplification reduces the number of control variables, allowing for use of the adaptive equivalent consumption minimization strategy (A-ECMS) \[67\], which is widely used for real-time torque-split control of HEVs because of its performance in terms of good optimality and low
Figure 2.8: The proposed torque-split strategy for the P0+P4 MHEV: Approximated A-ECMS and suboptimal brake force distribution function are used for propulsion and braking, respectively.
computational expense. The formulation of the approximated A-ECMS is given as follows:

\[
\begin{align*}
\min_{u_{2,k}} & \quad \dot{m}_{f,k} + \frac{\lambda_k}{LHV} P_{b,k} \\
\text{s.t.} & \quad x_{k+1} = f(x_k, u_k) \\
& \quad x_k = SOC_k, \quad u_k = \tau_{m2,k} \\
& \quad x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad \phi(x_k, u_k) \in \Omega
\end{align*}
\]  

(2.29)

where \( \lambda \) and \( LHV \) are equivalence factor and the lower heating value of the fuel. The state and control constraints are denoted by \( \mathcal{X} \) and \( \mathcal{U} \), respectively. The nonlinear function \( \phi(x_k, u_k) \) represents the vehicle and powertrain dynamics, accounting for the constraints on the IC engine, the P0 motor, and the battery, which are denoted by \( \Omega \).

In this formulation, \( P_{m1} \) provides torque assist only if the front axle power demand exceeds the engine capability. Thus, \( P_{m1} \) is the dependent variable, and the only independent variable is \( P_{m2} \).

### 2.4.2 Suboptimal Braking Force Distribution Function for Regeneration

As seen from Fig. 2.7, the optimal brake force distribution of all three driving cycles is highly correlated with vehicle deceleration. Thus, a simple and practical approach is proposed for the deterministic computation of braking force distribution, \( \gamma_{BF} \). When vehicle deceleration is lower than 0.5 m/s\(^2\), \( \gamma_{BF} \) is almost unity. Then, the ratio decreases sharply closer to the lower bound. A sigmoid function such as the logistics function can describe an S-shape curve empirically. However, the logistics function approaches a fixed minimum point, where the lower bound of \( \gamma_{BF} \) is not a constant but a function of deceleration and vehicle parameters. Therefore, to contain \( \gamma_{BF} \) within the bounds, the logistics function is modified as follows:

\[
\gamma_{BF} = \frac{F_{x,\text{front}}}{F_{x,\text{total}}} \approx \frac{A_1}{1 + \exp(-A_2(-a_x - A_3))} + A_4 + \frac{c + h(-a_x / g)}{b + c}
\]

(2.30)

where \( A_1, A_2, A_3, \) and \( A_4 \) are the coefficients determined by the least squares method using DP results of three driving cycles. It is noted that these coefficients may need to be updated in different driving conditions, which can be one of the directions for future work. This optimized regression model is compared with the data from the DP results in Fig. 2.9. With this model, the negative torque demand can be simply split and provided by the P0 and the P4 motors, and hence the computational expense can be dramatically reduced.
In order to maximize braking energy recuperation, the P4 motor is used first, and then the rear friction brake is used when the torque demand at the rear axle exceeds the P4 motor torque capacity. At the front axle, the P0 motor is used for regeneration when the demanded braking torque is greater than the engine motoring torque.

### 2.4.3 Adaptation of Different Driving Scenarios: A Parametric Study

The equivalence factor, \( \lambda \), plays an important role in the fuel economy performance of the P0+P4 MHEV. When \( \lambda \) is too high or low, the controller would charge or drain the battery quickly. It should be noted that the work by the authors in [68] has shown that the balance between immediate fuel rate and SOC level in A-ECMS is coherent with the immediate reward and future reward in reinforcement learning (RL). In such a causal framework, the equivalence factor should be periodically updated to sustain the battery SOC level. Thus, various techniques have been considered to adequately adapt the equivalence factor \( \lambda \). There are mainly three approaches to adapting equivalence factor \( \lambda \) [75] with different driving conditions and a trade-off between chemical and electric power:

1. Adaptation based on driving cycle prediction;
2. Adaptation based on driving pattern recognition;
3. Adaptation based exclusively on feedback from SOC.

These three approaches are not stand alone from each other, and their combinations have also been proposed. Especially, experimental results from [69] show that a parallel HEV could achieve...
near-optimal fuel economy even with a sole adaptation of the approach 3).

As suggested by [68] and [69], in considering the memory of car ECU and computation time, adaptation approach 3) is applied in this study. To guarantee the robustness of the time varying equivalence factor $\lambda_k$, the relationship between $\lambda_k$ and the current SOC, $SOC_k$, is given by:

$$\lambda_k = K_p(SOC_{ref} - SOC_k) + \lambda_0,$$

where the reference SOC, $SOC_{ref}$, is set to be 60%. The parameters $K_p$ and $\lambda_0$ are constant values to be determined to maximize the overall fuel economy of the P0+P4 MHEV in consideration of charge sustainability. Equation (31) forces the IC engine to operate by increasing the $\lambda_k$ when the SOC is low, and vice versa.

To properly select $K_p$ and $\lambda_0$ for the proposed strategy, 1736 cases of parameters for $K_p$ and $\lambda_0$ were evaluated over the WLTC, the UDDS, and the HWFET cycles in considering fuel consumption and the terminal SOC deviation to the initial SOC. The electric power associated with the terminal SOC deviation for each case is converted into equivalent fuel and added to the total fuel consumption, noted as corrected fuel. Each driving cycle is run with ECMS algorithm [76] and several different equivalence factors. With enough runs on the same cycle, the change of fuel regarding SOC deviation, $\frac{\Delta(fuel)}{\Delta(SOC)}$, is obtained as a near-constant value and used for fuel consumption correction. At current Architecture, with $K_p$ and $\lambda_0$ being as 8500 and 10000, the proposed strategy can achieve the best overall fuel economy among all cases with a reasonable terminal SOC deviation.

### 2.4.4 A Rule-based Real-time Control Algorithm

With current existing researches, there is no available instantaneous optimization-based algorithm for P0+P4 48V MHEVs. However, one research has developed a rule-based algorithm for a similar P0+P4 architecture but equipped with a much stronger battery and electric machines [14]. Their rule-based algorithm cannot be applied to this P0+P4 48V architecture directly due to the low capability of electric machines in MHEVs, but it still inspires us to design a similar rule-based algorithm for benchmark purposes.

In this rule-based algorithm, the possible demand power is divided into six zones as shown in Fig. 2.11. In the figure, the boundaries of each zone are defined as follows: the green curve denotes the optimal engine power level at each speed; the red curve denotes the EV mode threshold; the yellow curve denotes the boundary of positive demand power and negative demand power. The threshold for the EV mode is included to accommodate the algorithm in [14] for P0+P4 48V MHEVs.

---

1The optimal engine operating line are determined from the minimum BSFC points.
Figure 2.10: Parameter study of $K_p$ and $\lambda_0$ for the WLTC, the UDDS and the HWFET driving cycles, left column (a, c, e) represents corrected fuel, right column (b, d, f) represents SOC deviation. Highlighted point is the selected to conduct following research.
Figure 2.11: Demand power zone on engine brake specific fuel consumption (BSFC) map. The
green curve denotes engine optimal power level. the red curve denotes EV mode on/off power.
The yellow curve denotes positive/negative power boundary.

The engine and two motors operate based on which zone the current demand power falls into:

- **Zone 1**: when the battery SOC is low, use the engine solely; when the battery SOC is high,
  operate the engine at optimal power level and use the P4 motor to satisfy the total demand
  power.

- **Zone 2**: when the battery SOC is high, use the engine solely; when the battery SOC is low,
  operate the engine at optimal power level to charge the battery with excess power.

- **Zone 3**: when the battery SOC is high, use the P4 motor solely; when the battery SOC is
  low, operate the engine at optimal power level to charge the battery with excess power.

- **Zone 4**: when the battery SOC is high, use the P4 motor solely; when the battery SOC is
  low, use the engine solely.

- **Zone 5**: operates the engine at the maximum power level, and the P0 and P4 motors assist
  the engine.

- **Zone 6**: the engine provides motoring power; the P4 and P0 motors recapture braking energy
  based on the method described in Fig. 2.9.

The thresholds for the EV mode and low/high states of the battery SOC are carefully calibrated
for the best performance using the WLTC, the UDDS, and the HWFET driving cycles.
2.4.5 Performance of Real-time Control Strategies

The proposed torque-split algorithm is implemented in the P0+P4 MHEV model and evaluated under various driving cycles by comparing the results with the DP and the rule-based strategy. The WLTC, the UDDS, and the HWFET cycles are used to determine the optimal parameters of the proposed strategy shown in Fig. 2.8, and the LA92 and the US06 are used for performance validation.²

Table 2.2: Fuel consumption comparison between DP, proposed and rule-based algorithm. Corrected fuel consumption is compared with DP.

<table>
<thead>
<tr>
<th>Type</th>
<th>Driving cycle</th>
<th>Fuel consumption (kg)</th>
<th>End SOC deviation from initial (%)</th>
<th>Corrected fuel consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DP proposed Rule-based</td>
<td>proposed Rule-based</td>
<td>proposed Rule-based</td>
</tr>
<tr>
<td>Training</td>
<td>WLTC</td>
<td>0.9104 0.9107 0.9906  (+0.03%) (+8.81%)</td>
<td>-4.64 0.75</td>
<td>0.9186 0.9893 (+0.9%) (+8.67%)</td>
</tr>
<tr>
<td>Training</td>
<td>UDDS</td>
<td>0.4069 0.4220 0.4296 (+3.71%) (+5.8%)</td>
<td>5.67 0.59</td>
<td>0.4126 0.4282 (+1.4%) (+5.23%)</td>
</tr>
<tr>
<td>Training</td>
<td>HWFET</td>
<td>0.5649 0.5630 0.5946 (-0.34%) (+5.26%)</td>
<td>-2.06 0.35</td>
<td>0.5678 0.594 (+0.51%) (+5.15%)</td>
</tr>
<tr>
<td>Validation</td>
<td>LA92</td>
<td>0.6403 0.6575 0.6862 (+2.68%) (+7.17%)</td>
<td>-1.47 2.91</td>
<td>0.6598 0.681 (+3.05%) (+6.45%)</td>
</tr>
<tr>
<td>Validation</td>
<td>US06</td>
<td>0.6337 0.6375 0.6982 (+0.6%) (+10.18%)</td>
<td>-3.67 9.75</td>
<td>0.644 0.681 (+1.63%) (+7.46%)</td>
</tr>
</tbody>
</table>

Simulation results from the dynamic programming, the proposed strategy and the rule-based strategy for all five drive cycles are summarized in Table 2.2. As shown in the table, the terminal SOC values from the proposed strategy and the rule-based strategy deviate from the initial SOC. Therefore, for a fair comparison, the total fuel consumption is corrected by considering the mismatch of terminal SOC. Each driving cycle is run again by the proposed strategy with several different equivalence factors. With enough runs on the same cycle, the change of fuel regarding SOC deviation, \( \frac{\Delta(fuel)}{\Delta(SOC)} \), is obtained and used for fuel consumption correction.

Compared to the DP results, the corrected fuel consumption values from the proposed strategy are 0.9 %, 1.4 %, 0.51 %, 3.05 % and 1.63 % higher under the WLTC, the UDDS, the HWFET, the LA92 and the US065 driving cycles, respectively. The rule-based strategy underperforms compared to the proposed strategy; the corrected fuel consumption values are 8.67 %, 5.23 %, 5.15 %, 6.45 % and 7.46 % higher than the DP results under the same driving cycles. On average, the fuel consumption performance is 93.6 % of global optimality in the training cycles and 94.5 % of global optimality in the validation cycles with the rule-based strategy. The performance of the

²For a detailed discussion, only the results from the WLTC are presented in the paper; however, the fuel economy results over all driving cycles are reported in Table 2.2.
Figure 2.12: Torque trajectory of the DP, the proposed strategy and rule-based (RB) results under the WLTC cycle for (a) Engine, (b) P0 motor, and (c) P4 motor.
proposed strategy is superior as an average of 99.1% of global optimality in the training cycles and an average of 97.7% of global optimality in the validation cycles are achieved.

Figure 2.12 shows the torque trajectories of the engine, the P0 motor, and the P4 motor with three strategies under the WLTC cycle. As shown in the figure, the proposed strategy controls the torque split similar to the DP. The P0 motor rarely operates for the propulsion by the DP as shown in Fig. 2.12 (b), the P0 motor torque trajectory from the proposed strategy mostly matches to that of the DP as well. In contrast, the rule-based strategy’s torque split notably differs from those by the other strategies. Sometimes the engine of the rule-based strategy provides higher power than the others and the P4 motor captures the exceeding power to charge the battery (the zoomed-in portion in Fig. 2.12 (a) and (c)). This double energy conversion makes the rule-based strategy to be inefficient.

Figure 2.13 shows the SOC trajectories from the DP, the proposed strategy and the rule-based strategy under all five drive cycles ((a) the WLTC, (b) the UDDS, (c) the HWFET, (d) the LA92 and (e) the US06). As discussed, the rule-based strategy pays an extra cost (double energy conversion) to maintain the SOC close to the reference SOC. Therefore, the resulting SOC trajectory differs from those obtained by the proposed strategy and the DP. For example, in Fig. 2.13 (c), unlike other two strategies that drain the battery SOC from 300 s to 600 s, the rule-based strategy charge the battery around 420 s because the battery SOC falls below the low SOC threshold. Fig. 2.13 shows that the overall SOC trends of the proposed strategy are similar to the those from the DP results in all five cycles, which can be explained by the similarity of the powertrain operations between two strategies as shown in the Fig 2.14.

Figure 2.14 compares the operating points of the engine and the two motors with the DP, the proposed strategy and the rule-based strategy under the WLTC. It can be observed that the engine (Fig. 2.14 (a) and (d)) and the P4 motor (Fig. 2.14 (c) and (f)) operate very similarly under the DP and the proposed strategy. The frequency and range of the visited operating points are almost identical except for a few high-load points in the engine operation. On the other hand, the P0 motor operations are slightly different, as seen from Fig. 2.14 (b) and (e), which is due to the fact that the P0 motor is used mostly for regenerative braking under the proposed strategy. It is noted that since the P0 motor is attached to the engine, the speed range of the P0 motor operation is very similar between the two strategies. The engine and the P4 motor operation of the rule-based strategy (Fig. 2.14 (g) and (f)), however, are very different from those with the DP and the proposed strategy. The engine (Fig. 2.14 (g)) of the rule-based algorithm tends to operate at the optimal power level that is defined in Fig. 2.11. As discussed earlier, for maintaining the battery SOC level, the P4 motor operation with the rule-based strategy is also different from those with the DP and the proposed strategy as shown in Fig. 2.14 (f). However, the P0 motor operation of the rule-based strategy is similar to the proposed strategy, which is due to the fact that both
strategies adopt similar braking rules: sub-optimal braking force function is utilized to find the force distribution between two axles and the P0 motor only recuperate braking energy when the braking demand power is larger than the engine motoring power.
Figure 2.14: Comparison of operation points distribution under the WLTC driving schedule from the DP results: (a) the engine, (b) the P0 motor, and (c) the P4 motor, from the proposed strategy results: (d) the engine (e) the P0 motor and (f) the P4 motor and from the rule-based strategy results: (g) the engine (h) the P0 motor and (i) the P4 motor. The size of the bubble indicates frequency.

2.5 Summary

A real-time-implementable torque-split strategy for minimizing the fuel consumption of a P0+P4 MHEV is proposed in this chapter. Since the optimal torque-split among the IC engine and the P0 and P4 motors is complicated and computationally demanding, reducing the size of the optimization problem is desired. In this chapter, the optimal torque-split problem is formulated with a detailed modeling approach, including longitudinal load transfer, non-linear tire model with tire slip, and brake distribution regulation, and then solved with dynamic programming. The DP results reveal that (i) the commonly used rolling assumption is applicable, (ii) the P0 motor is rarely used for propulsion, and (iii) the ratio of tire force (front-to-total) is highly related to deceleration. Based
on these observations, the proposed strategy combines an approximated A-ECMS and a suboptimal braking force distribution function for vehicle propulsion and regeneration, respectively. The simulation results show that the proposed strategy for the considered P0+P4 MHEV can achieve more than 99.1% and 97.7% of global optimality compared with the DP results in both training and validation cycles, and also it is capable to adapt other drive cycles that is not been exposed to. In contrast, a rule-based strategy only achieves 93.6% and 94.5% of global optimality under same drive cycles.
CHAPTER 3

HEV Energy Management Strategy Based on TD3 with Prioritized Exploration and Experience Replay

3.1 Introduction

Thanks to reinforcement learning’s astonishing adaptability to challenging problems, researchers have developed several torque-split controllers for single motor HEV with RL methods: recurrent Q-learning [27], DDPG [29] and TD3 [36]. However, to the authors’ knowledge, there is no existing literature about the DRL EMS for the P0+P4 MHEV system. Also, existing literature does not encourage the DRL agent to explore action-sensitive states during the training. To address the issues of the aforementioned RL-based HEV energy management strategies in section 1.2.2, this paper proposes a prioritized exploration and experience replay (PEER) technique as an add-on to TD3-PER for the energy management of HEVs. During the early stage of the training, the PEER encourages the agent to explore high-complexity regions in the transition space more frequently. As prior art in [29] has proven benefits of expert knowledge to DRL training speed and converged returns, our proposed TD3 framework will incorporate the expert experience from dynamic programming analysis [64] from a previous study. The main contributions of this work are threefold:

- a non-linear mapping between actor output and motor power is constructed, which condenses the on/off state of the motor and the motor power into a single variable.

- an expert-interposing DRL method is developed based on the state-of-art algorithm TD3 for P0+P4 HEVs.

- a novel exploration method for TD3 is proposed to encourage agents to explore complex dynamics region of the system, and its performance is compared with DDPG-PER and DQN.

The later sections organize as follows: The detailed reinforcement learning framework is in section 3.2. The convergence performance of the proposed methods during training is in section
3.3. Section 3.4 analyzes the importance of expert knowledge to the proposed method in this P0+P4 MHEV architecture. Section 3.5 investigates the improvements between the proposed methods and existing DRL methods. Section 3.6 draws the summary and future work.

3.2 Deep Reinforcement Learning with Expert Knowledge

3.2.1 Optimal Torque Split Problem for P0+P4 MHEV

Compared to a conventional HEV, which has only one electric machine, the P0+P4 MHEV requires determining the power split among three power sources. Moreover, the increase in power sources introduces an additional control variable that makes applying the traditional torque split algorithm from HEV difficult, e.g., ECMS [67]. Hence, the optimal torque split problem should be formulated and solved from scratch. Furthermore, because there is no plug-in charging port for MHEVs, the terminal battery SOC is desired not to deviate too much compared to the initial SOC. In the end, an optimal torque split problem among three power sources with SOC level constraints can be formulated as follows:

\[
\begin{align*}
\text{min} & \quad J = \sum_{k=0}^{N-1} \dot{m}_{f,k} \Delta t \\
\text{s.t.} & \quad x_{k+1} = f(x_k, u_{1,k}, u_{2,k}) \\
& \quad x_0 = SOC_0, \quad x_f = SOC_f \\
& \quad x_k \in \mathcal{X}, \quad u_k = [u_{1,k}, u_{2,k}]^T \in \mathcal{U}
\end{align*}
\]

The cost \( J \) is the total fuel consumption over the trip. The instantaneous fuel consumption \( \dot{m}_{f,k} \) depends on engine speed, \( \omega_e \), and the engine torque, \( \tau_{\text{eng}} \). \( u_1 \) and \( u_2 \) represent the control variables of the P0 motor torque and the P4 motor torque, respectively. \( x \) represents the battery SOC, and its initial and terminal values are defined as \( SOC_0 \) and \( SOC_f \), respectively. A global solution to the problem in equation (3.1) is obtained through a numerical approach of dynamic programming with dpm.m in MATLAB [73]. Unfortunately, the dynamic programming method is computationally expensive and non-causal, hence cannot be converted into a real-time control strategy. However, the control sequence from the global optimal solution usually contains a substantial trend that can be taken advantage of while developing a real-time control strategy. The level of discretization is chosen to be:

- time: 1 s,
- SOC: \( 2 \times 10^{-3} \),
• $\tau_{m1}$ and $\tau_{m2}$: 2 Nm.

3.2.2 Expert Knowledge from Dynamic Programming

In our previous study [64] and chapter 2, the dynamic programming (DP) results revealed that the P0 motor operation should be avoided except when the P4 motor and the engine cannot fulfill the propulsion/braking demanding torque. The power generated/captured from the P0 motor suffers losses due to the belt/pulley system and the transmission system. Moreover, since the P0 motor is coupled with the engine, it is inherently disabled when the clutch is disengaged. With this expert knowledge from the DP, the control of the P0 motor can be replaced with a simple rule. In a later section, we will show that with the simplified P0 motor operation, the learning of TD3 can be faster and more stable, with guaranteed fuel economy performance.

Thus, the optimization problem can be reduced to the torque split between the engine at the front axle $\tilde{\tau}_e$ and the P4 motor at the rear axle $\tau_{m2}$, as given by,

$$\tilde{\tau}_e = \tau_e + \tau_{m1},$$

and the further torque split between the engine and the P0 motor is controlled by a rule-based logic:

$$\tau_{m1} = \begin{cases} \tilde{\tau}_e - \tau_{e,\text{max}} & \text{if } \tilde{\tau}_e > \tau_e \\ 0 & \text{otherwise} \end{cases}$$

(3.3)

where $\tau_{e,\text{max}}$ is the maximum engine torque. This simplified torque split problem is then solved with twin-delayed deep deterministic policy gradient (TD3) methods.

3.2.3 Twin-delayed Deep Deterministic Policy Gradient

The twin-delayed deep deterministic policy gradient is a reinforcement learning technique inspired by the Markov decision process (MDP) [77]. The MDP provides a mathematical framework for control decision-making. The MDP contains an agent and an environment that interact with each other. In this study, the torque split controller is defined as the agent, and the HEV model described in Section 2.2 is defined as the environment. For each time step $t$, the agent located at the state $s_t$ will apply an action $a_t$ to the system. The system will be perturbed to a new state $s_{t+1}$ and will give the agent a reward $r_t$. The benefit of MDP is that the $s_{t+1}$ is dependent on only $(s_t, a_t)$ and is conditionally independent of any previous states. Therefore, the transition of $(s_t, a_t) \overset{\mathbb{P}}{\rightarrow} s_{t+1}$ contains the knowledge of the system dynamics at the current state. By design, the agent should with a sufficient exploration of the environment be able to take the energy-efficient torque-split action that leads to the largest possible $Q$ for the current state. In the method of TD3, there are three
main networks. The main actor network maps each state \( s \) to action \( a \). Two main critic networks map transitions to their estimated value \( Q(s, a) \), respectively. This actor-critic architecture aims to select an action that leads to the largest possible \( Q(s, a) \).

Based on the MDP, the actions and states for the considered HEV power management problem are chosen as

- State: SOC, gear, \( v_e \), acceleration, \( r_{tp} \)
- Action: \( P_{m2} \) with on/off

The trip ratio \( r_{tp} \) is defined as the traveled distance divided by the total trip distance. The P4 motor power \( P_{m2} \) and its on/off are combined into a single action output of the actor-network. The reward function is constructed as follows:

\[
    r_t = - (c_1 \dot{m}_{f,t} + c_2 (SOC_{t+1} - SOC_0)^2 + c_3 I_f + c_4 (\max(0, SOC_{lb} - SOC_{t+1}) + \max(0, SOC_{t+1} - SOC_{ub}))),
\]

(3.4)

where \( \dot{m}_{f,t} \) is the fuel rate. The lower and upper bounds of the battery SOC are denoted by \( SOC_{lb} \) and \( SOC_{ub} \), respectively, and the \( c_i \)'s represent weighting factors for the terms in the reward function.

In each iteration, the action network will generate action with policy \( \pi \), current state \( s \), and a certain amount of random exploration \( \epsilon \):

\[
    a_t \sim \pi_\theta(s_t) + \epsilon,
\]

(3.5)

where \( \epsilon \) follows the normal distribution with a mean of 0 and a standard deviation of \( \sigma \),

\[
    \epsilon \sim N(0, \sigma),
\]

(3.6)

The observed reward \( r_t \) and next state \( s_{t+1} \) also will be recorded into a tuple \( (s_t, a_t, r_t, s_{t+1}) \) for experience replay and the evaluation of the two critic networks.

### 3.2.4 P4 Motor Power Control with on/off

The P4 electric machine’s on/off and power command are combined into a single control variable (action). First, an activation threshold \( \zeta \) for the P4 motor is introduced. If the absolute value of action is less than \( \zeta \), the P4 motor is classified as deactivated and should output zero power. If the action value is larger than \( \zeta \), then the normalized power output for this motor is calculated as
Figure 3.1: The proposed power-split strategy for the P0+P4 MHEV: structure of expert TD3 with prioritized experience replay and prioritized exploration.

shown in Fig. 3.2 and the equation below:

\[
\hat{P}_{m2} = \begin{cases} 
\frac{a-\zeta}{1-\zeta} & \text{if } a > \zeta \\
\frac{a+\zeta}{1-\zeta} & \text{if } a < -\zeta \\
0 & \text{otherwise}
\end{cases}
\]  

(3.7)

where \( a \in [1, -1] \) is the actor-network output and \( \hat{P}_{m2} \in [-1, 1] \) is the normalized P4 motor power. The motor torque automatically adjusts itself within the torque max/min limits at different motor speeds by controlling the motor power. In addition, the control of the P4 motor on/off is merged into the same power control variable, which simplifies the control problem.

### 3.2.5 Networks Updating Rule

After each transition is completed, the networks will update themselves with a batch of \( N \) samples selected from the experience buffer. The critic networks can update their parameters with the temporal difference (TD) target:

\[
y = r_t + \gamma \min_{i=1,2} Q_{\theta_i}(s_{t+1}, \tilde{a}|s_{t+1}) + \epsilon,
\]

(3.8)
Algorithm 1 TD3 with prioritized exploration and experience replay

1: initialization: critic network and actor network with weights $\theta_i$ and $\phi$
2: copy target $\theta_i' \leftarrow \theta_i$, $\phi_i' \leftarrow \phi_i$
3: Initialize Replay Buffer and random process for action exploration.
4: for episode 1:M do
5: get initial states: SOC, gear, $v_e$, acceleration, $r_{tp}$
6: for $t=1:T$ do
7: Select action $a_t \sim \pi_{\phi}(s_t) + \epsilon$, according to the current policy and exploration noise
8: Execute action $a_t$, observe reward $r_t$ and new states $s_{t+1}$
9: Store transition $(s_t, a_t, r, s_{t+1})$ in Replay buffer
10: sample a mini-batch of $N$ transitions $(s_t, a_t, r, s_{t+1})$ from Replay buffer
11: Set $y = r + \gamma \min_{i=1,2} Q_{\theta_i}(s', \tilde{a})$
12: Update critic parameters $\theta_i$ by minimizing the loss: $L = w_i (Q - y_i)^2$
13: if $t$ mod $d$ then
14: Update the actor policy using the deterministic policy gradient: $\nabla_{\phi} J(\phi)$
15: Update the target networks: $\theta_i' \leftarrow \tau \theta_i + (1 + \tau) \theta_i'$, $\phi_i' \leftarrow \tau \phi_i + (1 + \tau) \phi_i'$,

where $\gamma$ is the discount factor for the future predicted value, usually chosen as less than 1; $\tilde{a}$ is the action generated by the target action network based on the state $s_{t+1}$ and its policy parameter $\phi'$ with a Gaussian-distributed but clipped random exploration noise:

$$\tilde{a} \sim \pi_{\phi'}(s_{t+1}) + \epsilon,$$

$$\epsilon \sim clip(N(0, \tilde{\sigma}), -c, c).$$

The purpose of having both critic networks is to avoid overestimation of the Q value. Each main critic network parameter $\theta_i$ is updated with the cost function, defined as the square of the TD error:

$$L_i = \frac{1}{N} \sum_{m=1}^{N} (y_m - Q_{\theta_i}(s_{m,t}, a_{m,t}))^2,$$

To ensure the stability of the training process, a traditional TD3 adopts a delayed update policy for the actor network and all other target networks. For every $d$ time steps, the parameter $\phi$ in the actor network is updated with a deterministic policy gradient, given by

$$\nabla_{\phi} J(\phi) = N^{-1} \sum_{m=1}^{N} \nabla_{a_m} Q_{\theta_i}(s_{m,t}, a_{m})|_{a_{m} = \pi_{\phi}(s_m)} \nabla_{\phi} \pi_{\phi}(s_m),$$

The purpose of having both critic networks is to avoid overestimation of the Q value. Each main critic network parameter $\theta_i$ is updated with the cost function, defined as the square of the TD error:

$$L_i = \frac{1}{N} \sum_{m=1}^{N} (y_m - Q_{\theta_i}(s_{m,t}, a_{m,t}))^2,$$
Figure 3.2: Combined control of motor activation and motor power: the relationship between motor normalized power and actor network output.

and the target networks are updated with:

\[ \theta'_i \leftarrow \tau \theta_i + (1 - \theta_i) \theta'_i \]
\[ \phi'_i \leftarrow \tau \phi_i + (1 - \phi_i) \phi'_i \]

(3.13) 

(3.14)

3.2.6 Prioritized Experience Replay

The original TD3 algorithm randomly samples experience from the experience buffer at each time step. However, during the training, the critic networks do not fit the Q value of each transition equally well. For a particular experience, the TD error between the original prediction and the TD target is already low; thus, sampling them at a lower rate is acceptable. On the other hand, the TD error for some other experiences is still high and thus should be sampled more frequently. The idea of sampling experience with different priorities is named prioritized experience replay (PER).

In [78], the authors have proposed two variants of PER, proportional prioritization and rank-based prioritization. The authors in [35] have validated that both variants have a computation complexity of \(O(\log(N))\) and have task-dependent advantages compared with each other. In this study, we adopt the variant of proportional prioritization, where the priority of each transition is established based on the TD-error \(\delta\):

\[ p_j = |\delta| + \epsilon_p, \]

(3.15)

where \(\epsilon_p\) is a small value that prevents a zero chance of sampling for certain transitions. The chance
of each transition being sampled is given by

\[ P(j) = \frac{p_j^\alpha}{\sum_k p_k^\alpha} \]  

(3.16)

The hyper-parameter \( \alpha \) balances between greedy search and random search. When \( \alpha \) is equal to 0, this PER method becomes a random search. During the sampling, the \([0, \sum_k p_k^\alpha]\) is divided into \( k \) intervals, and one transition is sampled from each interval with the method of sum tree method [79]. The sum tree is a structured binary tree, where each parent node equals the sum of its two children. The weighted priority of each transition \( p_j^\alpha \) is stored in a distinct leaf node. The top node contains the information of \( \sum_k p_k^\alpha \). When any random number is generated within the interval \([0, \sum_k p_k^\alpha]\), the sum tree allows the agent to search and locate the leaf and transition with the complexity of \( O(\log(N)) \).

The PER method increases the utilization of high-priority transition. However, high utilization also leads to a biased update of the neural network parameters compared with random-sampled mini-batch training. To eliminate the bias caused by high utilization, an importance sampling (IS) weight is introduced to the updated rule:

\[ \bar{w}_j = \left( \frac{1}{N} \frac{1}{P(j)} \right)^\beta \]  

(3.17)

where \( \beta \) determines the bias correction and is usually adjusted from \( \beta_0 \) to 1 as training evolves. The intuition of selecting \( \beta_0 \) is between 0 and 1. The philosophy of \( \bar{w}_j \) is to utilize high-priority transition experience more frequently but to contribute less to the update each time. To guarantee the stability of the update, \( \bar{w}_j \) is normalized with \( \max_j(\bar{w}_j) \) between 0 and 1. After simplification, the normalized form of IS weight is

\[ w_j = \frac{P(j)^{-\beta}}{\max(P(j)^{-\beta})} = \frac{P(j)^{-\beta}}{\min(P(j)^{-\beta})} \]  

(3.18)

and the update rule in (3.11) is adjusted as

\[ L_{i=1,2} = \frac{w_j}{N} \sum_{m=1}^{N} (y_m - Q_{\theta_i}(s_{m,t}, a_{m,t}))^2, \]  

(3.19)

During each time step, a new transition will be stored into the experience replay buffer. A high initial priority value \( p_{init} \) will be assigned to this transition to guarantee that it will be replayed at least once in the future. When the replay buffer reaches the maximum size \( k \), the earliest experience will be discarded.
3.2.7 Prioritized Exploration

The cost function of the actor network in a traditional TD3 is selected such that the policy $\pi$ will take an action that maximizes $Q$ at the current state, and, in (3.12), the back-propagation updating rule of $\phi$ relies on the prediction of $Q$ from the critic networks. However, during the cold start of the first few training episodes, the critic networks may not be able to predict $Q(s, a)$ precisely. Therefore, updating the actor network in the first few episodes may not lead to the optimal solution. There are usually two reasons that critic networks predict $Q$ of a transition poorly:

- The experience of transition $(s, a)$ is replayed few times; hence the estimated $Q$ is not yet converged,
- The estimation of $Q(s, a)$ is sensitive to the action selection; hence, more interaction between agent and environment in a similar state is needed to learn the correct dynamic.

The prioritized experience replay allows the replay buffer to select a transition with bad prediction more frequently, which solves the issue of slow convergence. However, replaying the same transition does not provide more information to those states which are sensitive to the decision of action. For example, in a 2 dimensional state-space, the slope of state A in each direction varies much larger than state B, which means the cost of transition of $(s, a)$ is more sensitive to the selection of action. The difficulty of predicting transition from state A is much larger than from state B. Therefore, to resolve the issue of insufficient exploration, this paper proposes prioritized exploration that actively explores the system’s region with complex action dynamics.

During the TD target calculation in (3.8), the target action $\tilde{a}$ is perturbed by a random exploration noise $\epsilon$. If a certain state’s $Q$ is sensitive to the selection of action, the TD error $\delta$ of that transition is likely to be high. Therefore, in prioritized exploration, the cost function of the actor network $J$ is dynamically adjusted such that the actor is encouraged to actively explore the transitions that critic networks do not predict well in the first few epochs. As explained earlier, these bad predictions are mostly due to the current state being highly sensitive to action selection. This active exploration is achieved by including the mean square error between $Q(s, a)$ and the better prediction generated from (3.8) into the cost of actor networks $J$. After the critic networks capture the dynamics of the environment, the policy shifts its focus to the maximization of $Q$. The cost function of the actor network in prioritized exploration is designated as

$$\tilde{J} = -\lambda L - (1 - \lambda)Q,$$

where $\lambda$ is a hyper-parameter that starts between $(0, 1)$ and eventually decays to 0. Similar to a traditional TD3, only the first critic network is used to generate the gradient of the actor network. The
actor parameters are then updated with gradient descent through a deterministic policy gradient:

\[
\nabla_\phi \tilde{J}(\phi) = \max_i \frac{2\lambda w_j}{N} \sum_{m=1}^{N} (y_m - Q_{\theta_i}(s_{m,t}, a_{m,t})) \nabla \phi J(\phi) \\
+ (1 - \lambda) \nabla \phi J(\phi)
\]

where

\[
\nabla \phi J(\phi) = N^{-1} \sum_{m=1}^{N} \nabla a_m Q_{\theta_i}(s_m, a_m)\big|_{a_m=\pi_{\phi}(s_m)} \nabla \phi \pi_{\phi}(s_m),
\]

Note that in (3.21), \(L\) and \(Q\) may not be in the same order of magnitude. Therefore, the first term needs to be properly scaled. Also, note that in (3.8), the prediction of \(Q\) is coupled with current policy \(\pi_{\phi}\). Therefore, the initial \(\lambda\) should be selected such that it does not overly perturb the goal of the actor network. The overall algorithm structure and pseudo code of TD3 with prioritized exploration and experience replay (PEER) are listed as figure 3.1 and Algorithm 0.

### 3.3 Learning Performance

Three standard test cycles are combined into a training set: the WLTC, the UDDS, and the HWFET. In addition, the agent of TD3-PEER was trained with three different random seeds to prove its robustness under all random initialization. Figure 3.3 (a) shows the accumulative reward of every episode. With different initialization, all three agents show a similar trend on the accumulative reward as episodes evolve.

During the training, the agents focus on exploration for the first few episodes. At this stage, all agents tend to explore actions that critics cannot predict well. The behaviors at this stage may lead to overall bad accumulative rewards; however, they also provide valuable transitions for experience replay, which helps critic networks capture complex dynamics. Figure 3.3 (b) shows the \(L\) of each step for a selected agent. With around 25000 steps of prioritized exploration, the \(L\) of both critic networks rapidly converged into a small interval for the rest of the training. The convergence of \(L\) indicates that both critics capture the dynamics of the environment and can provide a sufficiently precise prediction of \(Q(s, a)\) for the deterministic policy gradient. All three agents are able to learn sub-optimal control policies for this P0+P4 HEV architecture, as their accumulative reward stabilized to around \(-1 \times 10^4\), as shown in 3.3 (a).
3.4 Importance Study of Expert Knowledge

Through analyzing the control behavior from the dynamic programming results, the operation trend of the front axle was extracted and can be applied for all the cases of learning-based method study. In this section, the importance of such expert knowledge is evaluated by comparing the the proposed method with and without expert knowledge.

The P0 motor operation should be considered a stand-alone action without considering expert knowledge. This additional action brings the dimensional changes of the actor network and critic networks. The on/off of both motors are still combined with power output optimization, as shown in the table 3.1. After the training is done with three standard test cycles, both cases are validated with two additional cycles: LA92 and US06 cycles.

The well-trained agents under both TD3 algorithms perform a greedy run for all five drive cycles. Their SOC trajectory and the optimal global solution obtained from dynamic programming are listed in figure 3.4. As shown in figure 3.4, Both TD3-PEER managed to learn the capability of regulating the SOC in a charge-sustaining mode. Their battery SOC is maintained in a reasonable bound for all five cycles compared to their initial SOC.

Although the case without expert knowledge successfully learned the charge sustaining control
Figure 3.4: SOC trajectory of the DP and the proposed strategy results under the five driving cycles: (a) the WLTC, (b) the UDDS, (c) the HWFET, (d) the LA92 and (e) the US06.

policy, the learned operations are obviously different from those suggested by the dynamic pro-
Figure 3.5: Greedy-run of both TD3-PEER agents and the DP results over the WLTC cycle. (a): The engine torque over the time. (b): the P0 motor torque over the time. (c): the P4 motor torque over the time.
gramming. For example, from time 660 seconds to 680 seconds of figure 3.5, The P0 motor of non-expert TD3 is recapturing energy while the engine is generating propulsion torque. As indicated from the same plot, the expert knowledge from dynamic programming does not suggest this double energy conversion as it brings unnecessary energy consumption. From 1150 to 1175 seconds, both Expert TD and the dynamic programming prefer to use P0 and P4 motors to recover energy in a similar trend. However, The non-expert TD3 only learns a sub-optimal solution, which behaves differently to the aforementioned cases. The detailed fuel consumption statistics and SOC deviation for each cycle and each case are listed in table 3.2.

Considering that the terminal SOC of each agent deviates slightly from the initial SOC, the fuel consumption is corrected based on the SOC deviation. The change in fuel in response to the SOC deviation $\Delta(fuel) / \Delta(SOC)$ is obtained through the case study from chapter 2 and our previous work about a 48V P0+P4 MHEV [64].

3.5 Comparison with Other Learning-based Methods

The proposed TD3 method is then compared with state-of-the-art learning-based methods, namely, DDPG+PER [29], and DQN [80]. Since these two methods were developed for single-motor HEVs, expert knowledge is also interposed to reduce the number of control variables. The simulation results of all energy management strategies among five cycles with expert knowledge are listed in table 3.3. And, the SOC trajectory of each method during each cycle is labeled in figure 3.6. Although the state-of-art methods also learned the charge sustaining EMS after the training, they achieve a different level of optimality compared to the proposed method.

The DQN suffers from the discretized action space, hence struggling with learning a near-optimal control policy. Table 3.3 indicates that the proposed TD3-PEER outperforms DQN by reducing fuel consumption by 3.27% and 4.44% over the training and validation cycles, respectively. Proposed by [29], the continuous action space of DDPG-PER allows the actor network to

<table>
<thead>
<tr>
<th>state (S)</th>
<th>action (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOC</td>
<td>$P_{m1}$ with on/off</td>
</tr>
<tr>
<td>gear</td>
<td>$P_{m2}$ with on/off</td>
</tr>
<tr>
<td>$v_e$ acceleration</td>
<td>$r_{tp}$</td>
</tr>
</tbody>
</table>
Table 3.2: Fuel consumption comparison between DP, the proposed TD3 algorithm with and without expert knowledge.

<table>
<thead>
<tr>
<th>Type</th>
<th>Driving cycle</th>
<th>Fuel consumption (kg)</th>
<th>SOC deviation (%)</th>
<th>Corrected fuel consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>DP</td>
<td>Expert TD3</td>
<td>TD3</td>
</tr>
<tr>
<td>Training</td>
<td>WLTC</td>
<td>0.9104</td>
<td>0.9394</td>
<td>0.9770</td>
</tr>
<tr>
<td>Training</td>
<td>UDDS</td>
<td>0.4069</td>
<td>0.4254</td>
<td>0.4534</td>
</tr>
<tr>
<td>Training</td>
<td>HWFET</td>
<td>0.5649</td>
<td>0.5706</td>
<td>0.5882</td>
</tr>
<tr>
<td>Validation</td>
<td>LA92</td>
<td>0.6403</td>
<td>0.6710</td>
<td>0.7054</td>
</tr>
<tr>
<td>Validation</td>
<td>US06</td>
<td>0.6337</td>
<td>0.6679</td>
<td>0.6854</td>
</tr>
</tbody>
</table>

Table 3.3: Fuel consumption comparison the proposed method and two state of art method: DDPG-PER and DQN.

<table>
<thead>
<tr>
<th>Type</th>
<th>Driving cycle</th>
<th>Corrected fuel consumption (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TD3-PEER</td>
</tr>
<tr>
<td>Tra.</td>
<td>WLTC</td>
<td>0.9339</td>
</tr>
<tr>
<td>Tra.</td>
<td>UDDS</td>
<td>0.4229</td>
</tr>
<tr>
<td>Tra.</td>
<td>HWFET</td>
<td>0.5659</td>
</tr>
<tr>
<td>Val.</td>
<td>LA92</td>
<td>0.6677</td>
</tr>
<tr>
<td>Val.</td>
<td>US06</td>
<td>0.6556</td>
</tr>
</tbody>
</table>

better fit the optimal control policy. Prioritized experience replay also improves sample utilization, speeding up the training process. With the method of DDPG-PER, the agent spends roughly 1.72% and 3.18% more fuels over the training and validation cycles as compared with the proposed TD3-PEER.

Benefiting from the dual critic networks setup, the agent of TD3-PEER is less likely to be distracted by overestimated actions during the training. The trick of delayed policy updates and gradient clip improves the stability of the training. The prioritized exploration mechanism encourages the actor to actively collect low-confidence transitions for the critics. Then, the critic networks can provide a more precise gradient for policy training. As shown in Fig. 3.7 (b) and (c), the P0 and P4 motor operation of TD3-PEER from 182 to 190 seconds is much closer to the DP’s operation, as compared with the DQN and DDPG-PER. In Fig. 3.7 (c), the P4 motor operation from 1150 to 1170 seconds also demonstrates that the TD3-PEER agent has already learned a near-optimal policy. Overall, the agent of TD3-PEER achieves fuel consumption closest to the DP results in
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Figure 3.6: SOC trajectories of DP and several learning-based methods results under the five driving cycles: (a) the WLTC, (b) the UDDS, (c) the HWFET, (d) the LA92 and (e) the US06 both the training and the validation cycles among all three methods.
Figure 3.7: Greedy run of learning-based methods and the DP results over the WLTC cycle. (a): The engine torque over the time. (b): The P0 motor torque over the time. (c): The P4 motor torque over the time.
3.6 Summary

This chapter presents a novel energy management strategy for P0+P4 HEVs that is based on an expert twin-delayed deep deterministic policy gradient with prioritized exploration and experience replay (TD3-PEER). To address the issue that the critic network in the state-of-the-art TD3 may struggle with predicting $Q$ value, this paper proposes prioritized exploration that encourages the agent to visit action-sensitive states more frequently. The proposed algorithm is tested and validated on a P0+P4 HEV model, including consideration of realistic operational constraints such as nonlinear tire effects, braking force distribution for safety, and motor/engine limitations are considered. To simplify the control design, the P4 motor’s on/off control and the power control are condensed into a single variable by introducing a motor activation threshold into the final layer of the agent’s actor. In addition, the dynamic programming results are incorporated into the training of TD3, helping the agent avoid inefficient operations. The results from the case study with random seeds show that the method is well stabilized during training, and all agents converge to a similar level of optimal solutions after around 10 episodes. With expert knowledge known for all methods, the proposed TD3-PEER outperforms DDPG-PER and DQN, reducing fuel consumption over the training and validation sets by an average of 2.3% and 3.74%, respectively.
CHAPTER 4

Defensive Ecological Adaptive Cruise Control
Considering Neighboring Vehicles’ Blind-spot Zones

4.1 Introduction

Aside from the torque-split optimization described in chapter 2 and chapter 3, optimizing a vehicle’s longitudinal motion also possesses a huge impact on fuel economy, safety and driving comfort to the P0+P4 MHEV. Existing literature [43] have developed an adaptive cruise controller (ACC) with advanced V2V/V2I technology that reduces driver’s efforts during highway scenario and lead to 17% fuel consumption reduction from traditional cruise control. However, no existing literature considers the potential threat from the adjacent lane. Dwelling within the blind spot of a neighboring vehicle blind spot can increase the risk of lane-change-collision. In this chapter, a defensive eco-logical adaptive cruise control (DEco-ACC) method for P0+P4 MHEV, which is capable of predicting and avoiding neighboring vehicles’ blind spots, is proposed. The main contribution of this chapter is twofold:

1. The BSZs of the vehicles in adjacent lanes are considered and described mathematically to develop a DEco-ACC algorithm.

2. MPC is exploited to systematically implement state constraints related to the neighboring vehicles’ BSZs and to reduce dwelling time in the BSZs.

The remainder of this chapter is organized as follows: Section 4.2 briefs the definition and computation of the BSZs of neighboring vehicles to design constraints used in the considered control problem. Section 4.3 provides the formulation of the proposed DEco-ACC based on model predictive control. Section 4.4 presents simulation results to demonstrate the performance of the proposed controller in comparison with a traditional ACC and Eco-ACC from other literature. Finally, a summary and directions for future work are presented in Section 4.5.
4.2 Driving Conditions Based on Blind Spot Zone

This section briefly describes the approach used to compute the blind spot zone (BSZ) of a vehicle, and discusses driving conditions based on a neighboring vehicle’s BSZ to be used in the DEco-ACC later.

4.2.1 Computation of Blind Spot Zone

As per the seating position of the driver in a vehicle, there is a field of view (FOV), which is defined as the total 360 degree span of area that is visible to the driver directly or indirectly around his or her seating position. The FOV of the driver can be determined based on the ray method [81, 82] in consideration of head, neck, and eye movements as well as mirror fields described in the SAE J941, SAE J1050, and FMVSS 111 standards [83–85].

Based on the driver’s seating position, the direct view includes the portion that is visible to the driver through daylight openings (DLO) such as the windshield glass. Two important areas are presented in Fig. 4.1. The yellow region is the area visible by head tilt. The portion that cannot be seen by the driver through side view mirrors is represented by the orange color. To be conservative in control design, the blind spot zone is defined as a union of the yellow and orange regions, and the blind spot angles of sample vehicles are provided in Table 4.1. This information will be used in the vehicle simulation presented in Section 4.4.
Table 4.1: Blind spot angle of sample vehicles obtained by ray method

<table>
<thead>
<tr>
<th>Vehicle Class</th>
<th>Length [m]</th>
<th>Breadth [m]</th>
<th>Blind Spot Angle [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact Car</td>
<td>3.57</td>
<td>1.6</td>
<td>73</td>
</tr>
<tr>
<td>Mid-size Sedan</td>
<td>4.47</td>
<td>1.6</td>
<td>74</td>
</tr>
<tr>
<td>Minivan</td>
<td>5.17</td>
<td>2.0</td>
<td>76</td>
</tr>
</tbody>
</table>

Table 4.2: The symbols and corresponding definitions used in this paper

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{BSZ}$</td>
<td>Blind spot zone's length</td>
</tr>
<tr>
<td>$L_E$</td>
<td>Ego vehicle’s bumper-to-bumper distance</td>
</tr>
<tr>
<td>$L_N$</td>
<td>Neighboring vehicle’s rear bumper to a side mirror distance</td>
</tr>
<tr>
<td>$a$</td>
<td>Ego vehicle’s acceleration</td>
</tr>
<tr>
<td>$\Delta a$</td>
<td>Ego vehicle’s acceleration change</td>
</tr>
<tr>
<td>$v_e$</td>
<td>Ego vehicle’s speed</td>
</tr>
<tr>
<td>$v_n$</td>
<td>Neighboring vehicle’s speed</td>
</tr>
<tr>
<td>$v_p$</td>
<td>Preceding vehicle’s speed</td>
</tr>
<tr>
<td>$y_e$</td>
<td>Ego vehicle’s displacement</td>
</tr>
<tr>
<td>$y_n$</td>
<td>Neighboring vehicle’s displacement</td>
</tr>
<tr>
<td>$y_p$</td>
<td>Preceding vehicle’s displacement</td>
</tr>
<tr>
<td>$Y_{\Delta NE}$</td>
<td>$y_n - y_e$</td>
</tr>
<tr>
<td>$Y_{\Delta PE}$</td>
<td>$y_p - y_e$</td>
</tr>
<tr>
<td>$Y_{\Delta PN}$</td>
<td>$y_p - y_n$</td>
</tr>
</tbody>
</table>

4.2.2 Blind Spots Formulation

The ultimate goal of this study is to develop an ACC algorithm that can help an ego vehicle avoid BSZs of its neighboring vehicles as much as possible during eco-driving. Thus, distance/velocity information about the preceding and neighboring vehicles is required. It is assumed that this information is available via sensors and/or V2V communication so that the distance from the preceding vehicle and the location of the neighboring vehicles’ BSZs can be easily determined, as shown in Fig. 4.2. The symbols used in this paper are summarized in Table 4.2.

In a conventional adaptive cruising mode, the distance between the ego vehicle and the preced-
The spacing policy introduced in (4.2) and (4.3) provides the ego vehicle with room for minimizing both fuel consumption and dwelling time in the neighboring vehicles’ blind spots.

For simplicity, let us consider a single neighboring vehicle case. To avoid entering the BSZ, the
ego vehicle should satisfy the following two constraints:

\[ L_E + (-Y^{ΔNE}) \geq L_N, \quad (4.4) \]
\[ L_{BSZ} + L_E \leq L_N + Y^{ΔNE}. \quad (4.5) \]

As shown in Fig. 4.3, constraint (4.4) requires that the ego vehicle stays in front of the neighboring vehicle’s BSZ; on the other hand, constraint (4.5) requires that the ego vehicle stays behind the BSZ of the neighboring vehicle. Since these constraints (4.4) and (4.5) cannot be satisfied at the same time, the midpoint of the actual region in which the ego vehicle is completely hidden is introduced as follows:

\[ l = -L_N + L_E + \frac{L_{BSZ}}{2}. \quad (4.6) \]

Then, constraints (4.4) and (4.5) can be given by

\[ |Y^{ΔNE∗}| \geq \frac{1}{2}L_{BSZ} \quad (4.7) \]

where

\[ Y^{ΔNE∗} = Y^{ΔNE} - l. \quad (4.8) \]

Constraint (4.7) will be penalized with a slack variable to resolve feasibility issues when the ego vehicle needs to pass the blind spots of the neighboring vehicles.
4.2.3 N-many Neighboring Vehicles Scenarios

During car-following, the number of neighboring vehicles near the ego vehicle varies depending on traffic conditions; especially, one of the factors is vehicle speed.

To determine the most probable car-following scenario, we have analyzed 2403 human-driven driving data collected through the Next Generation Simulation (NGSIM) project [87]. This NGSIM data has been widely used in various traffic simulation studies [88–91].

The $N$ neighboring vehicles ($N$-NVs) scenarios are defined as follows: for instance, when there exists a neighboring vehicle and the midpoint of its blind spot defined in equation (4.8) is closer to the ego vehicle than its blind spot length, this case is classified as 1-NV scenario. When there are two, three, or four neighboring vehicles that satisfy this condition simultaneously, this scenario is classified as a 2-NVs, 3-NVs, or 4-NVs scenario, respectively.

Figure 4.4 shows the average probability of $N$-NVs scenario with $1 \leq N \leq 4$ for all 2403 vehicles over their total trip. It is found that the cases with more than 4 neighboring vehicles do not exist in the NGSIM data and hence it is assumed that 4-NVs scenario is sufficient to cover a
daily highway driving scenario. As it can be seen, 3-NVs and 4-NVs scenarios are not observed when the speed of the ego vehicle is above 8 m/s, meaning that a 2-NVs scenario could be sufficient to cover normal (high-speed) highway driving, which is the main focus of this paper. It is noted that the formulation of the Deco-ACC for 4-NVs scenarios and simulation results are presented in the Appendix.

4.3 MPC Formulation for DEco-ACC

This section describes the vehicle dynamics of interest and the mathematical formulation of the proposed DEco-ACC based on model predictive control. It is noted that the control problem is formulated for the case of 2-NVs scenario based on the observation in Section 4.2.3.

4.3.1 Modeling of Vehicle Longitudinal Dynamics

In this study, the ego vehicle is assumed to drive on a single lane, and hence only longitudinal dynamics are considered. The vehicle dynamics are expressed in the discrete-time domain with a sampling time of $T_s$. As mentioned before, the distance/velocity information about the preceding and neighboring vehicles is assumed to be available via sensors and/or V2V communication. Thus, the relative distances to the two nearest neighboring vehicles (2-NVs scenario) in adjacent lanes are considered at the same time as given by,

$$x_{k+1} = Ax_k + Bu_k + d_k,$$  \quad (4.9)

with

$$A = \begin{bmatrix} 1 & 0 & 0 & -T_s & -\frac{1}{2}T_s^2 \\ 0 & 1 & 0 & -T_s & -\frac{1}{2}T_s^2 \\ 0 & 0 & 1 & -T_s & -\frac{1}{2}T_s^2 \\ 0 & 0 & 0 & 1 & T_s \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix},$$  \quad (4.10)

$$B^T = \begin{bmatrix} -\frac{T_s^3}{6} & -\frac{T_s^3}{6} & -\frac{T_s^3}{6} & \frac{T_s^2}{2} & T_s^2 \end{bmatrix}^T,$$  \quad (4.11)

$$d_k^T = \begin{bmatrix} T_s v_p & T_s v_{n1} & T_s v_{n2} & 0 & 0 \end{bmatrix}^T.$$  \quad (4.12)
where the state and control vectors are defined by

\[
\begin{bmatrix}
Y^\Delta PE \\
Y^\Delta NE1^* \\
Y^\Delta NE2^* \\
v_e \\
a_e
\end{bmatrix}_k, \quad u_k = \dot{a}_k.
\]  

(4.13)

Note that term (4.12) includes velocity information about the neighboring vehicles and the preceding vehicle; thus, in MPC, future velocity and displacement are treated as known disturbances. It is also noted that the jerk \(\dot{a}_k\) is used as a control input to directly penalize for ride comfort and to achieve zero-offset tracking performance.

### 4.3.2 Optimal Control Problem Formulation

For optimally controlling the ego vehicle’s speed with consideration of safety, ride comfort, and energy efficiency over the prediction horizon, the following cost function to be minimized at each time instant is considered:

\[
J = \sum_{k=0}^{N-1} u_k^2 P_1 + (a_{e,k})^2 P_2 + (v_{e,k} - v_{p,k})^2 P_3 + (\delta_{\text{slack},1} \times \text{mode}_1 + \delta_{\text{slack},2} \times \text{mode}_2) P_4
\]

(4.14)

where \(P_i\)'s are weighting factors for penalizing jerk, acceleration, velocity difference to the preceding vehicle, and the ego vehicle’s dwelling in BSZs, respectively. In (4.14), \(\delta_{\text{slack},1}\) and \(\delta_{\text{slack},2}\) are slack variables for implementing constraint (4.7) as two soft constraints for two neighboring vehicles and are defined as follows:

\[
\delta_{\text{slack},i} = \cos \left( \max \left\{ \min \left( \frac{2Y^\Delta NE^*,i \pi}{L_{\text{BSZ},i}}, \pi \right), -\pi \right\} \right)
\]

(4.15)

In particular, \(\text{mode}_1\) and \(\text{mode}_2\) are boolean signals that are defined as follows: if the neighboring vehicle \(i\) approaches from behind, \(\text{mode}_i\) is set to be 0; if the neighboring vehicle \(i\) approaches from the front, \(\text{mode}_i\) is set to be 1. When a neighboring vehicle approaches the ego vehicle from behind, it is unlikely that the neighboring vehicle will make a lane change toward the ego vehicle causing any danger because the neighboring vehicle’s driver can see the ego vehicle through DLO. Thus, at each time instant, the controller determines whether to turn on/off the penalty on a neighboring vehicle’s BSZ using \(\text{mode}_1\) and \(\text{mode}_2\). Note that \(\text{mode}_i\) is fixed as the same value as the current one in the prediction horizon.
As shown in Fig. 4.6, the distance of $L_{BSZ}$ about its midpoint is mapped into $[-\pi, \pi]$. When the ego vehicle enters the BSZ of the neighboring vehicle, the term becomes a positive value; otherwise, it is zero. Moreover, this function is continuous and one-time differentiable.

State and input constraints for the DEco-ACC formulation are summarized as follows:

\[
Y_{\min,k} \leq Y_{k}^{\Delta PE} \leq Y_{\max,k}^{\Delta PE} \tag{4.16}
\]
\[
v_{e,\min} \leq v_{e,k} \leq v_{e,\max} \tag{4.17}
\]
\[
a_{e,\min} \leq a_{e,k} \leq a_{e,\max} \tag{4.18}
\]
\[
u_{\min} \leq u_{k} \leq u_{\max} \tag{4.19}
\]
The formulated optimization problem is solved with MPC solver CasADi [92] via the mpctools interface [93] in the Matlab environment.

### 4.4 Simulation and Results

This section presents the simulation results to demonstrate the effectiveness of the proposed DEco-ACC approach compared to that of baseline Eco-ACC strategy: Eco-ACC is formulated as an acceleration minimization problem, a surrogate optimization problem of energy minimization.

#### 4.4.1 Simulation Setup

In the simulation, two neighboring vehicles and one preceding vehicle are considered. The ego vehicle performs adaptive cruising behind the preceding vehicle with both ACC strategies while it also seeks to minimize the dwelling time between two neighboring vehicles as well with DEco-ACC.

As shown in Fig. 4.7, the vehicle located at the foremost part of the middle lane represents the preceding vehicle, and the vehicle behind it represents the ego vehicle. Two neighboring vehicles...
are located in adjacent lanes. Suppose a neighboring vehicle has a larger average speed than the preceding vehicle. In that case, this neighboring vehicle will catch up with the ego vehicle from the rear and drive away to the front of the ego vehicle. Therefore, the neighboring vehicle driver can notice the ego vehicle from the front windshield during driving, and the DEco-ACC is not necessary in this case. For this reason, the neighboring vehicle speed profiles are selected such that all neighboring vehicles are generally slower than the preceding vehicle in terms of average speed. There are two lines defined in Fig. 4.7: an entering line (solid red) and a vanishing line (green dashed) of neighboring vehicles with respect to the preceding vehicle. Once a neighboring vehicle falls behind the vanishing line, a new neighboring vehicle that is randomly chosen from neighboring vehicle candidates will be assigned at the entering line. Two red dashed lines in Fig. 4.7 represent the lower bound, $Y_{\min}^{\Delta PE}$, and upper bound, $Y_{\max}^{\Delta PE}$, of $Y^{\Delta PE}$, respectively. As discussed earlier, the $Y_{\min}^{\Delta PE}$ in (4.2) changes dynamically with $t_h$ and $v_e$.

The speed profiles of the considered neighboring vehicles candidates and the preceding vehicle are obtained from the data collected through the Next Generation Simulation (NGSIM) project [87]. Among all 2403 vehicles from the NGSIM data, 21 vehicles are selected based on their average speed values. The detailed information of the preceding and neighboring vehicles are listed in Table 4.3.

In vehicle simulation, a sampling time of $T_s = 0.5$ second is used, and the prediction horizon $N$
Table 4.3: Statistics of the preceding vehicle (ID: 0) and neighboring vehicles (ID: 1-20) speed trajectories candidates used in this study, units are in [m/s].

<table>
<thead>
<tr>
<th>Vehicle ID</th>
<th>Average speed</th>
<th>Max. speed</th>
<th>Min. speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>23.9</td>
<td>26.8</td>
<td>21.4</td>
</tr>
<tr>
<td>1</td>
<td>23.7</td>
<td>28.3</td>
<td>17.8</td>
</tr>
<tr>
<td>2</td>
<td>23.6</td>
<td>26.6</td>
<td>20.9</td>
</tr>
<tr>
<td>3</td>
<td>23.7</td>
<td>29.0</td>
<td>21.0</td>
</tr>
<tr>
<td>4</td>
<td>23.2</td>
<td>26.4</td>
<td>16.3</td>
</tr>
<tr>
<td>5</td>
<td>23.6</td>
<td>27.7</td>
<td>20.9</td>
</tr>
<tr>
<td>6</td>
<td>23.2</td>
<td>27.1</td>
<td>20.2</td>
</tr>
<tr>
<td>7</td>
<td>22.9</td>
<td>25.5</td>
<td>21.4</td>
</tr>
<tr>
<td>8</td>
<td>22.3</td>
<td>28.6</td>
<td>16.8</td>
</tr>
<tr>
<td>9</td>
<td>22.7</td>
<td>28.7</td>
<td>20.1</td>
</tr>
<tr>
<td>10</td>
<td>21.4</td>
<td>27.8</td>
<td>15.8</td>
</tr>
<tr>
<td>11</td>
<td>22.2</td>
<td>25.0</td>
<td>18.5</td>
</tr>
<tr>
<td>12</td>
<td>21.3</td>
<td>24.8</td>
<td>18.7</td>
</tr>
<tr>
<td>13</td>
<td>21.8</td>
<td>25.8</td>
<td>18.8</td>
</tr>
<tr>
<td>14</td>
<td>21.5</td>
<td>25.1</td>
<td>19.1</td>
</tr>
<tr>
<td>15</td>
<td>20.1</td>
<td>27.1</td>
<td>15.2</td>
</tr>
<tr>
<td>16</td>
<td>20.3</td>
<td>26.1</td>
<td>17.4</td>
</tr>
<tr>
<td>17</td>
<td>20.3</td>
<td>29.0</td>
<td>0.7</td>
</tr>
<tr>
<td>18</td>
<td>20.1</td>
<td>24.0</td>
<td>16.3</td>
</tr>
<tr>
<td>19</td>
<td>19.5</td>
<td>27.6</td>
<td>1.2</td>
</tr>
<tr>
<td>20</td>
<td>22.5</td>
<td>27.0</td>
<td>19.8</td>
</tr>
</tbody>
</table>

is set to be 20, which corresponds to 10 seconds; that is, the accurate speed profiles of the preceding and neighboring vehicles are available for the next 10 seconds. The car length of each vehicle is assumed to be 4.5 m for simplicity, and hence the BSZ values of all vehicles are the same. The road width and the blind spot angle for determining the length of BSZ are set to be 3.7 m and 74°, respectively. The road width is a typical value considered in the United States. Thus, the projection of the blind spot zone of the neighboring vehicle to the ego vehicle lane is $3.7 \tan(74°) \approx 12.9$ meters, resulting in the BSZ length of 8.4 meter. The ego vehicle can be seen by the neighboring vehicle as long as the ego vehicle is not completely in the BSZ.

The information about the upper and lower limits of the constraints are summarized in Table 4.4.

It is noted that the acceleration and jerk limits are chosen with consideration of passenger comfort. Specifically, the acceleration limit is bounded by $\pm 0.5 \text{ m/s}^2$ based on the analysis in [95], and the

\footnote{Many approaches to forecasting a vehicle’s future speed have shown that 10-second prediction is reasonable in consideration of the state-of-art vehicle communication technologies (e.g., [94]).}
Table 4.4: The minimum and maximum values for the considered constraints

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{\text{min}}$</td>
<td>-2.5</td>
<td>m/s$^3$</td>
</tr>
<tr>
<td>$u_{\text{max}}$</td>
<td>2.5</td>
<td>m/s$^3$</td>
</tr>
<tr>
<td>$a_{\text{min}}$</td>
<td>-0.5</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$a_{\text{max}}$</td>
<td>0.5</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>$v_{\text{min}}$</td>
<td>0</td>
<td>m/s</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>33</td>
<td>m/s</td>
</tr>
<tr>
<td>$Y_{\text{PE, min},0}$</td>
<td>2</td>
<td>m</td>
</tr>
<tr>
<td>$t_h$</td>
<td>2</td>
<td>s</td>
</tr>
<tr>
<td>$d_{\text{com}}$</td>
<td>30</td>
<td>m</td>
</tr>
</tbody>
</table>

Jerk $u$ is bounded by $\pm 2.5$ m/s$^3$ smaller than the maximum limit to retain the passenger-comfortable 2.94 m/s$^3$ as suggested in [96]. In a typical car-following scenario, the vehicle velocity cannot be negative, and hence $v_{\text{min}}$ is set as 0 m/s. The maximum speed $v_{\text{max}}$ is set as 33 m/s (118.8 km/h or 74 mph), which covers the highway speed limit in the United States. Regarding the minimum safe distance, $Y_{\text{min},0}$ is set to 2 m. The time headway $t_h$ of 2 seconds is considered in this study, which allows the ego vehicle to stay at a safe distance from the preceding vehicle when the fleet speed is significant, as suggested in [40], and $d_{\text{com}}$ is set to 30 m for the purpose of preventing the neighboring vehicle cutting in [86].

As the desired goal is to reduce the BSZ dwelling time without significant sacrifice in fuel consumption, two metrics are considered: (i) dwelling time in BSZs, $T_{\text{BSZ}}$, and (ii) fuel consumption, $m_f$. The computation of $T_{\text{BSZ}}$ is performed by integrating an indicator function that determines the status of the ego vehicle as follows:

$$T_{\text{BSZ}} = \sum_{k=1}^{N} I(k) T_s$$

with

$$I(k) = \begin{cases} 
0 & \text{if (4.7) is satisfied OR both modes are zero}, \\
1 & \text{otherwise}. 
\end{cases}$$

The fuel consumption of the ego vehicle is computed by the integration of engine fueling rate $\dot{m}_f$.

$$m_f = \sum_{k=1}^{N} \dot{m}_f(k) T_s.$$
Since the target vehicle is a P0+P4 MHEV, the fuel consumption is corrected with terminal SOC deviation and \( \frac{\Delta(\text{fuel})}{\Delta(SOC)} \) obtained from section 2.4.3.

4.4.2 A Parametric Study

For achieving the best performance in terms of tracking, ride comfort, energy efficiency, and BSZ avoidance, the weighting factors of the cost function (4.14) need to be optimally selected. To this end, a parametric study is conducted with consideration of realistic traffic and driving conditions. Since the objective of this parametric study is to investigate the influence of each weighting factor on the performance, a fixed scenario is used; that is, a preceding vehicle and a sequence of neighboring vehicles are fixed. It should be noted that this scenario (i.e., the sequence of assigned neighboring vehicles) is randomly selected first and then kept fixed throughout the parametric study. For each parameter case, the ego vehicle follows the preceding vehicle described in Table 4.3 for 480 seconds, and the neighboring vehicles are added/removed when they fall behind the vanishing line.

The weighting factors \( P_1 \) and \( P_2 \) are normalized with the maximum bounds of the constraints on states. The factor \( P_3 \) is normalized based on the worst-case speed difference between the ego vehicle and its preceding vehicle obtained from various simulations. These weighting factors are sampled by the Latin Hypercube Sampling (LHS) method [97]. The benefit of LHS is that it can generate a near-random sample of parameter values that are near-evenly distributed from a multi-dimensional space. With a given amount of sampling points, LHS allows us to capture features in parameter space with the best efficiency. On the other hand, the blind spots penalty \( P_4 \) is unevenly discretized between 0 to 10. The detailed information about the parameters is provided in Table 4.5.

A total of 3000 sets of weighting factors \( (P_1, P_2, P_3, P_4) \) are investigated over the 480-second car-following scenario. The resulting performance of fuel consumption and BSZ dwelling time are shown in Fig. 4.8. It is worth noting that for each set of parameters \( (P_1, P_2, P_3) \), the minimum achievable fuel increases with \( P_4 \). Without including \( P_4 \), the average corrected fuel consumption

<table>
<thead>
<tr>
<th>Lower/Upper bounds</th>
<th>Method</th>
<th>Number of points</th>
<th>Normalization value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 [0 10]</td>
<td></td>
<td></td>
<td>2.5^2</td>
</tr>
<tr>
<td>P2 [0 10]</td>
<td>LHS</td>
<td>500</td>
<td>0.5^2</td>
</tr>
<tr>
<td>P3 [0 10]</td>
<td></td>
<td></td>
<td>4^2</td>
</tr>
<tr>
<td>P4 [0 10]</td>
<td>Discrete</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>
among all parameter sets is approximately 0.4034 kg and the BSZ dwelling time is around 47.4 seconds. When $P_4$ is introduced, by slightly sacrificing the average fuel consumption to 0.4052 kg (+0.45%), the average BSZ dwelling time can be significantly reduced to 31.3 s (−33.97%).

Among all the cases, Case A and Case B are of interest: Case B emphasizes the minimization of fuel consumption but does not care much about the ego vehicle’s dwelling time in the BSZs of neighboring vehicles, which can be classified as Eco-ACC in the literature (e.g., [38, 44, 98]). Case A, however, sacrifices the fuel consumption by a little but gains a dramatic reduction in the BSZ dwelling time, which possibly decreases the risk of collision with neighboring vehicles.

Table 4.6: Comparison of different ACC methods

<table>
<thead>
<tr>
<th>Approach</th>
<th>Fuel [kg]</th>
<th>Dwelling time [s]</th>
<th>Weighting factors P1/2/3/4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eco-ACC</td>
<td>0.4010</td>
<td>34</td>
<td>2.45/5.75/1.95/0</td>
</tr>
<tr>
<td>DEco-ACC</td>
<td>0.4037</td>
<td>16</td>
<td>7.27/6.87/5.45/3</td>
</tr>
</tbody>
</table>
B (or Eco-ACC) leads to the least fuel consumption: 0.4010 kg during the 480-second trip. As can be seen from the weighting factors in Table 4.6, the Eco-ACC penalizes only jerk, acceleration and velocity difference to the preceding vehicle but not BSZ dwelling time. In comparison to the Eco-ACC, Case A, which is a good candidate of DEco-ACC, sacrifices only 0.67% of fuel consumption and reduces its BSZ dwelling time by 52.9%. Since the DEco-ACC considers minimizing both BSZ dwelling time and fuel consumption, it penalizes jerk, acceleration, tracking error, and dwelling time in the blind spots, as shown in the Table 4.6.

It is noted that the average computation time of solving the MPC problem at each time step is 0.015 second. Therefore, in consideration of the time step of 0.5 second, the proposed controller is real time implementable.

4.4.3 A Case Study

To statistically investigate the performance of the proposed DEco-ACC, a case study was conducted with the weighting factors of Case A selected from the parametric study for 100 different driving scenarios whose trip periods are identical at 960 seconds. When a neighboring vehicle falls behind the vanishing line, a new neighboring vehicle is assigned randomly to the entering line. This randomness is introduced to assess the averaged performance of the proposed DEco-ACC over various car-following cases.

The results of the 100 simulation cases are summarized in Fig. 4.9. On average, the DEco-ACC results in 0.804 kg of fuel consumption, which is a similar level of fuel consumption to that of the Eco-ACC, 0.801 kg, while it further reduces the BSZ dwelling time by 29.5% as compared to the Eco-ACC. It is noted that the speed profile of the preceding vehicle is fixed and hence the corrected fuel consumption with the Eco-ACC does not change as $P_4 = 0$. However, the BSZ dwelling time varies depending on neighboring vehicles.

Figure 4.10 shows the performance of the the Eco-ACC and the proposed DEco-ACC during a particular trip. More specifically, the ego vehicle’s relative distance and the blind spots of neighboring vehicles trajectories to the preceding vehicle along with position constraints are compared in Fig. 4.10(a), and the ego vehicle’s velocity, acceleration, and jerk trajectories are compared in Fig. 4.10(b). It is worth noting that in Fig. 4.10(a), items are plotted relative to the preceding vehicle. Therefore, the trajectories of Eco-ACC and DEco-ACC are plotted as $-Y^{\Delta PE}$ in each case; moreover, the trajectories of $Y_{min}^{\Delta PE}$ and $Y_{min}^{\Delta PE}$ appear to be negative because the preceding vehicle is located at 0 m in this relative coordinate. The filled areas are the trajectories of the BSZs associated with N1 and N2 constraints Eq. (4.7).

Based on the constraints (4.16), during car-following, the ego vehicle with the Eco-ACC maintains the relative distance to the preceding vehicle within the maximum relative distance limit, as
Figure 4.9: A histogram shows 100-case fuel consumption and dwelling time of DEco-ACC and Eco-ACC.

shown in Fig. 4.10(a). The weighting factors $P_1$ and $P_2$ in Eco-ACC make the ego vehicle follow the preceding vehicle with reduced acceleration and jerk, which satisfies the comfort needs of ACC and improves energy efficiency. In summary, the operation of the ego vehicle with Eco-ACC is not influenced by the motion of the neighboring vehicles.

On the other hand, the ego vehicle with the DEco-ACC behaves defensively and avoids blind spots when passing neighboring vehicles. The ego vehicle slows down to avoid entering the BSZ of the neighboring vehicle if possible, e.g., 180 seconds. When passing the BSZ, the ego vehicle accelerates to minimize the BSZ dwelling time, for example, 450 seconds and 710 seconds. It should also be noticed that the DEco-ACC decides to pass by using the best knowledge within this prediction horizon and satisfies all kinds of constraints. As can be seen from Fig. 4.10(b), all states (acceleration and velocity) and input (jerk) constraints are well satisfied, guaranteeing vehicle safety and comfort. Compared to the Eco-ACC algorithm, the DEco-ACC actively changes the ego vehicle’s relative displacement to avoid the neighboring vehicle’s blind spots, this change is reflected in velocity, acceleration, jerk trajectories as shown in Fig. 4.10(b). Because of the proactive avoidance behavior, the DEco-ACC has a slower velocity than Eco-ACC at 180 seconds and faster velocity at 450 and 710 seconds. As the price of reducing the BSZ dwelling time, the
Figure 4.10: Comparison of trajectories with DEco-ACC and eco-ACC: (a) displacement of each vehicle, relative to the preceding vehicle, (b) velocity, acceleration, and jerk.
magnitude of jerk and acceleration with the DEco-ACC is slightly increased as compared to that with Eco-ACC; however, their magnitude values are sufficiently smaller than the maximum limits.

Figures 4.11 and 4.12 show the comparison of acceleration and jerk distribution, respectively, among various driving cycles. Particularly, the first three plots are obtained from three federal driving cycles: (a) HWFET, (b) WLTC, and (c) US06. As a human driver drove these cycles, the results are assumed to be representative of human behavior. The other three plots are obtained from the trip shown in Fig. 4.10 with the preceding vehicle and two different car-following methods: (d) the preceding vehicle itself (PV), (e) Eco-ACC, and (f) DEco-ACC. The preceding vehicle from the trip of Fig. 4.10, which serves as a baseline for comparison, was human-driven and followed by Eco-ACC and DEco-ACC. As shown in Figs. 4.11(a)–(d), the maximum acceleration values by human driving are close to or greater than ±2 m/s^2. With regard to jerk performance, as shown in Figs. 4.12(b)–(d), human driving, except for the HWFET case, results in relatively high jerk values. In contrast, driving with the Eco-ACC and the DEco-ACC results in considerably milder operation since both controllers penalize acceleration and jerk with non-zero values of $P_1$ and $P_2$.

Figures 4.11(e) and (f) show that during more than 90% of the time, the acceleration of those two controllers is less than 0.3 m/s^2. Figure 4.12 (e) shows that the jerk distribution of the Eco-ACC and the DEco-ACC are similar to the HWFET cycle and much milder than the aggressive cycles of WLTC and US06.

The detailed acceleration and jerk statistics of the driving cycles are summarized in Table 4.7. As can be seen from Table 4.7, the maximum and minimum acceleration values from driving with the Eco-ACC are 0.05 m/s^2 and -0.02 m/s^2, respectively. Its average acceleration, 0.01 m/s^2, and average deceleration, -0.01 m/s^2, are the mildest among all driving cases. This low magnitude of average acceleration and deceleration allows the Eco-ACC controller to achieve the best fuel economy, as discussed earlier. The lowest magnitude of the maximum jerk, 0.09 m/s^3, and the

---

Table 4.7: Acceleration statistics for different cycles; average acceleration is denoted as acc(+) and average deceleration is denoted as acc(-). Units for $a$ are in [m/s^2]. Units for $\dot{a}$ are in [m/s^3]

<table>
<thead>
<tr>
<th>Cycle</th>
<th>max $a$</th>
<th>min $a$</th>
<th>$\ddot{a}_+$</th>
<th>$\ddot{a}_-$</th>
<th>max $\dot{a}$</th>
<th>min $\dot{a}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HWFET</td>
<td>1.43</td>
<td>-1.47</td>
<td>0.194</td>
<td>-0.221</td>
<td>0.89</td>
<td>-0.72</td>
</tr>
<tr>
<td>WLTC</td>
<td>2.26</td>
<td>-2.09</td>
<td>0.396</td>
<td>-0.432</td>
<td>1.93</td>
<td>-1.66</td>
</tr>
<tr>
<td>US06</td>
<td>3.76</td>
<td>-3.08</td>
<td>0.67</td>
<td>-0.73</td>
<td>3.40</td>
<td>-3.64</td>
</tr>
<tr>
<td>PV</td>
<td>2.03</td>
<td>-1.91</td>
<td>0.65</td>
<td>-0.70</td>
<td>3.04</td>
<td>-3.32</td>
</tr>
<tr>
<td>Eco-ACC</td>
<td>0.05</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.09</td>
<td>-0.01</td>
</tr>
<tr>
<td>DEco-ACC</td>
<td>0.28</td>
<td>-0.2</td>
<td>0.03</td>
<td>-0.03</td>
<td>0.64</td>
<td>-0.20</td>
</tr>
</tbody>
</table>
minimum jerk, $-0.01m/s^3$, as shown in Table 4.7, allows the Eco-ACC controller to offer the best ride comfort to the passengers.

The magnitudes of $\max a$, $\min a$, $\bar{a}_+$, and $\bar{a}_-$ with the DEco-ACC are greater than those with the Eco-ACC, demonstrating that the DEco-ACC controller sacrifices fuel economy to avoid the neighboring vehicle’s BSZ. However, Fig. 4.9 shows that the sacrifice of fuel economy is insignificant despite considerable reduction in BSZ dwelling time. With regard to ride comfort, the maximum jerk, $0.64m/s^3$, and the minimum jerk, $-0.2m/s^3$, of the DEco-ACC indicate that the magnitude is still smaller than the maximum limit to retain passenger comfort, $2.94m/s^3$. Therefore, the DEco-ACC operation is acceptable from both the fuel economy and comfort perspectives [44].
Figure 4.12: Jerk distribution for different driving cycles. (a): HWFET. (b): WLTC. (c): US06. (d): Preceding vehicle. (e): eco-ACC. (f): DEco-ACC.

4.5 Summary

This chapter proposes a defensive ecological adaptive cruise control (DEco-ACC) method to proactively avoid the neighboring vehicles’ BSZs during car-following. Unlike the existing Eco-ACC utilizing information about the preceding vehicle only, the proposed DEco-ACC utilizes the neighboring vehicles’ speeds and positions and their BSZs. The DEco-ACC is formulated in model predictive control such that car-following can be performed with consideration of energy consumption, ride comfort, and vehicle safety. Specifically, a penalty function that is continuous and one-time differentiable is introduced to handle the constraints about the neighboring vehicles’ BSZs.

The impact of the weighting factors of the proposed DEco-ACC is comprehensively evaluated
through a realistic car-following scenario using real-world traffic data from Next Generation Simulation (NGSIM) with two neighboring vehicles located in adjacent lanes. Optimal weighting factors for DEco-ACC are selected based on the results, with 3000 sets generated with the combination of LHS ($P_1$, $P_2$, and $P_3$) and unevenly discretized $P_4$ values. In order to statistically investigate the performance of the proposed DEco-ACC, 100 different driving scenarios are simulated, and the results show that on average, the proposed DEco-ACC can further reduce, by 29.5%, the dwelling time in the BSZs of the neighboring vehicles without significant fuel penalty (0.4% increase in fuel consumption) and deterioration of ride comfort compared to the Eco-ACC and can successfully follow the preceding vehicle without violating safety-related constraints.

In this study, exact information about the nearest surrounding vehicles’ future speed is assumed to be known for the MPC controllers. Since uncertainties could lead to inaccuracy in speed prediction, investigating their impact on the proposed DEco-ACC’s performance is an important direction for future research.
CHAPTER 5

Personalized One-pedal Driving for Electric Vehicles by Learning-based Model Predictive Control

5.1 Introduction

As proposed in chapter 4, the defensive ecological adaptive cruise control (DEco-ACC) for P0+P4 MHEV can reduce driver’s effort during car-following, minimize the threat from neighboring lanes and maintains a similar level of fuel economy compared to Eco-ACC. However, such type of ACC feature has limited application outside the highway scenarios, especially in an urban area with many traffic signals and stop signs.

In order to maximize the range of electrified vehicles, the area of optimal regenerative braking is being actively studied. Furthermore, to cope with the scenarios with many stop-and-go events, researchers have developed another feature, one-pedal-driving (OPD), which automatically starts the energy regeneration once the driver begins to release the acceleration pedal. This feature is soon implemented onto many on-market vehicles such as Nissan Leaf, BMW i3, and Tesla Model S. However, [59] reports that the transition from two-pedal-driving (TPD) to OPD still confuses drivers. And, [57, 58] showed that existing OPD does not sufficiently consider individual driver’s behaviors when performing brake action. Hence, this chapter proposes a personalized one-pedal-driving algorithm (POPD), which possesses a learning framework to adapt the individual driver’s braking behavior. The POPD only performs braking action when an upcoming braking event is predicted through the MPC controller. Therefore, it requires less effort for the driver to adapt this POPD feature. Furthermore, thanks to MPC’s predictability of car-following dynamics, all upcoming collision events from experiments are prevented from happening. The main contributions of this chapter are threefold:

- Constraints related to an individual driver’s preference during braking are designed based on the analysis of real-world driving data.
Figure 5.1: Personalized One-pedal driving: algorithm generate human-like deceleration before the driver takes any action. The driver only needs to control the acceleration pedal most of the time.

- A personalized one-pedal driving (POPD) method is proposed using model predictive control with a learning framework that determines optimal weights of the cost function.
- The performance of the proposed POPD is tested and validated in open-loop simulations and human-in-the-loop co-simulations.

The remainder of this chapter is organized as follows: First, two constraints associated with the driver’s characteristics are introduced in Section 5.2. Then, the identification of the constraints is detailed with real-world driving data in Section 5.3. Next, the proposed POPD algorithm and its learning method are presented in Section 5.4 and Section 5.5, respectively. The simulation and experimental validation of the POPD are discussed in Section 5.6 and Section 5.7. Finally, Section 5.8 presents the Summary and future work.

### 5.2 Driving Behavior Analysis

When following a preceding vehicle with a TPD system, a human driver regulates the relative distance to the preceding vehicle within a comfortable distance interval using acceleration and brake pedals. In order to mimic this human behavior in the control design, this study considers two types of constraints that mainly influence a driver’s desired distance interval during car following: (i) time headway constraints based on a micro-level traffic flow analysis [65,99] and (ii) perceptual constraints based on Wiedemann’s car-following model [100].

5.2.1 Time Headway Constraints

The time headway, defined as the time interval between the front bumpers of two successive vehicles, has been considered a useful indicator for safety evaluation [101]. Thus, the comfortable distance range is often described with the time headway [65, 99] as follows:

\[ d_{rel} \geq \bar{t}_h v_e + \bar{d}_h, \]  \hspace{1cm} (5.1)  
\[ d_{rel} \leq \bar{t}_h v_e + \bar{d}_h. \]  \hspace{1cm} (5.2)

where \( v_e \) is the ego vehicle’s speed and \( d_{rel} \) is the distance from the rear bumper of the preceding vehicle to the front bumper of the ego vehicle. The maximum and the minimum relative distances are determined with the maximum and the minimum time headway values \( \bar{t}_h \) and \( t_h \) and constants \( \bar{d}_h \) and \( d_h \), respectively. Note that these time headway values and constants reflect a driver’s preference during car following; therefore, these parameters could be driver-specific and need to be determined for an individual driver.

5.2.2 Perceptual Constraint

In [100], Wiedemann has proposed a perception-based car-following model capable of capturing human behavior with a set of parameters by considering drivers’ physical and mental aspects. According to the model, the actions of accelerating and braking are triggered by perception thresholds, as defined by Wiedemann.

Figure 5.2 shows how a human drives when the ego vehicle approaches its preceding vehicle in consideration of thresholds described with the desired relative distance \( d_{rel} \) and the relative speed \( \Delta v = v_p - v_e \), where \( v_p \) represents the preceding vehicle’s velocity. Two artificial reaction zones with perceptual thresholds are introduced to demonstrate the driver’s behavior when following a preceding vehicle. Suppose the ego vehicle approaches the preceding vehicle with a faster speed; then, the \( \Delta v \) becomes negative, and \( d_{rel} \) decreases until the ego vehicle enters the SDV shown in Fig. 5.2. By definition, the driver in the perceptual threshold will press the brake pedal to leave the SDV and keep the vehicle from entering another threshold (CLDV). During this braking period, the ego vehicle slows down, and the magnitude of \( \Delta v \) decreases until the ego vehicle leaves the reaction zone. Between two reaction zones, the ego vehicle continues to follow the preceding vehicle unconsciously as long as SDV, SDX, and OPDV bound its operation.

During this Approaching-Braking-Following process, the reaction zones play a role of constraints. The perceptual thresholds divide reaction zone into soft constraints and hard constraints, which can be slightly violated and should be strictly enforced, respectively. In this study, a soft linear constraint is applied to capture the SDV at first. Then, the later results show that by adequately
penalizing the SDV, the CLDV may not be violated and hence can be excluded from the formulation. Note that this study focuses on developing a personalized braking algorithm for one-pedal driving; the constraints of OPDV and SDX in Fig. 5.2 are handled with the human acceleration pedal position. Thus, the case with negative $\Delta v$ is considered only.

Knowing the constraint-like property of the reaction zone in the Wiedemann’s car-following model, the boundary line between the reaction zone and unconscious zone, as shown in Fig. 5.2, can be simplified as a linear constraint, noting as

$$d_{rel} \geq k\Delta v + b.$$  \hspace{1cm} (5.3)

where $k$ and $b$ are slope and bias values for the fitted constraints, which varied depending on drivers. Hence, they need to be determined through an identification method described in the later section.

### 5.3 Driving Data Analysis

According to the studies in [102], and [103], calibrated parameters of the Wiedemann’s model can drastically differ from one driver to another. Therefore, to guarantee that the proposed algorithm
mimics a specific driver’s behavior, the constraints in Eqs. (5.1), (5.2) and (5.3) need to be identified for an individual driver. This section proposes a constraints identification method based on linear regression, which can automatically identify headway constraints and perceptual constraints with a small amount of pre-collected driving data from a specific driver.

5.3.1 Real-world Driving Data

Real-world driving data of 450 drivers from their daily driving are collected and used to analyze the ego vehicle’s braking behavior, particularly when a driver encounters a preceding vehicle. The recorded signals from the real-world vehicles include velocity, acceleration, brake on/off, acceleration pedal position, relative velocity and relative distance to a preceding vehicle. The constraints identification and weight learning methods are developed based on all 450 drivers’ behavior analyses. After then, the developed personalized one-pedal driving algorithm is validated with all cycles driven by the 450 drivers.

Figures 5.3 (a) and (b) show examples of the $d_{rel}$ vs. $v_e$ plot and $d_{rel}$ vs. $\Delta v$ plot from four selected drivers. The boundaries of these data points can be approximately identified as the constraints in Eqs. (5.1), (5.2) and (5.3).
5.3.2 Identification of Headway Constraints

Through analyzing the 450 driver’s driving data, it is observed that most drivers share a similar preference for distance headway, which is bounded between 2 m and 8 m as shown in Figure 5.4 (c) and (d), but with various time headway preferences, Figure 5.4 (a) and (b). Thus, in this study, fixed distance headway values of 2 m and 8 m are considered for the lower and upper bounds, respectively. However, the time headway values need to be determined for different drivers. The lower and upper bounds of distance headway are marked on to Figure 5.4 (c) and (d) as vertical red lines.

The collected driver’s data is post-processed to determine the comfort time headway of different drivers, first divided into intervals with different velocities as shown in Fig. 5.5 (a). In each interval, the data points with the maximum and the minimum relative distances are identified. Then, the velocity and relative distance of these identified data points are collected into vectors $X_{\text{max}}$, $X_{\text{min}}$, $Y_{\text{max}}$, and $Y_{\text{min}}$, respectively. The upper and lower bounds of the time headway, $\bar{t}_h$ and $t_h$, are
Figure 5.5: A fitted constraint function for a selected driver.

defined by

\[
\begin{align*}
\bar{t}_h &= (X_{\text{max}}^\top X_{\text{max}})^{-1} X_{\text{max}}^\top (Y_{\text{max}} - d_{\text{h}}), \\
\hat{t}_h &= (X_{\text{min}}^\top X_{\text{min}})^{-1} X_{\text{min}}^\top (Y_{\text{min}} - d_{\text{h}}).
\end{align*}
\] (5.4)  (5.5)

As an example, the fitted constraints boundaries of (5.1) and (5.2) of a selected driver are shown in Fig. 5.5 (a). Note that the constraints satisfaction (CS) rate of these headway constraints is 0.95, meaning that over 95% of the driver’s braking action can be captured by the constraints (5.1) and (5.2) despite human drivers’ nonlinear behavior. As we admit the limitation of the constraints (5.1) and (5.2) in capturing human behavior, these constraints will be handled as soft constraints in the control problem.

5.3.3 Identification of Perceptual Constraint

The perceptual constraints are identified similarly compared to the headway constraints. The data analysis shows that most drivers share a similar slope \( k \) in Figure 5.6 (a), but with different bias \( b \) preferences of (5.3) as shown in Figure 5.6 (b). Thus, in this study, the average slope \( k \) is used. Collected driving data are divided into different intervals based on relative velocity \( \Delta v \) as shown.
Figure 5.6: Headway constraints and perceptual constraints fitting of all drivers’ data: (a) Slope of the perceptual constraint and (b) Bias of the perceptual constraint.

Figure 5.7: Statistics of all driver’s constraints fitting.

in Fig. 5.5(b). In each interval, the data point with the minimum relative distance is identified. Then, these identified data points are collected into vectors $X_p$ and $Y_p$. The bias term $b$ in (5.3) is identified with

$$b = \frac{\sum_{j=1}^{n} (Y_{p,j} - kX_{p,j})}{n} \quad (5.6)$$

where $n$ is the number of the identified data points.

Figure 5.5(b) shows the identified perceptual constraint of an example driver and his/her braking data in a $d_{rel}$ vs. $\Delta v$ plot. Since this study focuses on braking rather than acceleration, only the negative $\Delta v$ side constraint is considered. It should be noted that this perceptual constraint is a simplified substitute for the left reaction zone in Fig. 5.2. The CS of the perceptual constraint in Fig. 5.5(b) is 0.998, meaning that most of the driver’s braking behavior is captured by this constraint. Similar to the headway constraints, the non-linearity from the reaction zone in Fig. 5.2 cannot be captured with a linear constraint. Therefore, this perceptual constraint is treated as a soft constraint in the control design and allowed to be slightly violated.
5.3.4 Performance of Constraints Fitting

The CS statistics of all 450 drivers’ time headway and perceptual constraints are shown in Fig. 5.7. Fig. 5.7(a) shows that most of 450 drivers have their headway CS higher than 0.7, and Fig. 5.7(b) demonstrates almost all of drivers have their perceptual CS higher than 0.98. It can be concluded that both the proposed time headway and perceptual fitting methods describe drivers’ behavior reasonably well.

5.4 Personalized One-Pedal-Driving Algorithm

This section describes the proposed personalized braking algorithm based on model predictive control (MPC). The constraints described in Section 5.2 are identified and considered within a learning framework.

5.4.1 Vehicle Longitudinal Dynamics

The current algorithm assumes that the ego vehicle drives on a single lane; therefore, only longitudinal dynamics are considered. It is also assumed that the preceding vehicle’s velocity information within the prediction horizon is available through specific speed prediction algorithms [104]. The car-following dynamics are expressed as a discrete-time state-space model with a sampling time $T_s$:

$$x_{k+1} = Ax_k + Bu_k + d_k,$$

with

$$A = \begin{bmatrix} 1 & 0 & 0 \\ T_s & 1 & 0 \\ -\frac{1}{2}T_s^2 & -T_s & 1 \end{bmatrix},$$

$$B = \begin{bmatrix} T_s & \frac{T_s^2}{2} & -\frac{T_s^3}{6} \end{bmatrix}^\top,$$

$$d_k = \begin{bmatrix} 0 & 0 & T_s v_{p,k} + \frac{T_s}{2} v_{p,k+1} \end{bmatrix}^\top,$$

where the state and control variables are defined as

$$x_k = \begin{bmatrix} a_e & v_e & d_{rel} \end{bmatrix}_k^\top, \quad u_k = \dot{a}_k.$$  

It is noted that the rate of acceleration is used as a control input in order to penalize a jerk for enhanced ride comfort.
5.4.2 MPC Formulation

The objective function in the MPC-based POPD is formulated as the weighted sum of the square of acceleration $a$, rate of acceleration $u$, and velocity difference $\Delta v$ over the prediction horizon $N$, with two additional costs associated with slack variables:

$$J(u, \delta_1, \delta_2) = \sum_{k=0}^{N-1} (a_{e,k})^2P_1 + u_k^2P_2 + \Delta v_k^2P_3 + \delta_1P_4 + \delta_2P_5.$$  \hspace{1cm} (5.12)

where $P_i$’s are the weighting factors for penalizing acceleration, rate of acceleration and velocity difference to the preceding vehicle. The slack variables $\delta_1$ and $\delta_2$ are introduced to implement the constraints (5.1), (5.2) and (5.3) as soft constraints. Other state and control constraints are summarized as follows:

$$v_{e,\text{min}} \leq v_{e,k} \leq v_{e,\text{max}} \hspace{1cm} (5.13)$$
$$a_{e,\text{min}} \leq a_{e,k} \leq a_{e,\text{max}} \hspace{1cm} (5.14)$$
$$u_{\text{min}} \leq u_k \leq u_{\text{max}}.$$  \hspace{1cm} (5.15)

The proposed algorithm activates itself when the driver releases the acceleration pedal in the presence of a preceding vehicle, and the algorithm terminates when the driver presses the acceleration pedal again or in the absence of a preceding vehicle/stop sign. During the activation of the proposed algorithm, a Proportional-Integrator (PI) controller converts the optimized $\dot{a}$ into the desired brake pedal position. The driver, therefore, only needs to control the acceleration pedal most of the time. If the optimized deceleration does not meet the driver’s requirement, the driver can still press the brake pedal to override the brake signal generated by the proposed algorithm. This override action will be recorded and used for learning MPC weighting factors to be described in the later section. When there are no preceding vehicle/traffic stops, the algorithm allows the vehicle to coast and avoid double energy conversion.

5.5 MPC Weights Learning

To guarantee the proposed algorithm matches the specific driver’s behavior, the weights $P_i$’s in the MPC cost function (5.12) need to be determined for each driver. This section proposes an optimal weights learning method based on particle swarm optimization, which can automatically identify $P_i$’s with a small amount of pre-collected driving data from a specific driver.
5.5.1 Optimal Weight Learning

[105] trains a controller to capture human’s behavior with inverse reinforcement learning and a
performance evaluation metric consisting of mean square error between the controller’s action and
historical human action.

In order to judge the similarity between our controller’s action and the human driver’s action, a
similar performance metric \( L \) is considered:

\[
L = \frac{1}{T} \sum_{j=1}^{T} \left( (a_{e,j} - \bar{a}_{e,j})^2 + (\Delta v_j - \bar{\Delta v}_j)^2 + (\dot{a}_j - \bar{\dot{a}}_j)^2 \right)
\]  

(5.16)

where \( \bar{a}_e, \bar{\Delta v} \) and \( \bar{\dot{a}} \) represents acceleration, relative velocity and rate of acceleration of human
driver’s action during braking. The variable \( T \) denotes the total samples used for optimal weight
learning. The performance metric \( L \) depends on the weights \( P_i \)'s in the cost function (5.12), and a
driver with different driving behavior may have different optimal weights.

Finding \( P_i \)'s that minimizes \( L \) for a specific driver can be considered an optimization problem.
However, there is no guarantee of differentiability and convexity on such an optimization problem.
Thus, the gradient-based optimization technique is challenging to find an optimal solution. There-
fore, in this study, Particle swarm optimization (PSO) is applied to optimize the weights of the cost
function (5.12) for a specific driver. PSO is one of the most popular meta-heuristics [106, 107],
inspired by group collaboration behavior from nature, such as a flock of birds. At the beginning of
the optimization, PSO randomly generates a certain number of particles within the search space.

In this study, \( P_1 \) to \( P_3 \) are optimized with PSO, that is, the max dimension \( j_{max} = 3 \). Each
particle in the swarm represents a set of weights \( [P_1, P_2, P_3] \) that leads to a certain evaluation
metric \( L \). The swarm size \( i_{max} \) is chosen to be 50, and maximum iteration \( t_{max} \) is 20. In (5.12),
\( P_4 \) and \( P_5 \) are associated with slack variables and only contribute to the cost term if the constraints
in Fig. 5.5 are violated. Since the constraint in Fig. 5.5 are fitted to be feasible in most of the
scenarios, \( P_4 \) and \( P_5 \) are chosen to be universal constants for improving computational efficiency.
The research in [107] has shown that in a low-dimension search space, the PSO is less likely to
get trapped into a local optimal. The upper and lower bounds of the searching parameter space are
chosen as \( P_1 \in [0.01 500], P_2 \in [0.01 100], \) and \( P_3 \in [0.01 100] \).

5.5.2 Prediction Method Selection

The state-space model shown in Section 5.4.1 requires the future operation of the preceding vehicle
to predict the car-following dynamics in a short horizon. However, the future operation of the
preceding vehicle is hard to gather and prone to errors. For those preceding vehicles without
autonomous driving and V2V technology, the prediction of the future motion can only be made by collecting its previous operations. In the literature, [94, 108, 109], various methods capable of predicting the preceding vehicle’s speed have been proposed with a relatively small error through a polynomial fitting of previous information. However, our study observed that a relatively simple constant acceleration (CA) prediction [110] is sufficient to predict braking operation. The CA method predicts the preceding vehicle’s \( l \)-step future speed \( v_{p,k+1} \) by assuming that it maintains the same acceleration as the current step \( k \) as follows:

\[
v_{p,k+1} = v_{p,k} + T_s a_{p,k} l.
\]  

(5.17)

Although the CA prediction in a long horizon possesses errors due to the change of acceleration in the preceding vehicle’s acceleration, this prediction error in a long horizon has little impact on the performance of MPC [108]. The reason is, in each time step, the MPC only adopts the first control action from the control sequence generated within the prediction horizon and re-calculates the control sequence when it reaches the next time step [111]. Thus, the MPC performance can be guaranteed if the \( v_p \) prediction in a short horizon is precise enough.

To assess the performance of the CA method in the current MPC formulation, a comparative case study is conducted between the CA method and the perfect information prediction where the preceding vehicle’s future speed \( v_p \) can be acquired with no error. In addition, the impact of the horizon length can affect the performance of the proposed POPD, and hence different prediction lengths ranging from 3 to 10 are investigated.

Figure 5.8: (a) The comparison of \( L^* \) between CA and perfect information prediction. \( L^* \) of CA is normalized base on \( L^* \) of the perfect information prediction method. (b) Averaged \( \frac{L^*}{L} \) of 50 driver. \( N \in [7, 9] \) results highest performance.

Figure 5.8 (a) shows the performance comparison between the CA and perfect prediction among 50 selected driving cycles. The best performance metric \( L \) among all prediction horizons (from \( N = 3 \) to \( N = 10 \)) is denoted by \( L^* \) in a specific cycle. Note that \( L^* \) of the CA is normalized based on \( L^* \) of the perfect prediction. The average normalized \( L^* \) of the CA method among all drivers is 0.997, which means the CA method does not lead to severe performance degradation.

The study shows that the optimal prediction length \( N \) varies depending on different drive cycles.
For simplification, the prediction horizon is selected to lead to the best performance for most of the drivers. To determine the optimal prediction horizon, a normalized metric $\frac{L^*}{L}$ is introduced to assess how different $N$ performs in a specific cycle. The best $N$ in a specific cycle leads to $\frac{L^*}{L} = 1$, and other $N$’s lead to $\frac{L^*}{L} < 1$. Through averaging $\frac{L^*}{L}$ among all 50 drivers, the best $N$ that fits for all drivers, in general, can be found. The relationship between averaged $\frac{L^*}{L}$ and $N$ are shown in Fig. 5.8 (b). As it can be seen, the prediction length $N = 8$ yields the highest $\frac{L^*}{L}$; thus, in the rest part of this paper, the optimal horizon of $N = 8$ is used.

5.6 Performance Evaluation

In order to statistically investigate the performance of the proposed POPD algorithm, this section presents the simulation results of the proposed algorithm under 450 driving cycles compared with those of a benchmark braking algorithm, the desired-relative-distance personalized braking (DRD-PB) algorithm.

5.6.1 Simulation Setup

In vehicle simulation, the proposed algorithm controls the ego vehicle’s braking action when the acceleration pedal is released until the acceleration pedal is pressed again. The driving cycles used in the simulation are recorded from real-world human drivers, and hence the algorithm-generated braking actions can be compared with the human drivers’ actions for performance evaluation purposes.

Four hundred driving cycles driven by different drivers are considered. Each drive cycle is divided into two parts, a training cycle for MPC weight learning and a validation cycle for assessing the performance of matching human behavior, namely.

5.6.2 Desired Relative Distance-based Personalized Braking

For the purpose of performance comparison, this section describes a desired relative distance-based personalized braking (DRD-PB) algorithm [112] that performs a function similar to the proposed POPD method. The DRD-PB tracks the desired relative distance $d_{des}$, which captures relative distance from human driving data during active braking scenarios in a function of the $v_e$ and $\Delta v$ as follows:

$$d_{des} = d_s + \tau v_e + b_{des} \Delta v^2.$$  \hspace{1cm} (5.18)

The desired distance headway $d_s$, desired time-headway $\tau$, and personalized factor $b_{des}$ are identified to capture the driver’s behavior in active braking. Since DRD-PB is also designed to perform
braking only, $\Delta v^2$ term in Eq. (5.18) does not interfere with the braking performance of the algorithm. When the preceding vehicle speeds up, $\Delta v^2$ term increases so does $d_{\text{des}}$. In this case, the DRD-PB will not result in acceleration and will wait for the driver to operate the acceleration pedal.

To accommodate the stochastic behavior of the human driver’s braking action, the desired distance in Eq. (5.18) is corrected by a factor $c_f$ expressed as follows:

$$c_f = \min\left(1, \frac{\hat{d}_{\text{rel}}}{\hat{d}_{\text{des}}} \right),$$  

(5.19)

where $\hat{d}_{\text{rel}}$ and $\hat{d}_{\text{des}}$ are the relative distance and computed desired relative distance at the moment of acceleration pedal released. The correction factor is kept the same for continuous braking and will reset when the driver press and release the acceleration pedal in the next event. When the driver releases the acceleration pedal late so that $d_{\text{rel}}$ becomes shorter than computed $d_{\text{des}}$ initially, the correction factor will reduce $d_{\text{des}}$ to avoid harsh braking caused by a large initial relative distance error. In the DRD-PB, a PI controller is used to track the corrected desired relative distance,

$$\tilde{d}_{\text{des}} = c_f d_{\text{des}}.$$  

(5.20)

Since this DRD-PB method only focuses on braking control, there will be no positive acceleration generated from the controller if $d_{\text{rel}}$ is larger than $\tilde{d}_{\text{des}}$; Instead, the ego vehicle maintains a coasting mode. Much detailed information about DRD-PB can be found in [112].

### 5.6.3 Performance Comparison

The histogram in Fig. 5.9 shows the performance comparison over 400 driving cycles with the proposed POPD and the DRD-PB methods. The performance metric $L$ of the POPD method is normalized with that of the DRD-PB. In most cases, the normalized $L$ of the proposed algorithm is less than 0.5, meaning that the proposed POPD method outperforms the DRD-PB by over 50%.

A time-series comparison of a selected driving cycle segment between both algorithms is shown in Fig. 5.10. Particularly, Fig. 5.10(a)–(d) compare the velocity, acceleration, relative distance, and relative velocity among the human driver and two braking algorithms, respectively. Note that in Fig. 5.10(c), the value of $d_{\text{rel}}$ is shown only if there exists a preceding vehicle within a distance of 150 m. Figure 5.10(e) shows the driver’s historical acceleration pedal position and brake signals. For the acceleration pedal, 1 and 0 represent completely pressed and released states, respectively, and an intermediate position is also recorded. On the other hand, the brake signal is a Boolean-type signal, and hence it only records whether the driver presses the brake. Both control algorithms activate when the driver completely releases the acceleration pedal and terminate if the driver
Figure 5.9: Histogram comparison between POPD with DRD-PB: the $L$ of POPD is normalized based on DRD-PB.

Figure 5.10: Simulated time series comparison between POPD and DRD-PB method of a selected driver. (a): ego vehicle velocity over the time. (b): ego vehicle acceleration over the time. (c): relative distance between ego vehicle and the preceding vehicle over the time. (d): relative velocity between ego vehicle and the preceding vehicle. (e): acceleration pedal position and brake pedal actuation signal.

presses the acceleration pedal again.

Overall, both methods can properly slow down the ego vehicle when the driver releases the
acceleration pedal and with an existence of a preceding vehicle, as shown in Fig. 5.10(a). However, Fig. 5.10(b) indicates that the peak deceleration generated from the DRD-PB is much larger than the human data and the POPD at around 100 seconds, 1400 seconds, and 2100 seconds. The zoom-in portion of Fig. 5.10(a), (b) and (d) show that the ego vehicle encounters a preceding vehicle between 2110 and 2140 seconds. In this case, the time headway is small, and there exists a risk of collision. The DRD-PB is not able to predict the upcoming collision event until two vehicles are extremely close. Therefore, The DRD-PB lets the vehicle coast for a while and then applies a relatively harsh brake, for which the driver’s ride comfort can deteriorate. The shape of this acceleration profile in Fig. 5.10(b) mismatches with the driver’s desired action, which can lead to a feeling of heterogeneity. When it comes to the proposed POPD algorithm, benefiting from the learned Wiedemann’s constraints, headway constraints, and personalized weights from the driver’s historical data and the predictive model, the POPD can realize the collision before it happens. As shown in Fig. 5.10(a), (b), and (d), the proposed POPD generates the braking action that matches the human’s behavior in $a$, $\Delta v$ and $d_{rel}$. Moreover, the change of acceleration is smooth, which eliminates the jerky operation during the braking.

To statistically analyze the behavior of the DRD-PB and the POPD in each component of $L$, the difference of $\dot{a}$, $a$ and $v_{rel}$ to the human behavior from both methods are plotted into histograms as shown in Fig. 5.11. Because the driver’s behavior contains stochasticity and is also influenced by every day’s mood and purpose of driving, which cannot be quantified easily. Therefore, the errors in each component of $L$ can only be reduced but not eliminated. The blue and red solid lines in each subplot of Fig. 5.11 represent the probability density function (PDF) of the DRD-PB and the POPD in the validation set. The standard deviation $\sigma = [\sigma_{\dot{a}}, \sigma_a, \sigma_v]$ of POPD is $[0.467, 0.413, 0.891]$, which is smaller than $[0.479, 0.425, 0.949]$ of the DRD-PB in every perspective. Therefore, it can be concluded that with the POPD, braking operation becomes more similar to human behavior than that with the DRD-PB. The statistical analysis of three additional drivers is listed in Table 5.1, clearly indicating that the POPD outperforms the DRD-PB in terms of $\sigma$ for every independent driver.

![Figure 5.11: Probability distribution comparison between DRD-PB and POPD to the human driver: the probability density function shows the brake action generated from POPD is more similar to humans than the DRD-PB. The mean and standard deviation are listed as driver #3 in Table 5.1.](image-url)
Table 5.1: Statistics of three selected drivers:

<table>
<thead>
<tr>
<th>Driver</th>
<th>Method</th>
<th>$\dot{a}$ error ($m/s^3$)</th>
<th>$a$ error ($m/s^2$)</th>
<th>$\Delta v$ error ($m/s$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$</td>
<td>$\sigma$</td>
<td>$\mu$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>1</td>
<td>DRD-PB</td>
<td>-0.032 0.479</td>
<td>-0.001 0.425</td>
<td>0.132 0.949</td>
</tr>
<tr>
<td></td>
<td>POPD</td>
<td>-0.023 0.467</td>
<td>-0.088 0.413</td>
<td>0.192 0.891</td>
</tr>
<tr>
<td>2</td>
<td>DRD-PB</td>
<td>0.025 0.494</td>
<td>-0.038 0.617</td>
<td>-0.103 2.00</td>
</tr>
<tr>
<td></td>
<td>POPD</td>
<td>-0.029 0.374</td>
<td>-0.027 0.295</td>
<td>-0.224 0.767</td>
</tr>
<tr>
<td>3</td>
<td>DRD-PB</td>
<td>-0.017 0.560</td>
<td>-0.023 0.706</td>
<td>0.093 1.626</td>
</tr>
<tr>
<td></td>
<td>POPD</td>
<td>-0.023 0.522</td>
<td>-0.088 0.545</td>
<td>0.171 1.181</td>
</tr>
</tbody>
</table>

5.7 Experimental Validation

In order to investigate the real-time performance of the proposed POPD algorithm within a complex driving environment with multiple drive-lanes, other vehicles surrounding, and a driver’s intervention, a human-in-loop test is conducted on the virtual framework developed in [113, 114].

The state-space model in Eq. (5.7), the convex control problem in Eq. (5.12) and its constraints are converted into their stack-state representation and solved in a quadratic programming manner. The quadratic programming solver used in current code generation is MATLAB® quadprog.m. The average computation time for each step is around $3 \times 10^{-4}$ second handled by a desktop with 16 GB memory and Intel Core i9 9900K 3.6 GHz CPU. This computation time is fast enough to support a real-time implementation.

5.7.1 Driver Simulator Setup

This virtual framework contains an urban city route that is duplicated from Ann Arbor, Michigan, as shown in Fig. 5.12(a). Every road segment contains multiple traffic lanes, traffic signals, stop signs, and elevation profiles extracted from the real world. The visualization of the aforementioned road conditions is achieved by CarMaker® [115], then displayed on three high-resolution TVs to mimic the driver’s front windshield view and side window views in Fig. 5.12(b) and (c), respectively.

As shown in Fig. 5.12 (b), every component of the cockpit is from an actual production vehicle factory. The spring and damper of the gas/brake pedal are adequately tuned to mimic the force feedback from the actual vehicle’s pedal. An electric motor properly controls the resistive force of the steering wheel to mimic the sense of steering in an actual vehicle.

During the test, the driver controls the ego vehicle’s direction with the steering wheel and the
Figure 5.12: Human-in-the-loop co-simulation environment: (a) driving route from Ann Arbor area, (b) simulator setup (c) simulator interface

acceleration/deceleration with the acceleration and brake pedals, like driving a real-world vehicle. These input signals are collected by CarMaker® and then passed to GT-suite® [116] for powertrain and vehicle dynamics simulation. It is noted that a lane shift is made by the driver’s decision when it is needed. In the meantime, PTV VISSIM® [117] generates random numbers of robot sedans and robot buses to the CarMaker® environment that share the same road with the test vehicle. These robot vehicles are programmed by VISSIM® and follow a similar behavior to real-world drivers. Robot vehicles make lane shifts as they desire and wait for stop signs and red traffic signals. The traffic volume of randomly generated robot vehicles is obtained through the Michigan department of transportation website [118]. There is a possibility that neighboring lane vehicles will cut in with high relative speed, which will be a chance to test the safety level of the proposed POPD. The POPD algorithm is compiled from Matlab/SIMULINK® to C-code and is called by the CarMaker® master environment.
5.7.2 Experimental Results

During the experiment, two different drivers are involved. Each driver performs two test drives on the same route, with and without the proposed algorithm implemented. In order to show the full potential of the POPD, the drivers’ behavior is fully learned before the test drives. The overall trip time, braking time by human and braking time by the algorithm of each driver are summarized in Table 5.2.

As shown in Table 5.2, because of the driving style difference, each driver has completed the test drive with different trip times. In addition, the randomness in the traffic simulation (e.g., neighboring vehicles and traffic signals) makes even the same driver complete the same route with different trip times. Without the POPD algorithm, the overall braking time occupies 31.3% of driver A’s overall trip time and 16.7% of driver B’s trip time. However, with POPD included, the human braking time is reduced to 5.25% and 3.56% of the total trip time, respectively, which significantly reduces the driver’s brake pedal efforts. Note that the current POPD algorithm does not use any navigation information, which means that the human driver is responsible for braking events caused by traffic signals, stop signs, and slowing down for turning left/right.

The time-series response of driver A’s ego vehicle velocity and the preceding vehicle velocity is shown in Fig. 5.13 (a). The desire and actual acceleration, relative distance to the preceding vehicle, and relative speed to the preceding vehicle are listed in Fig. 5.13 (b), (c), and (d), respectively. The algorithm-generated braking signal, human override signal, and algorithm activation indicator over time are shown in Fig. 5.13 (e). Overall, Fig. 5.13 (a) shows that driver A can track the preceding vehicle’s speed relatively well with the POPD implemented onto the ego vehicle. Fig. 5.13 (b) demonstrates that the actual acceleration always matches the desired acceleration if the driver does not override the algorithm. It is worth noting that the \( d_{rel} \) in Fig. 5.13 (c) is set to 0 if the preceding vehicle does not exists. Otherwise, the constraints of the relative distance can be satisfied most of the time.

From the time 1000 to 1200 seconds, there are several consecutive stop signs, and human driver A would have to press the brake pedal by himself in Fig. 5.13(e). With navigation information

<table>
<thead>
<tr>
<th></th>
<th>Driver A</th>
<th>Driver B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w/o POPD</td>
<td>w/ POPD</td>
</tr>
<tr>
<td>Trip time (s)</td>
<td>1345</td>
<td>1383</td>
</tr>
<tr>
<td>Brake time (s)</td>
<td>425.6</td>
<td>72.7</td>
</tr>
<tr>
<td>POPD usage (s)</td>
<td>-</td>
<td>540.9</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>633</td>
</tr>
</tbody>
</table>
Figure 5.13: Human-in-loop experimental results: (a) the ego vehicle velocity compared to the preceding vehicle, (b) desired and actual acceleration, (c) relative distance between the ego vehicle and the preceding vehicle and constraints (d) relative velocity between the ego vehicle and the preceding vehicle, (e) brake pedal position from POPD, brake pedal position from human driver, algorithm activation indicator (Ip).

Included in the future, the human brake usage in the POPD case can be further decreased from 5.25% (or 3.56%) to an even lower value. During driving, the human driver can override the operation from the POPD with the gas/brake pedal when feeling uncomfortable. As Table 5.2 indicates, the driver merely overrides the POPD action except for traffic/stop signs, meaning that the driver accepts the generated deceleration most of the time. Throughout the entire trip, there was no collision observed, and the test driver did not feel heterogeneity when POPD engaged, as shown in Fig. 5.13.

During the time 1350 seconds to 1360 seconds in Fig. 5.13(a) and (d), driver A intentionally pushes the acceleration pedal, approaches the preceding vehicle at high speed, and releases the acceleration pedal when two vehicles are extremely close. At the time 1358 seconds when POPD was activated, it successfully recognized the danger of collision and reduced the vehicle’s speed with more consideration for safety and less consideration of comfort, as shown in Fig. 5.13 (b), (c) and (e).
5.8 Summary

This study proposes a personalized one-pedal-driving (POPD) algorithm using learning-based MPC. To capture a driver’s unique characteristics, two personalized constraints, namely time headway and perceptual constraints, are identified based on the analysis of real-world on-road driving data. Learning a driver’s braking behavior is realized through the optimization of the weighting factors in the MPC cost function with particle swarm optimization using historical driver data. Specifically, an evaluation metric is introduced to judge the similarity between the controller’s and the human driver’s actions. With this evaluation metric, optimal weights learning is conducted to ensure the controller’s action matches the individual driver’s expectation.

A comparative case study shows that predicting a preceding vehicle’s speed with a constant acceleration assumption leads to a similar level of control performance compared to the case with a precise estimation of the preceding vehicle’s speed. The comparative study also reveals that the optimal prediction horizon for this car-following control problem is 8 seconds. An open-loop simulation with 450 cycles from different drivers was conducted to test the proposed POPD’s capability of matching driver’s braking behavior. The simulation results show that, on average, the proposed POPD algorithm outperforms our earlier developed desired relative distance model-based personalized braking algorithm by over 50% in terms of similarity to the individual human drivers.

In addition, a human-in-loop experiment was conducted under a GT-Suite®/CarMaker®/SIMULINK®/VISSIM® co-simulation environment. Over this simulator test with two different drivers, the proposed POPD algorithm proved its effectiveness and real-time implementability in a real-life driving environment. Furthermore, by implementing the POPD algorithm, both drivers can finish the same drive cycle with only one pedal control in most scenarios, which dramatically reduces the deceleration pedal’s effort. Meanwhile, both drivers are satisfied with the deceleration generated from the POPD as the driver merely overrides the brake signals.
CHAPTER 6

Conclusion

6.1 Summary of Contribution

Due to the increasing transportation demand and strict greenhouse gas emissions regulations, vehicle industries have shifted their focus from conventional ICE vehicles to electrified vehicles. A battery electric vehicle (BEV), which avoids tailpipe emission completely, is considered the ultimate solution to transportation emissions. However, due to charging speed and capacity limitations on battery, currently, EV users are facing the problem of range anxiety and the lack of charging stations. Therefore, hybrid electric vehicles (HEVs), which possess the advantages of both conventional vehicles and BEVs, appear to be a viable solution to cope with such strict emission regulations while mitigating range anxiety and allowing long haul travel.

Among all variations of HEVs, a 48V mild hybrid electric vehicle have brawn much attention. The increased voltage from 12 to 48 volts allows more powerful electronics implementation and the system to exploit the advantage of hybrid architecture. Moreover, a 48V system still avoids the extra expense of wiring and electric shock protection. To promote the utilization of a 48 V system, a P0+P4 dual motor configuration is considered. A less expensive P0 motor connected to the engine crankshaft can help with engine start. This P0 motor also provides power assist when the requested torque on the front axle exceeds the wide-open-throttle torque of the engine. Furthermore, the P0 motor captures energy when the rear stronger P4 motor regenerative braking capability is limited due to vehicle stability constraints. The overall P0+P4 configuration allows the driver to choose among different modes: front drive, rear drive, and electric all-wheel-drive.

In the mean time, recent advances in connected and automated vehicle technologies have created vast opportunities to improve the efficiency of electrified vehicles. Thus, this dissertation aims at optimizing powertrain and vehicle dynamics to achieve the full potential of fuel economy of the P0+P4 system while satisfying safety and ride comfort requirements. When a certain level of passenger comfort is required, co-optimizing powertrain and vehicle dynamics may not achieve significant improvements in energy efficiency; therefore, this dissertation adopts a less computa-
tionally expensive hierarchical control approach to vehicle power-split and longitudinal motion in a sequential manner.

Despite the P0+P4 MHEV’s advantages, the three power source structure brings extra difficulties in designing a real-time torque split strategy. In this dissertation, the safety, ride comfort, and fuel economy of a P0+P4 MHEV are optimized in a sequential manner: torque split optimization and vehicle longitudinal motion optimization. Moreover, personalized behaviors of an individual driver are considered in control design to further improve the drivability and ride comfort through a one-pedal-driving feature.

To begin with, the detailed P0+P4 MHEV model considers realistic constraints are developed. Those realistic constraints include nonlinear tire, longitudinal load transfer and brake constraints due to vehicle safety. Then, the dynamic programming analysis of the P0+P4 MHEV is conducted on three standard test cycles such as the WLTC, the UDDS and the HWFET. Finally, through analyzing the global optimal solution of energy consumption and torque distribution, two important features are derived from the DP results:

1. The P0 motor is hardly used for propulsion unless the demanding torque at the front axle exceeds the engine’s maximum torque.
2. In the case of braking, the torque distribution at the front and the rear axle has a clear relationship with the current deceleration.

Due to the first feature, the real-time torque split strategy can exclude the P0 motor from the control variables. Hence, the power split during the propulsion is solved with one of the well-known optimization-based techniques, A-ECMS. The second feature is captured by a modified logistic function in equation (2.30). During the braking event, the torque distribution can be determined through the diagram shown in figure 2.8. The overall control framework is named approximated A-ECMS for P0+P4 MHEVs.

In addition to the optimization-based strategy, this dissertation proposes another learning-based torque-split algorithm using a twin delayed deep deterministic policy gradient algorithm with prioritized exploration and experience replay (TD3-PEER). Due to the data-driven characteristic, this TD3-PEER can be easily migrated to a similar hybrid architecture or a BEV with multiple different-sized motors. The simulated training process with different seeds demonstrated the stability of the proposed TD3 algorithm. The case study also proves that the expert knowledge from DP results helps the agent achieve much better fuel consumption. The proposed TD3 method outperforms state-of-art DDPG+PER and DQN in fuel economy among all five standard test cycles.

Regarding the vehicle longitudinal motion, this dissertation proposes a defensive ecological adaptive cruise control strategy (DEco-ACC). The DEco-ACC formulates the multi-lane car-following system into MPC problem, and blind spot zone of neighboring vehicles as a one-time dif-
ferentiable continuous penalty function. Unlike the traditional ACC or Eco-ACC, this DEco-ACC allows the vehicle proactively avoid the blind spot zone of the neighboring vehicles within its prediction horizon. The simulation results show that with two neighboring vehicles present simultaneously, the DEco-ACC reduces 29.5% of dwelling time in the blind spot and only scarifies 0.4% of fuel consumption. The case study about four neighboring vehicles during car following is presented in the appendix.

In complex urban driving scenarios, the DEco-ACC may be disabled due to many stop signs and traffic signals. To cope with such situation, this dissertation proposes a personalized one-pedal-driving algorithm (POPD) based on a learning-based model predictive controller whose parameters are trained with the driver’s historical braking data. With the POPD, braking actions will be performed automatically during car-following. During the driving, the driver may press the brake/acceleration pedal to override the actions done by the POPD controller temporarily. Such overriding behavior will be recorded for future parameter learning improvements. The proposed POPD algorithm is validated through a Human-in-the-loop co-simulation with complex driving scenarios duplicated from the Ann Arbor area in Michigan, including multiple traffic lanes, stop signs, roundabouts, and traffic signals. The experiment shows that the brake pedal usage is reduced from 31.3% to 5.25% for human driver A and from 16.7 to 3.56% for human driver B.

### 6.2 Possible Future Extension

This dissertation proposes four novel algorithms in terms of power-split and longitudinal motion control for a P0+P4 MHEV. These proposed algorithms are proven effective in improving energy efficiency, safety, and ride comfort with the human factor sufficiently considered. Nevertheless, the following can be considered opportunities for future research to advance the presented work.

#### 6.2.1 MHEV Power-split Combined with Trip Information

The power-split strategy for an MHEV is often designed as a charge-sustaining mode that does not require the MHEV’s battery to be physically plugged in for charging. However, the battery SOC in charge-sustaining mode should be well regulated around a reference level to cope with the motor’s potential regenerative braking or power assist events. Such regulation on battery SOC highly restricts the current power-split policy and may conflict with a potentially more energy-optimal solution over the entire trip [22, 119–122].

Due to the rapid development of vehicle connectivity technologies, future trip information may be available before or during the trip, such as road gradient and traffic volume in a certain area. With this trip information available, an improved torque-split algorithm may reach even lower
energy consumption over the trip. The studies in [123–132] have demonstrated the potential of such combinations. The energy efficiency of the proposed AA-ECMS and TD3 may be enhanced after the trip information included. Also, future work will include fuel economy and dynamic performance of the proposed strategy through vehicle testing for experimental verification.

6.2.2 Thermal System Integrated Control

This dissertation optimizes the power-split and longitudinal motion of a P0+P4 MHEV in a hierarchical manner. And, it has been proved in [12] that the integrated control brings extra computation complexity but only improves little energy efficiency. During this study, the engine, electric machines and battery temperature are assumed to be well-regulated. However, it is known that the control of a cooling system within HEVs and EVs are also an active research area [133–141], as the cooling effort influences to the overall energy consumption as well. An optimized control action in power-split or vehicle longitudinal motion may lead to extra cooling effort. Thus, the influence of cooling effects on the decision of power-split and vehicle longitudinal motion is worth studying. [142–145] Future work will investigate the impact of thermal effects, such as cabin and battery heating/cooling, on the power management problem. In addition, the performance when combining an off-line RL technique with dynamic programming results will also be investigated.

6.2.3 Impact of Different Risk Penalty Functions on DEco-ACC Performance

To ensure the real-time implementability of DEco-ACC, it is desired that the penalty function of blind spots considered in Chapter 4 is a continuous, differentiable and symmetrical function, where the mid-point of the blind spot zone has the highest penalty/risk. However, for several types of neighboring vehicles, the projections of their lengths to the ego traffic lane do not overlap with the mid-point of their blind spots. Therefore, it would be more rigorous if the highest risk could be assigned to the overlapped region of neighboring vehicles’ length projection and blind spots.

Future work will investigate an improved version of the risk function setup that eliminates the dwelling time within both blind spots and the neighboring vehicles’ length projection.

6.2.4 Enable DEco-ACC to Learn from Human

The study from Chapter 5 demonstrates that different drivers have different preferences on car-following time headway, distance headway, and time-to-collision. Therefore, personalized driving behavior from the individual driver can be considered further to stretch the ride comfort of DEco-ACC. However, unlike the POPD, which can frequently collect a driver’s gas pedal and
brake pedal position data, a driver usually does not override actions from the ACC controller unless they turn off the ACC mode. Therefore, a novel data collection approach should be developed. Several existing pieces of literature about personalized ACC can be a reference [105, 146–152].

Moreover, Chapter 4 assumes that all states required by DEco-ACC can be observed accurately. However, in real-world operation, states acquired from sensors may be subject to measurement error and noise. It is worth exploring the performance of DEco-ACC with the existence of state estimation/observation error. The implementation of robust MPC on DEco-ACC can be a potential solution to this future direction.

6.2.5 POPD Dealing with Traffic Signals and Stop Signs

The current POPD algorithm proposed in Chapter 5 considers the motion of preceding vehicles, which allows it to perform personalized braking if a preceding vehicle exists. However, traffic signals and stop signs in urban driving can also cause vehicle braking events. With the current formulation, the driver still needs to press the brake pedal if traffic signals or stop signs cause the brake event. Hence, a possible extension to the POPD algorithm is to include the traffic signal and stop signs in the MPC formulation [153–155]. The information on traffic signals and stop signs can be either collected from the vehicle onboard sensors [156–162] or by vehicle-to-infrastructure communications [163–168]. Moreover, to validate the adaptability of the POPD in complex real-world driving environments, a real vehicle experiment is needed. And, the energy efficiency improvement of POPD can be rigorously studied and compared with the rule-based OPD.
APPENDIX

Deco-ACC with Four Neighboring Vehicles

The simulation shown in section 4.4.3 is mainly focused on the controller’s performance at high-speed operation with two neighboring vehicles (2NVs). When a traffic condition changes (e.g., heavy traffic or urban driving), the number of neighboring vehicles could increases. Therefore, in this Appendix, the DEco-ACC is modified to handle a 4-NVs scenario and its performance is presented through low speed car-following scenarios with more neighboring vehicles surrounded from the NGSIM data. More specifically, 10 cases of 4-NVs scenarios are extracted from real-world NGSIM data.

Figure A.1: A concept of car-following in consideration of the BSZs of four neighboring vehicles.
In a 4-NVs scenario, the state-space matrices in Eq. \((4.9)\) are modified as follows:

\[
A = \begin{bmatrix}
1 & 0 & 0 & -T_s & -\frac{1}{2}T_s^2 & 0 & 0 \\
0 & 1 & 0 & -T_s & -\frac{1}{2}T_s^2 & 0 & 0 \\
0 & 0 & 1 & -T_s & -\frac{1}{2}T_s^2 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -T_s & -\frac{1}{2}T_s^2 & 1 & 0 \\
0 & 0 & 0 & -T_s & -\frac{1}{2}T_s^2 & 0 & 1 \\
\end{bmatrix},
\]

\[
B^T = \begin{bmatrix}
-\frac{T_3^3}{6} & -\frac{T_3^3}{6} & -\frac{T_3^3}{6} & -\frac{T_3^3}{6} & T_s & -\frac{T_3^3}{6} & -\frac{T_3^3}{6} \\
\end{bmatrix}^T,
\]

\[
d_k^T = \begin{bmatrix}
T_s v_p & T_s v_{n1} & T_s v_{n2} & 0 & 0 & T_s v_{n3} & T_s v_{n4} \\
\end{bmatrix}^T,
\]

with state \(x\) and input \(u\) as

\[
x_k = \begin{bmatrix}
Y^{\Delta PE} \\
Y^{\Delta NE1^*} \\
Y^{\Delta NE2^*} \\
v_e \\
\dot{a}_e \\
Y^{\Delta NE3^*} \\
Y^{\Delta NE4^*} \\
k
\end{bmatrix}, \quad u_k = \dot{a}_k.
\]

where \(Y^{\Delta NE3^*}\) and \(Y^{\Delta NE4^*}\) are blind spots constraints of neighboring vehicle 3 and neighboring vehicle 4 which are defined in a similar way shown in Eq. \((4.8)\). The following constraints are included to address the neighboring vehicles 3 and 4:

\[
|Y^{\Delta NE3^*}| \geq \frac{1}{2}L_{BSZ3},
\]

\[
|Y^{\Delta NE4^*}| \geq \frac{1}{2}L_{BSZ4}.
\]

After including the slack variable and mode signal for neighboring vehicles 3 and 4, the cost function of this incremental Deco-ACC controller is modified as follows:

\[
J = \sum_{k=0}^{N-1} u_k^2 P_1 + (a_{e,k})^2 P_2 + (v_{e,k} - v_{p,k})^2 P_3 + (\delta_{\text{slack},1} \times \text{mode}_1 + \delta_{\text{slack},2} \times \text{mode}_2 + \delta_{\text{slack},3} \times \text{mode}_3 + \delta_{\text{slack},4} \times \text{mode}_4) P_4
\]
Table A.1: Time span and average preceding vehicle velocity of each car following scenario with four neighboring vehicles.

<table>
<thead>
<tr>
<th>Scenario #</th>
<th>Length in second</th>
<th>Average speed $v_p$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45</td>
<td>5.36</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>6.17</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>6.66</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>7.47</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>8.14</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>6.31</td>
</tr>
<tr>
<td>7</td>
<td>25</td>
<td>8.58</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
<td>9.14</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>9.69</td>
</tr>
<tr>
<td>10</td>
<td>35</td>
<td>8.89</td>
</tr>
</tbody>
</table>

As shown in Table A.1, a total of 10 real driving scenarios are extracted with a preceding vehicle’s velocity ranging from 5.36 m/s to 8.89 m/s which is much lower than 23.9 m/s from the case study in Section 4.4.3. Since the ego vehicle is rarely surrounded by four neighboring vehicles simultaneously, each realistic scenario is relatively short, ranging from 20 seconds to 50 seconds.

The comparison of both controllers among all 10 cases are summarized in Fig. A.2. The fuel consumption and dwelling time of DEco-ACC controller are normalized with respect to the values obtained with the Eco-ACC controller. It can be seen that the DEco-ACC controller can reduce the BSZ dwelling time in the most cases, and that as discussed in Section 4.4, an additional fuel consumption could be led by the DEco-ACC.

Figure A.3 compares the operations of the DEco-ACC and Eco-ACC for a specific 4-NVs scenario in detail. In Fig. A.3(a), the filled areas show the trajectory of the BSZ associated with each neighboring vehicle. From Fig. A.3(a), 2 s to 8 s, the DEco-ACC controller commands the ego vehicle to drive at a lower speed in order to avoid the blind spot of neighboring vehicle N4. However, the ego vehicle with Eco-ACC controller ignores the blind spot and drives into it. A similar behavior can be observed from 19 seconds to 21 seconds, the DEco-ACC controller maintains the ego vehicle outside of the blind spots of N4 and visible to other neighboring vehicle drivers which could improve the safety from lane-shifting-collision. However, the ego vehicle with Eco-ACC controller drives directly into the blind spots from time 19 to 21 seconds.
Figure A.2: Performance comparison of the Deco-ACC in 10 real driving scenarios including four neighboring vehicles.
Figure A.3: Comparison of trajectories with DEco-ACC and Eco-ACC at lower speed operation when there are four neighboring vehicles: (a) displacement of each vehicle, relative to the preceding vehicle, (b) velocity, acceleration, and jerk.
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