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ABSTRACT

Face-recognition is becoming the go-to authentication method. It is convenient: simply look at
the camera for instant recognition. Attackers, however, can expose vulnerabilities by “replaying”
an enrolled user. The primary concern here is the physical-spoof-attack. Attackers can acquire a
representative image from social media and create a realistic looking facsimile (e.g., paper-mask)
for authentication. This attack is rather popular for its efficacy and simplicity; despite this, there are
few reliable monocular detection methods. Alternatively, attackers can tamper the camera stream
by placing an injection device. The face-swap-attack similarly presents an acquired image of the
victim, this time as a photo-realistic image alteration using machine-learning. This attack is new
and does not yet have a computationally efficient means of detection. The goal of this dissertation
is to address both problems in a fashion that is monocular, single-frame and computationally-
efficient. A series of four physics-informed facial-liveliness-verification frameworks are presented
to achieve these goals. Performance evaluation shows best-in-class accuracy where all algorithms
are optimized for real-time-systems. These results are discussed and concluded with proposed
future works.
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CHAPTER 1

Introduction

Face-recognition (FR) is becoming the go-to authentication method for digital platforms. People
can simply look at a camera and be instantly recognized. This technology is made possible through
deep-learning methods. State-of-the-art identification networks today are able to discern one per-
son from over 50,000 (1). A growing problem, however, is attackers can “replay” enrolled users to
spoof authentication. With just a photo from social-media, attackers can present an enrolled face
through physical facsimiles or digitally injection. This dissertation addresses these vulnerabilities
through a proposed series of facial-liveliness-verification (FLV) methods. The goal is to design
physics-informed algorithms that can be mass deployed on monocular real-time-systems (RTS).

1.1 Face-Recognition Applications

To properly appreciate the value of attacking FR systems, it is important to understand how per-
vasive the applications are. FR is popular because it is arguably the most convenient way to au-
thenticate. It not only frees users from having to memorize a password or carry a device, but also
offers the greatest freedom out of traditional biometrics. Other common methods, such as finger-
print and iris recognition, require the user precisely interact with the sensor. The goal here is to be
seamless, where any general look towards the camera is instantly authenticated. This combination
of seamless and security results in FR being the fastest growing authentication method, projecting
to achieve $8.5 billion in annual revenue by 2025 (2).

Smart-devices are arguably championing this rapid adoption (3). Recent studies show over
100 million currently-deployed smart-phones have FR, with the anticipation of up to 90% of new-
phones will offer it by 2024 (4). This trend is similarly happening with laptops. Windows Hello
offers a standardized FR authenticator for plug-and-play near-infrared (NIR) cameras; this is sup-
ported on any Windows device (including desktops) (5).
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Other industries are now also using FR as an experience-differentiator. Commercial buildings
use it as a means of building access (6). Hotels are planning on greeting guests upon entry (antici-
pated 70% adoption by 2024) (7). Airports are using it for passport verification (8), now required
at all of the top 20 US airports (by travel volume) (9). Today even automobiles are personalizing
cabins and allowing owners to function as a biometric key (10). These industry disruptions are
happening globally, where China is in general leading the pack for convenience and surveillance
applications (11).

This pervasive application is why there is so much value to exposing FR vulnerabilities. If an
attacker can design a quality spoofing method, they can effectively take over a victim’s life. They
can authenticate into a victim’s phone, home and even vehicle. Or conversely, can act maliciously
and frame the user to surveillance systems. These types of attacks clearly need to be addressed in
a mass-deployable fashion.

1.2 Technological Challenges

Despite its popularity, FR is still a relatively nascent technology. The areas of greatest development
are the detection and identification algorithms. State-of-the-art methods can observe tiny faces (12)
and recognize them at scale (13). For this reason, the challenges presented focus on liveliness.

Physical-spoof-attacks (PSAs) “replay” a user’s facsimile to the camera (14). Attackers typi-
cally find “replay” sources from social-media and make them into facsimiles. Common examples
include pictures, videos and simple-masks printed onto paper or fabric(14). Very simple presenta-
tions can be detected with basic motion methods (e.g., eye blink (15) or heart rate (16)), however,
most typically requires depth sensing approaches (17; 18). These approaches are expensive and a
key part of why many FR systems are still vulnerable to the PSA.

Digital attacks manipulate the camera-data. With advances in compute and AI technologies,
attackers can alter the image-stream to contain a valid user. Face-swap-attacks (FSAs) are getting
relatively popular as they can photo-realistically present an enrolled user and there are a plethora of
available swapping-algorithms. Alternatively, attackers can also perform the service-denial-attack
(SDA) by using the synthesis networks to photo-realistically remove faces. It is noted there is a rich
history of identifying camera source and detecting basic tampering attacks (19; 20). The challenge
here is detecting these photo-realistic methods in a fashion that is computationally efficient.

Between physical and digital spoofing attacks, it is clear FLV is an important area of research.
In particular, there is a need for methods that are compatible with current RTSs (e.g., monocular
and computationally efficient) to ensure mass-deployment. With that said, it is important to also
consider issues that impact the user experience: false-rejections, latency and privacy. These are
viewed as secondary within this security-minded research, as there are suitable available solutions.
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False-rejections occur when the presented face deviates from the enrollment expectation. En-
vironment, facial perspective, aging, weight change, injury and threshold sensitivity all can factor
in mistaking a valid user (21; 22; 23). Thankfully, these can be mitigated several ways. The en-
rollment process can be improved by adding more perspectives and updating it periodically (24).
Algorithms can incorporate additional context to be less sensitive to variations in pose or environ-
ment. If all else fails, a robust and easy to use backup should be provided (1).

Latency correlates with convenience. If the FR system is too slow, users will tend to opt for
alternative authentication methods. This issue is partially mitigated by the introduction of neu-
ral system-on-chips (SoCs), which can run deep-learning networks in real-time (25). These is a
hardware solution, however, and drives cost. A simple, cost-effective solution is to provide fast
feedback. Users tend to be more tolerant of delays when they understand the system behavior.

Lastly, privacy is a concern whenever using camera-monitoring technologies. Users need trust
that their biometric-data is secure, and that the FR system will only authenticate when intended.
This is typically mitigated using a couple of techniques. Biometric-data is typically stored in a
trusted environment and never transmitted in a raw format (1). To help forge trust with the system,
it is customary to provide a human-machine-interface (HMI) to communicate status and camera
activity. Users can be given additional control by cooperating, where they look at the camera or
perform a gesture to signify intent to authenticate.

1.3 Problem Statement

The central problem statement is to verify facial-liveliness in a monocular, single-frame fashion.
There are literally millions of FR authenticators deployed that are vulnerable to spoofing attacks.
Coming up with a security approach that can implemented with just a software-update would be a
tremendous contribution. The primary FR vulnerabilities are annotated in Fig. 1.1

Figure 1.1: Face-recognition vulnerabilities.
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1.4 Research Objectives

The research aims to address the described gaps in efficiently FLV methodology. The primary
motivation is to address the PSA. As introduced in the challenges, attackers can spoof authentica-
tors with a trivial amount of effort and cost. Despite the attack’s popularity, most state-of-the-art
methods require 3D sensing (18). The secondary motivation is to address photo-realistic tampering
through FSA or SDA. While generally more rare (they require physical access to the sensor for
tampering), current platforms are vulnerable to them (26).

This dissertations addresses both of these attack vectors using an optical-forensics framework.
This underlying physics is identified and applied with robust algorithms. The contributions are as
follows:

1. An end to end threat-model for face-recognition spoofing

2. A novel material-spectroscopy approach to physical-spoof detection

3. A novel noise-synthesis framework to evaluate camera and environment effects

4. A novel auxiliary-noise-task framework to maximize spectroscopy robustness

5. A novel image-integrity-verification method employing camera-noise

1.5 Dissertation Outline

In summary, this dissertation addresses FLV in a monocular, single-frame fashion. This process
starts with presenting a basic FR pipeline overview in Chapter-2. Once the general algorithms are
understood, an end-to-end threat-model with vulnerability analysis is presented in Chapter-3. A
literature survey is then presented on the relevant state-of-the-art liveliness methods in Chapter-4.
These chapters serve as the background section of the dissertation, aimed at helping the reader
understand the fundamental vulnerabilities and mitigation strategies.

The contributions start with presenting the physics-informed frameworks in Chapter-5. First,
the PSA is addressed. This starts with presenting a novel near-infrared material-spectroscopy
approach, classifying liveliness from reflectance-patterns, in Chapter-6. Next, the spectroscopy
method’s robustness to camera and environmental noise is presented in Chapter-7, which includes
a novel approach to generating noise synthetically. The methodology is then enhanced with a
novel noise-based approach to multi-task-learning in Chapter-8. With the PSA addressed, the last
FLV framework addresses photo-realistic tampering (FSA and SDA). A novel image-integrity-
verification framework is presented in Chapter-9.
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These chapters conclude the FLV research. All of the desired objectives are met, where the pro-
posed algorithms meet the intended goals and perform extremely robustly. For completeness, a re-
lated application on improving face-identification robustness by encoding semantic-segmentation
features is also presented in Chapter-10. The dissertation contributions are then concluded in
Chapter-11, with some proposed future works. The author desires that anyone reading this disser-
tation to find the contributions useful, and enjoy it as much they do.
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CHAPTER 2

Face-Recognition Background

Face-recognition (FR) is a camera-based authentication service. This chapter starts with introduc-
ing the traditional authentication pipeline, briefly discussing each algorithm. Next, some common
applications are discussed. If further background information is desired, a glossary of relevant
terminology can also be found in Appendix-A.

2.1 Authentication Pipeline

The FR authentication pipeline is a process of detecting faces and then analyzing them for identity
and liveliness. The traditional approach is to acquire an image, detect the faces, determine the iden-
tity and lastly verify liveliness. This pipeline is illustrated in Fig. 2.1. Note, however, this pipeline
can change order depending upon the available hardware. For example, 3D sensing methods are
extremely effective at facial-liveliness-verification; in these situations liveliness can be verified
first, only addressing identity for live faces. Additionally, single-shot detection and identification
is an active research area (27). There is computational value to combining these algorithms onto a
single network.

Figure 2.1: Traditional face-recognition pipeline. Most platforms acquire an image, then run de-
tection, identification and liveliness algorithms in series.
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2.1.1 Image-Acquisition

Image acquisition is the process of acquiring a valid image from the camera and correcting any
relevant distortions. Real-time-systemss typically use an embedded-camera that has a direct inter-
face to the processing module. While possible to do off-board reasoning distribution (e.g., cloud
processing), this is usually not done to avoid exposing biometric data.

The acquisition process usually has some basic signal processing to yield a quality image. This
usually includes automatically adjusting the exposure and gain based off lighting levels (28), as
well as demosaicing and interpolating pixel channels (29). If a fish-eye lens is utilized, relevant
distortion correction is often applied (30). These processes can be done with either the reasoning
module or an image-signal-processor within the camera. Encryption is only recently being ap-
plied due to authenticity requirements (31; 1). Many existing systems only do basic source-replay
mitigation to save on compute (exposing the photo-realistic tampering vulnerabilities.)

2.1.2 Face-Detection

Valid images are analyzed for faces. The purpose is to precisely localize faces and segment
them from the background (de-noising identification and liveliness features). Historical methods
employ gradients analysis, such as Viola-Jones (32) and histogram-of-oriented-gradients (HOG)
(33). Current state-of-the-art is to employ deep-learning (DL), inferring detection anchor boxes
from regional proposals. Region-based convolutional-neural-networks (R-CNNs) (34) and feature-
pyramid-networks (FPNs) (12) are particularly popular today. R-CNNs offer a means to efficiently
evaluate detection location hypothesis and FPNs incorporate information from multiple feature
dimensions to improve localization accuracy.

2.1.3 Face-Identification

Once a face is detected, it is determined whether it belongs to an enrolled user. Facial-identification
methods have historically started with matrix (35) and texture descriptors (36). Current state-of-
the-art methods now implicitly describe the features using DL. The challenge here is be able
to differentiate one person from over 50,000 per industry standards (1). To achieve this precision,
algorithms often employ sophisticated loss functions. Popular examples include FaceNet via triplet
loss (37) and ArcFace via cosine loss (13). These DL algorithms are utilized to describe incoming
faces with embeddings, which are then compared against the enrolled users for similarity. If the
similarity-score for a given user passes the evaluation threshold, it is presumed they are the person
in the image. Note that similarity-score threshold determination is an imperfect science, usually
done experimentally on the test-dataset to get the desired accuracy metrics.
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2.1.4 Face-Liveliness-Verification

Lastly, the identified face is verified for liveliness. Imposters can produce spoofs (facsimiles) of
enrolled users to bypass the FR security. Depth is the preferred approach at this time (18). With
that said, others are investigating if materials can be identified from texture (38) and their temporal
(15; 16; 39) behaviors. This section is greatly expanded upon in Chapter-4.

2.2 Application Services

FR platforms typically provide a few fundamental services. In addition to authenticating people,
there are profile management services. These often consist of adding accounts, managing the levels
of authorization and removing accounts.

2.2.1 Face-Enrollment

Enrollment service adds a new valid face-profile to the user database. Users typically need to first
authenticate themselves (using another technology) to initiate the enrollment. From there, they are
often guided by a human-machine-interface to perform a series of poses for profile creation. The
enrollment robustness (e.g., perspective variance) usually improves authentication reliability, but
can feel tedious if too many poses are required.

2.2.2 Face-Authentication

Authentication service verifies whether a presented face belongs to an enrolled user. This fol-
lows the pipeline presented in Fig. 2.1. A person is considered authenticated if their face meets
identification similarity and liveliness requirements.

2.2.3 Face-Authorization

Authorization service verifies whether the authenticated person has sufficient permissions associ-
ated with their profile. Note that authorization is typically done on the application layer, but is
directly associated with the authenticated face.

2.2.4 Face-Removal

Removal service removes a valid face-profile from the user database. This means the face-profile
can no longer be used for future authentication. Typically, users can only remove their own profile;
removing other people’s profiles requires a high level of authorization.
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CHAPTER 3

Face-Recognition Threat-Model

This purpose of this threat-model is to elucidate face-recognition (FR) vulnerabilities. Attackers
can leverage the sensor, algorithms and even the user as illustrated in Fig. 3.1. The first use-
case is the intended one, an enrolled user looking to authenticate - no threat analysis required. The
remaining are attacks: replay, spoofing, face-swap, denial and phishing. Note how the general trend
is to gain unauthorized access, but one can also deny access (or generally control the application
with phishing credentials). This chapter evaluates these threats with risk assessment.

Figure 3.1: Face-recognition threat-model. Security counter-measures are visualized.
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3.1 Replay-Attack

Replay-attack is the most fundamental method of gaining unauthorized access (threat-model use-
case 2). The attacker records a valid data-stream from the camera, then replays it at a later time for
authentication (40). This can be mitigated, however, by using basic networking protocols. Com-
mon practices include message authentication (41) and watermarking (42). Given this problem is
largely addressed, there is no further consideration given.

3.2 Physical-Spoof-Attack

The physical-spoof-attack (PSA) is essentially a facsimile based “replay” attack (threat-model use-
case 3). Here, a physical representation of an enrolled user is presented in lieu of replaying sensor
data. For reference, the National Institute of Standards and Technology (NIST) has an international
standard for facial spoof presentation. ISO 30107 has three proposed levels for PSA: Level A,
pictures; Level B, video replay and paper masks; Level C, 3D masks (14). This chapter builds
off the NIST standard and separates Level C into two categories based off cost and impact on
detection. Spoof vulnerability is derived from success rate, juxtaposed with production time and
cost. The goal is not to be impervious, but rather dissuade attackers by sufficiently detecting all
easily-produced vectors. Common spoof presentations are visualized in Fig. 3.2.

Industry guidelines suggest secure applications should target a 5% attack-presentation-
classification-error-rate (APCER) (14; 1) and convenience applications 20% APCER (1). These
ratings are expected-value and should reflect presentation frequency. Given attackers traditionally
go after repeatable, lower-effort methods, algorithm developers are highly encouraged to achieve
stringent APCER values for 2D spoofs. 3D spoof detection is usually not a concern except when
the risk of failure is particularly significant (e.g., government facility access). Note while the
verification of live people is not a security problem, having a poor rejection-rate will result in
user-dissatisfaction.

Figure 3.2: Facial-spoof presentation illustration. Common attack presentations include still pic-
ture, 2D mask or video, simple 3D mask and highly realistic 3D mask.
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3.2.1 Level A: Still-Picture

A still-picture spoof is the presentation of still picture of an enrolled user (14). This picture can
be easily acquired by access to the user’s social media, employment profile or personally taking
a picture of the user (14). Given the benefits of having a quality head shot photo online, time to
acquire a quality image is often negligible. The picture may be either printed or on a display (such
on a smart phone), such that cost is also typically negligible. It is by far the simplest attack vector,
and is often the first to be conducted by the media (see Samsung S10’s spoofing exposure as an
example (43)). Level A spoofs are almost certain to be presented and must be mitigated to ensure
user trust.

3.2.2 Level B: Video-Replay

A video-replay spoof is the presentation of a video containing an enrolled user (14). The video
can similarly be acquired via access to the user’s social media platform or personally recording it,
though there is inherently a bit higher barrier to entry due to potentially needing post processing
(14). That is to say head shots are relatively easy to acquire, but a well-focused video that is
appropriately zoomed in on the user is not. It is likely the attacker would instead have to gain
access to a video that includes a desired clip, extract the target frame, and then display it on repeat
on a smart device. Level B spoofs require a bit more skill and effort, but are also very likely to be
presented. These also must be mitigated to ensure user trust.

3.2.3 Level C: Simple-Mask

A simple-mask spoof is the presentation of a mask representation of an enrolled user produced from
2D imaging, where the face is cropped, and the eye and mouth holes are cut out (14). Common
mask materials are paper and fabric, which can be produced for under $20; note that latex is
also an option, but is typically not used for cost reasons (14). Production effort depends on the
material. A paper mask can be created with an hour of effort; this consists of printing the image
and then trimming it to remove the outer boundary and expose the eye and mouth holes. Fabric
masks require more slightly more effort, as now the user must iron on the print out onto the fabric.
However, there are also online vendors who create fabric masks for decorative purposes (44).
Online services trivialize create - simple upload a photo - but does introduce the time associated
with commercial production and shipping.

This spoof is specifically designed to affordably defeat state-of-the-art systems. It involves
incrementally more production time, but has the capability to defeat many systems that introduce
depth and motion. Level C spoofs are considered the greatest threat to FR.
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3.2.4 Level D: Highly-Realistic 3D Mask

A highly-realistic 3D mask spoof is the presentation of a detailed mask representation of an en-
rolled user produced from 3D image, where again the face is cropped with eye and mouth holes
cut out (14). Barrier to entry is considered extremely high. Acquiring a 3D model of the enrolled
user can theoretically be done with an eclectic assortment of images from various angles, but more
realistically should be done in a controlled recording studio, with the assistance of a software ex-
pert to generate the model (14). Custom 3D masks production can easily cost thousands of dollars
and usually takes months to fabricate. When considering these factors, the highly realistic mask is
not likely to be reproduced by except by those who have significant time, resources and motivation
to defeat a given system.

Detection Level D spoofs can be extremely challenging. A 3D generated mask can fool al-
most all current in production system, however, due to production complexity are rarely presented
beyond academic research. Level D spoofs are out of scope for this reason.

3.3 Face-Swap-Attack

The face-swap-attack (FSA) is a modification of valid frames (threat-model use-case 4). By digi-
tally swapping in a face of an enrolled user and using photo-realistic-blending, FSA can easily fool
state-of-the-art identification algorithms (26).

This vulnerability is made accessible to insufficient network security. For efficiency purposes,
most embedded systems do not encrypt image streams; instead, message are authenticated using a
combination of digital signatures and meta data (41). Furthermore, many watermarking schemes
are designed so as not to manipulate the principal data (42); hence, the security systems are often
tailored to watermark pixels that do not contain the face. Current detection methods are compu-
tationally expensive (typically re-current neural-networks (45)) and not a good fit for FR systems.
The FSA is a key vulnerability for these reasons.

3.4 Service-Denial-Attack

The service-denial-attack (SDA) prevents valid users from authentication (threat-model use-case
5). The primary utility is often to cause inconvenience. By interfering with the FR system, the
user is forced to use an alternative authentication method. Secondary utility can include blackmail,
whereby the attacker demands payment in exchange for resuming service (46).

12



The simplest method is to intentionally trigger the system lockout. It is common for FR appli-
cations to implement a time delay between repeat failed-authentications, and ultimately prohibit
future attempts until authorized by another factor (47). By repeated presenting invalid faces, the
attacker can intentionally fail until they are prohibited from additional attempts, effectively locking
out valid users. Note this attack is common to many authentication modalities and not unique to
FR. For this reason, it is viewed out of the liveliness scope.

A more sophisticated method is to digitally remove the face from the images in real-time. Sim-
ilar to the FSA, an attacker can place an interception device and photo-realistically remove the
faces to prevent authentication. This attack can also be used to falsely trigger alarm systems by
swapping in faces of blacklisted people. Detecting face-removal has the same issues as face-swap
(complicated deep-networks (45)). The SDA is also a key vulnerability for these reasons.

3.5 Phishing-Attack

The phishing-attack is designed to gain credentials by deceiving enrolled users (threat-model use-
case 6). The attacker typically acquires credentials through deceptive messaging that encourages
people to verify their account (providing their credentials in the process). This primary intention
is generally for the attacker to function as system administrators. This provides the capability to
either enroll themselves or deny access by removing others.

Phishing-attacks are not viewed as a liveliness issue. There is no replay of valid users present
and can solved by applying best-practices with the system administrators. For example, simply
adding two-factor authentication for profile management secures these attacks. They are consid-
ered out of scope for these reasons.

3.6 Addressing Facial-Liveliness

This threat-model shows there are numerous ways to manipulate FR applications. This research
proposes the ones most relevant to liveliness are the PSA, FSA and SDA. More pertinently, the
PSA is the most likely one to present in real-world attacks. Image-tampering attacks necessarily
require physical access to the sensor feed and access to the data. This is notably more complex
than simply presenting a picture or video to the FR system. The majority of this dissertation is
aimed at mitigating PSAs for these reasons, where one-chapter addresses both FSAs and SDAs.

13



3.6.1 General Security Practices

In addition to developing a robust facial-liveliness-verification methodology, it is beneficial to also
follow general security best practices. One well represented practice is to assume the system
is vulnerable, and require a periodic secondary authentication. This is typically done on smart
devices where the user must verify a password either after so many biometric authentications, or
days elapsed since their last confirmed password. Another is to enforce a progressive failure back-
off. Brute force attacks can be limited by requiring an increasing timer in between failures; a
permanent lockout can also be introduced after so many consecutive attempts. Attackers can be
dissuaded by simply slowing down the rate at which they can identify vulnerabilities.
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CHAPTER 4

Facial-Liveliness-Verification State-of-the-Art

Face-recognition (FR) is a rapidly advancing field. This technology started in the 1970s with sim-
ple matrix representations (35), steadily growing into the deep-learning pioneer it is today (48).
Significant advances have been made particularly in the detection and identification spaces. De-
tection algorithms can now localize the tiniest faces, even when rotated or occluded, by using
feature-pyramid-networks with facial-landmarks multi-task-learning (12). Similarly, identification
algorithms can now achieve almost perfect accuracy on competition celebrity-datasets by using in-
troducing sophisticated contrastive-losses (37; 13). The area that still requires fundamental meth-
ods exploration is monocular (efficient) facial-liveliness-verification (FLV).

The threat-model helps elucidate that the primary FR vulnerabilities are the spoofing and image-
tampering attacks. The primary goal is often to “replay” an enrolled user, either in the form of a
facsimile or digital manipulation, to gain unauthorized access. Secondary objectives may include
denying service, where the attacker digitally removes faces from the camera stream. For more
details on these attack methods and other vulnerabilities, see Chapter-3.

This chapter presents the corresponding FLV state-of-the-art. Relevant works are presented
and then analyzed with their capability to meet the monocular, single-frame objectives. Survey is
performed using Google Scholar, IEEE Xplore, IEEE Transactions on Information Forensics and
Security, industry requirements and international standards as references. A breakdown of these
works is given in Table 4.1.

Method Papers Identified Papers Cited

Physical-spoof-attack detection 200 40
Image-integrity-verification 100 39

Table 4.1: State-of-the-art survey metrics. All other papers cited in this paper are either relevant
face-recognition background or tools used for development.
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4.1 Physical-Spoof-Attack Detection

The physical-spoof-attack (PSA) is a facsimile attack typically derived from 2D imagery (14).
These types of attacks, such as display a video or creating a mask from a paper-printout, can be
done with a trivial amount of production effort and cost. The risks here are ever more present as
people take more advantage of social media and share quality imagery online.

Ultimately, the goal is to identify methods that can deployed on mass. In principle, ultra-
precise 3D sensing is the ultimate standard with facial-liveliness-verification (FLV) (49). This
research does not debate this, but rather notes the intended use-case (highly-realistic 3D masks)
is often unrealistic. In addition to being expensive (surveyed local costume companies charge
between $5,000 and $10,000 USD), it requires a precise 3D model of the intended victim. While
potentially feasible from 3D reconstruction methods, it is ultimately viewed as very unlikely. Once
factoring in the cost and computational needs of such 3D sensing systems, it is more pragmatic to
focus on mass-usability methods.

Hence, emphasis is placed methods that mitigate 2D inspired spoofs and are capable of mass-
deployment. This survey identifies the relevant state-of-the-art, noting there is a literature gap with
respect to monocular, single-frame algorithms. A discussion is presented on how the proposed
material-spectroscopy approach can address this.

4.1.1 Depth

Depth is introduced first as it is generally viewed as the best approach to mitigating 2D inspired
spoofs (49). This is rather intuitive, as short of having a 3D model of the intended target, there will
always be some artifacts when making a facsimile. Even projecting an image onto a 3D mannequin
will necessarily change the 3D structures to align with the mannequin. Hence it is important to
discuss depth methods even though they fail the monocular requirement, as they give an indication
of how to best approach PSA detection.

Depth maps are historically imaged using passive stereo vision, where two cameras are placed
in a known relationship, and depth is calculated by examining the disparity between the images
(50). This offers an avenue into detecting simple masks – though is fundamentally limited. Passive
stereo vision typically isn’t very precise without very high-resolution cameras and often has a
limited operational range; for these, it is preferred to use structured light. Structured light systems
project a known pattern, often in the form dots or dashes (51). This light pattern can then be used
to triangulate points on the face to calculate a very precise depth map - aka active stereo; if the
light pattern is serialized, it can also be done with a single camera (aka Apple’s Face ID). This is
not computationally cheap, but can result in precise depth maps.
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If cost is not a concern, structured light has a lot of promise. It can be precise enough to reliably
detect flat spoofs (pictures and replayed videos) (18), with promise to detect simple masks without
much curvature. One major current constraint, however, is the field of vision tends to be very
narrow. Current outdoor grade emitters for security and automotive often cap at 20-degree field of
vision. In principle this should be improvable with better emitter design - but in practice it means
current systems require sophisticated feedback mechanisms to help the user align with the camera
system.

4.1.2 Motion

Motion methods are rather popular for addressing the PSA when depth technology is not avail-
able. Many spoofs are inherently rigid; whether a picture or a latex mask, the facial structures are
constrained in place. This rigidity can be quantified using a variety of temporal algorithms. Hence
it is also important to discuss motion features, despite that they fail the single-frame requirement.
These can serve as a relevant benchmark as to what expectations can be placed on monocular
systems.

Eye tracking is the simplest way to detect a still picture spoof. A simple blinking by tracking
the landmarks around the eyes can be used to counter these attacks (15). This is computationally
cheap way to mitigate picture attacks without any impact to cost or user experience. That said,
eye tracking should be always used in concert with more sophisticated methods, as it is trivial to
defeat. A video replay inherently provides blinking, and an attacker can simply cut eye and mouth
holes in a picture to make it a paper mask.

In the same vein of motion analysis, there is state-of-the-art research into how the various
muscles of face naturally behave. For example, the mouth must perform a predictable series of
contortions to form speech; even breathing predictably contracts and relaxes the cheeks. This can
be detected by training temporal deep-learning (DL) networks (52), where isolating the behavior
of the mouth can improve performance (53).

This adds an extra layer of security over eye blink detection, as now the attacker can no longer
simply cut eye holes, but must fashion a mask that closely follows their facial movements. Perfor-
mance can be notably increased if a microphone is also included, where the facial motions can be
synchronized with audio, where an expected behavior can be predicted for comparison (54). Still,
natural micro-motion is best served as a component in an ensemble of countermeasures. It is sim-
ilarly vulnerable to video replay, and there is particular risk of requiring motion as well. A system
that is calibrated sufficiently to reject motion transmitted from simple masks will likely reject still
people. Incorporating cooperative gestures would certainly help - but that would beg the question
whether this step is necessary.
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Heart-rate detection is another method that can be included in an ensemble anti-spoofing
method. Blood flow across the face is periodically pulsing with heartbeat (16); each time the
heart contracts, the veins across the face will similarly contract. This is detectable using frequency
domain analysis to track the contractions (16). It can be also detected by a shift in the green channel
as the blood’s hemoglobin absorbs green light (55).

Heart-rate tracking in principle shares a lot of the benefits of natural micro-motions. It is very
difficult for even a highly realistic mask to produce a heartbeat, and a video will similarly pass
these detection methods (56). One could argue that an attacker simply needs to cut out a forehead
patch of the mask to expose their own heartbeat. Regardless, motion sensitivity is a fundamental
challenge. This paper’s evaluation of both methods takes multiple seconds to acquire a stable
signal; if the subject is moving, it is often impossible. This is reflected in the original works by
referencing an average over a 30-second time period in the results (55). Heart is a quality feature
when available, but the sensitivity to motion suggests it is similarly best used in an ensemble.

4.1.3 Texture and Color Artifacts

When constraining the methodology to monocular and single-frame, PSA can be detected through
reproduction artifacts. For example, printers can predictably add distortion and quantize the colors
of the intended face (38). Likewise, both material and geometry can bias the way the spoof interacts
with light; this can bias the distribution and therefore the perceived texture (38). From a theory
perspective, these types of artifacts can be identified from image texture and color accuracy.

One of the popular facial-texture descriptors are local-binary-patterns (LBP) (57). The LBP
describe the local relative rate of change, or gradient, for a given image patch. This is particu-
larly useful to generally differentiate between faces; however, Chingovska et al. rather famously
demonstrated LBP cannot differentiate liveliness on color imagery (58). This is believed to be a
shortcoming of using a passive RGB camera instead of an illuminated near-infrared camera.

While not common to facial anti-spoofing, a texture descriptor used in fingerprint anti-spoofing
is the Gabor filter (59). Gabor filters describe images in a sinusoidal fashion, incorporating a
wavelength and phase into the kernel (59). It is commonly used for edge detection applications
and postulated that it could similarly be used for facial analysis. Note that these methods are
demonstrated only on paper and display spoofs. It is still an open area of research as to whether
more sophisticated spoofs could be detected.

Color distributions can also theoretically identify spoof production artifacts (60). Wen et al.
have demonstrated that ranked-channel-histograms can in fact capture the color artifacts, but their
results are only shown to work under static lighting. When reproducing their work, this research
finds this approach to be too sensitive ambient lighting.
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4.1.4 Texture and Motion Fusion

Given the shortcomings of artifact detection for the PSA, recent methods combine texture and mo-
tion. In theory both provide relevant features that are individually insufficient but their fusion can
serve the goal. This can be done very explicitly, such as take a sequence of texture maps (61).
Others have taken a slightly more elegant approach and use spatio-temporal networks, using tem-
poral layers on a texture network to infer features (62; 63). These methods are generally accurate,
but are computationally-complex and do not meet the single-frame requirement. Furthermore, it is
an open question whether temporal networks are robust against natural motions. Most evaluation
datasets keep the spoof mask relatively still; quickly shifting the mask may be problematic.

4.1.5 Non-Visible Spectra (CMOS)

Attackers see in the visible spectrum, and therefore design facsimiles to be identical to their own
perspective. This can be potentially advantageous, as a material reflectivity is not necessarily
consistent across different light spectra. By changing the camera spectrum to go beyond visible
light, one can introduce facsimile artifacts.

Near-infrared (NIR) is a great spectrum to detect PSAs. It introduces variations in reflectivity
and is relatively eye-safe in comparison to ultra-violet (the other option). Many common spoofing
materials appear brighter to NIR cameras. Furthermore, most displays only emit in the visible
spectra and do not show up. These phenomena can be seen in Fig. 4.1.

Figure 4.1: Juxtaposing human and illuminated near-infrared perspectives. Spoofs have less tex-
ture variance and appear brighter to the infrared camera.
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In theory, this filtering works on any non-visible spectra. CMOS is suggested for cost reasons.
It is the most commercially available photo-receptor and hence has the high resolution necessary
for precise facial identification. Common photon quantitative emission curves show that CMOS
can both perceive some ultra-violet and some NIR. Either spectra can offer unique insight into the
facial liveliness. Any illuminated systems, however, should use NIR for eye safety purposes.

Skin-reflectance is a way to effectively characterize the ”skin” material. This is a form of
material-spectroscopy (MS), where a controlled light is emitted, and the material is identified based
upon the reflectance pattern. This is a known material property, where certain spoof materials can
be identified based off their reflectance coefficient (64).

The challenge with spectroscopy is controlling for the environment. The conditions represented
in Fig. 4.1 are ideal. There is minimal ambient light, the distance is controlled, and it is a direct
comparison of a known person and their paper mask (same skin tone). If these factors can be
controlled, spectroscopy has the benefit of being implementable with CMOS cameras and standard
flood illumination.

4.1.6 Non-Visible Spectra (Non-CMOS)

Temperature is arguably the most robust method to detect any PSA. A live face will have natural
gradients in temperature as a result of the blood vessels underneath (16). Skin patches are directly
above blood vessels will be warmer, with a pulsatile behavior that is also directly a result of the
heart’s contractions (16). This thermal-pattern is extremely difficult to reproduce on spoof materi-
als. Pictures, videos, simple masks and highly-realistic latex masks can be detected with thermal
analysis (65; 66). This liveliness-contrast is visualized in Fig. 4.2.

Figure 4.2: Thermal liveliness visualization.
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Long-wave-infrared (LWIR) (thermal spectrum) cameras work off radiated light. Note how
even though some heat is transferred from breathing, it still looks markedly different. This technol-
ogy is generally power efficient, as there is no need to illuminate. However, the lack of illumination
means thermal imaging can lack contrast.

A potential compromise between NIR and LWIR is to go in between the wave bands via short-
wave-infrared (SWIR). SWIR is a longer, reflected infrared waveband. This offers an opportunity
enhance upon the reflectance analysis of NIR by picking a wavelength that well differentiates
materials while also having imaging contrast (67). Due to cost, very little SWIR is currently
published, but this can be potentially a very effective perception technology.

4.1.7 Cooperation

User cooperation can be another implicit way to mitigate PSAs. Some level of cooperation should
always be required regardless, as a way to establish intent. Because facial recognition is by design
a passive authentication method, there are both security and consumer trust benefits to only act
when the user has expressed an intention to use said system. A basic example would be requiring
mobile phone access to have eye gaze; one does not want to risk their children unlocking their
phone when they sleep, and frankly there is a bit of a creepiness factor if the phone automatically
unlocked every time they were simply nearby. As such, it is very common to require either a
cooperative head pose or gaze before taking any control action.

Introducing a challenge gesture can be a great way to incorporate a second factor while retain-
ing a clean user experience. The user can be prompted to smile, frown, laugh - any gesture is that
difficult for a mask to reproduce will suffice. Even when considering highly realistic masks, it is
challenging to produce a mask thin enough that it can contour with the attacker’s facial muscles
well. The primary downside is this requires sophisticated feedback. One cannot reasonably ex-
pect the user to perform an arbitrary gesture if they are not shown prior. Audio prompts are also
recommended (it is challenging to both read a display and look at a camera at the same time).

4.2 Image-Integrity-Verification

Image integrity-verification is a fundamental scope of image forensics. In his famous Image
Forgery Detection survey, Dr. Hany Farid presents how images are commonly tampered with
corresponding detection methods (19). Images can be tampered for various reasons. People have
been known to present fake imagery to forge alibis (68), steal identities (69) or create compromis-
ing material (70). This can be done using a variety of handmade tools, such as: cloning, duplicating
parts of the image to conceal or embed information; re-sampling, adapting the resolution to mod-
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Figure 4.3: Illustrating camera components.

ify scene proportions; and splicing, combining multiple images together to create a new scene
(19). Today these effects can be done photo-realistically using DL networks (71). State-of-the-art
face-swap methods also enable noise blending for highly realistic forgeries (71; 70); generative-
adversarial-networks (GANs) are in particular popular as they are easy to implement and designed
to look photo-realistic (72).

4.2.1 “Noiseprint” Based Integrity-Verification

To detect these image attacks, many methods typically rely on noise artifacts for image forensics.
The camera’s fundamental components are illustrated in Fig. 4.3. Note the lens (or micro-lenses)
and photo receivers in particular. Manufacturing tolerances make it nearly impossible to create a
perfectly noiseless component. Every lens will inherently focus light slightly differently, as every
photo-receiver will receive light slightly differently. When aggregated over all the pixels in the
camera, this can translate into a robust “noise fingerprint” or “noiseprint” (19).

The “noiseprint” of choice here is photo response non-uniformity (PRNU, sometimes referred
to as fixed pattern noise). This is an estimation of photo receiver noise with respect to a constant
uniform light (19). PRNU is used in particular for camera source identification because of its
relative independence from ambient lighting. Lens aberration, the offset in focus due to lens im-
perfections, is difficult to quantify because it requires information on the light source (19). PRNU,
on the other hand, has been shown to be robust by various research groups over millions of images
(73). This includes encoding and compression introduced from social-media platforms, the default
means of acquiring quality tampering imagery (74).
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Dr. Jessica Fridrich’s group (75) has conducted landmark research for using PRNU in camera
source identification over numerous conditions. Their methodology first extracted the PRNU by
removing temporal noise and estimating the noise residuals and then determining camera source
via peak-correlation-energy (PCE) (75). In particular, they demonstrate robustness scales over
millions of images from thousands of cameras, including tolerance to the compression used by
the online image repository that they data mined (Flickr) (73). They note that feature margin is
decreased when using images of the same scene, in particular from the same camera model, but in
general PRNU is reliable for source identification (73).

Based on these findings, it is natural to hypothesize that PRNU can be leveraged to detect im-
age tampering. Others have begun exploring this hypothesis. Chierchia et al (76) demonstrate that
PRNU can be used to detect when a picture clipping has been injected into the image plane, so long
as the clippings come from different scenes taken by different cameras. Korus and Huang greatly
expand on these results by using a multi-factor approach, combining multiple candidate tampering
maps and applying stochastic segmentation to dynamically determine the analysis window dynam-
ically (77). This method brings noted improvements in reliability, demonstrating the capability to
detect tampering down to local square regions (77). Their tampering window analysis indicates
that 128 pixels square is mostly robust, where 256 pixels square can achieve desired targets of at
least 90% true positive rate for 5% false positive rate (77), though requiring semantic segmentation
(computationally heavy).

Note that while PRNU is one type of “noiseprint”, other noise factors can be used. Mahdian
and Saic use discrete wavelet transform analysis (78). Levandoski and Lobo similarly demonstrate
an ensemble of duplication, color filter array and noise detectors in their Forgery Tool (79). While
these are not PRNU detectors, they operate off the same premise and have available source code;
for these reasons they are used for competitive benchmarking.

4.2.2 Deep-Learning Based Integrity-Verification

This paper emphasizes “noiseprint” analysis due to the emphasis on real-time activity. With that
said, when it comes to detecting photorealistic imagery, DL methods represent state-of-the-art
performance. In some cases, noise features are pre-processed. Cozzolino and Verdoliva use a
transformed PRNU for pixel-level tampering localization (96-97% accuracy) (80). They then ex-
tend their own by training a Siamese convolutional neural network on native and tampered image
PRNU for improved performance (81). Gunawan et al similarly use error levels analysis (ELA)
(82); their work is used as a benchmark as they have provided source code. It is relevant to note,
however, that the images for these papers are tampered using traditional splicing methods.
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Alternatively, networks can be trained on residual traces from the generator. Guarnera et al
trained a network on images generated by numerous GANs, implicitly inferring noise artifacts
(83). Their performance is very strong, ranging between 88% and 99% (depending on the GAN).
The one major constraint in this approach is requiring the detector to be trained on the specific
fake image generator. If a new GAN is developed without the detector’s knowledge, they will have
reduced security.

A recent theme is to use context over a multitude of frames. While it is possible to deepfake
a single frame, it becomes more challenging to fake natural movements. This is then detectable
using recurrent neural networks (e.g., incorporation of long-short term memory over a sequence
of frames). Guera et al demonstrated very strong performance, hitting 96 % accuracy on test
videos when using 20 frames (45). Others have similarly pursued multi-frame analysis. Sabir et
al demonstrate that strong performance can be achieved with fewer frames if aligning the faces
(84); however, Tariq et al note large scale robustness over varied perspectives does benefit from
increasing the frame count (in this case 16) (85). This approach seems promising, but is inherently
not ideal for real-time applications due to acquiring numerous frames.

4.2.3 Application to Face-Swap-Attack

With all this said, one of the key questions is whether the face in the image can be trusted for
identification. The face-swap-attack (FSA) can defeat even the best models (26), where even the
reliable FaceNet (37) has been successfully fooled by digitally swapping in the face of a properly
enrolled user (26). Today, face-swapping algorithms are used primarily for entertainment purposes,
with many social media applications allowing users to do swaps for fun. This, however, also
provides financial incentive to develop better swapping algorithms. Speed (86) and image quality
(87) are both industry metrics; the unintended consequence is implicitly developing toolboxes for
attackers to robustly and maliciously tamper facial images.

Given that facial manipulation is one of the first applications for GANs, the state-of-the-art in
FSA detection overlaps with deepFake detection. For example, all of the recurrent neural network
applications cited previous included face-swap data sets in their evaluation (45; 84; 85). Another
relevant example is the work of Rossler et al, who provide a public data set of tampered face
videos, FaceForensics++, along with their own detection network (88). Their network, Xception-
Net, performs very well (99% labelling correctness, including 81% on compressed data) (88) and
has inspired numerous other high performing models, such as using multi-task learning (89) and
optical flow (90).

This shows that there is promising performance in the domain of video. One can intuitively
understand that faking photo-realism is an easier challenge than faking realistic human movements.

24



As such, there is work to do in the domain of single-frame analysis. Recall again the objective is
to mitigate photo-realistic tampering in an imperceivable fashion.

4.3 New Methods Exploration

There are a number of related works that address spoofing and image-tampering attacks. The
challenge at hand is meeting the monocular and single-frame goals. Recall these goals are selected
to make the methodology mass-deployable. While these constraints effectively eliminate all of the
identified methods, they can still be used as sources of inspiration.

4.3.1 Physical-Spoof-Attack Detection

The general theme to detection the PSA is identifying facsimile artifacts. Given depth features
are clearly ideal, the obvious question becomes how to acquire them in a monocular, single-frame
fashion? One hypothesis is to utilize reflected light. Object geometry will dictate the reflectance
patterns meaning some depth information should be available. This information, however, is in-
herently more noisy than using a dedicated sensor. To improve signal, it is observed that changing
the light spectrum to near-infrared can introduce material separability (as attacks are designed to
look realistic to the human eye).

Hence, the proposal is to utilize reflected near-infrared light to characterize the material (e.g.,
material-spectroscopy). There are observable differences between live and spoof faces in the near-
infrared spectrum as visualized in Fig. 4.1. It is intuitive that this approach can work for 2D
inspired spoofs so long as the right texture descriptor is identified. Should highly-realistic 3D
mask detection be necessary, it is proposed to employ thermal imaging. The contrast between
live and spoof faces becomes even more stark in this spectra as visualized in Fig. 4.2. This
should easily translate into a monocular, single-frame algorithm. The only issue is cost, noting
thermal cameras are potentially powerful but expensive. As such, the dissertation will focus on
near-infrared spectroscopy.

4.3.2 Image-Integrity-Verification

General image tampering detection can be done using camera noise analysis. Noise profiles are
difficult to fake and will be necessarily modified by any type of tampering attack. Dr. Luisa
Verdoliva’s group has in particular advanced this field and demonstrated various “noiseprints” that
can even be used on photo-realistic forgeries (81). It is proposed that this type of noise analysis
can be applied to verify detected faces are authentic (mitigating the FSA) as well as the full image
is authentic (mitigating the SDA).
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The challenge at hand is the two-fold. First, the advent of generative-adversarial-networks
means that new forgery methods are being released at a rapid pace. Even if some genera-
tors artifacts are well understood, it does not necessarily guarantee robustness to future ones.
Furthermore, the methods identified are all using sophisticated deep-learning (computationally-
expensive). Hence, the proposal here is to leverage the fact face-recognition systems typically own
the imaging system. The camera’s noise profile can be characterized, simplifying the problem to
simply detecting anomalies against the enrollment. This is believed to be sufficiently accurate and
computationally efficient.
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CHAPTER 5

Proposed Frameworks

The goal at hand is to achieve robust facial-liveliness-verification (FLV) in a monocular, single-
frame fashion. These goals are designed for mass-deployment across face-recognition (FR) sys-
tems. The primary vulnerability is the physical-spoof-attack (PSA). It is rather trivial to find a
headshot of the intended victim online, then present a facsimile for authentication. Secondary
vulnerabilities are DeepFake based, and include the face-swap-attack (FSA) or service-denial-
attack (SDA). These can photo-realistically present the intended victim or altogether remove faces
from the scene. Note, however, these require interception device placed at the sensor and are in-
herently more complicated. For more details on vulnerabilities and attack methodologies, see the
threat-model in Chapter-3.

This chapter introduces a series of physics-informed frameworks to address these attacks. For
example, the PSA is typically performed using facsimiles inspired from 2D imagery. This should
necessarily introduce differences in geometry (and potentially material-reflectivity). Likewise, any
sort of image tampering (e.g., FSA and SDA) should necessarily alter the sensor’s intrinsic noise
profiles. This intuition is applied towards identifying monocular features that are computationally
efficient. This is later validated with mathematical modelling and experimentation in the associated
framework chapters.

5.1 Anti-Spoofing via Near-Infrared Material-Spectroscopy

Spoofs are artificial-facsimiles inspired from 2D photos (14). Common presentation methods in-
clude pictures, videos and simple masks (noting that 3D masks are possible but unrealistic due to
requiring a 3D facial-model) (14). These presentations all lack the 3D robustness of a live face.
As such, depth features are typically best at detecting them (49). Depth features can be acquired
from 3D sensors (91) or multi-frame deep-learning networks (92). The goal is not necessarily to
supplant those methods, but rather demonstrated similar robustness can be achieved without the
cost and computational overhead.
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Figure 5.1: Visualizing common spoofs in RGB versus NIR. Presentations in order: live-person,
paper-mask and display-replay.

Material-spectroscopy (MS) is the process of identifying objects by shining a controlled light
source and characterizing the reflection (93). Humans see in visible light, and therefore design
spoofs to look identical to their own perspective. This similarity, however, does not necessarily
translate across different light spectra. For example, a paper-mask that looks realistic in the visible
band appears bright and washed out in the near-infrared (NIR) band. This reflectance phenomenon
is visualized in Fig. 5.1.

This research proposes in Chapter-6 that texture methods can robustly characterize liveliness
from NIR reflectance-patterns. The observed differences are a function of the object’s geometry
and material; hence, it is proposed that the geometry can be inferred from reflectance texture. This
is formalized with a mathematical model.

Live faces are a combination of multiple surfaces with varying radii of curvature. The given
mathematical model shows this must necessarily generate a distribution of varying-frequencies (as
a function of radius of curvature). Conversely, the spoofs considered are either flat or essentially
a simple convex-surface. The given model also shows how this results in a simple low-frequency
distribution. These distributions are further biased by the material, where spoofing materials are
essentially uniform and very reflective (e.g., paper, fabric and displays) and live faces are composed
of skin, hair, eyes, etc. that vary in reflectivity. The proposal is validated using a large-scale
experiment, demonstrating a panel of texture classifiers (employing both deterministic and deep-
learning methods) can robustly verify liveliness.
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5.2 Addressing Spectroscopy Sensitivity to Camera and Envi-
ronment Noises

The material-spectroscopy algorithms infer geometry and material-reflectivity from near-infrared
reflectance-patterns. This can be mathematically modelled to show behavior consistency so long
as the ambient light is relatively consistent. This is because the frequency distribution drives the
features, where a constant ambient is essentially a zero-frequency term. This presents a natural
question: are the algorithms sensitive to noises that disrupt the image texture?

The primary noises relevant to this scope are camera and environment. These noises are com-
mon use-cases, but repeating the collection with them is challenging. It requires all the experiments
to be redone while under noise presentation - a roughly 13-fold increase in imaging. One can imag-
ine how this is both time consuming and expensive. Instead, a pragmatic simulation approach is
proposed. Given the noise-physics is well understood, it is proposed they can be synthesized using
semi-realistic generators.

The synthetic-augmentations are designed to realistically perturb the feature space. The noise
generators are by design not photo-realistic. While using state-of-the-art simulation would likely
generate more realistic noise, it would also require a precise CAD model of the faces (not avail-
able). This approach, however, does represent the actual physics at play. This should achieve the
general desired results in a pragmatic fashion. The camera noise-augmentations are visualized in
Fig. 5.2.

This spectroscopy algorithms sensitivity to noise is presented in Chapter-7. The noise-
generation methods are detailed, explaining the motivation and implementation methodology (in-
cluding the software tools). Algorithm sensitivity is then evaluated. This is first done using the
existing algorithms on noise-augmented data, then includes evaluation of how noise-augmentations
can be used as a training tool.

Figure 5.2: Introducing synthetic noise-augmentations. These sensor noise-generators are physics-
informed but by design not photo-realistic. The intention is to perturb the features in a fashion that
represents real-world noise.
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5.3 Improving Spectroscopy Robustness with Auxiliary-Noise-
Tasks

Deep-learning networks learn features from the classification task labels. Through loss back-
propagation, the parameters are adjusted until they well differentiate the described classes (94).
Sometimes intra-class variance, however, can be problematic. When classes overlap in labels, it
gets difficult to identify the right features. Intuitively, one can infer that better class descriptions
can improve the feature-set (where sometimes multiple labels are necessary).

This learning intuition can be applied towards noise robustness. The spectroscopy algorithms
are sensitive to camera and environmental noises, where even training with noisy data results in
a statistical degradation. This is clearly problematic. The noise does not actually change the
liveliness; it only adds intra-class variance. Again, the goal is to be able to well describe this
intra-class variance.

This variance sensitivity is addressed through a novel auxiliary-noise-task (ANT) framework.
Following the intuition about label-precision, it is proposed that directly labelling noise presen-
tations can help identify which features are associated with noise. These labels are then applied
in a novel noise-inspired multi-task-learning application. This noise feature-encoding is theorized
to ironically be a de-noising filter. By better distinguishing which features are associated with
liveliness and which are associated with noise, optimizing classification layers.

Figure 5.3: Face crop with and without noise. Utilizing auxiliary-noise-tasks enables the network
to learn which features are relevant to liveliness versus imaging noise.
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An example of clean and noisy face-crops are visualised in Fig. 5.3. A traditional classification
network runs the risk of being biased by the Gaussian noise. However, by jointly learning the
primary classification and noise labels, the ANT framework can better isolate the right features.

This methodology is formalized in Chapter-8. A sensitivity analysis first is conducted to identify
the optimal training method. While intuitively one can see benefits to jointly learning signal and
noise features, actually learning orthogonal classification tasks can result in destructive parameter-
interfere. A few novel loss paradigms are proposed to address this. Once the training method
is optimized, the ANT networks are then benchmarked for liveliness performance. This learning
methodology results in best-in-class robustness, and should be the go-to approach for monocular,
single-frame FLV.

5.4 Image-Integrity-Verification via Camera-Noise

Image-integrity-verification (IIV) can be viewed as an extension of camera source-identification.
Like a human fingerprint, images can be uniquely associated to their camera by noise character-
istics (i.e. “noiseprints” (75; 73)). Intuitively, such a sensitive fingerprint should be impacted any
time an image is tampered. This hypothesis has been pursued in a variety of fashions. Relevant
examples for detecting noise tampering include discrete-wavelet-transform anomalies (78), color-
filter-array anomalies (79), and photo-response-non-uniformity (PRNU) anomalies (77). PRNU
arguably the most popular method to large-scale source-identification; intuitively, it should be sen-
sitive to digital manipulations (19). The method of estimating PRNU is illustrated in Fig. 5.4.

Photo-realistic tampering can now be detected using DL based noise-analysis. The problem at
hand is being able to do this detection in real-time. Current methods are complex, often requiring
numerous frames (45; 84; 85). FR, conversely, requires an immediate response. Adding a notable
delay for image-integrity-verification would fundamentally detract from the intended seamless ex-
perience.

Figure 5.4: Photo-response-non-uniformity illustration. PRNU is the deviation in collected light
from a uniform supply.
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The proposed method is to verify image-integrity by comparing new frame PRNU values
against an enrollment in a compressed. zonal fashion. This process is illustrated in Fig. 5.5.
Anytime the new image value deviates sufficiently, the image is flagged as tampered. Conversely,
small perturbations due to random noise must be tolerated as authentic. This is made possible
through the zonal-analysis, which provides local sensitivity and global context. The compression
then optimizes the latency for an imperceivable experience.

This proposal is possible because FR often utilizes an embedded camera. By owning the cam-
era, it can be securely characterized for PRNU enrollment. This is formally presented in Chapter-9.
The “noiseprint”-verification methodology is detailed, along with performance evaluation on face-
swap-attacks and service-denial-attacks. The validation demonstrates FR can be secured against
photo-realistic tampering in an extremely efficient fashion.

Figure 5.5: Verifying photo-response-non-uniformity for authenticity. This is a zone-based peak-
correlation-energy comparison with the enrolled template.

5.5 Conclusion

In conclusion, four frameworks are proposed to addressing monocular, single-frame facial-
liveliness-verification. Emphasis is placed on physical-spoof-attacks as the primary vulnerability.
A general methodology is proposed (material-spectroscopy inspired) with two methods to improve
noise robustness. Additionally, an image-integrity-verification framework is presented to mitigate
face-swap and service-denial attacks. These secure the sensor against photo-realistic tampering.
These four frameworks are evaluated in the next chapters.
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CHAPTER 6

Monocular Facial-Liveliness-Verification via
Near-Infrared Spectroscopy

The primary face-recognition (FR) vulnerability is the physical-spoof-attack (PSA). The National
Institute of Standards and Technology (NIST) clarifies attack presentation methods in their ISO
30107 (14). These attacks are a physical “replay” of sorts, where a facsimile can spoof the FR
algorithm into authenticating an imposter. Most spoofs are generated from 2D imagery and are
easy to prepare. Examples include picture print outs, display photos or videos, and creating a mask
from paper or fabric. These are highly effective and can be made from a headshot (acquired from
social-media) and under $20 of materials. More complex methods can be done using 3D imagery,
such as highly-realistic masks and mannequins. These methods, however, are generally unrealistic
due to requiring a 3D model of the victim and therefore not in scope (1). For more details on the
spoof presentations methods, see threat-model in Chapter-3.

The objective is to achieve robust facial-liveliness-verification (FLV) in monocular, single-
frame fashion. 3D features are typically best-in-class for FLV. These can be generated using
depth sensing (e.g., stereo vision, time-of-flight) (91), as well as multi-frame deep-learning net-
works (e.g., spatio-temporal) (92). While these methods generally robust, they do not meet the
intended use-case. Hence, the proposal is to similarly learn material geometry features but in a
monocular, single-frame fashion. This is achieved using a novel near-infrared (NIR) material-
spectroscopy (MS) methodology.

Spectroscopy is an object identification technique that shines a controlled light source for
reflectance-classification (93). This reflection is a function of the material’s geometry and albedo.
Intuitively, this means one can infer geometry from the reflectance-patterns as well. Live faces are
a combination of multiple surfaces with varying radii of curvature. A mathematical model shows
this results in a complex reflectance distribution, with varying frequencies as a function of radius
of curvature. Conversely, the spoofing attacks considered here are either flat or essentially a simple
convex surface. The mathematical model shows this results in a simple, low-frequency reflectance
distribution. These distributions can be further biased by the material.
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Figure 6.1: Juxtaposing the human and illuminated near-infrared perspectives. Note how illumi-
nated near-infrared yields distinct reflectance-patterns. Live faces have complex texture; spoofs
conversely appear washed out.

A visualization of these effects and how they can be used towards FLV is shown in Fig. 6.1.
Note the differences in texture when comparing the liveliness presentations in the NIR perspective.
The illumination helps discern the geometry, where it is clear the live face has a complex texture
and the spoofs look washed out in comparison. This is expected behavior (a mathematical model
formalizes this) and provides a notable advantage to liveliness. Spoofs that look realistic to the
human eye now appear distorted and are much easier to detect.

Changing the spectrum also has secondary benefits of changing material-reflectivity. Attackers
see in the visible band and naturally design facsimiles to realistic to their own eyes. The concept of
“color,” however, does not map linearly in the NIR spectrum. This can be also observed in Fig. 6.1,
where the spoofs appear generally uniform (from using a single material) and live people demon-
strate differences in the skin, eyes, hair, etc. This observation is not included in the mathematical
model, but can help further differentiate the reflectance-patterns.

This chapter evaluates the performance of NIR MS under real-world operation conditions. A
novel, large-scale data-set is collected to analyze live people and their corresponding spoofs under
illuminated near-infrared imaging. This includes real-world noise factors, such as ambient lighting
and changes in position and pose (approximately 80,000 unique frames). Robustness of the texture
features is verified using a panel of 10 deterministic and deep-learning algorithms, demonstrating
it is sufficiently reliable across numerous texture methods.
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6.1 Facial-Liveliness Using Near-Infrared Spectroscopy

This chapter proposes a material-spectroscopy approach towards FLV. The hypothesis is as fol-
lows: facial-geometry can be characterized by shining NIR light and measuring the reflectance-
patterns. This is modelled mathematically, where surface-reflectance equations are used to demon-
strate there are necessarily differences between live and spoof faces. It is then proposed that texture
methods can optimally do the FLV classification. Note the novelty is the near-infrared spectroscopy
methodology - not a specific algorithm. Instead, the mathematical model is validated using a panel
of texture algorithms. The expected reflectance distributions are illustrated in Fig. 6.2.

Figure 6.2: Facial reflectance-patterns: live versus simple-spoof. Live people have highly-variant
reflectance patterns. Simple spoofs conversely have relatively uniform reflectance patterns.
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Faces reflect the near-infrared illumination as a function of their geometry and albedo (reflec-
tivity). Live faces have convex and concave components. This results in higher frequencies and
varied reflectance-distributions (as a function of radii of curvature). Simple-spoofs, conversely, are
generally a single convex-surface. This results in a simple, low-frequency reflectance-distribution.

Material albedo can also play a key role in classifying liveliness. Spoofs are designed to look
realistic to the human eye; as such, the concept of “color” may not necessarily translate to other
spectra. Recall how the spoofs look brighter and washed-out; this is because the commonly se-
lected spoof materials, such as paper and fabric, are more reflective to NIR light than human skin
(64). Note this reflectivity holds true over most NIR frequencies; 940 nm is selected because there
is minimal contribution from solar radiance (95) or household LED light sources (96).

6.1.1 Facial-Reflectance Modelling

The facial-reflectance can be modelled by a combination of convex and concave Lambertian sur-
faces. A simple spoof, such as paper printout, is largely flat with slight convexity when bent to
the face. This can be modeled as a simple convex sphere. A live face has convex and concave
portions. For example, the nose is convex and the eye sockets are concave. This can be modeled
as a primary sphere that has secondary convex and concave spheres. This research presents a proof
that adding secondary convex and concave surfaces introduces additional frequency terms. These
frequency terms can be used to infer geometric features and therefore determine liveliness. The
recommend approach is to use texture classifiers.

For simplicity, this proof is done assuming only two-dimensions. By assuming a sphere, there
is a uniform radius across all points; demonstrating the surface-reflectance on circles should intu-
itively hold true for spheres. This modelling is visualized in Fig. 6.3.

Figure 6.3: Facial-surface reflectance models. Model A is the baseline convex surface. Model B
introduces a secondary convex surface. Model C introduces a secondary concave surface.
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The three Lambertian surface-models are: simple-convex (A), secondary-convex (B) and
secondary-concave (C). Note that these models are only relevant for the surface-angle range corre-
sponding with positive y values; that is to say, θ is bound between the intercept angles θs andπ−θs.
Furthermore, the models are valid only for the indicated type of surface. Model A is always valid,
and Models B and C are only valid for angles bound within the secondary-surface (elsewhere
defaulting back to Model A).

Lambertian surfaces reflect diffuse light as a function of the source intensity, angle from the sur-
face normal and albedo (97). The surface reflection for an active illumination source is calculated
in (6.1) . SR is the surface reflection, ρd

ϕ
is the albedo (reflectivity coefficient), I is the infrared

intensity and θr is the reflectance angle between incident ray and surface normal. Note that for
now the facial-albedo is assumed to be a constant dependent associated with the primary material,
such as skin, paper, glass, etc. This introduction of sub-components will be accounted for later.

SR =
ρd
π
Ir × cos (θr) (6.1)

The surface geometry directly impacts the infrared intensity. By definition, light waves decrease
quadratically with the source-distance. This is generalized in (6.2) by assuming the I0 is the light
intensity, and the source-distance is difference between from the further part of the face, dface, and
surface height y(θ).

Ir =
1

4π
I0 ×

1

(dface − y(θ))2
(6.2)

Calculating the surface height and normal vector can also be modeled as a function of surface-
angle and radius of curvature. The surface angle θ is the angle with respect to the x-axis. The
surface radius of curvature rs is radius of the tangential circle. Note that the circle focal point may
be offset on the y-axis. A perfectly circle surface by definition would have focal point at the origin.
However, flatter surfaces would have a longer radius of curvature and therefore be an offset on the
y-axis.

Let us assume that the surface angle which intersects the x-axis can be defined as θs. This
means that the tangent circle focal point is then offset by rs sin θs.

Recall the three Lambertian-surface models from Fig. 6.3. Model A is simplest, where the
height is the x-axis projection and the surface-normal is the surface-angle. Introducing secondary
surfaces, however, now it requires projecting a translation as a function of to the secondary surface-
radius and angle to the secondary-arc focal-point. Model B presents a constructive interaction
where the secondary convex-arc has focal-point at rv, θv. The surface height is increased by the
projected difference between the original arc and sub-arc focal-point, and the surface-normal is in-
creased by θv in phase. Model C makes a similar assumption that the concave-arc focal-point is the
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location rc, θc. This time the translation is destructive; the secondary-surface height is decreased
by the projected difference between the original arc and sub-arc focal-point, and surface-normal is
decreased in phase by θc.

d(θ) =



dface − rs · (sin(θ)− sin(θs)), Model A

dface − rs · (sin(θ)− sin(θs))

−|rs − rv| · sin(θ + θv), Model B

dface − rs · (sin(θ)− sin(θs))

+|rs − rc| · sin(θ − θc), Model C


(6.3)

Surface-reflectance is a function of distance as applied in (6.3). More specifically, this distance
is a function the furthest face-distance dface, surface-radius rs, surface-angle θs and surface bound-
ing angle θs (noting secondary surfaces also have radii rv, rc with offset angles θv, θc). Intuitively,
one can see the radius term, rs, becomes dominant for flatter surfaces. This will inherently reduce
the valid surface-angles to be closer to the y-axis (i.e., π

2
), fundamentally acting as a low-pass filter.

This is particularly relevant for 2D inspired spoofs, such as paper-mask and display-replay.

I(θ) = SR(θ) + Iamb (6.4)

For completeness, the surface-reflectance also needs to factor the ambient light. This is simply
a summation of the infrared surface-reflectance and light present at the surface Iamb as applied in
(6.4). Ambient here is simplified to be diffuse. Note that the presence of image-noise is missing
here. This is done to make the model solveable, but is necessary to analyze going forward. Sensor
and environmental noises are realistic and will eventually effect FLV systems. This is addressed in
the next chapter, presenting synthetic camera and environment noise-augmentations.

I(θ) = ρd
4π2 I0 ×



1
(dface−rs(sin(θ)−sin(θs)))2 Model A
× cos (θI − θ) + Iamb,

1
(dface−rs(sin(θ)−sin(θs))−|rs−rv | sin(θ+θv)))2 Model B

× cos (θI − (θ + θv)) + Iamb,

1
(dface−rs(sin(θ)−sin(θs))+|rs−rc| sin(θ−θc)))2 Model C

× cos (θI − (θ − θc)) + Iamb,



(6.5)
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These equations can be combined for an explicit total reflectance equation. Adding secondary
surfaces necessarily generates new frequency content in the reflectance profile as applied in (6.5).
This in theory should generate more variance in the distribution - a behavior texture classifiers
should easily identify. Note here the albedo, source intensity and ambient are constants and should
not impact the light variance. Furthermore, the illumination source angle, θI , is visualized as 90
degrees in the surface-models figure but only acts as a phase shift. Position should theoretically
matter less than the geometry of the object.

To verify the geometry is more important than position or light intensity, the surface-reflectance
derivative can be taken. Complex surfaces have significantly more sinusoidal terms in the deriva-
tive (not shown for space reasons). This necessarily means there is a more complex variance across
the surface intensity.

6.1.2 Liveliness Hypothesis

Putting these equations together yield a few interesting findings. First and foremost, the object
flatness acts as a low pass filter. Recall how the surface angle is bound by the intersection angle θs;
flatter objects have a longer radius of curvature and therefore a reduced range of surface angles.
This is particularly relevant for simple spoofs, which can be largely flat by design (e.g., paper-
mask or display-replay). Conversely, live faces are sufficiently curved to introduce a broader range
of frequencies. This phenomenon is enhanced with complex geometries. Secondary convex and
concave surfaces generate more variance in reflectance profile, with new inflection points caused
by changing concavity (e.g., nose transitioning to eyes). Even fabric masks fail to fully capture
these secondary surfaces. These can be thought of a low-pass filter on a real face, smoothing
out the contours to behave like a single, convex surface. This behavior is indicated by (6.5) (and
implied by the derivative, not shown), visualizing the different profiles.

6.1.3 Classification Methodology

Texture classifiers should be optimally situated to discriminate these reflectance profiles. In this
regard, the methodology is not about a particular algorithm, but rather the material-spectroscopy
process. This claim is verified in the experiment by benchmarking 10 relevant texture classifiers
on the evaluation dataset. The goal is to demonstrate the spectroscopy approach generates very
robust features, where the application developer can optimize performance and run-time.
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6.2 Performance Evaluation

The experiments are designed to evaluate the material-spectroscopy approach to facial-liveliness-
verification (FLV). Live actors and their corresponding spoofing attacks (paper-mask, spandex-
mask, face-print, covid-mask and display-replay) are evaluated under various lighting and posi-
tions. These attacks are selected based off NIST ISO 30107 Levels A and B (14). The expectation
is the combination of surface geometry and near-infrared albedo should be sufficient to translate
liveliness into effectively a texture classification problem. To demonstrate this, a panel of deter-
ministic and deep-learning texture algorithms are evaluated on the collected dataset.

Sample face-crops from the dataset are shown in Fig. 6.4. As described in the methodology,
these spoofs have simple geometry and therefore reduced textural variance. Furthermore, spoof
materials are generally more reflective, such that the spoofs often appear lighter. These effects
can be well described by texture methods, including in the presence of ambient light. Lastly,
note that the display-replay attacks do not show up to the NIR camera; this is essentially passive
anti-spoofing.

Figure 6.4: Data Collection Visualization. This matrix juxtaposes the different types of perspec-
tives captured, noise and spoof attacks (noting that all spoofs also are present with varied pose and
distance).
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6.2.1 Texture Method Evaluation

To highlight the utility of infrared reflectance, a series of texture features are evaluated for FLV
accuracy. The deterministic features are generated using texture descriptors and then classified
using a random-forest-classifier (98) via science-kit-learn toolbox (99). The deep-learning features
are classified using a fully-connected layer. All methods are evaluated using binary classification,
live or spoof. Given some of the deterministic features do over-fit with the covid-mask spoof
(which is hybrid of both classes), an ensemble is also evaluated for the 3D classes (deterministic
features only). This ensemble is a majority vote for three binary classifiers trained to each spoofing-
attack. Note that these methods are generally known for other texture classification applications.
The novelty here is the application of illuminated near-infrared imaging for FLV via material-
spectroscopy.

All algorithms are trained using stratified cross-validation. Test values are the average
of ten randomized training and testing evaluations (80:20 participant ratio). Metrics include
nominal-presentation-classification-error-rate (NPCER), attack-presentation-classification-error-
rate (APCER) and average-classification-error-rate (ACER). These are essentially the false-
rejection-rate of live people, the false-acceptance-rate of spoofs, and the average error rate. Note
that ACER is selected over dataset accuracy as the data is imbalanced towards spoof presentations.

6.2.1.1 Local-Binary-Patterns

The first method is the local-binary-pattern (LBP) (100). The LBP are texture descriptors computed
by a binary kernel. They are popular in facial-identification, and are demonstrated for liveliness by
taking a multi-block approach (58). For FLV, the face-crop is first described with the LBP feature
using the science-kit-image toolbox (101) and analyzed as a histogram feature (128 bins) using the
science-kit-learn toolbox (99).

6.2.1.2 Discrete-Cosine-Transform

The second method is the discrete-cosine-transform (DCT) (102). The DCT is frequency analysis
tool similar to the fast-Fourier-transform, but generally viewed as more explainable. It has his-
torical uses in face-recognition (103) and can theoretically discriminate the liveliness classes by
reflectance frequency content. For FLV, the face-crop is first described by the DCT algorithm using
the science-python toolbox (104), where the frequency terms are extracted via zig-zag pattern for
classification. Principle-component-analysis (PCA) is used to reduce the feature space to 128.
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6.2.1.3 Ranked Channel Histograms

The third method is the Ranked-channel-histogramss (RCHs) (105). Others have shown that the
distribution of color channels can be used for liveliness, where they used principal component anal-
ysis to identify the key components from each channel’s histogram. This approach can similarly
be used to describe the variance of infrared light reflection, and therefore correlate with the texture.
For FLV, the face-crop is described by its histogram using the science-kit-learn toolbox (99) and
then the 25 primary bins as determined by PCA are used for classification.

6.2.1.4 Random-Fourier-Series

The fourth method is the random-Fourier-series (RFS), also known as random kitchen sinks (106).
This feature is theoretically similar to the DCT; however, instead of explicitly calculating rel-
evant frequency features, they are generated as a sum of randomized series. Prior applications
have shown promise using random features, though there is risk a poor set of frequency series are
selected. For FLV, The face-crop is first described by the RFS algorithm using the science-kit-
image toolbox (101), where the output is then unraveled into an array for classification. Principal-
component-analysis is used to reduce the feature space to 128.

6.2.1.5 Deep-Learning

The final approach is to describe the face using deep-learning (DL), implicitly describing the tex-
ture as a function of the convolutional layers (107). For FLV, the face-crop is described by a
convolutional-neural-network (CNN) feature encoder then classified using a 128-neuron feature
fully-connected layer and 2-neuron classification layer. CNN features are evaluated by employing
the MobileNetV2 encoder (108) for an efficient network and the InceptionV3 encoder (109) for a
robust network. Both encoders are pre-trained on ImageNet (110) and fine-tuned on the evaluation
dataset. Training and evaluation are conducted using the Tensorflow toolbox (111).

6.2.2 Research Limitations

Facial-spoofing is inherently an evolving field, where each counter-measure will eventually be
exposed by attackers. The attack presentation methods selected are designed to represent the
most common attacks with relevant noises, but are inherently not inclusive. A general pragmatic
approach to algorithm development would be to verify it meets requirements on this evaluation
dataset, then make updates based upon penetration testing.
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6.2.3 Exp 1: Laboratory Dark and Diffuse-Light Liveliness Evaluation

The first experiment is recorded a camera laboratory. The general concept is to image the key live-
liness perspectives in a controlled setting. This dataset is controlled of 30 diverse adults. Gender
is represented by 20 males and 10 females. Ethnicity is represented by 11 Caucasian, 8 Asian-
Southeast, 3 Asian-Pacific, 3 Middle-Eastern, 3 Hispanic and 2 African participants. Age is pre-
sented by 4 in 18-24 range, 11 in 25-34 range, 2 in 35-44 range, 8 in 45-54 range and 6 in 55-64
range. Each participant is coached to perform the same procedure for fully-contrastive imaging.

Each participant starts with sitting in the camera lab, looking at the camera and performing
several head nodding motions. These perspectives include distance ranging from .5 to 1.5 meters,
yaw ranging from -45 to 45 degrees and pitch ranging from -15 to 15 degrees. This process
is performed under laboratory dark conditions (940 nm illumination only) and laboratory light
conditions (940 nm illumination with all lab lights turned on). This process is then repeated for the
spoofing attacks: display-replay, paper-mask, spandex-mask and customized covid-mask.

The dataset is next pre-processed for algorithm training. All images segmented by face-crop
using the RetinaFace algorithm (12). Face-crops are then scaled to 225 x 225 for deterministic
algorithms or the associated DL network-input size as appropriate. No further adjustments are
made to keep the image-quality representative of real-world conditions.

These liveliness presentations are given in Table 6.1. This collection is a robust contribution
both due to its spectral content and strong variance in attributes. There are approximately 62,000
fully-contrastive laboratory images; all participants have their live and spoof presentations under
the varied perspectives. Imaging is done with a 5 mega-pixel FLIR Blackfly monochrome camera
(112) employing a 940 nm filter with matching illumination source. Note that 940 nm is selected
because of the minimal solar contributions (95) (minimizing interference).

Presentation Ambient Distance Yaw Pitch
(meters) (deg) (deg)

Live (30) Dark, Lights [.5, 1.5] [-45, 45] [-15, 15]
Display-Replay (30) Dark, Lights [.5, 1.5] [-45, 45] [-15, 15]
Paper-Mask (30) Dark, Lights [.5, 1.5] [-45, 45] [-15, 15]
Spandex-Mask (30) Dark, Lights [.5, 1.5] [-45, 45] [-15, 15]
Face-Print Covid-Mask (30) Dark, Lights [.5, 1.5] [-45, 45] [-15, 15]

Table 6.1: Near-infrared material-spectroscopy liveliness presentation matrix: laboratory condi-
tions. All participants are imaged under every combination in the matrix.
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6.2.3.1 Exp 1: Results

The NIR MS methodology proves to be rather robust under laboratory conditions. The results given
in Table 6.2 (see next page) verify the mathematical model. The expectation is live faces should
necessarily have more high frequency content and potential inflections where concavity changes.
These behaviors are correctly observed by the texture classifiers. Most algorithms correctly detect
the presence of spoofs (APCER metric) without risk of falsely-rejecting live people (NPCER met-
ric). It is particularly promising that the 3D spoofing classes are easily detected; this is likely due
to the materials being extremely reflective. Note that the display-replay attacks are all represented
as not-detected (ND) as no faces are observed. These are not reflected in the classification rates.

This demonstrates that a robust texture descriptor can differentiate the liveliness materials. The
local-binary-pattern classifiers are particularly robust, where there is both strong average precision
and minimal bias towards any specific class. The discrete-cosine-transform and ranked-channel-
histograms similarly show good general robustness; however, it appears the covid-mask class
causes some bias towards false-rejections. This bias can be addressed through the use of the
3D ensemble, which uses the average performance across classifiers tailored to each attack vector.
Note how not only the average precision improves, but the error rates are better distributed. The
random-Fourier-series however seem to be inconsistent. This is reasonable as even with principal-
component-analysis the features are selected at random.

Algorithm ACER NPCER APCER:
Paper Spandex Covid Display

LBP † 3.6% 4.9% 6.4% 0.2% 0.0% ND
DCT 9.8% 17.6% 1.0% 5.2% 0.0% ND
RCH 14.9% 23.3% 11.5% 4.6% 0.0% ND
RFS 50.1% 99.9% 0.4% 0.1% 0.1% ND

LBP - 3DE 1.7% 0.9% 7.7% 0.0% 0.0% ND
DCT - 3DE 3.8% 3.8% 2.2% 8.4% 0.5% ND
RCH - 3DE 6.7% 8.1% 10.2% 0.4% 5.5% ND
RFS - 3DE 24.8% 31.0% 17.0% 17.0% 22.0% ND

MobileNetV2 ‡ 1.0% 1.1% 2.5% 0.0% 0.0% ND
InceptionNetV3 0.3% 0.4% 0.5% 0.0% 0.0% ND

Table 6.2: Near-infrared material-spectroscopy liveliness results: laboratory conditions. † indicates
optimal deterministic algorithm. ‡ indicates optimal deep-learning algorithm.
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Both deep-learning networks perform exceptionally. The InceptionV3 (109) network has near
perfect accuracy across all classes, showing strong feature robustness. Perhaps more interesting is
the MobileNetV2 (108) network is essentially just as robust. This verifies a small feature space is
sufficient for the texture classification. It is believed the key to this robustness is the contrastive
dataset. Recall that all participants are imaged under the same procedure for all liveliness pre-
sentations. This is theorized to assist the networks in discerning relevant liveliness features from
random noise.

6.2.4 Exp 2: Exterior Sun-Load Liveliness Evaluation

Experiment 2 extends the data-collection to exterior conditions. The first experiment is controlled
as to verify the mathematical model; this is clearly successful. The mathematical model also
implies that ambient light should not present any texture-noise when it is (relatively) uniform.
This is evaluated next by repeating the experiment under outdoor sun-load. This helps validate the
MS methodology robustness under real-world conditions.

For simplicity, the sun is introduced under diffuse conditions. The participants are placed in a
vehicle such that the light is diffused by glass. Introducing specular sources that directly bias the
camera is a hard use-case for even well-known applications. Hence, this chapter does a simple
sun-load investigation, and the next chapter introduces specular sources.

The additional exterior collected conditions are given in Table 6.3. This is approximately an
additional 18,000 images, resulting in a total of 80,000 unique presentations. Note that the sun-
diffuse condition is a retro-active add-on to the laboratory experiment; all spoofing attacks are
presented but only a subset of the original participants are available for further imaging. Further-
more, the procedure is optimized, allowing for fewer frames to sufficiently capture the position
and pose use-cases.

Presentation Ambient Distance Yaw Pitch
(meters) (deg) (deg)

Live (30) Dark, Lights, Sun* [.5, 1.5] [-45, 45] [-15, 15]
Display-Replay (30) Dark, Lights, Sun* [.5, 1.5] [-45, 45] [-15, 15]
Paper-Mask (30) Dark, Lights, Sun* [.5, 1.5] [-45, 45] [-15, 15]
Spandex-Mask (30) Dark, Lights, Sun* [.5, 1.5] [-45, 45] [-15, 15]
Face-Print Covid-Mask (30) Dark, Lights, Sun* [.5, 1.5] [-45, 45] [-15, 15]

Table 6.3: Near-infrared material-spectroscopy liveliness presentation matrix: laboratory and ex-
terior conditions. Exterior diffuse-sun (indicated by *) has all spoof combinations with a subset of
live participants; all others are fully contrastive.
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6.2.4.1 Exp 2: Results

The exterior evaluation results given in Table 6.4 verifies the methodology is robust. This concep-
tually makes sense. The mathematical model indicates the diffuse ambient-light is essentially a
zero-frequency term and thus does not affect texture features. The only real concern is whether the
images could be saturated by light, which is addressed by the camera’s auto-exposure functionality.

Algorithm results are generally within statistical noise of the laboratory conditions, sometimes
actually improving. This is believed to be a result of the diffuse sun-load adding constructively
with the illuminator. Perhaps most interesting is the ranked-channel-histograms remain stable
across lighting conditions. This particular feature is hypothesized to be the most light-sensitive,
but the relative distribution remains sufficient even without the precision of a texture kernel.

Algorithm ACER NPCER APCER:
Paper Spandex Covid Display

LBP † 2.6% 4.0% 3.5% 0.1% 0.1% ND
DCT 7.9% 13.5% 1.2% 5.6% 0.0% ND
RCH 9.4% 15.9% 8.3% 0.0% 0.1% ND
RFS 49.7% 7.5% 91.4% 96.8% 87.6% ND

LBP - 3DE 1.6% 2.4% 1.9% 0.2% 0.1% ND
DCT - 3DE 4.7% 2.9% 5.5% 13.3% 0.4% ND
RCH - 3DE 6.7% 10.6 % 8.0% 0.4% 0.3% ND
RFS - 3DE 50.0% 99.9% 0.1% 0.2% 0.1% ND

MobileNetV2 ‡ 0.9% 0.9% 2.6% 0.0% 0.0% ND
InceptionNetV3 0.4% 0.4% 0.7% 0.2% 0.0% ND

Table 6.4: Near-infrared material-spectroscopy liveliness results: laboratory and exterior condi-
tions. † indicates optimal deterministic algorithm. ‡ indicates optimal deep-learning algorithm.

6.3 Conclusions

Spoofing attacks are a major vulnerability for current face-recognition systems (14). With mini-
mal effort, attackers can make realistic facsimiles for authentication. Given most spoofs are in-
spired from 2D images, depth technologies are historically used. As such, this research a novel
near-infrared material-spectroscopy approach to achieve monocular, single-frame facial-liveliness-
verification.
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The spectroscopy methodology employs geometric-features by illuminating faces with near-
infrared light and analyzing the reflectance-patterns. This approach has a secondary benefit from
using a non-visible spectrum, which introduces differences in material-reflectivity. This approach
results in extremely robust experimental results.

Depending on the available hardware, either the local-binary-pattern (LBP) or MobileNetV2
algorithms are recommended. If it is a CPU based platform, the LBP algorithm is sufficiently
robust and can be done in real time. If a deep-learning accelerator is available, the MobileNetV2
algorithm is recommended. It is extremely robust and can be run with negligible latency to the
user. Note that while the 3D ensemble can address bias from the covid-mask classes (which are
essentially a hybrid of live and spoof), it generally is not worth the extra compute. The optimal
algorithms (LBP or MobileNetV2) are robust enough to not need the ensemble, whereas the others
at best match their robustness when employing the ensemble.

A necessary next step is to expand the dataset noise factors. This collection is designed to verify
the proof, meaning the ambient light is structured to be diffuse. It is important to verify robustness
against real-world image-noises, such as camera and environmental artifacts. These are evaluated
in the next chapter.
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CHAPTER 7

Addressing Noise via Synthetic Generators

Near-infrared (NIR) material-spectroscopy (MS) is a robust means of facial-liveliness-verification
(FLV). Liveliness is deteremined by illuminating faces with NIR light and classifying reflectance-
patterns. These reflections are a function of geometry and material-reflectivity. The live faces
should have complex frequency distributions, whereas the spoof faces should comparatively only
have simple low-frequency content. This hypothesis is validated through both mathematical mod-
elling and empirical evaluation in Chapter-6.

One of the shortcomings of the NIR MS evaluation is the lack of image-noise. While there is
a lot of variance in the scenarios (liveliness-presentation, facial-distance, facial-pose and ambient-
light), the dataset is recorded with a high-quality camera under diffuse light conditions. While
this evaluation successfully verifies the mathematical model (the desired intent), real-world face-
recognition (FR) applications are expected to work in the presence of image-noise.

This yields a couple of fundamental questions. First and foremost: are the texture algorithms
sensitive to camera and environmental noises? If the algorithms are sensitive, a second question
naturally follows: can noisy training data improve overall performance? There is potential risk
training on noisy data could over-fit to the noises, and degrade the classification accuracy on clean
data.

This chapter proposes a synthetic noise-generation framework to address these in a cost-
effective fashion. Repeating the entire experiment with camera and environmental noises is time-
consuming and expensive. These noises, however, have well understood physics. For example,
photo-receptors leak current under low light (dark noise, Gaussian distribution) and have uneven
acquisition at bright light (shot noise, Poisson distribution). These physics models can be trans-
lated into semi-realistic generator-algorithms for augmenting the existing dataset. This process is
done to evaluate the optimal spectroscopy algorithms for noise-sensitivity. This is first conducted
by only using the existing dataset for training, then exploring how noise-augmentations can be
used as training tools.
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7.1 Designing Semi-Realistic Noise Generators

The goal at hand is to design semi-realistic camera and environmental noise generators. A semi-
realistic noise generator is one that augments the image in a fashion that represents real-world
physics, but does not necessarily look photo-realistic. The idea here is to perturb the feature space
in physics-informed fashion, acting as a desensitization tool (e.g., a vaccine). While a simulation-
to-real approach would result in better image quality, this requires a 3D model for each participant
and their spoofs (which is not available).

Camera and environmental noises are analyzed as they are most relevant to FR algorithms. For
example, it is possible for images to corrupt in storage or memory, but these are failures with
the hardware that are independent of the software. All sensors, however, are likely to have some
noise caused by the sensor and auto-exposure algorithms. Furthermore, it is inevitable that the sun
will eventually introduce bright spots and shadows on the user’s face. These noises are extremely
difficult to filter out with hardware. Given their frequency of occurrence, it seems logical to address
algorithm robustness to them.

The relevant noise factors identified and their generation tools are given in Table-7.1. These
are selected because they meet two criteria: the noise is very likely to present in real FR use-cases
and the associated physics can be simulated with computer-vision tools. The expected effects and
generation methods are detailed for the selected noises next.

Noise Generator

Camera focus1 (blurriness) Gaussian Low Pass Filter
Dark noise1 (random leakage) Gaussian Noise Generator
Shot noise1 (random photo distribution) Poisson Noise Generator
Salt and pepper noise1 (analog-to-digital error) Random 0 and 255 Generator
Under-exposure1 (low contrast) Gamma Subtraction
Over-exposure1 (saturation) Gamma Addition
Point-source2 (point sources) Synthetic Bright Ellipse
Point-shadow2 (shadows) Synthetic Dark Ellipse
Streaking-source2 Synthetic Overhead Sun
Streaking-shadow2 Synthetic Overhead Shadow
Piping-source2 Synthetic Side Sun
Piping-shadow2 Synthetic Side Shadow

Table 7.1: Synthetic camera and environmental noise augmentation generators. This table enu-
merates both the relevant types of noises and how they are being generated for evaluation. Camera
noises are indicated by 1. Environmental noises are indicated by 2.
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7.1.1 Camera Noise: Focus

Camera focus is required to ensure a crisp facial-image. A lens being out of focus consequently
then results in blurry imagery (113). This is simulated using a Gaussian blurring kernel. The noise
generator is implemented utilizing the Science-Kit Image toolbox (101).

7.1.2 Camera Noise: Dark-Current

Camera photo-receptors are imperfect, and can leak current even when no light is supplied (114).
This effect is essentially randomly supplying pixel intensities, and can simulated using a Gaussian
distribution. The noise generator is implemented utilizing the Science-Kit Image toolbox (101).

7.1.3 Camera Noise: Shot

Light is really ever perfectly uniform. The photons are often received in stochastic process, which
is defined as shot noise (115). This effect can be modelled by using a Poisson process, effectively
adding a “pepper” effect to the image. The noise generator is implemented utilizing the Science-
Kit Image toolbox (101).

7.1.4 Camera Noise: Under-Exposure

Cameras typically expose light until a basic set of contrast metrics are met (116). These metrics
are often a simple count of white and black pixels, and as such the overall image can be under-
exposed if there are notable bright spots in the scene (116). This causes the exposure-time to
get biased incorrectly to be too short, resulting in the face being very dark (non-coincidentally
also presenting dark-current noise). This effect can be modelled by adjusting the gamma to be
darker such that facial-features start to disappear. The noise generator is implemented utilizing the
Science-Kit Image toolbox (101).

7.1.5 Camera Noise: Over-Exposure

Over-exposure is the opposite problem of under-exposure. Due to dark spots in the image, the
overall exposure time is increased to be too high. This results in the face looking saturated (116).
This effect can be modelled by adjusting the gamma to be brighter such that facial-features start to
disappear. The noise generator is implemented utilizing the Science-Kit Image toolbox (101).
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7.1.6 Environment Noise: Point-Source

Point sources present in a point-like fashion on the face (117). This results in the region being par-
ticularly bright, often presenting shot noise (with non-source region consequently under-exposed).
This is simulated using a randomized ellipse using OpenCV (118). The region within the ellipse
is then over-exposed and the region outside the ellipse is under-exposed (using the generators pro-
posed). The boundary between regions is blurred.

7.1.7 Environment Noise: Point-Shadow

Point shadows are the inverse of a point source (117). This results in the shadow region being
particularly dark, often presenting dark-current noise (with the non-shadow region consequently
over-exposed). This is simulated using a randomized ellipse using OpenCV (118). The region
within the ellipse is then under-exposed and the region outside the ellipse is over-exposed (using
the generators proposed). The boundary between regions is blurred.

7.1.8 Environment Noise: Streaking-Source

In some cases, a specular source may present itself overhead the user. If they have an obstruction,
such as wearing a hat or the roof of a vehicle, anecdotal evidence shows this results in the bottom
half of the face being illuminated by a bright streak (with non-streak region consequently under-
exposed). This is simulated using a randomized streak using OpenCV (118). The region within
the streak is then over-exposed and the non-streak region is under-exposed (using the generators
proposed). The boundary between regions is blurred.

7.1.9 Environment Noise: Streaking-Shadow

Opposite to a light streak, the specular source may present itself below the user. This can happen
when the user is in an elevated position, such as riding in a vehicle. Anecdotal evidence shows this
results in the top half of the face being illuminated by a bright streak (with the non-streak region
consequently under-exposed). This is simulated using a randomized streak using OpenCV (118).
The region within the streak is then over-exposed and the non-streak region is under-exposed (using
the generators proposed). The boundary between regions is blurred.

7.1.10 Environment Noise: Piping-Source

Alternatively, the specular source may present at angle too the user. This can happen when the
user is facing north or south, and the sun is oriented to the east or west (depending on time of day).
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Anecdotal evidence shows this creates a bright, light-pipe across the user’s face (with the non-pipe
region consequently under-exposed). This is simulated using a randomized pipe across the face
using OpenCV (118). The region within the pipe is then over-exposed and the non-pipe regions
are under-exposed (using the generators proposed). The boundary between regions is blurred.

7.1.11 Environment Noise: Piping-Shadow

Lastly, a specular source can be obstructed by a large object that casts a piping shadow. This can
occur when the user is underneath a large structure, such as driving under a bridge. Anecdotal
evidence shows this creates a dark, shadow-pipe across the user’s face (with the non-pipe region
consequently over-exposed). This is simulated using a randomized pipe across the face using
OpenCV (118). The region within the pipe is then under-exposed and the non-pipe regions are
over-exposed (using the generators proposed). The boundary between regions is blurred.

7.2 Performance Evaluation

These experiments are designed to evaluate the material-spectroscopy sensitivity to semi-realistic
noises. First, algorithm sensitivity to camera and environmental noise is evaluated (e.g., train
on clean, evaluate on noise). Next, the utility of using noise-augmentations as a training tool is
explored. Examples of the noise-augmentations for each generator are visualized in Fig. 7.1.

Figure 7.1: Visualizing synthetic camera and environment noise-augmentations. First row are the
camera noises; second row are the environmental noises.
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All evaluations incorporate stratified cross-validation. Each experiment is evaluated 10 times,
randomizing the training and testing participants to elucidate algorithm sensitivity. The eval-
uation metrics are nominal-presentation-classification-error-rate (NPCER), attack-presentation-
classification-error-rate (APCER) and average-classification-error-rate (ACER). These are essen-
tially the rate at which live faces are mis-classified, the rate at which spoofs are mis-classified and
the average of both respectively. Final reported scores are the average of the 10 stratified-cross-
validation testing values.

7.2.1 Validation Algorithms

Given this is a data augmentation methodology, the validation algorithms are the optimal determin-
istic and deep-learning algorithms from the NIR MS study. The optimal deterministic algorithm is
the local-binary-pattern (LBP), achieving 2.6% test ACER. The optimal deep-learning algorithm
is the MobileNetV2, achieving a rather excellent 0.9% test ACER. Note that the InceptionV3 net-
work is incrementally more accurate; however, this small benefit is not viewed to be worth the
computational-costs.

7.2.2 Research Limitations

The noises evaluated here are synthetically generated from physics-inspirations. By definition, they
are not going to be as realistic as a simulation that incorporates a 3D model of the participants.
Furthermore, these noises are also a selected subset based upon which have sufficiently known
physics models. If one additional noise is to be modelled, rain is likely the best choice for its
prevalence. Rain is not as well understood as the noises modelled; however, intuitively one can
imagine it to be a series of randomized refracting blobs. This could also be simplified to just
blurring blobs. Future works may investigate this.

7.2.3 Exp 1: Synthetic-Noise Sensitivity

The first experiment is to evaluate the spectroscopy algorithms sensitivity to the camera and en-
vironmental noises. The algorithms are all trained on the clean (non-augmented) data, then eval-
uated on the noise-augmented dataset. Test evaluation is also done on clean data as a control.
Noise-augmentation generators are evaluated as just camera, just environment and both. Note that
evaluating both is effectively redundant as the generators are intentionally not combined, but still
useful to see as the real-world use-case.
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Algorithm Train Test ACER NPCER APCER

LBP Clean Clean 2.6% 4.0% 1.2%
LBP Clean Cam Noise 29.0% 27.9% 30.1%
LBP Clean Env Noise 37.8% 65.6% 10.0%
LBP Clean Cam & Env Noise 33.1% 44.0% 27.9%

MobileNetV2 Clean Clean 0.6% 0.3% 0.9%
MobileNetV2 Clean Cam Noise 13.7 % 11.5% 16.0%
MobileNetV2 Clean Env Noise 18.2 % 17.9% 18.5%
MobileNetV2 Clean Cam & Env Noise 33.0% 0.9% 0.9%

Table 7.2: Evaluating near-infrared material-spectroscopy sensitivity to synthetic camera and en-
vironmental noise. Camera is abbreviated to Cam. Environment is abbreviated to Env.

7.2.3.1 Exp 1: Results

The experimental results unfortunately show the NIR MS algorithms are sensitive to both camera
and environmental noise. Regardless of whether deterministic or deep-learning, algorithms trained
on clean data do not do well on camera or environmental noises. Furthermore, the algorithms
are more sensitive to environmental noises versus camera. This is intuitively reasonable. The
environmental noises are designed to potentially occlude the faces, whereas many of the camera
noises simply degrade the image sharpness. These results are shown in Table 7.2.

7.2.4 Exp 2: Augmenting Training with Synthetic Noise

The first experiment shows both the deterministic and deep-learning NIR MS algorithms are sen-
sitive to camera and environmental noises. The natural next step is to investigate the impacts of
including noise in the training set. The goal is to improve robustness to noise without degrading
performance on clean data.

A similar experiment is repeated, but this time introducing noise in the training dataset. When
noise-augmenting, 10% of the data is randomly selected for noise-augmentation (both camera
and environmental). This value is selected to keep approximately a 1-1 ratio of clean and noisy
images. When testing, all images are noise-augmented by all generators for completeness. The
test evaluation is conducted on both clean and noise-augmented data with two controls: only-clean
training and only-noise-augmented training. The purpose of only training on noise-augmented data
is to understand if the classifiers can intuitively separate noise from the liveliness signal.
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Algorithm Train Test ACER NPCER APCER

LBP Clean Clean 2.6% 4.0% 1.2%
LBP Clean Noise 33.1% 44.0% 27.9%
LBP Noise Clean 2.8% 4.7% 1.0%
LBP Noise Noise 4.5% 7.6% 1.4%
LBP † Clean & Noise Clean 2.8% 4.6% 1.0%
LBP † Clean & Noise Noise 4.5% 7.6% 1.4%

MobileNetV2 Clean Clean 0.6% 0.3% 0.2%
MobileNetV2 Clean Noise 18.2% 17.9% 18.5%
MobileNetV2 Noise Clean 0.7% 0.4% 0.9%
MobileNetV2 Noise Noise 1.7% 0.5% 3.0%
MobileNetV2 † Clean & Noise Clean 0.7% 0.7% 0.7%
MobileNetV2 † Clean & Noise Noise 1.0% 0.6% 1.4%

Table 7.3: Evaluating near-infrared material-spectroscopy with synthetic noise-augmentation train-
ing. Algorithms are trained using 10% camera and environmental noise-augmentations (randomly
distributed), then evaluated on clean and noisy data (note noisy-test is 100% noise-augmented).
Noise here implies both camera and environmental noise generators. Algorithms trained with the
optimal data composition are indicated by the †.

7.2.4.1 Exp 2: Results

The results given in Table 7.3 are far more promising. The optimal training method is clearly
to include clean data and noise-augmentations (indicated by the †). This dramatically improves
test performance on noisy data with negligible degradation on clean data. This phenomenon is
exhibited by both the LBP and MobileNetV2 algorithms.

These findings indicate noise-augmentation should absolutely be used. This addresses the sen-
sitivity concern without degrading clean performance, implying there is zero risk - only benefits.
Perhaps more interesting is that training only noise-augmented data is inline with combining clean
and noise-augmented data. This suggests that the classifiers are able to implicitly identify liveliness
signal from synthetic noise when training.

7.2.5 Exp 3: Improving Training-Data Contrast with Synthetic-Noise

These results are achieved by using a full-contrastive dataset; i.e., every participant is imaged under
every condition. This collection method is very robust and ideal for training. However, it is also
rather time consuming and expensive. The second experiment results raise an interesting question:
can noise-augmented data be used as a replacement for collecting additional clean data?
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This experiment is an evaluation of data degradation sensitivity. The experimental design is
repeated (i.e., same training and testing methods), but the participant data is intentionally degraded.
Two new contrast-degraded states are introduced: partially-contrastive and not-contrastive. The
partially-contrastive dataset randomly selects between live, spoof or live and spoof presentations
for training. That is to say all the data exists, but only a subset of liveliness classes are selected
to ensure roughly one-third are fully contrastive. The not-contrastive dataset randomly selects
between live or spoof presentations for training - but no participants have all presentations.

Intuitively, the partially-contrastive dataset should converge but potentially be less accurate.
This is because there are fully contrastive participants to best separate liveliness classes, and the
other participants can simply re-enforce these features. The not-contrastive, however, is not nec-
essarily guaranteed to converge. Without any contrastive pairs, there is risk this transforms from a
liveliness problem to an identification problem. Because every presentation comes from different
people, the biggest differences from training sets is quite literally the people involved.

In summary, there are 18 total evaluations conditions. The same 6 training and testing eval-
uations are used from experiment 2, now across the three conditions: full-contrastive, partially-
contrastive and not-contrastive.

7.2.5.1 Exp 3: Results

The deterministic algorithm results are given in Table 7.4 (see next page). The best performing
training method, fully contrastive with clean and noise-augmented data, is again indicated by the
†. The key finding is noise-augmentations enable partially-contrastive training data to perform
in-line with fully-contrastive data. The optimal training method by collection effort is indicated
by the ‡. The ‡ approach significantly outperforms the baseline clean fully-contrastive training
approach on noisy test imagery and is only slightly worse on clean test imagery. This is a potential
huge opportunity to simplify collection costs and timelines. Note a similar phenomenon is seen
with not-contrastive data, but it is likely too risky to justify that level of generalization risk.

The deep-learning algorithm results are shown in Table 7.5 (see next page). They follow the
same trend, where including noise data in the training dataset can notably improve performance.
The best performance again is achieved using fully-contrastive data with noise-augmentations (in-
dicated by the †), and the noise-augmented partially-contrastive dataset again optimizes collection
cost (indicated by the ‡). One interesting observation is these results in general show more sen-
sitivity to training data than the deterministic approach. The MobileNetV2 performs better than
LBP when given sufficient training data, but also suffers more with not-contrastive data. It is
theorized this is because the deep-learning algorithm needs to learn the feature-space from the
liveliness imagery (e.g., transfer-learning from ImageNet does not contain spoofing data) whereas
the deterministic algorithm only needs to isolate the LBP components associated with liveliness.
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Algorithm Train Test ACER NPCER APCER

No Participant-Liveliness Contrast (Degraded Dataset):
LBP Clean Clean 3.3% 5.0% 1.7%
LBP Clean Noise 32.7% 48.9% 16.6%
LBP Noise Clean 3.4% 3.5% 1.7%
LBP Noise Noise 16.9% 30.3% 3.4%
LBP Clean & Noise Clean 3.3% 4.7% 1.9%
LBP Clean & Noise Noise 17.3% 31.6% 3.0%

Partial Participant-Liveliness Contrast (Degraded Dataset):
LBP Clean Clean 2.8% 4.9% 0.8%
LBP Clean Noise 33.4% 48.4% 18.3%
LBP Noise Clean 2.4% 3.5% 1.3%
LBP Noise Noise 5.2% 8.7% 1.7%
LBP ‡ Clean & Noise Clean 2.2% 3.4% 1.1%
LBP ‡ Clean & Noise Noise 5.2% 8.8% 1.6%

Full Participant-Liveliness Contrast (Original Dataset):
LBP Clean Clean 2.6% 4.0% 1.2%
LBP Clean Noise 33.1% 44.0% 27.9%
LBP Noise Clean 2.8% 4.7% 1.0%
LBP Noise Noise 4.5% 7.6% 1.4%
LBP † Clean & Noise Clean 2.8% 4.6% 1.0%
LBP † Clean & Noise Noise 4.5% 7.6% 1.4%

Table 7.4: Evaluating near-infrared material-spectroscopy robustness to dataset contrast-
degradation when noise-augmented: deterministic results. Algorithms are trained using 10% cam-
era and environmental noise-augmentations (randomly distributed), then evaluated on clean and
noisy data (note noisy-test is 100% noise-augmented). Noise here implies both camera and en-
vironmental noise generators. The best performing training method is indicated by the † and the
optimal training method by collection effort is indicated by the ‡.

57



Algorithm Train Test ACER NPCER APCER

No Participant-Liveliness Contrast (Degraded Dataset):
MobileNetV2 Clean Clean 13.2% 20.8% 5.7%
MobileNetV2 Clean Noise 22.2% 20.0% 24.4%
MobileNetV2 Noise Clean 13.6% 15.6% 11.5%
MobileNetV2 Noise Noise 6.4% 9.5% 3.4%
MobileNetV2 Clean & Noise Clean 3.6% 4.0% 3.2%
MobileNetV2 Clean & Noise Noise 4.5% 2.8% 6.1%

Partial Participant-Liveliness Contrast (Degraded Dataset):
MobileNetV2 Clean Clean 2.6% 1.2% 4.0%
MobileNetV2 Clean Noise 13.7% 11.5% 16.0%
MobileNetV2 Noise Clean 5.6% 6.3% 4.9%
MobileNetV2 Noise Noise 5.1% 0.2% 10.0%
MobileNetV2 ‡ Clean & Noise Clean 1.5% 0.2% 2.7%
MobileNetV2 ‡ Clean & Noise Noise 5.6% 6.3% 4.9%

Full Participant-Liveliness Contrast (Original Dataset):
MobileNetV2 Clean Clean 0.6% 0.3% 0.2%
MobileNetV2 Clean Noise 18.2% 17.9% 18.5%
MobileNetV2 Noise Clean 0.7% 0.4% 0.9%
MobileNetV2 Noise Noise 1.7% 0.5% 3.0%
MobileNetV2 † Clean & Noise Clean 0.7% 0.7% 0.7%
MobileNetV2 † Clean & Noise Noise 1.0% 0.6% 1.4%

Table 7.5: Evaluating near-infrared material-spectroscopy robustness to dataset contrast-
degradation when noise-augmented: deep-learning results. Algorithms are trained using 10%
camera and environmental noise-augmentations (randomly distributed), then evaluated on clean
and noisy data (note noisy-test is 100% noise-augmented). Noise here implies both camera and
environmental noise generators. The best performing training method is indicated by the † and the
optimal training method by collection effort is indicated by the ‡.
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7.3 Conclusion

In conclusion, near-infrared material-spectroscopy algorithms can be sensitive to camera and en-
vironmental noise. These noise factors are commonly seen in facial-liveliness-verification, but it
is expensive to repeat the data-collection under noisy conditions. Hence, a noise-augmentation
paradigm is presented to generate semi-realistic camera and environmental noises. These are
physics-informed but not photo-realistic for pragmatic reasons.

Unfortunately, the first experiment shows that the algorithms are by default sensitive to both
noises. The algorithms seem more sensitive to environmental noise and this seems reasonable;
the camera noises are a slight perturbation to the image, whereas the environment can occlude
facial-features. Fortunately, including noise-augmentations in training addresses this concern. The
second experiment improves noise robustness without any degradation to clean data accuracy.

The most interesting finding is that training on only noise-augmented data seems to be suffi-
cient. This suggests that using noise-augmentations can potentially reduce the need for real-world
data. To evaluate this, a third experiment is conducted on degrading the dataset liveliness-contrast.
Two new degradation states are introduced, partially-contrastive and not-contrastive, which inten-
tionally remove liveliness pairs (e.g., live versus spoof). The inclusion of noise-augmentations
surprisingly seems to generally enable algorithms trained on partially-contrastive data to keep up
with algorithms trained on (clean) fully-contrastive data.

This last finding is potentially very significant. Collecting fully-contrastive data is time con-
suming and expensive. To only require a small subset of fully contrastive data (here one-third
is conveniently selected) by synthetically introducing noise is a win for future research. These
benefits are also believed to be conservatively representative, as only 10% of the training data is
randomly noise-augmented. This value is selected to keep approximately a 1-1 ratio of clean and
noisy images. That said, the benefits here imply going on a more aggressive ratio can potentially
further improve performance. This is not evaluated because of computational constraints (execu-
tion takes on the order of days per scenario) but hypothesized to be valid.

In conclusion, the recommendation is to always include camera and environmental noise-
augmentations when training. This improves robustness with no risk to clean-performance, and can
potentially be used to reduce real-world data collection. The only remaining question is whether
the algorithms can become completely robust to noise (i.e., zero difference in clean versus noisy
performance). While this demonstrated performance is reasonable, there is still opportunity for
improvement.
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CHAPTER 8

Improving Liveliness Robustness via
Auxiliary-Noise-Tasks

The near-infrared (NIR) material-spectroscopy (MS) methodology is thus far shown to be robust
across facial-liveliness-verification (FLV) scenarios. First, common user presentation use-cases are
evaluated in Chapter-6. This include variations of head-pose, position and ambient-lighting. Next,
image noises are introduced through synthetic camera and environment generators in Chapter-
7. This evaluation shows the algorithms are sensitive at first, but can improve when including
noise-augmentations in the training process. This training exploration actually demonstrates that
noise-augmentation can potentially replace real collected-data. This is an exciting finding, which
intuitively implies noise-context can improve FLV robustness.

This chapter builds off the intuition and proposes explicitly learning noise-features. The
auxiliary-noise-task (ANT) framework is a novel, noise-based multi-task-learning (MTL) ap-
proach. The idea is to employ auxiliary-tasks to describe intra-class variance. In essence, variance
is problematic because of the potential overlap in liveliness classes. For example, poor exposure
can make live and spoof faces appear equally bright. The intention is to utilize ANTs to describe
the relevant noises and better describe liveliness. This methodology is specifically applied on the
noise-augmentation generators.

The hypothesis is this methodology generates orthogonal features for liveliness and image-
noise. This enables separating them within the convolutional-encoder, such that the tasks can iso-
late only the relevant features. As such, learning noise features ironically functions as a de-noising
filter. Jointly learning orthogonal tasks, however, is non-trivial. To ensure parameter convergence,
the chapter first experimentally evaluates a series of training practices. Once the optimal train-
ing method is identified, the ANT networks are evaluated on the noise-augmented spectroscopy
dataset. The goal is to become completely robust to noise; i.e., have no discernible performance
difference between clean and noisy test data. Framework utility is then further validated by apply-
ing it onto a new dataset that naturally has more image-noise.
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8.1 Optimizing Features via Auxiliary-Noise-Tasks

The ANT framework is designed to teach DL networks orthogonal signal and noise features. By
describing noises that cause intra-class variance with ANTs, the liveliness features can be isolated.
This approach essentially builds a de-noising filter within the convolutional-neural-network (CNN)
features, as has the advantage of not needing another algorithm. That is to say the CNN itself does
the de-noising rather than requiring pre-processing steps. This computationally efficient and avoids
the risk of bias from secondary algorithms.

8.1.1 ANT Network Topology

This research proposes a novel application of multi-task-learning (MTL) to explicitly learn noise.
Each labelled noise factor is assigned a corresponding ANT on the liveliness network. These are
then jointly trained to encode liveliness and noise features in the convolutional-neural-network
(CNN). In theory, the classification task layers can then isolate the features directly associated.

A generic ANT network topology is illustrated in Fig. 8.1. This example is liveliness clas-
sification network, where there is a CNN encoder (blue and grey) appended with the FLV task
(solid green) and relevant noise ANTs (transparent green). Note how the classification tasks are
independent of each other here. This approach is called soft-knowledge sharing.

Figure 8.1: Auxiliary-Noise-Task network with soft knowledge-sharing. This network has a pri-
mary liveliness task and supporting noise-tasks for camera and environmental noise. Note how
there is no interaction with the ANT layers.
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Figure 8.2: Auxiliary-Noise-Task network with hard knowledge-sharing. This network similarly
has a primary liveliness task and supporting noise-tasks for camera and environmental noise. Note
how there is now a direct knowledge sharing from the ANT layers.

Soft-knowledge sharing has run-time benefits. The tasks can be used for training, then removed
at run-time. Note that if some ANTs are useful for the FR, they can be kept in lieu of adding
secondary algorithms (e.g., using the liveliness network to estimate image quality).

In some cases, the classification tasks may be constructive, such that direct interaction can
improve performance. This approach is known as hard-knowledge-sharing. An example of this
approach is illustrated in Fig. 8.2 (see next page). Note how the ANT classification outputs are
directly used as an input to the primary task. In this scenario the ANTs must be inferred at run-time
regardless of application utility.

8.1.2 ANT Joint Loss

Training knowledge is back-propagated into Neural-Networks through loss functions. Each time
a training sample is inferred, the “distance” between the inferred value and training label is calcu-
lated and used to adjust the weights. Commonly used loss functions are given in (8.1) and (8.2).

MSE =
1

NMSE

NMSE∑
i=1

(yi − ŷi)
2 (8.1)

CE = − 1

MCE

MCE∑
i=1

yi log p(yi) (8.2)
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In theory any number or classification type of ANT can be used. As an example, a regression
ANT would be associated with mean-squared-error loss as applied in (8.1). Here the loss is the
distance between inference yi and label ŷi for NMSE values. Alternatively, a categorical ANT
would employ a log-loss (i.e., cross-entropy) as applied in eq. 8.2. This better separates out the
relative distance between classes by incorporating classification probability, pCE , for MCE classes.
The only real limitation is the classification difficulty; combining multiple challenging tasks may
require more sophisticated loss methods or may not converge.

LANT =

KANT∑
t=1

wt × Lt(Yt, Ŷt) + ηt (8.3)

The ANT framework combines these losses in joint expected value. The loss combination is
applied in (8.3) by summing the losses for each task, Lt(Yt, Ŷt) (where Yt and Ŷt are the task
inference and label vectors). This expected value includes weight wt and normalization ηt factors
for each of the KANT tasks. It is recommended to associate the loss weight by task difficulty
and importance, where normalizing to the number of classes may help. For example, binary-cross-
entropy will have loss on a 0 to 1 scale, whereas Mean-Squared-Error is proportional to the number
of values square; these should both be normalized to the 0 to 1 range. Improper weighting and
normalization can otherwise lead to stopping early or even destructive interference when training.

8.1.3 Specialized Training Scheduling

The ANT framework is designed to learn orthogonal signal and noise features. This runs the risk
of destructively interfering with each other, degrading parameter optimization. In theory one can
simply bias the loss weights by task priority, but this runs the risk of the other tasks not actually
converging (defeating the purpose). For these reasons, a traditional static loss relationship may not
work.

A dynamic loss re-balancing strategy is proposed to avoid this. The loss priority should be first
biased towards the most difficult task. Once that has stable features (e.g., 95% validation accuracy),
the loss weighting is re-balanced to favor the worst performing task. This process of re-balancing
is to continue until all tasks demonstrate robust validation accuracy.

This dynamic loss re-balancing should encode the orthogonal features. One risk, however, is
the classification layers may not be sufficiently optimized as a result of the joint learning. A fine-
tuning process can be applied to address this. Once joint loss is stable, the encoder weights are
frozen. Each of the tasks are then independently fine-tuned on the dataset (i.e., other tasks are
frozen and have zero loss contribution).
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If the classification task is too difficult to converge, a one-class learning approach can be used
by introducing noises in iterative training runs. That is to say first the clean data should be learned
until validation accuracy is precise, then the training dataset should be appended with the noisy
data. All ANT losses should be set to zero when training on clean data to avoid irrelevant bias.

8.2 Performance Evaluation

The ANT framework is designed to isolate liveliness features from image-noise. Three experi-
ments are designed to evaluate the utility of ANT networks for FLV. First, a sensitivity analysis is
conducted to identify the optimal ANT network topologies and training method. Once the optimal
method is identified, the ANT network is evaluated on the noise-augmented spectroscopy dataset.
Lastly, the utility of the framework is further validated by applying it onto another dataset.

8.2.1 Validation Algorithms

All ANT networks are evaluated without the contextual tasks. Given prior results show the deep-
learning algorithms are already more accurate than the best evaluated deterministic algorithm local-
binary-pattern (LBP), no further validation is viewed as necessary.

8.2.1.1 Network Without Joint-Learning

The first validation approach is to use the state-of-the-art liveliness network without the contextual
tasks. For FLV, the face-crop is described by a convolutional-neural-network (CNN) feature en-
coder then classified using a 128-neuron feature fully-connected layer and 2-neuron classification
layer. The MobileNetV2 (108) and InceptionV3 (109) encoders are considered for an efficient and
robust network respectively. Both encoders are pre-trained on ImageNet (110) and fine-tuned on
the evaluation dataset. Training and evaluation use the Tensorflow toolbox (111).

8.2.2 Research Limitations

Multi-task-learning is a new branch of deep-learning. At the time of this research, there is minimal
art on face-recognition applications and none identified for face-liveliness. From this perspective
this research does not have a true validation benchmark except to compare the network topologies.
Furthermore, the attack presentations and noises selected are commonly found but inherently not
fully inclusive. A general pragmatic approach to algorithm development would be to verify it
meets requirements on this evaluation dataset, then make updates based upon penetration testing.
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Noise Generator

Camera focus1 (blurriness) Gaussian Low Pass Filter
Dark noise1 (random leakage) Gaussian Noise Generator
Shot noise1 (random photo distribution) Poisson Noise Generator
Salt and pepper noise1 (analog-to-digital error) Random 0 and 255 Generator
Under-exposure1 (low contrast) Gamma Subtraction
Over-exposure1 (saturation) Gamma Addition
Point-source2 (point sources) Synthetic Bright Ellipse
Point-shadow2 (shadows) Synthetic Dark Ellipse
Streaking-source2 Synthetic Overhead Sun
Streaking-shadow2 Synthetic Overhead Shadow
Piping-source2 Synthetic Side Sun
Piping-shadow2 Synthetic Side Shadow

Table 8.1: Auxiliary-noise-tasks: camera and environmental noises. This table enumerates both
the relevant types of noises and how they are being generated for evaluation. Camera noises are
indicated by 1. Environmental noises are indicated by 2.

8.2.3 Exp 1: Auxiliary-Noise-Task Topology and Training Optimization

The first experiment is designed to identify the optimal ANT network topology and training meth-
ods. Getting orthogonal signal and noise tasks to converge is non-trivial (no relevant literature
is identified). Hence, the network topologies and training-loss methods are evaluated, along with
the training-loss strategies. This is done on the not-contrastive, noise-augmented dataset from
Chapter-7.2 to best see the performance differences.

The camera and environmental noise-augmentations are recapped in Table 8.1. Recall these are
physics-informed but semi-realistic. Noise-augmentations are applied during (randomly selected)
to maintain approximately a 1:1 ratio of clean and noise-augmented training data. All test-images
are fully noise-augmented for completeness. The network optimization is then evaluated by vary-
ing the topologies and training strategies. These variables are given in Table 8.2.

Encoders Auxiliary Noise Tasks MTL Sharing Training Loss

MobileNetV2 Cam Noises Soft Sharing Static
Env Noises Hard Sharing Dynamic

Cam & Env Noises Dynamic + Tuning

Table 8.2: Auxiliary-noise-task network topology and training variables: near-infrared material-
spectroscopy application. A network is generated for each topology and training-loss.
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For simplicity, the only the optimal MobileNetv2 encoder is used. There are 18 distinct net-
work topology and training-loss combinations. These are evaluated 10 times each using stratified
cross-validation for a total of 180 networks. Performance is reported for each structure as an av-
erage of cross-validation test accuracy. These ANT networks are benchmarked against the base
networks without ANT and top deterministic NIR MS algorithm (local-binary-patterns). Eval-
uation metrics are nominal-presentation-classification-error-rate (NPCER), attack-presentation-
classification-error-rate (APCER) and average-classification-error-rate (ACER). These are essen-
tially the false-rejection-rates of live people, false-acceptance-rates of spoofs and the average of
both. Note that ACER is utilized over test-average as the dataset is imbalanced.

8.2.3.1 Exp 1: Results

The topology and training analysis shows the inclusion of ANTs significantly improves perfor-
mance. The benefits of including the camera and environmental ANTs are visualized in Table 8.3.
Recall that this experiment uses the non-contrastive dataset (worst conditions). Note how all of the
ANT networks notably outperform the base network.

Encoder MTL Loss Test ACER NPCER APCER

Base Network (No Auxiliary-Noise-Tasks):
MobileNetV2 None Static Clean 13.2% 20.8% 5.7%
MobileNetV2 None Static Noisy 22.2% 20.0% 24.4%

Camera and Environmental Auxiliary-Noise-Task Networks:
MobileNetV2 Soft Static Clean 2.9% 5.1% 0.6%
MobileNetV2 Soft Static Noisy 6.0% 5.5% 6.5%
MobileNetV2 Soft Dyn Clean 1.1% 0.2% 2.1%
MobileNetV2 Soft Dyn Noisy 2.4% 3.1% 1.7%
MobileNetV2 † Soft Dyn + Fine Clean 0.5% 0.8% 0.2%
MobileNetV2 † Soft Dyn + Fine Noisy 0.9% 1.5% 0.2%
MobileNetV2 Hard Static Clean 3.4% 2.4% 4.5%
MobileNetV2 Hard Static Noisy 2.3% 3.5% 1.1%
MobileNetV2 Hard Dyn Clean 1.1% 1.9% 0.2%
MobileNetV2 Hard Dyn Noisy 1.9% 1.6% 2.2%
MobileNetV2 Hard Dyn + Fine Clean 4.2% 0.1% 8.2%
MobileNetV2 Hard Dyn + Fine Noisy 3.5% 4.1% 2.9%

Table 8.3: Evaluating optimal auxiliary-noise-task network topology: synthetic camera and envi-
ronmental tasks. It is clear the ANT framework improves performance, where the best combination
is indicated by the †. Dynamic scheduling is abbreviated to Dyn. Fine tuning is abbreviated to Fine.
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Recall from the NIST ISO 30107 that an APCER of 5% is typically recommended; almost
all of the ANT networks achieve this. The optimal combination seems to be soft-sharing with
the dynamic loss-weighting and fine-tuning (indicated by the †). This intuitively makes sense. The
training schedule is most important as these tasks are designed to be orthogonal, meaning the losses
for the associated tasks need to be dynamically re-balanced for optimal encoding. This practice,
however, can result in unrefined fully connected layers. The final fine-tuning step addresses this
issue. Furthermore, the tasks being orthogonal means hard knowledge sharing should provide
minimal benefits. While hard knowledge-sharing can theoretically improve performance, it is
often difficult to implement well because the task-losses are inherently muddled. It is difficult to
de-couple errors from the primary task features versus the knowledge shared from the secondary
tasks. Given there is minimal benefits to sharing, it results in generally being destructive. Note
that for space reasons only the networks utilizing both camera and environmental ANTs are shown
here; the camera versus environment ANT evaluation is presented in Appendix-D (where camera
tasks are generally more useful but combining both is best).

8.2.4 Exp 2: Applying Auxiliary-Noise-Tasks to Address Contrast

The results from the first experiment make it clear there are benefits to utilizing the ANT frame-
work. The second experiment now applies the optimal combination to address degraded-contrast
datasets. If synthetic noise-augmentations with ANT can enable partially-contrastive data to meet
intended robustness, researchers can dramatically save on real-world data collection efforts.

This experiment essentially a repeat of the dataset-contrast sensitivity study. The partici-
pant data is intentionally degraded. Two new contrast-degraded states are introduced: partially-
contrastive and not-contrastive. The partially-contrastive dataset randomly selects between live,
spoof or live and spoof presentations for training. That is to say all the data exists, but only a
subset of liveliness classes are selected to ensure roughly one-third are fully contrastive. The
not-contrastive dataset randomly selects between live or spoof presentations for training - but no
participants have all presentations.

The same scenarios are now evaluated with the optimal ANT framework. Training is varied
between clean data only, noise-augmented data only and clean with noise-augmented data. Testing
is conducted on clean and noise-augmented data independently. This results in 6 scenarios evalu-
ated on fully-contrastive, partially-contrastive and not-contrastive datasets. These are evaluated 10
times using stratified-cross-validation for totality of 180 networks.
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8.2.4.1 Exp 2: Results

The evaluation results of the ANT framework on contrast-degraded datasets are given in Table-8.4.
These are outstanding. Regardless of degradation state, the MobileNetV2-ANT algorithm achieves
excellent results on clean and noisy data.

Observe how the ANT network trained on partially-contrastive (indicated by the †) data actually
outperforms the base-network trained on fully-contrastive data. This is a substantial contribution:
utilizing noise-features can improve performance while saving on data-collection costs. If outright
performance is the primary objective, the strongest algorithm indicated by the ‡. That network
essentially makes zero mistakes in test inference.

Algorithm Train Test ACER NPCER APCER

No Participant-Liveliness Contrast (Degraded Dataset):
MobileNetV2 Clean Clean 13.2% 20.8% 5.7%
MobileNetV2 Clean Noise 16.2% 20.6% 12.2%
MobileNetV2-ANT Noise Noise 2.3% 0.8% 3.8%
MobileNetV2-ANT Noise Clean 1.1% 0.7% 1.4%
MobileNetV2-ANT Clean & Noise Clean 0.3% 0.5% 0.1%
MobileNetV2-ANT Clean & Noise Noise 1.0% 1.2% 0.9%

Partial Participant-Liveliness Contrast (Degraded Dataset):
MobileNetV2 Clean Clean 2.6% 1.2% 4.0%
MobileNetV2 Clean Noise 16.8.% 21.7% 11.8%
MobileNetV2-ANT Noise Noise 1.4% 1.0% 1.8%
MobileNetV2-ANT Noise Clean 1.1% 0.6% 1.6%
MobileNetV2-ANT † Clean & Noise Clean 0.2% 0.4% 0.1%
MobileNetV2-ANT † Clean & Noise Noise 0.8% 1.4% 0.2%

Full Participant-Liveliness Contrast (Original Dataset):
MobileNetV2 Clean Clean 0.6% 0.3% 0.2%
MobileNetV2 Clean Noise 14.5% 17.4% 11.6%
MobileNetV2-ANT Noise Clean 0.2% 0.2% 0.1%
MobileNetV2-ANT Noise Noise 0.5% 0.3% 0.7%
MobileNetV2-ANT ‡ Clean & Noise Clean 0.2% 0.1% 0.3%
MobileNetV2-ANT ‡ Clean & Noise Noise 0.1% 0.0% 0.2%

Table 8.4: Addressing dataset contrast via the auxiliary-noise-task framework. The optimal ANT
algorithm, MobileNetV2 trained with camera and environmental ANTs using dynamic scheduling
with fine tuning, is evaluated on the degraded-contrast datasets. The optimal algorithm by data-
collection needs is indicated by the †. The best performing algorithm is indicated by the ‡.
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8.2.5 Exp 3: Applying to Occupant-Monitoring Perspective

To further evaluate the utility of ANTs, a new dataset is acquired from the research sponsor, Ford
Motor Company. This dataset is designed for cabin monitoring. The camera is offset to the middle
of the vehicle (versus being directly head-on) and introduces the RGB-IR color-filter-array (CFA).
This CFA is able to image color and near-infrared (NIR) photons. In principle, this may seem like
an advantage. One can imagine that utilizing features from the visible spectrum could be beneficial
(especially for face-identification). In practice, this adds visible noise to the NIR pixels due to the
filter design. This noise is potentially problematic for spectroscopy. Furthermore, NIR pixels are
now only one-quarter of the full resolution, meaning there is inherently less information for texture
classifiers to work with.

An example from the Ford dataset is shown in Fig. 8.3. This dataset is comprised of 58 partici-
pants are imaged while driving a vehicle. The intention here is emphasized towards identification
noise factors; as such, participants are coached to vary their head-pose and utilize accessories (e.g.,
hat, wigs and cell phone). Furthermore, the drives are structured to vary sun angle such that there
are various bright spots and shadows introduced. In totality this dataset has approximately 50,000
unique frames. Only the driver’s face is considered from each frame (cropped with Retina Face
(12) and resized to algorithm inputs).

Figure 8.3: Occupant-monitoring RGB-IR perspective sample. This camera technology is more
sensitive to ambient light and generally harder to see the illumination.
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Encoders Auxiliary Noise Tasks Knowledge Training Loss

MobileNetV2 Identity Soft Sharing Static
InceptionV3 Covid-mask Hard Sharing Dynamic

Table 8.5: Auxiliary-noise-task network topology variables: occupant-monitoring RGB-IR appli-
cation. A network is generated for each topology and training-loss.

Similar to the first topology evaluation, it is important to identify the correct ANT combinations.
This dataset is already noisy (by material-spectroscopy standards), but there are no explicit labels
for image effects. Furthermore, the dataset is not balanced. There are significantly more live
presentations, and not all participants have a matching spoof (in this case paper-mask).

An alternative set of ANTs are proposed for this dataset. The identity of the person is a liveliness
noise-factor when there are not enough contrastive pairs. Furthermore, a very small number of
participants are wearing a medical covid-mask. This is not a spoofing mask and therefore needs
to be considered a live presentation. These tasks are evaluated in a similar topology assessment,
described in Table 8.5. This yields 16 network topologies. These 16 topologies are evaluated 10
times each using stratified-cross-validation for a total of 160 networks. The same performance
metrics are utilized here. Note this fine-tuning is no longer included as an option due to needing
images of the same participant in the validation set for the identity task. This is presents risk of
over-fitting (which is observed in a few anecdotal evaluations).

8.2.5.1 Exp 3: Results

The ANT framework yet again delivers performance benefits. The MobileNetV2 results are given
in Table 8.6 (see next page). The best performing efficient network (indicated by the †) incorporates
both identification and covid-mask tasks. Like the first sensitivity experiment, the best networks
use soft knowledge-sharing and dynamic loss scheduling. This is intuitive for the same reasons
as the prior experiment. Loss weighting needs to reflect task convergence, but parameter back-
propagation gets complicated when fusing tasks.

An interesting observation is the covid-mask ANT appears to have the most influence. Regard-
less of knowledge sharing or loss scheduling methodology, this trend generalizes. It was originally
theorized that the participant-identification task would be more useful, as the largest variance in
the liveliness classes is the person. However, this is can be rationalized by noting there are com-
paratively few presentations of the covid-masks. Furthermore, it is essentially a hybrid of live
and spoof presentations. Regardless, the key finding is that the ANT framework can still deliver
performance benefits without noise labels.
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Encoders ANTs MTL Loss ACER NPCER APCER

MobileNetV2 None None Static 5.0% 5.0% 4.9%

MobileNetV2 ID Soft Static 3.5% 1.3% 5.7%
MobileNetV2 Covid Soft Static 3.0% 1.1% 4.9%
MobileNetV2 ID & Covid Soft Static 5.0% 2.7% 8.3%
MobileNetV2 ID Soft Dynamic 4.5% 2.0% 7.0%
MobileNetV2 Covid Soft Dynamic 2.9% 0.3% 5.6%
MobileNetV2 † ID & Covid Soft Dynamic 2.6% 0.9% 4.3%

MobileNetV2 ID Hard Static 5.0% 2.6% 7.5%
MobileNetV2 Covid Hard Static 4.0% 2.3% 5.7%
MobileNetV2 ID & Covid Hard Static 4.0% 1.7% 6.3%
MobileNetV2 ID Hard Dynamic 5.1% 1.4% 8.8%
MobileNetV2 Covid Hard Dynamic 9.6% 1.1% 18.1%
MobileNetV2 ID & Covid Hard Dynamic 3.1% % 4.7%

Table 8.6: Auxiliary-noise-task framework liveliness results: efficient occupant-monitoring net-
work. The best performing ANT topology is given by the †.

For space reasons, the robust network results are given in Appendix-D. It is observed the general
trends hold true with the InceptionV3 encoder, but the benefits are diminished. This is theorized
to be a result of the InceptionV3 encoder generating a sufficient feature space without the ANTs,
therefore adding the secondary tasks only adds complication to the liveliness convergence. This is
particularly true when factoring the lack of fine-tuning (due to utilizing identification tasks). It is
hypothesized that having a precise noise-labels would yield better gains.

8.3 Conclusions

This chapter demonstrates that encoding noise-features can dramatically improve facial-liveliness-
verification performance. Classifiers historically learn to discern features from noise by employing
large, contrastive datasets. The auxiliary-noise-task (ANT) framework is designed to instead pro-
vide contrast through better labelling. Specifically, the concern is texture-noises can degrade spec-
troscopy algorithm performance. Hence, the goal is to jointly learn liveliness and noise features,
which should be orthogonal in nature. The ANT framework utilizes this orthogonality to ironically
de-noise the classification tasks.

Jointly learning orthogonal tasks is not trivial. The network topology and training methods eval-
uation reveals that tasks should not interact (soft knowledge-sharing) and a dynamic loss-weight
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re-balancing strategy with fine-tuning is necessary. These observations are intuitive. If the tasks are
truly orthogonal, they need to be learned in a fashion that minimizes interaction but also reflects
information from both signal and noise. This said, the ANT networks dramatically outperform
the base networks regardless of topology or training approach. These results extend to the point
where the best ANT network essentially has zero errors when trained on fully-contrastive data.
This phenomenon is also observed on a new dataset provided by the research sponsor, validating
the framework’s value.

This value is best demonstrated when considering contrast-degraded datasets. The ANT liveli-
ness network trained on partially-contrastive data actually outperforms the baseline network trained
on fully-contrastive data. This is a substantial accomplishment, improving performance while also
decreasing data-collection needs. This is a rare feat and makes the ANT framework a success.

This work concludes the physical-spoof-attack investigations. The proposed method is robust
to every considered noise-factor and does so with data-collection optimizations. All future work
proposals are discussed in the conclusion (Chapter-11).
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CHAPTER 9

Image-Integrity-Verification via Camera-Noise

Photo-realistic tampering is the other key face-recognition (FR) vulnerability. These attacks are de-
signed to modify the image-stream through an injection device, bypassing traditional data security
measures (e.g., message authentication). Analogous to the physical-spoof-attack, the face-swap-
attack (FSA) replays an acquired headshot (typically from social-media) for authentication. In this
scenario the replay is done using face-swapping algorithms. These swaps can be highly-realistic,
fooling state-of-the-art identification algorithms (26). Alternatively, attackers can also perform the
service-denial-attack (SDA) by discretely removing faces from the imagery. This prevents authen-
tication, either as a means of causing inconvenience or a tool for blackmail. For more details on
these attacks, see the threat-model in Chapter-3.

The challenge with photo-realistic tampering is the obvious: the alterations can be impercepti-
ble. These are by design more sophisticated than traditional cut-and-splice methods; as such, new
detection methods are required. One approach is to identify traces from the generative-adversarial-
networks. These can be effective, though have a tendency to not generalize well (as each generator
has unique traces) (83; 80). Other approaches identify temporal anomalies, as it is very difficult
to properly represent natural human behavior (45; 84; 85). These approaches also are insufficient,
as they are computationally expensive and require the live person to present realistic movements
(conflicting with the seamless expectation).

This chapter proposes an efficient “noiseprint”-verification to mitigate the FSA and SDA.
Whether introducing or removing faces, the image noise-profile is necessarily altered with tamper-
ing. More specifically, noises that can be used as source-identification fingerprints are known as
“noiseprints.” This proposal securely enrolls the FR platform’s camera “noiseprint” for integrity-
verification; this is possible because most platforms use an embedded camera. Each time a new
frame is presented, the “noiseprint” is estimated then verified against the enrollment for authen-
ticity. This methodology is extremely precise and uses compression to operate with imperceivable
latency. Benchmarking is done with three state-of-the-art algorithms to demonstrate a novel com-
bination of accuracy and speed.
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9.1 Compressed Photo-Response-Non-Uniformity Analysis

The proposed “noiseprint” for integrity-verification is photo-response-non-uniformity (PRNU).
PRNU, an estimation of camera photo-receiver imperfections, is known to uniquely character-
ize cameras in large scale source identification (73). Given this feature uniqueness, it is intuitive
that image modifications should necessarily cause an observable deviation. This intuition is imple-
mented using a “noiseprint” verification process. The FR camera is first securely enrolled, where
future frames are then verified for PRNU integrity. Compression is also introduced in the form
of down-sampling. This improves run-time though can remove some relevant features. To retain
sensitivity, the verification is done over a series of sub-zones.

9.1.1 Photo Response Non-Uniformity Estimation

The PRNU calculation employs the methodology presented by Goljan et al. (73). In general, an
image can be described as the sum of the incident light received by the camera, artifacts introduced
by camera intrinsics, and temporal noise. This is expressed in (9.1), where the incident light is
represented by I0, the camera noise (PRNU) is represented by K and other noises (quantization,
shot, dark current, temporal, etc.) are represented by θ:

I = I0 + I0K +Θ (9.1)

To isolate the “noiseprint” the image must be first filtered to remove noise θ. This can be done
by applying a Wiener filter, F , to generate residuals W i = I i − F (I i) (75). Note that in this case
dark current is assumed to be negligible due to having sufficient scene signal. From there K can
be isolated by applying a maximum likelihood estimator (75):

K̂ =

∑N
i=1 W

iI i∑N
i=1(I

i)2
(9.2)

9.1.2 Peak Correlation Energy

One way to classify the camera noise source is to utilize peak-correlation-energy (PCE). The
PCE value is computed using the Matlab code provided by Goljan et al. (73). This approach
calculates the Pearson’s correlation coefficient and then identifies the maximal value for a given
sliding window (73). This is achieved by first computing the noise residuals of the hypothesis
camera, X , and the image, Y , as a sum of PRNU, K, and secondary noises Θ:

X = IK̂

Y = IKimage +Θimage

(9.3)
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The correlation is computed over shifted areas, where the maximal number of shifts is defined
as the product of the difference in image m × n versus fingerprint dimensions mk × nk: max =

(mk −m+ 1)(nk − n+ 1) (73) , that is:

ρ(s1, s2;X, Y ) =∑m
k=1

∑n
k=1(X[k,l]−X̄)(Y [k+s1,l+s2]−Ȳ )

|X−X̄||Y−Ȳ |

(9.4)

By definition, this implies that PCE is the correlation value for which the peak occurred for
shift vector, speak = [s1max, s2max]. In (73), Goljan et al. suggested having the local peak area, η,
to be an 11× 11 pixel grid. This is given in (9.5):

PCEk(X, Y ) =
(X · Y (speak))

2

1
mn−|η|

∑
(s1,s2)∈η (X · Y (s1, s2))

2 (9.5)

9.1.3 Source ID: Zonal Expected Value

It is postulated that camera source identification can be improved by dividing the image into sub-
zones and taking an expected value. The premise is that the PCE reflects the maximal PRNU
similarity in a local window; hence, taking the similarity score over a multitude of zones provides
relevant secondary distribution information. This can be thought of as analogous to a Taylor series,
where the sub-peaks provide extra harmonics for minimal extra computation.

To calculate ID via zonal-expected-value (ZEV), the hypothesis camera and challenge image
PRNU are indexed by zone row and column, Xrc and Yrc respectively. A uniform zone distribution
is assumed for simplicity. However, in practice, an asymmetric pattern could be leveraged to place
emphasis on the most sensitive region of the image. ZEV calculation is then described in Eq. (9.6).

IDZEV =
1

Z
×
∑
r,c∈Z

PCEK(Xrc, Yrc) (9.6)

The hypothesis camera that has the highest ID score is then selected as the source.

9.1.4 Tampering-Score: Face-Swap-Verification

Detected faces can be secured through face-zone-verification (FZV). This is done by isolating the
face-centroid’s zone, z, and applying a tampering-score on it. Tampering-score is generated by
applying a tampering filter on the correlation energy. The high pass cutoff is calibrated to ignore
standard noise as tampering; the low pass cutoff is calibrated to ignore images that do not match
the source. This calibration is done on a per camera basis; in this case a 1% false acceptance rate
is prioritized. The FZV score is described in Equation (9.7):
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TFZV = BPz(PCEK(Xz, Yz)) (9.7)

The FZV score offers a significant run-time improvement at the cost of some robustness (as
only the facial-pixels are evaluated pixels). In theory, this can be expanded to a nearest neighbor
approach, and also to evaluate all zones directly adjacent to the centroid zone z.

TDZV = BPz(Krc), rc ∈ Z (9.8)

9.1.5 Tampering-Score: Service-Denial-Verification

This tampering-score can be used to verify full image-integrity in a ZEV fashion to mitigate face-
removal. The tampering filter can be applied on each zone, designated BPz, where a final filter
is applied on the averaged output, BPI . Each zone filter can be individually calibrated, though
for pragmatism uniform cutoffs are assumed. The complete filtered score is described in Equa-
tion (9.9):

TZEV = BPI

(
1

Z
×
∑
r,c∈Z

BPz(PCEK(Xrc, Yrc))

)
(9.9)

If the image appears tampered in the expected value, it is labelled as tampered. Otherwise, it is
labelled authentic.

9.1.6 Compression via Down-Sampling

Compression is introduced in the form of down-sampling to optimize run-time performance.
Down-sampling is chosen because it is computationally cheap, and implicitly behaves as an aver-
aging filter when combining neighboring pixels. This will additionally shrink the memory footprint
proportionately to the amount of down-sampling. The goal is to make this verification algorithm
available for embedded security systems, where resources are often constrained.

All images are evaluated using three compression settings. These are enumerated below, with
the axis sampling rate provided in the form of (row, column):

1. Full-Scale Resolution (1x1)

2. Quarter-Scale Resolution (1/2 x 1/2)

3. Sixteenth-Scale Resolution (1/4 x 1/4)

As a point of comparison, two approaches of PRNU enrollment template compression are also
evaluated. Pre-compression is defined as acquiring PRNU template on a full-scale image and then

76



down-sampling. Post-compression is defined as first down-sampling the image and then acquiring
the PRNU template. Both approaches are validated in Experiment 1 regarding compressed camera
source identification (Section: 9.2.4). Once the optimal compression process is determined it is
used for all subsequent experiments.

9.2 Performance Evaluation

The efficacy of the proposed framework is evaluated on both public and private datasets using four
experiments. The first two experiments investigate the uniqueness of camera PRNU when applying
down-sampling. These experiments are evaluated on a public dataset containing different cameras
(Dresden (119)) and a custom dataset composed of cameras of the same makes, respectively.

The second set of experiments investigate detection of image tampering attacks. Tampering
is done in the form of the face-swap-attack (FSA) and service-denial-attack (SDA). The FSA is
where the attacker digitally swaps in the face of an enrolled user for authentication purposes. This
attack is introduced using manual and artifial-intelligence tools. The SDA is where the attacker
removes the face from the image, to deny access. This attack is simulated using blob swaps (for
general tampering detection sensitivity).

9.2.1 Run-Time Metrics

Run-time is evaluated to pragmatically optimize for real-time applications. Metrics include the
average computation time (in seconds) and classifier memory space (in Megabytes). For simplicity,
it is assumed that the image is already read into memory where only the PRNU calculation and
the camera classification time are measured. These experiments are conducted utilizing a Dell
Latitude E5570 laptop; only a single CPU core is employed without any hardware acceleration via
co-processors (i.e., no GPU, DSP, etc.).

9.2.2 Open-Source Validation Algorithms

To benchmark the performance of this tampering score, three open-source algorithms are evaluated
on the datasets. The algorithms are selected based on both their relevance and their availability on
GitHub.

9.2.2.1 Error-Level-Analysis

The first algorithm is a deep learning approach leveraging error-level-analysis (ELA). Gunawan et
al developed this approach by transforming images using ELA and feeding a light weight convo-
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lutional neural network examples of authentic and spliced images from an open-source tampering
dataset (120). For this evaluation the network is retrained on the same experimental data. This
algorithm is referred to as “ELA CNN.”

9.2.2.2 Image Forgery Detection Tool

The second algorithm comes from the ensemble Image Forgery Detection Tool (79). Levandoski
and Lobo present deterministic algorithms for re-compression, color filter array anomalies, noise
variance and generic image duplication due to copying (79). It is key to note that due to run-time
issues the color filter array analysis is omitted as the algorithm takes over 30 minutes per image
on this research machine and is not viewed as real-time. Given there that is no calibration setting,
the algorithm suite is run directly on the experimental data without modification. This algorithm
is referred to as “Forgery Tool.”

9.2.2.3 Discrete-Wavelet-Transform

The third algorithm is the discrete-wavelet-transform (DWT) for blind image tampering (78).
While a slightly older paper (2009), Mahdian and Saic apply a methodology that aligns very sim-
ilarly with this paper’s PRNU analysis, the key novelty is the inclusion of apriori camera knowl-
edge. For this evaluation a tampering threshold is calibrated on the same experimental data. This
algorithm is referred to as “DWT.”

Note that run-time evaluation is not performed on these open-source algorithms because they
are written in a different language than the proposed framework. A fair comparison cannot be done
across applications.

9.2.3 Research Limitations

It is acknowledged that this verification approach does require apriori knowledge of the camera
intrinsics. Real-time facial recognition is typically a closed-loop system, where the camera is
integrated into the system and knowledge of the sensor can be easily acquired. This said, even
distributed systems can be modeled in this way. The template could be acquired from other repre-
sentative samples. For example, social media platforms can perform image tampering analysis by
using other images uploaded by the user (or their canvas of users).

Furthermore, the lack of open-source tampering datasets that include camera sources requires
the comparative algorithms to be validated on this experimental data. While all competitor algo-
rithms are re-trained/re-calibrated to the experimental data, their designs do not necessarily assume
blob or face swap detection. From that perspective it is a valid comparison, but it is important to
acknowledge that the original authors did not perform their own tuning.
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Lastly, it is relevant to note there are real-world noise factors that this study did not introduce.
For example, social media applications may employ their own proprietary compression methods
to streamline data transmission; Meij et al. have started this investigation specifically for the
“whatsap” communication tool (121), noting some degradation is to be expected. Additionally, real
world camera exterior camera applications, such as security monitoring, introduce environmental
noises (e.g., ambient light, rain, dirt, dust, heat, etc.). Validating the impact of the noises would
further justify this methodology, as well as potentially identify other novel control methods.

9.2.4 Exp 1: Compressed Source Identification - Different Cameras

Given that the methodology leverages compression to improve run-time performance, it is im-
portant to first verify that PRNU features can be reliably retained when down-sampling. This
experiment utilizes a public dataset to evaluate some known worst-case identification scenarios,
applying down-sampling and validating the resulting mean average precision.

Worst-case conditions are selected from the results of Dr. Fridrich’s large-scale camera identifi-
cation study (73). They identify that PRNU is least separable when the images analyzed are of the
same scene, and if they are taken using the same camera model. To provide a common reference,
the Dresden camera forensics image database is utilized (119). While the Dresden dataset does not
have cameras of the same make, it does have several families of models. For this reason, the Nikon
family of cameras is selected to reflect images of same scene with similar models. 150 images are
utilized, with an 80/20 training ratio. This dataset is designated as Dresden-Nikon.

The camera source identification is then evaluated using the down-sampling and compression
approaches described in the methodology. The image source is then identified using ZEV classifi-
cation, for all combinations of zones, down-sampling and compression process (indicated by “Pre-
Compression” and “Post-Compression,” respectively). The selected classification performance
metric is the mean average precision of source identifications.

9.2.4.1 Exp 1: Results

PRNU estimation is in fact sensitive to the compression-order. When first compressing the training
image and extracting the PRNU, there is significant degradation in PCE score (resulting in poor
mean average precision). However, by acquiring the PRNU first and then compressing the tem-
plate, much of the information is retained. It is noted that these results also imply that some features
are lost when compressing prior to classification for run-time purposes. The lack of classification
degradation is explainable by this being a “verification” problem; the challenge camera needs only
to be verified that against the expected source. Given that the training template is robust, the peak
correlation analysis can tolerate noise added to the challenge.
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Compression Factor Single Zone 16 Zones 100 Zones
(% Correct) (% Correct) (% Correct)

Full-Scale 100% 100% 100%
Quarter-Scale

71.7% 73.3% 77.5%
(Pre-Compression)
Sixteenth-Scale

38.3% 42.5% 45.8%
(Pre-Compression)
Quarter-Scale

97.5% 98.3% 99.2%
(Post-Compression)
Sixteenth-Scale

97.5% 97.5% 97.5%
(Post-Compression)

Table 9.1: Dresden-Nikon dataset classification performance.

The lossy-compression source-identification accuracy (different cameras) is given in Table 9.1.
It can be observed that dividing the image into sub-zones can incrementally improve performance.
The performance improvements become more pronounced as the image degrades; this can be seen
by juxtaposing the classification rate across image compression. This is then further exhibited
when using low-resolution sensors in Experiment 2, where the methodology is applied on Rasp-
berry Pi cameras. Given the simplicity of this approach, these benefits are considered a good return
on computational investment.

9.2.5 Exp 2: Compressed Source Identification - Same Cameras

The second experiment expands on these results by addressing the use case of having cameras of
the same model. A new database is constructed using 3 identical Ras Pi cameras (for reference,
these have a default resolution of 1920 × 1080). That is to say, they are of the same make and
model, and any variation is a result of manufacturing tolerances only. This inherently a harder use-
case. Even state-of-the-art source-identification methods indicate that having identical components
reduces the “noiseprint” variability (73).

This Ras Pi Camera dataset is collected by imaging 150 photos from each device under four
lighting conditions. The same performance evaluation approach is then applied. The dataset is
broken into an 80/20 split for training and testing. same 80/20 training ratio is employed. The
calculated metric is source-identification mean-average-precision. This is calculated when using
ZEV on all down-sampling, resolution and compression-order combinations. It is anticipated that
performance will decrease as there is less variance between classes.
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9.2.5.1 Exp 2: Results

The compressed source-identification accuracy using the same camera-models is given in Table
9.2. This scenario is clearly harder than when evaluating different cameras-models, as source-
identification accuracy is down across the board. One clearly observation is the compression order
matters now. Generating robust PRNU features requires first estimating the “noiseprint,” then
applying the down-sampling. This does not retain all features, but is clearly better than down-
sampling first then estimating PRNU. This is likely because down-sampling is effectively low-
pass filtering. Given PRNU is a micro-noise, any sort of filtering runs the risk of removing key
information. Note that this reasoning is why many state-of-the-art tampering detection networks
recommend using patch analysis. Resizing the image to fit the deep-learning inputs inherently runs
the risk of feature-removal (81).

The benefits of ZEV are clearly obvious here. When the features are muted, the secondary
distribution-correlation helps notably improve classification accuracy. This speaks to the utility of
the methodology, adding sensitivity without the risk of over-fitting to random noises. The minimal
computation required makes this a very good return-on-investment.

In summary, this experiment confirms two things. First, the optimal training procedure should
acquire the full-scale enrollment PRNU and then compress it. Second, the zonal-analysis method-
ology should be used when local-sensitivity is necessary; this is particularly relevant when consid-
ering photo-realistic tampering. These practices are applied in the next experiments.

Compression Factor Single Zone 16 Zones 100 Zones
(% Correct) (% Correct) (% Correct)

Full-Scale 100% 100% 100%
Quarter-Scale

63.3% 83.3% 85.0%
(Pre-Compression)
Sixteenth-Scale

58.3% 60.0% 63.3%
(Pre-Compression)
Quarter-Scale

86.7% 100% 100%
(Post-Compression)
Sixteenth-Scale

80.0% 98.3% 100.0%
(Post-Compression)

Table 9.2: Raspberry Pi Camera dataset classification performance.
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Compression Factor Single Zone 16 Zones 100 Zones
(msec) (msec) (msec)

Full-Scale 505.6 511.7 562.7
Quarter-Scale 171.9 185.6 207.8
Sixteenth-Scale 40.4 50.1 62.2

Table 9.3: Compressed camera source-identification run-time.

The run-time and memory overheads for compressed camera source identification are given in
Tables 9.3 and 9.4. This is first organized by zonal structure: single zone, 16 zones and 100 zones.
The other variable is the compression factor: full-scale, quarter-scale and sixteenth-scale. The
goal of this evaluation is to identify the optimal algorithm as a function of run-time. In generality
compression significantly reduces run-time while number of zones incremental increases run-time.
Note these metrics are purely for classification, and do not take into account the resources associ-
ated with compressing the image.

As expected, there are significant benefits to both metrics when using the compression method-
ology. These results indicate that the optimal condition for source identification is to use sixteenth-
scale down-sampling with 16 zones. On the target hardware, this decreases run-time from 505.6
msec to 50.1 msec, a relative reduction of 91.1%, and memory from 115.33 Mb to 8.24 Mb, a rel-
ative reduction of 92.8%. These run-time reductions are accomplished with perfect test-accuracy.
This makes it easy to justify this methodology for real-applications (factoring both CPU and mem-
ory needs).

The key takeaway is this methodology is able to retain relevant PRNU features when com-
pressed. This is accomplished by using an intelligent sequence of extracting the PRNU enrollment
and utilizing zonal analysis to add local sensitivity. This results in significant run-time and memory
benefits at inference. This accomplishment is particularly relevant when addressing photo-realistic
tampering. These attacks are designed to be imperceptible; as such, detection methods must be
sufficiently sensitive (while meeting application latency requirements).

Compression Factor Single Zone 16 Zones 100 Zones
(Mb) (Mb) (Mb)

Full-Scale 115.33 115.33 115.33
Quarter-Scale 32.96 32.96 32.96
Sixteenth-Scale 8.24 8.24 8.24

Table 9.4: Compressed camera source-identification memory utilization.
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9.2.6 Exp 3: Direct Face-Swap-Verification

This experiment evaluates where optimizations can be done for FR by applying FZV. I.e., the
tampering-zone is only calculated on the zone containing the face’s centroid. Tampering is done
on the Ras Pi Camera data-set, utilizing the same cameras to acquire 50 photos containing face-
swap volunteers (per camera). Swaps are conducted in manual and artificial intelligence fashions.
Manual swap is conducted by identifying the boundary of the detected face in both images, resizing
the proposed face to match the existing one and applying swap (no photo-realistic blending). The
artificial intelligence approach employs a well-known online tool, Reflect (71). This approach
intelligently uses facial-landmarks to align and merge faces together (also applying photo-realistic
blending). This process is visualized using two test subjects in Fig. 9.1.

Face-swaps are done using faces from both the same camera and different cameras. The in-
tention is designed to evaluate swap-detection sensitivity. While most scenarios would necessarily
involve different cameras (e.g., acquiring an image from social-media and injecting it into the FR
system), it is an interesting investigation. This approach generates 20 swaps per swap use case,
sampling rate and zone. This is a total of 1,440 tampered images generated. For reference, the
face-swap regions range from 1

20
to 1

16
image width (generally small). This data-set is designated

Ras Pi - Face Swap.
The FZV algorithm is benchmarked on the Ras Pi - Face-swap data-set (1,440 images con-

structed from no-swap, manual-swap and AI-face-swaps (71)). The FZV tampering-score is evalu-
ated only on the zone containing the face-centroid, using 1, 16 and 100 zones. Face-centroid-zone
is estimated using the Matlab cascade object detector (122). Note that Matlab is used just for con-
venience; in deployment this would be the FR’s detection algorithm. This should not effect impact
algorithm performance.

Figure 9.1: Visualizing face-swap-attacks methodologies.
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9.2.6.1 Exp 3: Results

The FSA benchmark results are given in Table 9.5. Authentic (no swap) image is represented by
“Authentic.” For readability, the results table is simplified to represent all manual face-swap-attacks
as “Manual Face-Swap” and all AI face-swap-attacks as “AI Face-Swap.” This demonstrate the
FZV approach generally outperforms the open-source algorithms for mitigating face-swap-attacks.
In particular, the FZV algorithm is optimized at quarter-scale with 16 sub-zones (indicated by the
†). Counter to intuition, the hypothesis of isolating the relevant pixels for noise analysis seems to
reduce performance. The small number of pixels instead seems to produce a less reliable PRNU
measurement, impacting tampering-score precision. One possible way to improve performance
with reasonable overhead is to apply a nearest neighbor approach, including all adjacent zones.

The open-source results reinforce that the AI-face-swap detection is a significant challenge. At
full-scale resolution, all three perform well. However, the aggressive calibration becomes prob-
lematic for down-sampled imagery. The deep learning approach (ELA CNN) (82) degrades to
approximately a coin flip; the two deterministic algorithms (79; 78) effectively determined every
image to be tampered (arguably worse). This shows noise-verification approach’s utility.

Image Tampering FZV FZV FZV ELA Forgery DWT(1x1) (4x4) (10x10) CNN Tool

Authentic FS 100% 100% 100% 91.3% 98.8% 26.2%
Manual Face-Swap-Attack FS 100% 100% 100% 100% 99.0% 100%
AI Face-Swap-Attack FS 100% 100% 100% 100% 99.0% 100%
FS Mean 100% 100% 100% 98.3% 99.8% 85.3%

Authentic QS 92.5% 92.5% 92.5% 48.8% 30.4% 1.3%
Manual Face-Swap-Attack QS 100% 100% 92.5% 57.5% 100% 100%
AI Face-Swap-Attack QS 91.3% 87.5% 45.0% 53.8% 100% 98.8%
QS Mean 95.0% 93.5% † 73.5% 54.3% 74.8% 79.8%

Authentic SS 85.0% 85.0% 85.0% 45.0% 0.0% 0.0%
Manual Face-Swap-Attack SS 81.8% 81.8% 77.5% 51.8% 100% 100%
AI Face-Swap-Attack SS 81.3% 81.3% 27.5% 51.3% 100% 94.4%
SS Mean 82.0% 82.0% 59.0% 50.2% 80.0% 77.8%

Table 9.5: Face-swap-attack verification Results. This table gives the benchmarking results for the
FZV, ELA CNN, Forgery Tool and DWT algorithms for FSA detection. The FZV zone distribution
is denoted for each given column. For space purposes full-scale is abbreviated to FS; quarter-scale
is abbreviated to QS and sixteenth-scale is abbreviated to SS.
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Image Tampering FZV FZV FZV ELA Forgery DWT(1x1) (4x4) (10x10) CNN Tool

Face-Swap-Attack Full-Scale 384.1 40.0 14.7 247.0 207.9 48.2
Face-Swap-Attack Quarter-Scale 90.2 4.6 † 2.0 206.4 67.3 9.1
Face-Swap-Attack Sixteenth-Scale 22.8 2.0 1.0 181.3 4.7 5.7

Table 9.6: Face-swap-attack verification run-time. This table gives the run-time results for the FZV,
ELA CNN, Forgery Tool and DWT algorithms for SDA detection. The FZV zone distribution is
denoted for each given column. Units are in milliseconds.

In all cases, it is difficult to detect the compressed AI face-swaps. Two hypotheses are proposed.
First, fewer pixels are tampered due to the intelligent blending. Second, the landmark-merged-face
does not resemble the target enough to fool a reasonable face recognizer. The first hypothesis
is challenging to mitigate; however, the second implies the identification algorithm can provide
end-to-end security. Note that the actual identification would be done at full-scale resolution. The
benefit of the noise-verification-framework is to only perform the authenticity analysis at compres-
sion; this means the full precision of the identification algorithm can be utilized.

The FSA run-time benchmark results are given in Table 9.6. The optimized algorithm is in-
dicated by †. These results demonstrate the noise-verification-framework can provide a notable
advantage in efficiency. When it comes to face-swap-attack mitigation, the optimal open-source
algorithm would be DWT at full-scale. This takes 48.2 msec, in comparison to the ZEF taking 4.6
msec. This shows a substantial improvement, where the ZEF approach is ideal for doing per-frame
analysis.

9.2.7 Exp 4: Face-Recognition Evaluation on Tampered Imagery

The FSA can be analyzed from an end-to-end perspective, factoring in the actual recognition rates.
To evaluate this, a FR algorithm is constructed to verify identity. This algorithm is intentionally
simplistic and is constructed using Matlab’s face detector, histogram-of-oriented-gradients features
and a support-vector-machine trained on the data-set participants.

9.2.7.1 Exp 4: Results

The face-swap recognition results are given in Table 9.7 (see next page). The results demonstrate
that swaps capable of spoofing the PRNU tampering-score approach are not accepted by the facial
recognition model. This inherently helps mitigate the risks of low-resolution AI-face-swaps not
being detectable.
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Swap Method Face Classification Rate (%)
Full-Scale Quarter-Scale Sixteenth-Scale

Control 100% 100% 97.0%
Swap Same Camera - Manual 100% 100% 72.5%
Swap Different Camera - Manual 100% 100% 65.0%
Swap Same Camera - AI 0.0% 0.0% 20.0%
Swap Different Camera - AI 0.0% 0.0% 35.0%

Table 9.7: Face-swap identification accuracy. The AI swaps clearly degrade accuracy.

It is relevant to note this experiment is slightly flawed by employing a simplistic face-
recognition algorithm. The theory is designed to indicate a simple algorithm can reject com-
pressed swaps, but more sophisticated algorithms may actually be more capable at handling the
swapping-artifacts. This is potentially observed with FaceNet being fooled by face-swap-attacks
(26). Regardless, the findings validate that mitigating the FSA can be an end-to-end solution.

9.2.8 Exp 5: Simulated Service-Denial-Verification

After verifying that compressed PRNU can sufficiently verify face-integrity, Exp 5 evaluates a
simulation of service-denial, where faces are removed (i.e., there is no face to detect). Worst case
analysis is conducted by tampering images from the Ras Pi Camera data-set.

Face-removal across the image is simulated by randomly swapping blobs using matching scenes
across images. That is to say a blob of matching background is placed, mimicking the effect of
removing faces. The swap shape chosen is a circle to mimic the shape of a face. A swap example is
shown in Fig. 9.2 (red outlines shown only identify the swap region and are not actually present).
The ZEV algorithm is evaluated on the Ras Pi - General Swap data-set using 1, 16 and 100 zones.

Figure 9.2: Face denial-of-service is simulated using blob swaps. Blobs are randomly exchanged
across images to evaluate the tampering-score sensitivity to size and position.
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Note that this is simply a tampering detection sensitivity analysis. It is not necessary to specif-
ically remove objects in the scene, simply detect the tampering presence. One theoretical im-
provement would be to incorporate a deep-learning algorithm for photo-realism. This approach,
however, is not employed as using such a tool would likely affect the whole image.

9.2.8.1 Exp 5: Results

The SDA benchmark results are given in Table 9.8. Authentic (no swap) images are repre-
sented as “Authentic.” The results demonstrate the ZEV approach also generally outperforms
the open-source algorithms for mitigating service-denial-attacks. The ZEV optimizes performance
at sixteenth-scale with 100 sub-zones (indicated by the ‡). 100% accuracy is achieved over all
blob-swaps and authentic images with relative efficiency. The utility of the zonal analysis really
presents itself here, where significant compression can be applied while retaining full robustness.

The open-source algorithms conversely show significant degradation with slight compression.
The deep-learning algorithm again seems to stabilize at a coin-flip, but generally speaking all are
unreliable under heavy compression. There is at least less over-fitting this time, showing a smaller
difference between authentic and blob-swap images. This is postulated to be a result of the very
small swaps, where the lack of local analysis significantly deteriorates performances. This further
validates the utility of the proposed-framework when using compression.

Image Tampering FZV FZV FZV ELA Forgery DWT(1x1) (4x4) (10x10) CNN Tool

Authentic FS 100% 100% 100% 99.7% 99.0% 70.2%
Service-Denial-Attack FS 100% 100% 100% 99.8% 99.0% 41.3%
FS Mean 100% 100% 100% 99.8% 99.0% 46.1%

Authentic QS 92.5% 100% 100% 54.8% 90.3% 59.5%
Service-Denial-Attack QS 82.3% 98.8% 100% 64.7% 70.0% 34.9%
QS Mean 84.0% 99.0% 100% 63.0% 73.3% 39.0%

Authentic SS 85.0% 92.5% 100% 40.2% 26.1% 55.0%
Service-Denial-Attack SS 74.4% 89.1% 100% 59.9% 0.1% 16.0%
SS Mean 74.4% 89.0% 100% ‡ 56.6% 12.7% 9.3%

Table 9.8: Simulated service-denial-attack verification results. This table gives the benchmarking
results for the FZV, ELA CNN, Forgery Tool and DWT algorithms for SDA detection. The FZV
zone distribution is denoted for each given column. For space purposes full-scale is abbreviated to
FS; quarter-scale is abbreviated to QS and sixteenth-scale is abbreviated to SS.
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Image Tampering FZV FZV FZV ELA Forgery DWT(1x1) (4x4) (10x10) CNN Tool

SDA Full-Scale 507.7 537.6 1139.6 225.6 193.8 46.3
SDA Quarter-Scale 97.3 103.9 214.3 192.6 67.9 9.9
SDA Sixteenth-Scale 33.9 50.2 106.9 ‡ 168.8 4.8 5.3

Table 9.9: Service-denial-attack verification run-time. This table gives the run-time results for the
FZV, ELA CNN, Forgery Tool and DWT algorithms for SDA detection. The FZV zone distribution
is denoted for each given column. Units are in milliseconds.

The SDA run-time benchmark results are given in Table 9.9. The optimized algorithm is indi-
cated by ‡. Service-denial-attack mitigation is inherently more computationally expensive. Rather
than just verifying the detected face, the full image must be verified for authenticity (e.g., face-
removal). Here the ZEV algorithm again shows notable advantages in efficiency. The optimal
open-source algorithm is the Forgery Tool at full-scale, which takes 193.8 msec in compared to the
ZEV’s 106.9 msec. While an improvement, this is still too slow for per-frame verification. Instead,
it is suggested to do a periodic full-image authenticity challenge (e.g., the start of FR service and
every few seconds later). This can mitigate the SDA while minimizing computational overhead.

9.3 Conclusion

This chapter addresses photo-realistic FR tampering through a noise-verification framework. A
tampering score is assessed by measuring deviation from an expected camera ‘noiseprint”, photo-
response-non-uniformity (PRNU), in a zonal fashion. Experimental results demonstrate reliable
integrity-verification, robust to attack size and location. This approach is also compressed to
achieve imperceivable run-time.

Given this method employs compression, it is important to verify the PRNU features remain
robust. To do this, a pair of source-identification experiments are conducted on public datasets.
This is designed to evaluate feature sensitivity as a function of number of zones and compression
factor. Evaluation results show that features remain robust even when down-sampling to sixteenth-
scale so long as at least 16 zones are used. The key finding is that compression order matters
when performing the enrollment. The template image PRNU should be first extracted and then
compressed for future challenge verification; down-sampling the image then extracting PRNU
does in fact remove relevant features.
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The integrity-verification methodology is next evaluated on face-swap-attacks and service-
denial-attacks. This methodology similarly enrolls the camera PRNU then evaluates a zone-based
correlation score with future images to verify authenticity. Experimental results show the proposed
framework is both robust and significantly faster than the benchmarked algorithms. The 16 zone,
quarter-scale down-sampled algorithm is not only robust, but can verify facial-authenticity in un-
der 5 msec on CPU. This is a robust contribution as it meets the goals of securing face-recognition
in an imperceivable fashion. Detecting SDAs is inherently more computationally expensive as
it requires scanning the full image. This can be robustly achieved in approximately 100 msec,
suggesting that a periodic full-image verification is ideal to optimize security and user-experience.

It is recommended that future research focus on removing the need for apriori knowledge of the
camera. While robust, this method would not work on applications that cannot enroll the source-
camera (e.g., social-media platforms). In theory, the “noiseprint” deviations caused from swaps or
blending images could be identified via anomaly detection methods. This approach would likely
require deep-learning but would introduce value beyond face-recognition.
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CHAPTER 10

Related Application: Distilling Facial-Structure with
Teacher-Tasks

This dissertation demonstrates that noise-inspired multi-task-learning (MTL) can improve facial-
liveliness-verification (FLV) performance. This concept performs rather robustly, but is not neces-
sarily an obvious concept to try. The inspiration for utilizing auxiliary-tasks to address intra-class
variations actually comes this related application. While presented last, it was actually conducted
prior to much of the FLV research and served as a technical foundation. Hence, it is included in
the dissertation for completeness.

Face-identification is the process of identifying the person from features within the face-crop.
While a generally solved problem in comparison to FLV, there are still false-rejection issues when
it comes to head-pose. Pose-variations are facial rotations over yaw and pitch. These change the
relative-position of key-points (e.g., nose, eyes) and introduce variance within identity classes.
As such, face-recognition (FR) algorithms can struggle to discern the same person rotating from
different people (123). This can be particularly problematic when considering strict standards on
false-acceptance-rate (1), where the aggressive thresholds can cause pose-variations to result in
false-rejections (123).

Current state-of-the-art methods rely on alignment techniques and/or sophisticated loss-
functions to address pose-variability. Alignment methods can be simple, such as landmarks-based
warping (37), or as sophisticated as projecting onto a 3D mannequin and rotating to be cooperating
(124; 125). These are designed to constrain the problem though introduce the risk of bias from the
pre-processing algorithm. Furthermore, these methods often only work well for small yaw and
pitch values, degrading notably with large poses. Loss methods conversely are aimed at better
understanding intra-class variance. Contrastive methods (37) (which may include transformations
(13)) can improve performance without modifying the face, though often also degrade with large
poses. These methods are clearly valuable but insufficient. To date no algorithm has achieved
100% on the competition dataset, labelled-faces-in-the-wild (126), indicating that pose-robust FR
is still an on-going challenge.
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Figure 10.1: Seg-Distilled-ID network for pose-invariance.

This chapter proposes a human inspired approach to address pose-variations. Humans have
a strong understanding of facial-structure, perceiving how the same person looks across poses.
Intuitively, this semantic knowledge can be encoded into deep-learning (DL) algorithms, specif-
ically using a novel MTL approach. This encoding is done by using semantic-segmentation as a
teacher-task. I.e., it is used only for joint-training to learn facial-structure features, then “distilled”
to improve run-time. This type of network is illustrated in Fig. 10.1. It is demonstrated that this
approach not only generates best-in-class features, but can do so with a small parameter space.
This validates the concept of using human-inspired tasks to improve algorithm features.

10.1 Distilling Knowledge with Teacher-Tasks

State-of-the-art face-identification algorithms often include alignment methods. Simplistic rectifi-
cation using landmarks (e.g., the face is rotated based upon alignment of eyes and mouth) (12) is
rather popular. This helps theoretically constrain the number of presentations possible, but comes
with the potential risk of ironically distorting the face. If the face has notable yaw or pitch, it’s
rather possible the landmark-based warping can destructively effect identification accuracy. For
this reason, best-in-class methods tend to do 3D projections. That is to say the face is first pro-
jected onto a mannequin, then rotated in 3D space to a cooperative perspective (125; 124).

These 3D projections, however, also degrade with notable yaw or pitch. This is hypothesized to
a result of needing to infer much of the facial-features (which are obscured by the pose-rotation)
from a mannequin. For this reason, some prefer to simply use a contrastive-loss function, such
as triplet (37) or cosine (13), to implicitly observe the impact of pose-rotations. This approach is
more consistent, but has not been shown to completely address the pose-variance sensitivity. As a
point of discussion, it is acknowledged that they do intuitively make sense and can be considered
to be used in combination with the proposed framework.
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This research proposes that pose-sensitivity can be overcome by encoding the human-
perspective. Humans observe the facial-structures and intuitively understand how this corre-
sponds with identification. Hence, the proposal is to apply a novel application of multi-task-
learning (MTL) by utilizing semantic-segmentation as a teacher-task. A network is jointly trained
on facial-structure with identification, then “distills” the teacher-task. The “distilled” semantic-
features enable the encoder to generate robust features, enabling efficient pose-invariance recogni-
tion. One of the major gaps in the reconstructive methods is that the projection and identification
networks are independent, such that there is no knowledge-sharing. This approach directly ad-
dresses this by optimizing facial-structure features for identification.

10.1.1 Encoding Knowledge via Joint-Learning

Training knowledge is back-propagated into Neural-Networks through loss functions. Each time
a training sample is inferred, the “distance” between the inferred value and training label is calcu-
lated and used to adjust the weights. Depending on the application a variety of loss functions can
be used. For example, when estimating the position of key-points, Mean-Squared-Error is com-
monly used. This is the distance between inference yi and label ŷi for NMSE values as given in
(10.1).

MSE =
1

NMSE

NMSE∑
i=1

(yi − ŷi)
2 (10.1)

Conversely, for classification problems a log-loss is used (i.e. Cross-Entropy). This better
separates out the relative distance between classes by incorporating classification probability, pCE ,
for MCE classes as given in (10.2).

CE = − 1

MCE

MCE∑
i=1

yi log p(yi) (10.2)

For biometric-joint-learning (BJL), these losses can be jointly combined in the form of an ex-
pected value. The expected value of each task loss, Lt(Yt, Ŷt) (where Yt and Ŷt are the task infer-
ence and label vectors), is given in (10.3). This expected value incorporates loss weights wt and
normalization ηt .

Loss =
K∑
t=1

wtηt × Lt(Yt, Ŷt) (10.3)
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For constructive training the weights need to both reflect the task complexity and the loss scale.
Difficult tasks need extra weight to avoid training early stopping. Loss scale normalization helps
ensure the information is back-propagated with the same intensity. For example, binary-cross-
entropy will have loss on a 0 to 1 scale, whereas Mean-Squared-Error is proportional to the num-
ber of values square; these should both be normalized to the 0,1 range. Improper weighting and
normalization can otherwise lead to stopping early or even destructive interference when training.

10.1.2 Seg-Distilled-ID Network

The proposed Seg-Distilled-ID network is shown in Fig. 10.2. The segmentation-task functions
as a teacher, helping the ID-task better converge towards optimal weights. The teacher-task is
removed once training is complete.

The network assumes a U-Net architecture (127). U-Net is selected both for its applica-
tions to biomedical semantic-segmentation (127) and option for efficient MobileNetV2 encoder
(108). A MobileNetV2 backbone (108) encodes features for parallel identification and semantic-
segmentation tasks. The identification-task is constructed by applying a global-average pooling
layer, followed with a dense, 128-neuron, feature layer (ReLU activation (128)) and a dense, 67-
neuron, classification layer (soft-max activation (129)). The segmentation-task is constructed using
the Pix2Pix decoding layers (130) (e.g. final segmentation output of 128 by 128).

Figure 10.2: Improving face-identification with semantic-segmentation teacher.
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Both tasks use a categorical-cross-entropy loss, as shown in (10.2). This better separates out the
(log) distance between classes by incorporating probability of the observation, o, belonging to the
label-class, c. This probability can be defined as p(o, c) (129). A binary label, ŷ, indicates whether
the prediction matches the correct class. This is done per class c of M (129) in an expected-value
fashion.

Removing the teacher-task after training significantly reduces the network inference parame-
ters. This drop from 6.5M to 2.4M is approximately a 63% reduction, most of which are fully-
connected layers. I.e., the parameter reduction should strongly correlate with run-time reduction
(fully-connected-layers are harder to parallelize than convolutional-layers). The purpose of this ar-
chitecture is to demonstrate that label precision is ultimately key for generating robust features, and
can even be utilized with an efficient encoder. The final inference network structured is illustrated
in Fig. 10.1, where the encoder color change represents the segmentation knowledge-distillation
(see start of chapter).

10.2 Performance Evaluation

The objective is to determine which network structures can generate the best features for pose-
invariant FR. The proposed method is an MTL approach to generating features. The idea is
to concurrently learn tasks that describe faces regardless of orientation, then remove the teacher
to improve run-time. This needs to be validated against the traditional state-of-the-art feature
encoders. This is done by comparing the MobileNetV2 (108) with and without the teacher-task, as
evaluating three superior feature encoders.

Note the loss function is also a relevant feature-encoding tool. In principle contrastive methods,
such as triple (37) and cosine (13), do improve identification accuracy. In practice these are difficult
to implement with MTL. Hence, only categorical loss is used for consistency. An evaluation
comparing MTL encoding versus loss methods (or even potentially combining the two) would be
a relevant next step.

10.2.1 Validation Algorithms

The teacher-task network is benchmarked against three state-of-the-art encoders and MobileNetV2
without teacher-task (108). A comparison of other MTL methods is desired but not possible with-
out the correct annotations. For example, Yin et al demonstrate learning head-pose with identifi-
cation can improve performance (131), but the Mut1ny data-set does not contain the same pose-
annotations.
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Each benchmark network follows the same ID task-structure. That is to say an encoder gen-
erates the features, where are global-average-pooled, then classified using a 128-neuron dense
feature-layer (ReLU activation) (128) and 67-neuron dense ID-classification-layer (soft-max acti-
vation) (129). The following network feature-encoders are used:

1. MobileNetV2 (108)

2. ResNet-101 (132)

3. VGG-19 (133)

4. IncepvtionV3 (109)

Each network is referred to as the encoder “-ID”. E.g., validation-network 1 is designated
“MobileNetV2-ID.” All feature-encoders come pre-trained on ImageNet (110). Networks are com-
piled and trained in the same fashion, up to 125 epochs with a validation-loss patience of 20. Due
to space constraints, training and validation curves are not shown.

10.2.2 Research Limitations

MTL is a new avenue of the DL field. At the time of this research, minimal art is found on other
joint-learning applications for facial-identification. From this perspective this research does not
have a true validation benchmark except to compare the network performance with and without
the contextual tasks. Secondary validation is then done by contrasting performance against general
state-of-the-art methods.

10.2.3 Exp 1: Pose-Invariant Identification

This experiment evaluates identification performance under high pose-variation. The Mut1ny
Face/Head Segmentation (commercial edition) data-set (134) is used, employing 67 synthetic
users with 150-250 unique perspectives (pose and background) each (11830 total). Each face
is annotated with 14 structure classes: lips, left-eye, right-eye, nose, skin, hair, left-eyebrow, right-
eyebrow, left-ear, right-ear, teeth, facial-hair, spectacles and background. These are cropped using
the Dlib face detection tool (135). Model verification-accuracy is measured following Labelled
Faces in the Wild procedures (126). Each person has 90% of their face-perspectives associated for
training (8,320) and validation (2,080); test accuracy is evaluated on the remaining 10% (1,430).

Sample images from the Mut1ny dataset (along with segmentation-masks) are shown in Fig.
10.3 (see next page). While there are only 67 people, it is a very challenging face-recognition data-
set. There are differences in pose, accessories, facial-hair and illumination. These significantly
increase intra-class variability.
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Figure 10.3: Mut1ny dataset challenging image samples. Observe how the semantic-segmentation
masks better visualize the relevant features in the faces.

10.2.3.1 Exp 1 Results

The pose-invariant benchmarking results are shown in Table-10.1. As generally expected, having a
stronger encoder correlates with better ID classification. All networks but MobileNetV2-ID train to
a validation accuracy of at least 95% (training data not shown for space). This is intuitively under-
standable. For example, the MobileNetV2 architecture is designed to be as compact as possible (as
is surprisingly effective on ImageNet (108)). Conversely, the ResNet101 (132) and InceptionV3
(109) architectures are designed to maximize feature projection through depth wise and breadth
wise convolutions respectively. One would naturally assume the better encoders are more accurate
for identification; the real question is whether the teacher-task framework can overcome this?

Network Parameters Test Accuracy

MobileNetV2-ID 2.4M 21.9%
ResNet-101-ID 43M 81.6%
VGG-19-ID 20M 96.1%
InceptionV3-ID 22M 96.3%
Seg-Distilled-ID 2.4M (6.5M +Seg) 99.9%

Table 10.1: Benchmarking the semantic-segmentation teacher-task framework on Mut1ny dataset.
Note how the proposed Seg-Distilled-ID is not only the most accurate algorithm, but also is tied
for fewest inference parameters.
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The answer is clearly yes. Despite MobileNetV2-ID over-fitting, the Seg-Distilled-ID has the
highest accuracy score evaluated. This is achieved while retaining the MobileNet architecture’s ef-
ficiency (approximately one-tenth of the VGG and Inception network parameters). The parenthesis
indicates that 2.4M parameters are used for inference and 6.5M are used for jointly training with
the teacher-task. Recall again that the distilled training-parameters are fully-connected-layers, and
therefore a sizable run-time reduction.

The parameter efficiency is explainable by using the semantic-segmentation knowledge to select
optimal features. Top-tier encoders theoretically use the large parameter-spaces to implicitly infer
context, enabling them to perceive information the base MobileNetV2-ID cannot. This method-
ology instead explicitly provides context through the semantic-segmentation teacher-task. Intu-
itively, these features better associate relevant facial components across poses for precises identi-
fication. This robustness enables the proposed Seg-Distilled-ID to efficiently achieve best-in-class
performance.

Note that generalized pose robustness is very much novel. Others demonstrate re-aligning the
face in 3D space can improve identification robustness (such as LDF-Net (125) and GridFace
(124)). These methods are effective but degrade as yaw and pitch increase. This degradation is
hypothesized to be a result of the 3D alignment algorithms synthetically inferring obscured facial
components. This can potentially cascade bias from the alignment algorithm to the identifica-
tion algorithm. The Seg-Distilled-ID avoids this bias by learning facial-structures in a one-shot
approach.

10.2.4 Exp 2: Facial-Structure Feature Sensitivity

The results demonstrated in Exp 1 are outstanding, validating the teacher-task methodology. This
is done by encoding facial-structure features using the semantic-segmentation task (14 semantic
classes). This raises a fundamental question: which facial-structure features are most associated
with identification accuracy? This is question is both academic and pragmatic in nature. There
is academic value to being able to explain the results (which can inspire other related works),
but more critically semantic-segmentation labelling is time consuming and expensive. The utility
of this approach increases greatly if the annotation process can be simplified without degrading
results.

Evaluating facial-structure sensitivity is done by merging annotation classes. If identification
is sensitive to a given semantic feature, removing it from the teacher-task labels (e.g., merging it
into background) should necessarily degrade results. Given there are 14 classes, a few intuitive
approaches are taken to reduce the number of evaluation combinations. Features are associated
by 3D impact (e.g., nose sticks out), temporal impact (e.g., eyes and mouth move) and symmetry
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(e.g., relevance of left eye and right eye versus one eye class).

Figure 10.4: Facial-structure label merging visualization. Semantic-segmentation classes are
merged to evaluate which facial-structures are most associated with identification.

Relevant samples from this process are visualized in Fig. 10.4. One can observe how the largest
structure is clearly the foreground (which is not indicated as a unique class in the figure). The nose
is the second largest structure. Intuitively, the nose should be critical both due to mass and the fact
is varies the most with yaw and pitch. Following the intuition further, secondary structures that are
smaller but vary temporarily (e.g., eyes and mouth) should also be useful as identification features.
The goal is to identify the optimal feature set (considering accuracy and cost).

10.2.4.1 Exp 2 Results

The sensitivity analysis shows remarkable benefits can be achieved with just a few semantic
classes. For starters, simply segmenting the face into foreground versus background shows a sig-
nificant jump in identification accuracy. The next large jump is from including the nose. This
intuitively makes sense, as the nose is the largest depth structure. Given it is largely centered on
the face, it can act as a focus point for facial-orientation. These results then begin to outperform
the top encoder from Exp 1 (InceptionV3) by including the eyes and mouth. These are temporal
components, and necessarily will change regardless of the yaw and pitch. These results are given
in Table 10.2 (see next page). All algorithms that outperform InceptionV3 are indicated by the *.
Optimized teacher-task combinations are indicated by † and ‡, associating with efficient and robust
annotation respectively.

The optimal efficient teacher-task combination is deemed to be combination of foreground,
eyes, nose, mouth and background (indicated by the †). This combination yields effectively the
same performance as the full 14 semantic classes with a fraction of the annotation cost (5 versus
14). An argument can be made that the optimal combination should include hair and glasses labels,
as that is only one more class and does maximize the performance. This argument is furthered by
the fact that these are temporal factors in the real-world, where people do change their appearance
in these ways. The downside is annotating hair is extremely time consuming and therefore costly.
For this reason, this group is designated the optimal robust combination (indicated by the ‡) as the
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Encoder Teacher-Tasks ID Accuracy

MobileNetV2 None 21.9%
MobileNetV2 Face, BG 72.0%
MobileNetV2 Face, Eyes, BG 75.0%
MobileNetV2 Face, Nose, BG 93.2%
MobileNetV2 Face, Eyes, Nose, BG 96.0%
MobileNetV2 Face, Eyes, Hair, Glasses, BG * 97.9%
MobileNetV2 Face, Eyes, Nose, Mouth, BG *† 99.6%
MobileNetV2 Face, Eyes, Mouth, Hair, Glasses, BG * 99.8%
MobileNetV2 Face, Eyes, Nose, Mouth, Hair, BG * 99.9%
MobileNetV2 Face, Eyes, Nose, Mouth, Ears, Hair, Glasses, BG *‡ 99.9%
MobileNetV2 Full 14 Semantic Classes * 99.9%

Table 10.2: Evaluating identification sensitivity to facial-structure features. Semantic-
segmentation labels are merged into a general face foreground (“Face”) or background (“BG”)
identify which classes are necessary for robustness. Algorithms that outperform the top encoder
(InceptionV3) are indicated by the *. The optimal efficient subset is indicated by the † and optimal
robust subset is indicated by the ‡.

benefits should present more on harder datasets, but is necessarily more challenging to annotate.

10.3 Conclusions

In conclusion, this chapter demonstrates the utility of incorporating teacher-tasks to optimize net-
work features. Like traditional knowledge-distillation, the teacher-task concept is employs con-
structive learning with related tasks to encode contextual features, optimized for the primary task.

The first experiment utilizes semantic-segmentation to encode facial-structure features into
identification networks. Benchmarking with state-of-the-art encoders shows the proposed Seg-
Distilled-ID network achieves best-in-class performance using significantly fewer parameters. The
knowledge transference is very strong, as the same network without teacher-task shows significant
over-fitting. This verifies the hypothesis that including the teacher-task yields exceptional features
- despite using a small parameter space.

The second experiment evaluates which facial-structure classes are actually relevant for identi-
fication. Interestingly, robust results can be achieved with just a few structures. The nose appears
to be most critical and is theorized to function as a point of orientation. Temporal classes, such
as eyes and mouth, then provide sufficient features to outperform the state-of-the-art validation
algorithms. If the goal is to optimize annotation for efficiency, the recommendation is to include
foreground, nose, eyes, mouth and background classes. If the goal is to optimize annotation for
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robustness, the recommendation is additional include hair and glasses classes (as they also can be
temporal features in the real-world).

The recommendation is to further evaluate this methodology with more complicated applica-
tions. The Mut1ny data-set (134) has only 67 subjects in the synthetic-face repository at this time.
A pragmatic next step would be to apply this technique onto a competition dataset, such as Labelled
Faces in the Wild (LFW) (126). LFW has significantly more people and is a good opportunity to
evaluate more sophisticated network topologies (e.g., DeepLabV3 encoder (136) and contrastive
identification loss (37)). Note, however, LFW does not have semantic-segmentation labels. This
means either the Mut1ny features would need to be transfer learned or the dataset will need to be
annotated.

Additionally, it would be rather interesting to evaluate the utility of semantic-segmentation
features for facial-liveliness-verification. As introduced in the spectroscopy methodology, the ma-
terial albedo can impact the reflectance distribution (see: chapter-6.1). This may be particularly
relevant when considering more complicated spoofs, such as highly-realistic 3D masks, where the
geometry alone may be insufficient.
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CHAPTER 11

Conclusions

In conclusion, this dissertation successfully addresses monocular, single-frame facial-liveliness-
verification (FLV). Revisiting the threat-model, there are two fundamental vulnerabilities:
physical-spoof-attacks (PSAs) and face-swap-attacks (FSAs). These attacks are potent because
of their ease of construction and efficacy. This research successfully mitigates both in a fashion is
reliable and computationally efficient. This has translated into a series of academic publications
and patents applications, which are presented in Appendices B and C respectively.

Addressing the PSA is a difficult task. Historical methods traditionally involve depth features
from 3D sensors or temporal networks. The proposed material-spectroscopy approach takes in-
spiration from this, but achieves the desired goals by analyzing near-infrared reflectance-patterns.
The National Institute of Standards and Technology recommends considering spoofs inspired from
2D images (14). These attacks (pictures, videos and simple-masks) lack the facial-complexity of
a live-face. This yields less texture within the reflectance-patterns, a hypothesis that is modelled
mathematically and verified empirically on a large-scale collected dataset. This collection is a key
contribution, and includes 80,000 unique frames generated from 30 diverse adults under varied
liveliness presentations, head poses, positions and lighting conditions. The mathematical model
and validation are presented in Chapter-6.

One potential risk of the spectroscopy approach is image-noises that effect texture. The mathe-
matical model assumes high-quality imagery with diffuse ambient. Real-world scenarios, however,
will often introduce camera and environmental noises. This research pragmatically addresses these
noises through synthetic noise-augmentation generators are designed. These are semi-realistic gen-
erators; they perturb the feature-space in a physics-informed fashion, but are not photo-realistic.
While real data is ideal, repeating the entire collection under noise would be roughly a 13-fold
increase in imaging. Initially, the spectroscopy algorithms are sensitive to the noises. This is
quickly mitigated, however, by including noise-augmentations in the training process. This train-
ing approach improves noisy performance with no risk to clean data performance. Furthermore,
noise-augmentations can potentially be used as a replacement for fully-contrastive data (reducing
collection efforts). The noise-generators methodology and validation are presented in Chapter-7.
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The efficacy of training with noise-augmentations implies there is value to learning noise-
context. This intuition is quite literally applied next using a novel, noise-based multi-task-learning
(MTL) approach. The auxiliary-noise-task (ANT) framework proposes that jointly learning live-
liness and noise tasks will encode orthogonal features (for signal and noise respectively). This
acts as a de-noising filter, where the classification tasks can better isolate the relevant features.
Learning orthogonal tasks, however, requires a new training-loss paradigm. The task loss weights
need to be dynamically re-balanced (as a function of validation loss) to ensure all tasks converge.
Additionally, the tasks should be individually fine-tuned once the encoder is frozen. This process
results in exceptional performance. The ANT networks trained on the fully-contrastive dataset
essentially have perfect accuracy. This feature robustness is further demonstrated when using
partially-contrastive data, where the ANT networks actually are more accurate than the baseline
networks trained on fully-contrastive data. This is an exceptional contribution, as it both improves
performance while reducing data-collection needs. The ANT methodology, experimentation de-
sign and results conclude the PSA assessment in Chapter-8.

The last FLV framework addresses photo-realistic image tampering. The primary concern is the
FSA, where attackers digitally swap in the face of an enrolled user for authentication. This attack
is addressed through a camera-noise verification strategy. Rather than identify the type of image
transformation, image-integrity can be quickly verified against an enrolled noise profile. This
can be optimized for run-time by applying compression and only verifying the facial-pixels. The
experimentation shows the proposal is both more robust and faster than benchmarked open-source
validation algorithms. The recommendation is to verify the face-pixels for noise-tampering on a
per-frame basis. If service-denial-attack is also a concern (where attackers digitally remove faces),
a periodic full-image-verification can also be done. The image-integrity verification methodology
and validation are presented in Chapter-E.

For completeness, a related-application is presented for encoding facial-structure features. Hu-
mans intuitively learn to identify people from their facial-structures; hence, it is hypothesized
teaching algorithms these structures can improve identification. The use-case considered is iden-
tification under notable pose and environmental variations (selected based off the availability of
semantic-segmentation annotations). Another novel MTL framework is proposed using teacher-
tasks; i.e., a second task is appended only for constructively improving the feature-space, then
removed prior to inference. Here semantic-segmentation “teaches” the identification network. Ex-
perimentation shows the methodology generates notably better identification features than simply
using more powerful networks. While this does not directly pertain to FLV, it is actually the
inspiration for the ANT framework (it was completed first). The teacher-task methodology and
validation are presented in Chapter-10.
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11.1 Proposed Future Works

The fundamental FLV research is complete. If desired, there is opportunity to investigate the theory
of related applications. For example, alternative-infrared-spectra (such as short-wave and long-
wave infrared) have interesting perception capabilities. These are currently expensive, but have
the potential to improve a multitude of biometric applications. Alternatively, both of the proposed
MTL methodologies (auxiliary-noise-tasks and teacher-tasks) can be further explored. This can
be done to either improve FR run-time by combining detection, identification or liveliness, or also
address new biometric applications.

11.1.1 Alternative-Infrared-Spectra for Biometrics

Short-wave-infrared (SWIR) and long-wave-infrared (LWIR) offer the opportunity perceive deeper
into the infrared spectrum. SWIR is a form of reflective light that is skin-tone invariant, but has
high contrast with relevant spoof materials (paper, plastic, etc.). LWIR alternatively perceives
thermal radiations. This also should theoretically provide very strong contrast across liveliness
presentations, as live faces should have distinct patterns as a function of the vascular structure.
In both cases this can improve feature reliability and can potentially employ simpler algorithms
(faster run-time). A juxtaposition of liveliness-perspectives with these infrared technologies is
visualized in in Fig. 11.1.

Figure 11.1: Liveliness presentations across various infrared spectra. Both short-wave and long-
wave infrared improve liveliness contrast. Note how spoofs appear even brighter in SWIR and lack
the necessary thermal radiation patterns in LWIR.
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The proposed investigation is to identify which imaging technology offers the best utility across
multiple biometrics applications. While the alternative infrared spectra do visually provide more
liveliness contrast, it is sufficiently established that near-infrared can meet FLV requirements.
Hence, the utility of these sensors is best evaluated in aggregate. The recommendation is to focus
on applications that are particularly challenging with traditional NIR imaging. Relevant examples
include:

• emotion-recognition

• drowsiness-recognition

• stress-recognition

• respiration-rate

• blood-pressure

Some of the biometrics are potentially solvable using temporal features. For example, emotion-
recognition is difficult with single-frame algorithms, but can intuitively benefit from using time
sequences. In this case the goal may be to simplify complexity (both improving reliability and run-
time). Other biometrics likely require hyper-spectral imaging for basic robustness. For example,
respiration-rate and blood-pressure are visually obvious in the thermal spectrum but still require
temporal deep-learning networks.

Note that this infrared waveband comparison was originally included in the proposal. The work
is academically interesting and there is a lot of untapped potential for SWIR and LWIR in the
biometrics space. This said, investigating secondary hyper-spectral cameras is less valuable to the
FLV than developing robust monocular, single-frame algorithms. For this reason, the proposal is
modified to instead include the synthetic noise-augmentation and ANT frameworks.

11.1.2 Extending Multi-Task-Learning Frameworks

This dissertation presents two types of MTL frameworks. The ANT framework is about identify-
ing noise presences to better isolate the primary task features. This can be done using either real
or synthetic noise-augmentations (though for pragmatic purposes, synthetic noise is much easier
to annotate). This framework is demonstrated to be extremely robust for FLV and should be in-
vestigated for other biometric applications as well. Apply ANT towards driver-state-monitoring
would be particularly interesting when considering the societal value. As vehicle autonomy in-
creases, there is a growing need to robustly characterize driver state occurs various noisy condi-
tions. Driver-monitoring is already known to be affected by lighting effects; this methodology may
naturally translate well.
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The teacher-task framework is about utilizing a more complex task as a training teacher. The
application presented here is for pose-invariant face-recognition. This is largely addressed for the
Mut1ny dataset; as such, a natural next step is to evaluate the method on a competition dataset.
The proposal is to first train a precise semantic-segmentation network as a super-annotator, and
appropriately annotate a competition dataset such as Labelled-Faces-in-the-Wild. From there, the
teacher-task framework would be applied to generate a new Seg-Distilled-ID network. This may
include an evaluation of various encoders and including more sophisticated training-loss paradigms
to maximize performance.

Additionally, it is relevant to evaluate the utility of semantic-segmentation features for FLV.
This dissertation intentionally does not include highly-realistic 3D spoofs, but there is some niche
value to addressing them. One thought process is to further explore material-reflectivity when the
geometry is insufficient. This intuition can be accomplished by similarly encoding facial-structure
features into the liveliness network.

Furthermore, it would be interesting to investigate combining liveliness and detection into a
single network. This has the opportunity to both reduce run-time by combining encoders, and
provide the greater context from the full-scene (e.g., observing someone holding up a picture or
display). This proposal can theoretically be done using the DeepLabV3 (136), which is already
designed to do full-scene semantic-segmentation. An example of this hybrid network is illustrated
in Fig. 11.2.

Figure 11.2: Incorporating liveliness and semantic-segmentation tasks at face-detector. The
semantic-segmentation teacher-task with full-scene context may yield in strong performance and
streamline pipeline. DeepLabV3 is potentially well suited for the application.
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11.2 Final remarks

This concludes the facial-liveliness-verification research. The fundamental goals are achieved,
demonstrating best-in-class performance for three attack vectors: physical-spoof-attack, face-
swap-attack and service-denial-attack. These accomplishments are made possible by the substan-
tial support from advisers, lab collaborators and sponsor Ford Motor Company. Their support is
very much appreciated.
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APPENDIX A

Glossary

This dissertation uses concepts from Computer-Vision, Machine-Learning and Cyber-Security. To
improve readability, relevant terms are defined next.

A.1 Imaging-Technology

• Camera - imaging sensor built using photo-receivers.

• CMOS - Complementary metal-oxide-semiconductor, a type of photoreceiver material that
is sensitive to light for Ultra-Violet, Visible and Near-Infrared.

• Long-Wave-Infrared - Waveband of light ranging from 8000nm to 1200nm, also known as
thermal-infrared. Industry often uses the full waveband.

• Near-Infrared - Waveband of light ranging from 780 nm to 1000nm. Most common wave-
lengths used in industry are 850 nm and 940 nm.

• Short-Wave-Infrared - Waveband of light ranging from 1000nm to 1700 nm. Most com-
mon wavelength used in industry is 1400 nm.

• Ultra-Violet - Waveband of light ranging from 100 to 400nm. Most common wavelengths
used in industry are 280 to 320nm range (UV-B) and 320 to 400nm (UV-A).

• Visible - Waveband of light ranging from 400 to 780nm. Most common wavelengths used
in industry are 450 to 490nm range (blue), 520 to 560nm range (green) and 635 to 700 range
(red).
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A.2 Image-Processing

• Local-Binary-Pattern - Binary kernel for resolving local gradient information. Commonly
used for texture features.

• Histogram-of-Oriented-Gradients - Image gradient orientation feature by slope magnitude
and angle. Commonly used for object detection and classification features.

• Optical-Flow - Velocity of objects in the scene. Commonly used for 3D analysis, both for
motion-planning and object classification.

A.3 Machine-Learning

• Artificial-Neural-Network - Multi-layer perceptron to project features into higher-
dimensional space. Primarily used for harder problems where data is in series.

• Class - Each unique enumeration to be characterized.

• Classification - Process of determining the presented data’s class from the provided features.

• Convolutional-Neural-Network - Advanced neural-network that uses convolutions to im-
plicitly generate features. Primarily used for very hard image processing problems.

• Deep-Learning - Implicit feature generation using multi-layered neural-networks.

• Feature - Descriptor used for classification.

• Margin - Distance between class features. A measurement of separability.

• Random-Forest - Tree structure of randomly generated classifiers, where majority vote de-
termines final classification. Primarily used for harder problems involving categorical data.

• Support-Vector-Machine - Binary classifier (a.k.a. perceptron) that estimates feature dis-
tance via hyper-planes (Mahalanobis distance). Primarily used for high-margin problems.

A.4 Cyber-Security

• Enrollment - Process of adding a user’s face to the authentication database.

• Authentication - Process of validating a presented face against the enrollment database, and
determining the identity (if enrolled).
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• False-Acceptance-Rate - Rate of incorrectly classifying a non-enrolled challenge face as
valid. This does not reflect imposters.

• Spoof-Acceptance-Rate - Rate of incorrectly classifying a spoof face challenge as valid.

• False-Rejection-Rate - Rate of incorrectly classifying an enrolled user’s challenge face as
not enrolled.
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APPENDIX B

Academic Publications

The following publications are directly a result of this dissertation:

1. Ali Hassani, Jon Diedrich and Hafiz Malik. “Image Tampering Detection for Vehicle Sys-
tems.” Ford Research Laboratory Technical Report. RLIS, 2019.

2. Ali Hassani and Hafiz Malik. “Securing Facial Recognition Systems: Spoof Vulnerabilities
and Countermeasures.” Biometric Technology Today. Elsevier, 2021.

3. Ali Hassani and Hafiz Malik. “Efficient Face-Swap-Verification Using PRNU.” IEEE
CDMA. 2022.

4. Ali Hassani, Hafiz Malik and Jon Diedrich. “Efficiently Mitigating Face-Swap-Attacks:
Compressed-PRNU Verification with Sub-Zones.” MDPI: Technologies. 2022.

5. Ali Hassani, Zaid El Shair, Rafi Ud Dual Refat and Hafiz Malik. “Semantic-Segmentation-
Features For Pose-Invariant Face-Recognition.” IEEE International Conference on Image
Processing. 2022.

6. Ali Hassani, Jon Diedrich and Hafiz Malik. “Monocular Facial-Liveliness-Verification:
Classifying Near-Infrared Reflectance Patterns.” IEEE Transactions on Information Foren-
sics and Security. Submitted.

7. Ali Hassani, Jon Diedrich and Hafiz Malik. “Addressing Monocular Facial-Liveliness-
Verification Robustness To Camera and Environmental Noise.” IEEE Transactions on In-
formation Forensics and Security. To be submitted.

8. Ali Hassani and Hafiz Malik. “Facial-Liveliness-Verification With Auxiliary-Noise-Tasks:
A Noise-Classification Framework To Optimize Features.” IEEE Transactions on Informa-
tion Forensics and Security. To be submitted.
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APPENDIX C

Intellectual Property

This dissertation is funded by the Ford-UM Alliance Grant, Biometric Forensics. The following
patents are jointly filed with Ford-Motor-Company (who owns exclusive licensing rights).

C.1 Image Integrity-Verification

The following patent applications are for verifying image authenticity.

1. CAMERA IDENTIFICATION (USPTO Case ID: 84215571US01). A method for efficiently
verifying camera source image authenticity using compressed, zonal “noiseprint” analysis.
Camera source is calculated by zonal Peak Correlation Energy expected value against en-
rolled camera templates.

2. CAMERA TAMPERING DETECTION (USPTO Case ID: 84215575US01). A method for
efficiently verifying image authenticity using compressed, zonal “noiseprint” analysis. Tam-
pering score is measured by deviation in zonal Peak Correlation Energy from the enrolled
camera template.

3. CAMERA TAMPERING DETECTION (USPTO Case ID: 84215579US01). A method for
further optimizing image authenticity verification by only analyzing dected objects. Tam-
pering score is calculated for only the zone containing the detected object’s centroid.

4. VISION SENSOR DYNAMIC WATERMARKING VIA NOISE CHARACTERIZATION

(USPTO Case ID: 84226056US01). Dynamic watermarking encoded using camera noise
as a means to be imperceptible.
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C.2 Facial Anti-Spoofing

The following patent applications are for efficient anti-spoofing.

5. COUNTERFEIT IMAGE DETECTION (USPTO Case ID: 84238879US01). Convenience
facial authentication using Near-Infrared camera specular reflectance. Person is first iden-
tified, then verified their compensated specular reflectance meets the liveliness-enrollment-
similarity score.

6. COUNTERFEIT IMAGE DETECTION (USPTO Case ID: 84227552US01). Secure facial
authentication with 2D and complex 3D mask anti-spoofing via co-registered CMOS and
thermal cameras. CMOS camera is used to detect and identify the face; liveliness is deter-
mined using thermal analysis. System is secure with very efficient liveliness analysis.

7. MATERIAL SPECTROSCOPY (USPTO Case ID: 84279449US01). Material source-
identification using combined RGB-IR spectroscopy analysis. RGB provides material color
context for Near-Infrared Material-Spectroscopy. This provides a naive Anti-Spoofing ap-
proach (versus specular-reflectance verification against enrollment).

8. MATERIAL SPECTROSCOPY (USPTO Case ID: 84279422US01). Facial optical-tethering
methods for Material-Spectroscopy liveliness-analysis. Facial distance and orientation are
determined using deterministic key-points or Deep-Learning.

9. MATERIAL SPECTROSCOPY (USPTO Case ID: 84279413US01). Facial environment-
compensation methods for Material-Spectroscopy liveliness-analysis. Sequenced light tog-
gling is used to detect the face with an illuminated frame and de-noise the background using
non-illuminated frame analysis.

10. MATERIAL SPECTROSCOPY (USPTO Case ID: 84279409US01). Facial segmentation
methods for Material-Spectroscopy liveliness-analysis. In particular, emphasis is placed
upon segmenting “skin” pixels either using deterministic key-points or semantically using
Deep-Learning.

11. SPOOF IMAGES FOR USER AUTHENTICATION (USPTO Case ID: 84396269US01). A
method for utilizing generative adversarial networks to do a “spoof enrollment” to predict
attack vectors.

12. SEMANTIC SEGMENTATION (USPTO Case ID: 84403055US02). A multi-task biometrics
network that utilizes an occupant monitoring camera to do identification, liveliness and other
related biometric tasks.
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13. BIOMETRIC TASK NETWORK (USPTO Case ID: 84403072US01). A multi-task biomet-
rics network that fuses semantic-segmentation task for Improved Liveliness and ID Tasks
(Monocular Biometrics Network).

14. BIOMETRIC TASK NETWORK (USPTO Case ID: 84403086US01). A multi-task biometrics
network that fuses facial-landmarks task for improved emotion recognition and semantic-
segmentation tasks.
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APPENDIX D

Auxiliary-Noise-Task Network Sensitivity Analysis

The auxiliary-noise-task framework presented in Chapter-8 is designed to improve facial-
liveliness-verification performance by explicitly learning noise-labels. The idea is that encod-
ing the associated noise-features enables the deep-learning networks to better separate them from
liveliness-features, and therefore improve performance.

Jointly learning signal and noise tasks, however, can be destructive. Hence, a sensitivity analysis
is first performed to experimental identify the optimal network topology and training process. This
appendix starts with presenting the sensitivity results for the material-spectroscopy algorithms.

The results given in Tables D.1, D.2 and D.3 show that the camera ANTs are most critical (see
next pages). The environmental noises are generated using the camera noise generators to incor-
porate auto-exposure behaviors; intuitively it makes sense the camera noise-tasks could learn the
necessary features. This said, performance is essentially identical when including the environmen-
tal noise tasks. While this dataset is not difficult enough, it is believed that using the environment
ANTs would only generalization in the wild.
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Encoder MTL Loss Test ACER NPCER APCER

Base Network (No Auxiliary-Noise-Tasks):
MobileNetV2 None Static Clean 13.2% 20.8% 5.7%
MobileNetV2 None Static Noisy 22.2% 20.0% 24.4%

Camera Auxiliary-Noise-Task Networks:
MobileNetV2 Soft Static Clean 1.3% 0.9% 1.8%
MobileNetV2 Soft Static Noisy 1.5% 2.3% 0.7%
MobileNetV2 Soft Dyn Clean 1.1% 1.0% 1.3%
MobileNetV2 Soft Dyn Noisy 3.2% 3.4% 2.9%
MobileNetV2 † Soft Dyn + Fine Clean 0.8% 0.8% 0.8%
MobileNetV2 † Soft Dyn + Fine Noisy 0.4% 0.7% 0.1%
MobileNetV2 Hard Static Clean 4.7% 4.3% 5.1%
MobileNetV2 Hard Static Noisy 6.0% 10.5% 1.5%
MobileNetV2 Hard Dyn Clean 0.9% 0.5% 1.2%
MobileNetV2 Hard Dyn Noisy 2.2% 1.7% 2.7%
MobileNetV2 Hard Dyn + Fine Clean 1.5% 0.8% 2.1%
MobileNetV2 Hard Dyn + Fine Noisy 1.8% 2.1% 1.5%

Table D.1: Evaluating optimal auxiliary-noise-task network topology: synthetic camera tasks. It is
clear the ANT framework improves performance, where the best combination is indicated by the
†. Dynamic scheduling is abbreviated to Dyn. Fine tuning is abbreviated to Fine.
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Encoder MTL Loss Test ACER NPCER APCER

Base Network (No Auxiliary-Noise-Tasks):
MobileNetV2 None Static Clean 13.2% 20.8% 5.7%
MobileNetV2 None Static Noisy 22.2% 20.0% 24.4%

Environmental Auxiliary-Noise-Task Networks:
MobileNetV2 Soft Static Clean 0.5% 0.5% 0.5%
MobileNetV2 Soft Static Noisy 8.2% 2.6% 13.8%
MobileNetV2 Soft Dyn Clean 1.5% 1.2% 1.9%
MobileNetV2 Soft Dyn Noisy 2.4% 3.0% 1.8%
MobileNetV2 † Soft Dyn + Fine Clean 2.8% 3.6% 2.1%
MobileNetV2 † Soft Dyn + Fine Noisy 1.0% 1.3% 0.7%
MobileNetV2 Hard Static Clean 3.5% 1.3% 5.7%
MobileNetV2 Hard Static Noisy 3.0% 2.6% 3.4%
MobileNetV2 Hard Dyn Clean 0.8% 1.7% 0.0%
MobileNetV2 Hard Dyn Noisy 2.2% 2.4% 2.0%
MobileNetV2 Hard Dyn + Fine Clean 0.3% 0.0% 0.7%
MobileNetV2 Hard Dyn + Fine Noisy 1.4% 1.5% 1.3%

Table D.2: Evaluating optimal auxiliary-noise-task network topology: synthetic environmental
tasks. It is clear the ANT framework improves performance, where the best combination is indi-
cated by the †. Dynamic scheduling is abbreviated to Dyn. Fine tuning is abbreviated to Fine.
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Encoder MTL Loss Test ACER NPCER APCER

Base Network (No Auxiliary-Noise-Tasks):
MobileNetV2 None Static Clean 13.2% 20.8% 5.7%
MobileNetV2 None Static Noisy 22.2% 20.0% 24.4%

Camera and Environmental Auxiliary-Noise-Task Networks:
MobileNetV2 Soft Static Clean 2.9% 5.1% 0.6%
MobileNetV2 Soft Static Noisy 6.0% 5.5% 6.5%
MobileNetV2 Soft Dyn Clean 1.1% 0.2% 2.1%
MobileNetV2 Soft Dyn Noisy 2.4% 3.1% 1.7%
MobileNetV2 † Soft Dyn + Fine Clean 0.5% 0.8% 0.2%
MobileNetV2 † Soft Dyn + Fine Noisy 0.9% 1.5% 0.2%
MobileNetV2 Hard Static Clean 3.4% 2.4% 4.5%
MobileNetV2 Hard Static Noisy 2.3% 3.5% 1.1%
MobileNetV2 Hard Dyn Clean 1.1% 1.9% 0.2%
MobileNetV2 Hard Dyn Noisy 1.9% 1.6% 2.2%
MobileNetV2 Hard Dyn + Fine Clean 4.2% 0.1% 8.2%
MobileNetV2 Hard Dyn + Fine Noisy 3.5% 4.1% 2.9%

Table D.3: Evaluating optimal auxiliary-noise-task network topology: synthetic camera and envi-
ronmental tasks. It is clear the ANT framework improves performance, where the best combination
is indicated by the †. Dynamic scheduling is abbreviated to Dyn. Fine tuning is abbreviated to Fine.
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In addition to the fundamental material-spectroscopy algorithms, a new RGB-IR based occu-
pant monitoring perspective as also considered. A second sensitivity analysis is conducted using
a set of macro-descriptors, the results of which are given in Tables D.4 (this page) and D.5 (next
page). This shows that when utilizing unstructured data, the covid-mask task is actually the most
critical ANT though learning the identity is also helpful. Learning the identity intuitively masks
sense as it enables the network to apply contexts of facial-structure and skin tone (which is known
to change reflectivity). This said, there seems to be minimal benefit to using the robust (Incep-
tionV3) network. This is promising, as the efficient network can be easily deployed on many
real-time-systemss.

Encoders ANTs MTL Loss ACER NPCER APCER

MobileNetV2 None None Static 5.0% 5.0% 4.9%

MobileNetV2 ID Soft Static 3.5% 1.3% 5.7%
MobileNetV2 Covid Soft Static 3.0% 1.1% 4.9%
MobileNetV2 ID & Covid Soft Static 5.0% 2.7% 8.3%
MobileNetV2 ID Soft Dynamic 4.5% 2.0% 7.0%
MobileNetV2 Covid Soft Dynamic 2.9% 0.3% 5.6%
MobileNetV2 † ID & Covid Soft Dynamic 2.6% 0.9% 4.3%

MobileNetV2 ID Hard Static 5.0% 2.6% 7.5%
MobileNetV2 Covid Hard Static 4.0% 2.3% 5.7%
MobileNetV2 ID & Covid Hard Static 4.0% 1.7% 6.3%
MobileNetV2 ID Hard Dynamic 5.1% 1.4% 8.8%
MobileNetV2 Covid Hard Dynamic 9.6% 1.1% 18.1%
MobileNetV2 ID & Covid Hard Dynamic 3.1% % 4.7%

Table D.4: Auxiliary-noise-task framework liveliness results: efficient occupant-monitoring net-
work (MobileNetV2). The best performing ANT topology is given by the †.
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Encoders ANTs MTL Loss ACER NPCER APCER

InceptionV3 None None Static 5.0% 5.0% 4.9%

InceptionV3 ID Soft Static 3.5% 1.3% 5.7%
InceptionV3 Covid Soft Static 3.0% 1.1% 4.9%
InceptionV3 ID & Covid Soft Static 5.0% 2.7% 8.3%
InceptionV3 ID Soft Dynamic 4.5% 2.0% 7.0%
InceptionV3 Covid Soft Dynamic 2.9% 0.3% 5.6%
InceptionV3 ID & Covid Soft Dynamic 2.6% 0.9% 4.3%

InceptionV3 ID Hard Static 5.0% 2.6% 7.5%
InceptionV3 Covid Hard Static 4.0% 2.3% 5.7%
InceptionV3 ID & Covid Hard Static 4.0% 1.7% 6.3%
InceptionV3 ID Hard Dynamic 5.1% 1.4% 8.8%
InceptionV3 Covid Hard Dynamic 9.6% 1.1% 18.1%
InceptionV3 ID & Covid Hard Dynamic 3.1% % 4.7%

Table D.5: Auxiliary-noise-task framework liveliness results: robust occupant-monitoring network
(InceptionV3). The best performing ANT topology is given by the ‡.
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APPENDIX E

Image-Integrity-Verification Sensitivity Analysis

The image-integrity-verification framework presented in Chapter-9 is designed to detect general
tampering. For readability, only the optimized algorithms are shown there. This appendix ex-
pands those works with a full sensitivity analysis of integrity verification by size and location of
tampering.
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Image Tampering Single Zone 16 Zones 100 Zones
(% Correct) (% Correct) (% Correct)

Authentic Control 100% 100% 100%

Center 1
12

Image 100% 100% 100%
Center 1

16
Image 100% 100% 100%

Center 1
20

Image 100% 100% 100%
Center 1

25
Image 100% 100% 100%

Center 1
50

Image 100% 100% 100%
Swap Center Mean 100% 100% 100%

Top Left 1
12

Image 100% 100% 100%
Top Left 1

16
Image 100% 100% 100%

Top Left 1
20

Image 100% 100% 100%
Top Left 1

25
Image 100% 100% 100%

Top Left 1
50

Image 100% 100% 100%
Swap Top Left Mean 100% 100% 100%

Top Right 1
12

Image 100% 100% 100%
Top Right 1

16
Image 100% 100% 100%

Top Right 1
20

Image 100% 100% 100%
Top Right 1

25
Image 100% 100% 100%

Top Right 1
50

Image 100% 100% 100%
Swap Top Right Mean 100% 100% 100%

Bottom Left 1
12

Image 100% 100% 100%
Bottom Left 1

16
Image 100% 100% 100%

Bottom Left 1
20

Image 100% 100% 100%
Bottom Left 1

25
Image 100% 100% 100%

Bottom Left 1
50

Image 100% 100% 100%
Swap Bottom Left Mean 100% 100% 100%

Bottom Right 1
12

Image 100% 100% 100%
Bottom Right 1

16
Image 100% 100% 100%

Bottom Right 1
20

Image 100% 100% 100%
Bottom Right 1

25
Image 100% 100% 100%

Bottom Right 1
50

Image 100% 100% 100%
Swap Bottom Right Mean 100% 100% 100%

Table E.1: General tampering detection sensitivity analysis - full-scale imagery.
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Image Tampering Single Zone 16 Zones 100 Zones
(% Correct) (% Correct) (% Correct)

Authentic Control 100% 100% 100%

Center 1
12

Image 90.0% 100% 100%
Center 1

16
Image 80.0% 100% 100%

Center 1
20

Image 80.0% 100% 100%
Center 1

25
Image 80.0% 100% 100%

Center 1
50

Image 80.0% 100% 100%
Swap Center Mean 82.0% 100% 100%

Top Left 1
12

Image 90.0% 100% 100%
Top Left 1

16
Image 80.0% 100% 100%

Top Left 1
20

Image 90.0% 100% 100%
Top Left 1

25
Image 80.0% 100% 100%

Top Left 1
50

Image 80.0% 100% 100%
Swap Top Left Mean 84.0% 100% 100%

Top Right 1
12

Image 85.0% 100% 100%
Top Right 1

16
Image 80.0% 100% 100%

Top Right 1
20

Image 85.0% 100% 100%
Top Right 1

25
Image 75.0% 100% 100%

Top Right 1
50

Image 80.0% 100% 100%
Swap Top Right Mean 77.0% 100% 100%

Bottom Left 1
12

Image 75.0% 100% 100%
Bottom Left 1

16
Image 85.0% 100% 100%

Bottom Left 1
20

Image 80.0% 80.0% 100%
Bottom Left 1

25
Image 80.0% 100% 100%

Bottom Left 1
50

Image 65.0% 100% 100%
Swap Bottom Left Mean 77.0% 96.0% 100%

Bottom Right 1
12

Image 95.0% 100% 100%
Bottom Right 1

16
Image 75.0% 100% 100%

Bottom Right 1
20

Image 75.0% 100% 100%
Bottom Right 1

25
Image 70.0% 100% 100%

Bottom Right 1
50

Image 70.0% 90.0% 100%
Swap Bottom Right Mean 76.0% 98.0% 100%

Table E.2: General tampering detection sensitivity analysis - quarter-scale imagery.
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Image Tampering Single Zone 16 Zones 100 Zones
(% Correct) (% Correct) (% Correct)

Authentic Control 100% 100% 100%

Center 1
12

Image 70.0% 95.0% 100%
Center 1

16
Image 70.0% 90.0% 100%

Center 1
20

Image 65.0% 95.0% 100%
Center 1

25
Image 65.0% 90.0% 100%

Center 1
50

Image 65.0% 90.0% 100%
Swap Center Mean 67.0% 92.0% 100%

Top Left 1
12

Image 70.0% 90.0% 100%
Top Left 1

16
Image 70.0% 90.0% 100%

Top Left 1
20

Image 70.0% 90.0% 100%
Top Left 1

25
Image 70.0% 90.0% 100%

Top Left 1
50

Image 70.0% 90.0% 100%
Swap Top Left Mean 70.0% 90.0% 100%

Top Right 1
12

Image 70.0% 90.0% 100%
Top Right 1

16
Image 70.0% 90.0% 100%

Top Right 1
20

Image 70.0% 85.0% 100%
Top Right 1

25
Image 70.0% 90.0% 100%

Top Right 1
50

Image 70.0% 90.0% 100%
Swap Top Right Mean 70.0% 89.0 100%

Bottom Left 1
12

Image 75.0% 90.0% 100%
Bottom Left 1

16
Image 75.0% 95.0% 100%

Bottom Left 1
20

Image 75.0% 90.0% 100%
Bottom Left 1

25
Image 75.0% 85.0% 100%

Bottom Left 1
50

Image 70.0% 85.0% 100%
Swap Bottom Left Mean 74.0 89.0% 100%

Bottom Right 1
12

Image 70.0% 95.0% 100%
Bottom Right 1

16
Image 70.0% 90.0% 100%

Bottom Right 1
20

Image 75.0% 90.0% 100%
Bottom Right 1

25
Image 75.0% 90.0% 100%

Bottom Right 1
50

Image 65.0% 90.0% 100%
Swap Bottom Right Mean 71.0% 91.0% 100%

Table E.3: General tampering detection sensitivity analysis - sixteenth-scale imagery.
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