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Abstract

In recent years, understanding functional brain connectivity has become increasingly

important as a scientific tool with potential clinical implications. Statistical methods,

such as graphical models and network analysis, have been adopted to construct func-

tional connectivity networks for single subjects. Here we focus on studying the asso-

ciation between functional connectivity networks and clinical characteristics such as

psychiatric symptoms and diagnoses. Utilizing machine learning algorithms, we pro-

pose a method to examine predictability of functional connectivity networks from

clinical characteristics. Our methods can identify salient clinical characteristics predic-

tive of the whole brain network or specific subnetworks. We illustrate our methods

on the analysis of fMRI data in the Philadelphia Neurodevelopmental Cohort study,

demonstrating clinically meaningful results.

1 | INTRODUCTION

It is widely acknowledged that the integrated behavior of the

approximately 100 billion neurons of the human brain in connected

networks provides the substrate for complex behavior (Schultz

et al., 1997). Growing interest in understanding the association

between abnormal brain development and vulnerability to psychiat-

ric disorders has motivated recent research in functional brain con-

nectivity, utilizing functional magnetic resonance imaging (fMRI)

(Greicius et al., 2004; Satterthwaite et al., 2016; Sheline et al., 2010;

Sripada et al., 2012). Correlated activity of low-frequency fluctua-

tions of the blood-oxygenation level dependent (BOLD) signal pro-

vides a putative marker of large-scale networks, which may be used

to find patterns among patients linked to specific clinical states.

Identifying connectivity patterns associated with patient characteris-

tics is clinically relevant for classifying high risk patients or identify-

ing disease markers. These neuroimaging datasets, often obtained

while the brain is “at rest,” that is, not engaged in any particular task,

capture dynamic activity across the brain with complex spatial and

temporal covariance patterns. Extracting clinically meaningful

information from these patterns represents important progress in

the analysis of fMRI images.

1.1 | Motivating data: The PNC study

The motivating data set for this analysis is from the Philadelphia Neu-

rodevelopmental Cohort (PNC) study (Satterthwaite et al., 2014). The

PNC is a community sample of 9500 young persons from an urban

hospital who presented for care for a wide range of physical and brain

illnesses. Among this large sample, over 1400 underwent neuroimag-

ing, from which subjects for the current study were derived. The

open-source dataset provides the opportunity to study the relation-

ship between brain development and psychiatric symptoms.

The PNC study has been used to investigate abnormal brain

development with an aim to identify youth at risk of developing psy-

chiatric disorders (Kessler et al., 2016; Satterthwaite et al., 2016; Xia

et al., 2018). Kessler et al. (2016) used independent component analy-

sis to generate “growth charts” for functional brain network, linking

this maturation to predict task outcomes. Xia et al. (2018) identified
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functional connectivity patterns associated with four categories of

psychopathology using canonical correlation analysis. These important

findings assist in furthering knowledge of the link between brain

development and psychopathology. In the present work, we use novel

methods to identify clinical characteristics predictive of functional

connectivity, enabling a more granular level of both connectivity and

patient symptoms.

1.2 | Existing methods

Several statistical methods have been proposed to estimate networks

from these fMRI data, graphical models being one popular choice; see

Smith et al. (2013) for a recent overview of the functional connectivity

methods. It has been shown that partial correlation, inverse covari-

ance estimation, and Bayes net methods, can capture accurate con-

nectivity estimation but computational challenges limit these methods

in many cases. When using undirected network estimation, there are

often limitations regarding choice of link strength (Solo et al., 2018).

Although the drawbacks of various methods may be known, it is often

difficult to compare approaches or decide on the best method given

multiple options. Most approaches for comparison of networks

involve simple summary characteristics of a network, but these sum-

mary metrics may not capture the true differences or similarities

across metrics. Here the proposed method aims to utilize connectivity

in a different way, by not relying on network summaries or dimension

reduction approaches, than existing methods to establish associations

with clinical symptoms (Solo et al., 2018).

Understanding the predictive utility of functional connectivity

is of critical interest to clinicians. Diseases like depression and Alz-

heimer's disease may be associated with unique connectivity pat-

terns, but research to demonstrate true predictive power of these

networks for clinical use is still in its infancy (Greicius et al., 2004;

Sheline et al., 2010). On the other hand, predicting connectivity

using clinical characteristics may be more accurate than the

reverse. Because the connectivity matrix is difficult to estimate,

current methods that rely on the connectivity estimate to model

phenotype may be unreliable or infeasible due to computational

limitations. While clinicians are ultimately interested in using con-

nectivity to diagnosis or identify patients at greater risk of symp-

tom emergence or worsening, researchers seeking to understand

mechanisms of disease would like to know which cluster of symp-

toms predict, or map to, which patterns of connectivity. Using clini-

cal characteristics as predictors can identify associations between

multiple phenotypic characteristics and functional brain connectiv-

ity, without relying on the accuracy of estimating a potentially

noisy connectivity matrix. Furthermore, nosological uncertainty

about the validity of existing disease classifications in psychiatry

has led to calls for developing new categories of disorders based on

underlying biological mechanisms (Insel et al., 2010); thus, using the

clinical phenotype to predict new associations with underlying con-

nectivity patterns is an important step in the direction of finding

more biologically driven categories of psychopathology.

1.3 | Contribution

This work aims to provide a broad framework for constructing a reli-

able functional connectivity network and analyzing relationships with

clinical characteristics using machine learning methods. Specifically,

we propose a three-level model to specify the association between

the voxel-level fMRI times series, the region-level brain networks and

the clinical characteristics. We develop a fast computing method to

estimate the model parameters and make predictions on brain func-

tional connectivity by integrating different machine learning methods.

A joint modeling framework is then used to improve connectivity esti-

mation from the results of modeling connectivity with clinical charac-

teristics. See Figure 1 for an illustration of the model and the

estimation method. We illustrate the proposed method on evaluating

the predictability of individual functional connectivity networks from

the clinical characteristics in the PNC study, identifying the important

functional subnetworks that are highly associated with psychiatric

syndromes such as Post-Traumatic Stress Disorder (PTSD) and Psy-

chosis. We also perform a simulation study to evaluate the perfor-

mance of the proposed framework in terms of selection and

prediction accuracy. In addition, we have developed an R package that

implements the proposed method and provides user-friendly software

to study the association between functional brain networks and clini-

cal characteristics, including the fMRI voxel-level time series prepos-

sessing and the graphical presentation of the model fitting results.

The R package will be freely available online after the paper is pub-

lished and it is now available upon request and on GitHub.

2 | METHODS

In this work, we propose a general modeling framework for analysis of

brain functional connectivity and clinical characteristics. It consists of two

major steps: (1) individual functional connectivity network construction

and (2) covariate feature screening and network prediction. To improve

the selection and estimation accuracy, we propose a joint estimation

method which adopts the alternating direction method of multipliers

(ADMM) algorithm to update the sparse precision matrices in the model.

Suppose we collect data from n subjects. We collect the resting-

state fMRI signal with T scans, where the whole brain regions consist

of V voxels and R regions. Let i i¼1,…,nð Þ index the subject,

v v¼1,…,Vð Þ index the voxels, t t¼1,…,Tð Þ index the time scans. Let

rv � 1,…,Rf g be the region index for voxel v. Let yi,v,t represent the

observed resting state fMRI signals for subject i at voxel v and time t.

For each subject, we also collect p covariates of clinical characteristics.

Let j j¼1,…,pð Þ index the covariates and let xi,j denote the measure-

ments of covariate j for subject i. Write xi ¼ xi,1,…,xi,p
� � >

.

2.1 | A generative modeling framework

We consider a generative modeling framework to specify the associa-

tions between the voxel-level fMRI time series, the region-level brain
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networks and the clinical characteristics. We consider a three-level

hierarchical model.

At Level 1, we summarize the voxel level brain activity into region

level signals:

yi,v,t ¼
XR
r¼1

I rv ¼ rð Þeαi,v,reyi,r,tþϵi,v,t, ð1Þ

where eyi,r,t represents the summarized neural activity in region r at

time t for subject i and αi,v,r 0s are the weight coefficients that repre-

sent the contribution of voxel v to region r for subject i. We assume

the random error ϵi,v,t with mean zero and constant variance.

At Level 2, we model the region-level brain functional connec-

tivity network. We consider a Gaussian copula graphical model. We

transform each region specific signal eyi,r,t into a latent variable zi,r,t

according to the marginal distribution. We assume those latent var-

iables follow a multivariate normal distribution. In particular,

we have

eyi,r,t ¼ F�1
i,r Φ zi,r,tð Þf g, zi,t ¼ zi,1,t,…,zi,R,tð Þ > �N 0,Ω�1

i

� �
, ð2Þ

where Ωi ¼ ωi,r,r0f g is an R�R precision matrix. The function Fi,r �ð Þ is

the cumulative distribution function of eyi,r,t and Φ �ð Þ is the cumulative

distribution function of the standard Gaussian distribution.

At Level 3, we impose sparsity on the precision matrix Ω. We

introduce a latent selection indicator ai,r,r0 � 0,1f g for each region pair

r, r0ð Þ to indicate whether the region r and r0 are function connected

for subject i; and for each region pair, we model the conditional distri-

bution of ai,r,r0 given the clinical characteristics xi through a logistic

regression model:

F IGURE 1 Illustrations of the
proposed three-level hierarchical
model along with the two-setup
update and the joint estimation
method
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ωi,r,r0 ¼ eωi,r,r0ai,r,r0 , logit E ai,r,r0ð Þf g¼ gr,r0 xið Þ, ð3Þ

where gr,r0 �ð Þ is an unknown function representing the log odds of

region r and r0 being functional connected for subject i with clinical

characteristics xi.

2.2 | Individual functional connectivity network
estimation

We may consider some fast computing methods for Level 1 estima-

tion: for example, the averaging voxel level signals within each region

or using principal component analysis (PCA) to summarize the region

level signal. Specifically in the first case, taking a simple average of

voxels uses eαi,v,r ¼1. We assume equal weight across all voxels and

average within regions:

eyi,r,t ¼ 1P
v
I rv ¼ rð Þ

X
v:rv¼r

yi,v,t, ð4Þ

For the PCA method, we can use the first principal component

(DuBois Bowman et al., 2012) to estimates eαi,v,reyi,v,t and construct the

weights. However, the PCA method may lose power to detect the

weak signals in the region-level function connectivity (Jian Kang

et al., 2016). In this paper, we choose the method of averaging voxel

level signals.

Our network estimation for Level 2 implements the Mein-

shausen and Bühlmann method of estimating a sparse graphical

model (Zhao et al., 2015). We have selected this method in part

due to the flexibility to relax the normality assumption often

imposed on observations in graphical models. Through fitting

semi-parametric Gaussian copula models, this approach aims to

better recover the true underlying undirected graph structure (Liu

et al., 2009).

In particular, let Φ�1 �ð Þ be the quantile function of the standard

Gaussian distribution. We have zi,r,t ¼Φ�1 Fi,r eyi,r,t� �� �
and the connec-

tivity matrix is estimated as

bΩi ¼ argminΩi
tr ΩiST Zið Þf g� logdet Ωið Þþλ kΩik1½ �, ð5Þ

where ST Zið Þ is the sample covariance of the transformed region-level

connectivity signals Zi ¼ zi,1,…,zi,Rð Þ, det Ωð Þ is the determinant of

Ω¼ ωr,r0f g, λ is a regularization parameter and kΩk1 ¼
P
r,r0

ωr,r0j j is the

entry-wise L1 norm. The solution of Equation (5) enjoys the sparsity,

thus we estimate the latent connectivity indicator to obtain the

functional connectivity matrix for the entire brain Ai ¼ ai,r,r0ð Þ with

ai,r,r0 ¼ I ωi,r,r0 ≠0ð Þ,

We use this network construction as the connectivity outcome

when fitting the prediction models in the Level 3 estimation.

2.3 | Prediction of network features

We can estimate the relationship between the covariates and connec-

tivity of regions r and r0 , gr,r0 �ð Þ using the initial estimate of the func-

tional connectivity network. Although the framework presented in

Section 2.1 is flexible and may incorporate more general models, we

start from a linear model for simplicity:

logit E ai,r,r0ð Þf g¼
Xp
j¼1

θr,r0 ,jxi,j , ð6Þ

where xi,j is the measured value for covariate j of subject i.

With a large number of region pairs and covariates to consider, it

may be difficult to perform model estimation. A more efficient

approach is to carry out a screening mechanism before fitting edge-

wise prediction models. We proposed to implement the elastic net

regression to screen out clinical variables that are not associated with

a given edge connection. We only consider predicted edges where at

least 5% of subjects have a connection.

Machine learning methods are increasingly popular for predictive

modeling. We consider two common machine learning methods to

predict edgewise connectivity: support vector machine (SVM) and

random forests (Breiman, 2001; Cortes & Vapnik, 1995).

When performing SVM we aim to minimize the following loss

function for each region pair r,r0:

min
θr,r0

1
2
w >

r,r0wr,r0 þcr,r0
Xn
i¼1

ξi,r,r0

( )
,

such that 2ai,r,r0 �1ð Þ w >
r,r0 ϕ xið Þþb

� �
≥ 1�ξi,r,r0 ,

ð7Þ

where θr,r0 ¼ wr,r0 ,br,r0 , ξi,r,r0
� �n

i¼1

� �
and ϕ xð Þ is a vector of features in

the transformed feature space derived from the kernel k x,x0ð Þ, such
that k x,x0ð Þ ¼ϕ xð Þ �ϕ x0ð Þ. In this setup wr,r0 denotes the weight vector

used to maximize the margin around the hyperplane separating sub-

jects with and without a connected edge between region pairs r and r0

in the network. The penalty term cr,r0
Pn
i¼1

ξi,r,r0 is used to penalize for

observations that are misclassified.

Random forest (Breiman, 2001) implements a series of decision

trees, where individual trees form based on minimizing the residual

sum of squares. In particular, for each region pair r, r0 , we aim to pre-

dict the functional connectivity ai,r,r0 using clinical characteristics xi

using classification probability mr,r0 xð Þ¼Pr ai,r,r0 ¼1 j xi ¼ xð Þ. We model

mr,r0 xð Þ as an ensemble of M randomized regression trees, that is,

mr,r0 xð Þ¼ 1
M

XM
j¼1

m x,T r,r0 ,j

� �
, m x,T r,r0 ,j

� �
¼
XS
s¼1

pr,r0 ,j,sI x�Ar,r0 ,j,s

� �
, ð8Þ

where m x,T r,r0 ,j

� �
is the classification probability given xi ¼ x by the

jth tree for region pairs r, r0. Each tree T r,r0 ,j consists of a tree-based

partition Ar,r0 ,j,s

� �S
s¼1 of the sample space X with X ¼

SS
s¼1Ar,r0 ,j,s and

Ar,r0 ,j,s\Ar,r0 ,j,s0 ¼ ; for s≠ s0 and the corresponding classification prob-

ability pr,r0 ,j,s for partition Ar,r,0 j,s. To construct each tree T r,r0 ,j, we draw

a subsample of the training set with replacement and grow a tree on the
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sub training set using random feature selection, that is, randomly select a

subset of predictors to split on and grow the tree using the classification

and regression tree (CART) method (Breiman et al., 2017) to maximum

size without pruning. The out-of-bag estimates are used to monitor the

classification errors. The subsampling and random feature selection pro-

vide a mechanism to help decorrelate trees.

For the tuning parameters, we use the standard settings for SVM,

using the normal kernel function and soft margin classification, and

tune the number of trees and number of candidate variables at each

split for random forest. Cross-validated AUC is used to evaluate the

predictive performance of edge classification.

The procedure of estimating the functional connectivity network

and then fitting prediction models to each edge will be referred to as

the two-step update. These estimates will be used as the initial values

in the iterative algorithm detailed in the next section.

2.4 | Joint estimation method

We develop a method to jointly estimate the individual functional

connectivity networks and the predictive models of network features.

We focus on illustrating our method by using logistic regression as the

predictive model, while SVM and RF can be derived in a similar fash-

ion. Let Si ¼ ST Zið Þ, G xi;θð Þ¼ gr,r0 xi;θð Þ
� �

R�R and L xi;θð Þ¼ lr,r0 xi;θð Þf g
be three R�R matrices, where lr,r0 xi;θð Þ¼ log 1þ exp gr,r0 xi;θð Þ

� �� �
.

Let Θ¼ Ωif gni¼1, Aif gni¼1,θ
� �

represent all the unknown parameters in

our problem, where Ωi is an R�R symmetric positive definite matrix

as the precision matrix of the transformed region-level fMRI time

series for subject i, Ai � 0,1f gR�R is a R�R binary matrix indicating

functional connectivity patterns for subject i, and θ is the parameter in

the logistic regression. We estimate Θ by solving the following con-

strained optimization problem

bΘ¼ argminΘ
Xn
i¼1

� log det Ωið Þþ tr ΩiSið Þþλ kΩik1� tr AiG xi;θð Þf gþ1>
R L xi;θð Þ1R

� �
subject toai,r,r0 ¼ I ωi,r,r0 ≠0ð Þ, for all i, r, r0,

ð9Þ

where 1R is a column vector of R ones. In the objective function,

Sif gni¼1 are observed data, the term
Pn
i¼1

� log Ωij jþ tr ΩiSið Þþλ kΩik1½ � is
the penalized loss functions for estimating the sparse Ωif gni¼1 over all

the subjects, where λ is a tuning parameter. If we consider Aif gni¼1 as a

collection of binary response variables and xif gni¼1 as the predictors,

then the term
Pn
i¼1

�tr AiG xi;θð Þf gþ1 >
R L xi;θð Þ1R

� �
becomes to the

summation of all the cross-entropy loss functions for logistic regres-

sion over all the region pairs. The sparsity of Ωi and the constraints

between all the elements of Ωi and Ai define the connections

between the terms.

It is challenging to directly solve (9). We propose an approximat-

ing objective function by removing the constraint in (9) but adding

another term “� γtr 2Ai�1ð Þ Ωij jf g”, where γ � 0,λð Þ is a tuning param-

eter and Ωij j ¼ ωi,r,r0j jð Þ. Thus, the constrained optimization (9) is

approximated by an unconstrained optimization problem

bΘ¼ argminΘ
Xn
i¼1

� logdet Ωið Þþ tr ΩiSið Þþλ Ωik k1
�

� γtr 2Ai�1ð Þ Ωij jf g� tr AiG xi;θð Þf gþ1 >
R L xi;θð Þ1R

	
:

ð10Þ

In (10), the term λ kΩik1� γtr 2Ai�1ð Þ Ωij jf g¼
P
r, r0

λ� γ 2ai,r,r0 �1ð Þf g
ωi,r,r0j j. When ωi,r,r0j j is large, taking ai,r,r0 ¼1 leads to a smaller objective

function compared to taking ai,r,r0 ¼0. On the other hand, when

ai,r,r0 ¼1, the penalty term for ωi,r,r0 reduces to λ� γð Þ ωi,r,r0j j from

λ ωi,r,r0j j. Then the solution to ωi,r,r0 is more likely to be nonzero. In con-

trast, when ai,r,r0 ¼0, the penalty term for ωi,r,r0 increases to

λþ γð Þ ωi,r,r0j j, then the solution to ωi,r,r0 is more likely to be shrunk

toward to zero.

We use the solution of (10) to approximate the solution of (9) by

iteratively updating Ωi , θ, and Ai until the algorithm converges. To

specify the sparse initial values, that is, Ω 0ð Þ
i , A 0ð Þ

i , and θ 0ð Þ, we reduce

the dimension of the candidate predictors based on the two-step vari-

able screening result. To reduce the computational complexity, over

iterations of the joint estimation approach, we do not perform vari-

able screening but fit the logistic regression, SVM, or random forest in

the reduced parameter space.

2.4.1 | Update Ωi by ADMM

In the k th iteration (k¼1,2,…, ), we first update Ω kð Þ
i by minimizing

the objective function with respect to Ωi and fixing Ai at the previous

iteration, that is, A k�1ð Þ
i , for i¼1,…,n,

bΩi ¼ argminΩi
� log det Ωið Þf gþ tr ΩiSið Þþ λ Ωik k1
�

� γtr 2A k�1ð Þ
i �1


 �
Ωij j

n o	
,

ð11Þ

where λ and γ are tuning parameters.

To implement the ADMM algorithm, we introduce Y kð Þ
i and let

Z kð Þ
i ¼Ω kð Þ

i �Y kð Þ
i , we now minimize the following objective function

with respect to Ωi

Ω kð Þ
i ¼ argmin

Ωi

� log det Ωið Þð Þþ μ

2

���Ωi

(

þ Z k�1ð Þ
i �Y k�1ð Þ

i þ1
μ
Si�

γ

μ
2A k�1ð Þ

i �1

 � ����2):

Taking the derivative with respect to Ωi, and defining

Yi�Z k�1ð Þ
i � 1

μSiþ
γ
μ 2Ai�1ð Þ¼UiΛiU

>
i with Λi ¼diag λ1,…,λRð Þ results

in the following equations to solve Ω kð Þ
i .

0 ¼�Ω�1
i þμΩi�μ Y k�1ð Þ

i �Z k�1ð Þ
i þ1

μ
Siþ

γ

μ
2Ai�1ð Þ

� �
0 ¼�F�1

μ Λið ÞþμFμ Λið Þ�μΛi

:

The solution takes the form:
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Ω kð Þ
i ¼UiFμ Λið ÞU >

i ¼1
2
Ui diag λi1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2i1þ

4
μ

s
,…,λiRþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ2iRþ

4
μ

s !( )
U >
i ,

ð12Þ

where Fμ Λið Þ¼diag fi1,…, fiRf g with fir ¼ 1
2 λir þ

ffiffiffiffiffiffiffiffiffiffiffiffi
λ2ir þ 4

μ

q
 �
for r¼1,…,R.

Update θ
Next to update θ kð Þ we minimize the objective function (10) with

respect to θ, given the current estimates Ω kð Þ
i and A k�1ð Þ

i . This update

is the same as solving for θ in logistic regression using the negative log

likelihood.

θ kð Þ ¼ argmin
θ

Xn
i¼1

�tr A k�1ð Þ
i G xi;θð Þ

n o
þ1 >

R L xi;θð Þ1R

h i
: ð13Þ

For each node pair r, r0ð Þ this becomes:

θ kð Þ
r,r0 ¼ argmin

θr,r0

Xn
i¼1

�a k�1ð Þ
r,r0 ,i gr,r0 xi;θð Þþ log 1þ exp gr,r0 xi;θð Þ

� �� �h i
: ð14Þ

If we suppose gr,r0 xi;θð Þ¼ xiθ, such as in the case of logistic

regression, we can obtain the logistic regression estimates for θ. Simi-

larly the log-odds can be estimated from SVM or random forest

instead of logistic regression. Please refer to models (7) and (8) along

with the description of methods in Section 2.3.

Update Ai.

Next to update A kð Þ
i we minimize the objective function (10) with

respect to Ai, fixing estimates of Ω kð Þ
i and θ kð Þ.

A kð Þ
i ¼ argmin

Ai

Xn
i¼1

γ tr 2Ai�1ð ÞΩ kð Þ
i

n o
� tr AiG xi;θ

kð Þ

 �n oh

þ 1 >
R L xi;θ

kð Þ

 �

1R

i
:

ð15Þ

Note that Ai � 0,1f gR�R. For each region pair r, r0ð Þ, we minimize

this function by comparing the objective function for ai,r,r0 ¼0 and

ai,r,r0 ¼1 given the values in Ai at all other pairs. Equivalently, we can

minimize the following for each subject i at each pair r, r0ð Þ:

a kð Þ
i,r,r0 ¼ argmin

ai,r,r0 � 0,1f g
ai,r,r0 2γωi,r,r0 �gr,r0 xi,θ

kð Þ

 �n o

�ωi,r,r0

h i
: ð16Þ

Combining these steps, the full algorithm is presented in

Algorithm 1.

Iterate until the estimates converge. The choices of initial values

for Ω and A and θ are described in Sections 2.2 and 2.3. Iteratively

updating these estimates could improve the predictive performance

and power to detect true associations compared to the proposed

framework without the joint estimation method.

wThe choice of λ impacts the level of sparsity when estimating

Ωi. Individual level λi is used to control the sparsity of the initial

estimates of Ωi in Section 2.2. We have opted to use the same subject

specific λi in the joint estimation algorithm, though the results do not

change significantly in simulation for a common population level λ.

Similarly the ratio between λ and μ impacts the sparsity of the esti-

mate for Ωi, so μ is chosen to satisfy the desired level of sparsity. γ is

used to control the similarity between A and Ω. For this reason we

increase γ over iterations of k, presumably as the two estimates con-

verge towards the same sparsity pattern this parameter enforces that

relationship.

ALGORITHM 1 The joint estimation algorithm to

update Ωi and Ai, and θ
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3 | SIMULATIONS

3.1 | Performance of the two-step update

The prediction procedure, detailed in Section 2, was evaluated using

simulated data based on the real data application. True signals in the

clinical variables were simulated by generating a θ vector and using the

observed clinical covariates to generate the corresponding time series

data for 346 subjects. The ability to recover the true signals was eval-

uated by comparing the subset of variables selected by elastic net to

those with true nonzero signals in θ. This performance was summa-

rized using sensitivity, specificity, and false discovery rate (FDR). FDR

is defined as the proportion of true signals identified out of all

selected variables. The performance of the prediction procedure was

evaluated using AUC, comparing the ability to correctly classify edges

as connected or not.

The data generation process was as follows: simulate θ, use

observed clinical variables and simulated β to assign connectivity to

each edge for each subject, simulate precision matrix Ωi from a mix-

ture of normal distributions with mean 3 or �3 and standard deviation

1 for connected edges, ensure Ωi is positive definite, and finally simu-

late T time points for each node of each subject from a multivariate

normal distribution with mean zero and covariance Ωi.

Simulation was also used to understand how characteristics of

the fMRI data impacts the Gaussian copula network estimation,

implemented using the R package huge (Zhao et al., 2015). We con-

sidered how a differing number of time points in the fMRI and a dif-

ferent network size affected the ability to recover the connectivity

matrix. Table 1 presents the results for each of the settings consid-

ered. We compared results using huge to other network construc-

tion methods, clime and tiger, and found that huge outperformed

other existing methods for estimating sparse graphical models (Li

et al., 2019). Due to space limitations, we did not report the

detailed results here.

Though we do not achieve high power with this process, we con-

sistently see good control in the FDR; edges that are assigned to be

connected are typically correctly labeled, and more frequently those

incorrectly labeled are among edges that are connected in truth and

not connected in the network estimate. This leads to the conclusion

that signals identified from this procedure are likely to be true associa-

tions, though some true associations may be missed.

In Table 2a–c we present the number of subjects that are cor-

rectly and incorrectly identified as having a connection at a given

edge, using SVM to predict connectivity. We compare the results to

both the true simulated network and the network estimate. This is an

example using one edge across 346 subjects.

Table 2 presents the accuracy of the network estimate compared to

the true network connectivity in addition to the predicted network com-

pared to the estimated and true network. Table 2a shows that the net-

work estimate has a very low FDR, with no edges incorrectly identified as

connected. Using the network estimate to perform the prediction, we can

evaluate the performance of the prediction results (Table 2c). This simula-

tion provides evidence that we can be confident in the network estimate

and prediction results compared to the true underlying network structure.

Though some signals of connected edges are missed, those identified as

connected most often are connected in the underlying network.

Simulation was also used to evaluate the ability to recover true

signals among the clinical characteristics. When simulating 3814

edges we observed an average FDR of about 11%. Average sensitivity

is only 5% and specificity is 99%. The true signal is sparse, among

286 variables there are 20 true nonzero signals randomly selected for

each edge. Again we conclude that there is low power in the proce-

dure but good false discovery control. The variables selected are likely

to be true associations, although many true signals will be missed. We

expect this to be the case when using a relatively large network struc-

ture compared to a small number of subjects.

TABLE 1 Results of simulation evaluating how well the connectivity estimation can recover the simulated connectivity network

Number of nodes Number of time points % of connected edges recovered % of edges not connected recovered

50 120 47% 99%

1000 54% 98%

264 120 12% 99%

1000 51% 99%

5000 73% 99%

TABLE 2 Simulation results for network estimation using the
prediction procedure and huge

Connectivity matrix
estimate

True network

Number
connected

Number not
connected

(a) Comparison of network estimated through graphical modeling to

the true simulated network

Number connected 15 0

Number not

connected

0 321

(b) Comparison of true simulated network to the predicted

connectivity using SVM

Number connected 7 4

Number not

connected

18 317

(c) Comparison of network estimated through graphical modeling to

the predicted connectivity using SVM

Number connected 6 5

Number not

connected

9 326
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3.2 | Performance of the joint estimation algorithm

Potential improvement due to using a joint estimation procedure was

quantified through simulation. We considered a toy example for dem-

onstration purposes with a small network with 10 nodes and a sample

of 100 subjects. Because the estimates from the two-step update are

the initial values for the joint estimation algorithm, the performance

depends on how well the two-step estimation performs, detailed in

Section 3.1.

In this simulation setting the estimation of both A and θ are evalu-

ated. Estimation of A is evaluated using sensitivity, specificity, and

FDR in terms of correctly identifying the connected and not con-

nected edges. Similarly estimation of θ is evaluated in terms of sensi-

tivity, specificity, and FDR, but defined in terms of the accuracy of

clinical characteristics with nonzero effect estimates.

Table 3 compares three methods using the joint estimation algo-

rithm: logistic regression, SVM, and random forest. Each is also compared

to the initial values of the algorithm, obtained via the two-step update

using graphical lasso and SVM. The results in Table 3 are the average of

100 iterations of the simulated setting. Increasing the effect size of non-

zero signal in the simulation leads to higher sensitivity across all the

methods, though it does not reduce FDR of A estimation in most cases.

TABLE 3 Performance of the joint estimation algorithm using different methods to perform the prediction: Logistic regression, SVM, and
random forest (RF)

Setting A estimation θ estimation

N p Method Sens Spec FDR Sens Spec FDR

100 3 Logistic 0.61 0.86 0.50 0.52 0.68 0.21

SVM 0.57 0.80 0.60 0.23 0.92 0.12

RF 0.33 0.97 0.37 0.18 0.93 0.12

two-step 0.20 0.73 0.63 0.00 1.00 0.00

100 5 Logistic 0.73 0.86 0.50 0.64 0.63 0.20

SVM 0.67 0.77 0.60 0.32 0.88 0.12

RF 0.43 0.97 0.32 0.24 0.91 0.12

two-step 0.20 0.74 0.63 0.00 1.00 0.00

300 5 Logistic 0.87 0.86 0.42 0.97 0.48 0.21

SVM 0.77 0.74 0.60 0.48 0.77 0.19

RF 0.49 0.98 0.28 0.41 0.87 0.11

two-step 0.69 0.98 0.12 0.00 1.00 0.00

Notes: Several simulation settings are presented with a different sample size (N) and average effect size of nonzero Ω (β). Estimation of the adjacency

matrix (A) is evaluated as an average of the following metrics over 100 iterations: Sensitivity (Sens), specificity (spec), and FDR. Accuracy of the selected

clinical characteristics (θ) is measured using sensitivity, specificity, and FDR.

F IGURE 2 Proportion of
children in the Philadelphia
Neurodevelopmental Cohort
experiencing symptoms of
psychiatric disorders
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Increasing the sample size also seems to lead to improved sensitivity

and lower FDR in some cases (logistic regression and random forest).

In terms of identifying covariates that are truly associated with con-

nectivity patterns (θ Estimation in Table 3), increasing sample size

leads to much higher power with an increase in sensitivity from 0.52

with 100 subjects to 0.97 using 300 subjects when applying logistic

regression in the joint estimation algorithm. In terms of the FDR

among these covariates, it is not too large with a maximum of about

20% across all methods. SVM and random forest seem to perform

better than logistic regression in terms of controlling FDR, which leads

to slightly lower power in terms of lower sensitivity. With these simu-

lation settings the two-step update does not identify any variables to

be included using elastic net, which demonstrates that incorporating

the joint estimation algorithm provides a more powerful approach.

4 | DATA APPLICATION

4.1 | PNC data

Extensive assessment of behavior, life events, demographics and neu-

ropsychological performance was obtained on all subjects in the PNC,

in addition to performing resting state fMRIs. The sample has children

with mental illnesses as well as healthy individuals, and all subjects

underwent a structured neuropsychiatric interview to establish the

presence, duration, and effect of multiple psychiatric symptoms

(if present) on functioning. The broad range of psychiatric disorders

assessed included: depression, mania, simple phobia, social phobia,

generalized anxiety, separation anxiety, social anxiety, panic disorder,

obsessive–compulsive disorder, posttraumatic stress disorder (PTSD),

eating disorders, and psychosis. Figure 2 demonstrates how fre-

quently characteristics of these disorders are observed in the PNC, by

presenting the proportion of subjects experiencing at least one symp-

tom of a panic disorder, OCD, social anxiety, psychosis, or depression.

MRI data for the resting state scans were obtained with BOLD-

sensitive image acquisitions over 6 minutes, with 120 frames, each 2 s

in duration. Voxel size was 3 � 3 in the transverse plane and 3 in the

axial plane, yielding approximately 100,000 voxels in the brain

(Satterthwaite et al., 2014). Each voxel constituted a time series. The

number of measurements in the time series and the temporal sam-

pling rate are both fixed by the type of MRI performed. Data prepro-

cessing was done to correct for timing differences in the acquisition,

realign individual subject scans, and map the images to a common

anatomical space so that the images could be combined and analyzed

F IGURE 3 Procedure for Philadelphia Neurodevelopmental Cohort data analysis
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across subjects. This preprocessing occurred with the pipeline used

for the 1000 Functional Connectomes Project.

Subjects with excessive movement (defined as subjects with greater

than 0.25 mm volume-to-volume displacement) or poor scan quality

were excluded from the analysis, which yielded 500 scans from the origi-

nal 1442 subjects scanned. Images were also spatially filtered to reduce

residual anatomic variability, and for each time voxel, a time series was

extracted and bandpass filtered (0.1–0.01 hz) to remove physiological

artifact from respirations and heart rate. In addition, regressors for white

matter and cerebral spinal fluid were obtained, and variability from these

additional sources of noise was removed. From a set of a priori nodes

(see Figure 4), a time series from each node (10 mm sphere) was

extracted, and a cross-correlation matrix of Pearson r-values was

obtained and Z-transformed for each of the 264 nodes with every other

node. The PNC data was obtained from the NCBI database of Geno-

types and Phenotypes (dbGaP), a publicly available database. Informed

consent was obtained for all subjects who participated in the PNC study;

the original publication states “Participants had been previously enrolled

in a genomics study at CAG and they and/or their parents had provided

informed consent (assent) to be re-contacted for participation in addi-

tional studies such as this one. The institutional review boards of both

the University of Pennsylvania and the Children's Hospital of Philadel-

phia approved all study procedures.”

4.2 | Analysis pipeline for PNC data analysis

Preprocessing of the PNC imaging data was done to reduce bias from

motion and other known confounders. Additional steps were taken to

reduce the sample and network size based on missingness and variability.

The entire procedure using the PNC data is summarized in Figure 3.

Figure 3 shows the steps performed to manipulate the data into a

workable form, as well as steps for data reduction. For each subject,

the rfMRI data was converted from region-level time series (Panel A)

into binary connectivity indicators for all region pairs using the

method described in Section 2.2 (Panel B), that is, the subject-level

adjacency matrices to define the edges in the brain networks. Then

the connectivity estimates were stacked across subjects (Panel C). We

reduced the brain network to edges with sufficient variability for

modeling, removing those connected in fewer than 5% of subjects

(Panel D). For the clinical characteristics we reduced the subset of

potential variables based on missingness; if a given variable was miss-

ing in more than 5% of subjects it was removed from the analysis

(Panels E and F). This conveniently reduced the number of variables

(p) from 906 to 286 which is fewer than the sample size (n), reducing

to an n> p problem. Lastly Panel G depicts the final model fitted asso-

ciating the connectivity across subjects at a given edge and the clinical

characteristics.

TABLE 4 Power brain functional
modules and associated brain functions
(Power et al., 2011)

# Function # Function

1 Sensory/somatomotor Hand 8 Fronto-parietal Task Control

2 Sensory/somatomotor Mouth 9 Salience

3 Cingulo-opercular Task Control 10 Subcortical

4 Auditory 11 Ventral attention

5 Default Mode 12 Dorsal attention

6 Memory Retrieval 13 Cerebellar

7 Visual �1 Uncertain

F IGURE 4 Power 264 node spatial parcellation. Each color represents one of the 13 functional brain networks of interest. Generated using
BrainNet viewer (Xia et al., 2013)
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4.3 | Brain networks of interest

For the analysis that follows, we used an a priori anatomic parcellation

of the brain, which utilized 264 nodes organized into 13 different

functional modules (FM, Table 4), identified by Power et al. in the

2011 paper Functional Network Organization of the Human Brain

(Power et al., 2011).

The networks, made up of several regions, identified in this paper

align well with others proposed, such as the default mode network

(Greicius et al., 2003), dorsal and ventral attention (Fox et al., 2006),

and fronto-parietal task control. The authors classified the remaining

subnetworks by associated functions, including visual processing,

memory, sensory and motor control, auditory, and somatosensory.

Compared to voxel-based approaches to connectivity, these networks

should minimize connectivity contributions from image smoothness,

which causes adjacent voxels in an image to have very high correla-

tion coefficients, irrespective of functional connections. Compared to

anatomically defined nodes, such as automated anatomic labeling

(Tzourio-Mazoyer et al., 2002) these units more likely reflect intrinsic

functional organization in the brain and may be more meaningful

probes of functional brain networks.

Figure 4 shows the location of the nodes in the power parcella-

tion, and colors indicate membership to the 13 identified functional

networks.

4.4 | Predictability of network

The ability to predict binary connectivity of the entire functional brain

network using clinical characteristics was evaluated in addition to the

ability to predict connectivity within the subnetworks of interest. We

found that the ability to capture the entire brain network was very

limited using the machine learning methods tested, SVM and random

forest. Fivefold cross-validation was used to evaluate the predictive

performance, meaning 80% of subjects were used for estimation and

to obtain predictions for the remaining 20% of subjects. The average

performance of predicting a connection across the entire brain was no

better than choosing at random, with an average AUC of 0.5 across

the five cross-validation folds. However, when looking within specific

regions we do see fairly high predictive performance for some. In the

final iteration of the joint estimation algorithm, only 480 edges had

any clinical variables selected for inclusion in a model, so the following

results reflect the performance within that subset of the network.

Note that the “truth” for computation of AUC was defined as the esti-

mate of A from the joint estimation algorithm before updating with

random forest or SVM results, since we do not know the true underly-

ing connectivity as we did in the simulations.

We observed the greatest ability to detect connected edges on

average in the subcortical network (10) using random forest. Table 5

contains the average AUC, range of AUC from first to the third quar-

tile, and the maximum AUC for a given edge within each network for

both methods, random forest, and SVM. Though on average the AUC

within some networks was not high, we did have good performance

(AUC > 0.95) for some edges in the following functional networks:

somatomotor hand, auditory, default mode, visual, fronto-parietal task

control, salience, and subcortical. These networks had the highest

maximum AUC observed, but the most edges with good performance

were in the somatomotor hand, default mode, and visual networks.

The variables selected in the model with high predictive performance

(highest AUC) for connectivity in the sensory and somatomotor hand

include: race, indicator of liver disease, indicator of infectious disease,

four questions from the Structured Interview of Psychosis-risk Syn-

dromes survey, an indicator of social anxiety, and questions from the

Penn Age Differentiation Test, Penn Emotion Differentiation Test,

and Visual Object Learning Test.

One model with AUC >0.95 predicting connectivity for an edge

from the visual network includes the following variables: indicator of

vision problems and two components of the 1-Back trials. These

TABLE 5 Mean AUC for edges
contained within each functional module
from two methods, SVM and random
forest

Functional brain module

SVM Random forest

Mean (Q1 � Q3) Max Mean (Q1 � Q3) Max

1 Sensory/somatomotor Hand 0.45 (0.45, 0.52) 0.59 0.67 (0.52, 0.89) 1.00

2 Sensory/somatomotor Mouth 0.34 (0.32, 0.40) 0.40 0.54 (0.38, 0.62) 0.86

3 Cingulo-opercular Task Control 0.44 (0.44, 0.48) 0.60 0.60 (0.55, 0.73) 0.76

4 Auditory 0.47 (0.46, 0.50) 0.69 0.69 (0.57, 0.80) 1.00

5 Default Mode 0.47 (0.45, 0.53) 0.59 0.63 (0.48, 0.77) 1.00

6 Memory retrieval 0.49 (0.49, 0.49) 0.49 0.45 (0.45, 0.45) 0.45

7 Visual 0.45 (0.41, 0.51) 0.57 0.64 (0.52, 0.70) 1.00

8 Fronto-parietal Task Control 0.49 (0.46, 0.51) 0.60 0.54 (0.43, 0.55) 1.00

9 Salience 0.41 (0.44, 0.50) 0.57 0.69 (0.49, 0.85) 1.00

10 Subcortical 0.57 (0.55, 0.59) 0.59 0.83 (0.66, 1.00) 1.00

11 Ventral Attention 0.40 (0.35, 0.46) 0.49 0.66 (0.55, 0.76) 0.79

12 Dorsal Attention 0.49 (0.44, 0.54) 0.56 0.60 (0.41, 0.71) 0.83

13 Cerebellar 0.54 (0.54, 0.54) 0.54 0.44 (0.44, 0.44) 0.44
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variables are expected to be associated with activation in the visual

processing network and confirm these known associations.

The variables selected for two models with the best predictive

performance are presented in Tables 6 and 7.

Several variables were frequently selected across models with

good performance of classifying connected nodes, these include: indi-

cator of ear/nose/throat problems, indicator of metabolic disease,

separation anxiety, having thoughts of suicide, and results from the

Penn Conditional Exclusion Test. The Penn Conditional Exclusion Test

is designed to assess executive functioning ability.

Figure 5 presents the proportion of models for each functional

module that selected at least one of the clinical characteristics in the

groups. The groups and abbreviations are as follows: demographics,

overall medical metrics (health), Attention Deficit Disorder (ADD),

Conduct Disorder (CDD), Depression (DEP), Eating Disorder (EAT),

Generalized Anxiety Disorder (GAD), Children's Global Assessment

Scale (GAF), Mania/Hypomania (MAN), other medical conditions

(MED), Obsessive Compulsive Disorder (OCD), Oppositional Defiant

Disorder (ODD), Panic Disorder (PAN), Specific Phobia (PHB), Psycho-

sis (PSY), Post-Traumatic Stress (PTD), general probes about counsel-

ing and emotions (SCR), Separation Anxiety (SEP), Structured

Interview for Prodromal Symptoms (SIP), Social Anxiety (SOC), Suicide

(SUI), Penn Age Differentiation Test (PADT), Penn Facial Memory Test

(PFMT), Penn Emotion Identification Test (PEIT), Penn Word Memory

Test (PWMT), Penn Verbal Reasoning Test (PVRT), Penn Emotion Dif-

ferentiation Test (PEDT), Penn Matrix Reasoning Test (PMAT), Tap

hand trials (TAP), Visual Object Learning Test (VOLT), Letter N-Back

test (LNB), Penn Conditional Exclusion Test (PCET), Penn Continuous

Performance Test (PCPT), Penn Line Orientation Test (PLOT), Wide

Range Assessment Test (WRAT), and Penn Motor Praxis Test (MP).

These variable groupings were defined by the surveys and tools used

to collect the data in the PNC study.

4.5 | Association analysis

In addition to predicting connectivity in the network, our method can

also be applied to the more common goal of understanding character-

istics or symptoms associated with levels of connectivity in the resting

state brain. This is the diagnostic task of, given a label, what patterns

of connectivity distinguish those with a label from those without a

label. One of the main goals of the PNC study was to establish associ-

ations between brain development and psychiatric diseases.

We can build a brain network associated with one disease or

symptom of interest. For example, the network built of edges associ-

ated with psychosis spans all 13 functional networks; for specific dis-

eases we may be interested in how connectivity of a specific network,

rather than the entire brain, relates to the disorder of interest.

Figure 6 shows the edges within the fronto-parietal task control net-

work that are associated with psychosis variables (variables from the

SIPS and psychosis surveys).

When we consider PTSD, associated connections span four

behavioral networks. Connections associated with PTSD span four

behavioral networks: cingulo-opercular task control, memory retrieval,

visual, and fronto-parietal task control. Figure 7 presents these con-

nections across the four functional networks associated with PTSD.

5 | DISCUSSION

In this work, we present the framework for predicting functional con-

nectivity with clinical characteristics and demonstrate that it is feasi-

ble to predict some subnetworks in the brain. Many clinical

characteristics identified in the PNC application are consistent with

previous findings, as the simulation results suggest the ability to iden-

tify some true signals among clinical characteristics. Other findings

suggest novel associations between behavioral measures and brain

networks. By taking an atheoretical approach and searching across a

large clinical parameter space, the analysis turned up both expected

and unexpected findings.

TABLE 6 Variables selected for the model with AUC = 1.00
(using random forest) from network 1, associated with sensory
somatomotor hand control

Variable Description Estimate

Race Self-reported ethnicity of participant (EA, AI) �0.63

MED807 Liver disease 0.33

MED809 Infectious disease �4.25

SIP015 SIPS feeling odd things going on �0.09

SIP016 SIPS feeling able to predict the future �0.07

SIP018 SIPS Feeling different due to superstitions �0.10

SOC001 Feeling afraid in social settings �0.04

PADT Penn Age Differentiation Test �0.34

PADT Number of correct responses with no age

difference

�0.01

PEDT Penn Emotion Differentiation Test �1.30

VOLT Visual Object Learning Test 0.18

Abbreviations: PADT, Penn age differentiation test; PEDT, Penn emotion

discrimination test; SIPS, structured interview of psychosis-risk

syndromes; VOLT, visual object learning test.

TABLE 7 Variables selected for the model with AUC = 1.00
(using random forest) from network 7, associated with visual
processing

Variable Description Estimate

MED622 Vision problems �0.75

PFMT Penn Face Memory Test �0.18

PEIT Penn Emotion Identification �1.09

LNB Number of correct responses to 1-back trials 0.12

LNB Number of incorrect responses to 1-back

trials

�0.05

Abbreviations: PFMT, Penn face memory test; PEIT, Penn emotion

identification test; LNB, Penn letter N-Back test which tests working

memory.
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The PNC, as a large community cohort, contains a range of psy-

chopathology, measured in the clinical assessment tools. Most of

the participants were not engaged in active treatment for psychiat-

ric conditions, although, like any large, community sample, signifi-

cant amounts of psychopathology exists within this sample. Thus,

while the results are not entirely comparable with selected cohorts

of psychiatric syndromes, other analyses of the PNC data indicates

that similar patterns of aberrant connectivity are found in PNC

youth who meet criteria of psychosis-risk conditions as those with

psychosis (Satterthwaite et al., 2015). Accordingly, the networks

associated with psychosis spectrum, as in Figure 6 in our analysis,

identified some of the commonly reported areas of dysfunction in

psychosis, such as fronto-parietal and subcortical networks. The

fronto-parietal networks, linked with executive control functions

and working memory, are reported to be deficient in psychotic dis-

orders (Minzenberg et al., 2009; Sheffield et al., 2015). The subcor-

tical networks, specifically the striatum, heavily enervated by

dopaminergic projections from the midbrain, have also been impli-

cated in the pathophysiology of schizophrenia (Clinton & Meador-

Woodruff, 2004; Howes & Kapur, 2009; Weinstein et al., 2017). In

addition to these expected findings, we also found several predic-

tive clinical variables in the sensorimotor hand subnetwork, such as

subclinical psychosis symptoms and cognitive performance mea-

sures. Although the sensorimotor hand network is not commonly

associated with psychopathology, emerging data have begun to

report that serious mental disorders, such as schizophrenia and

bipolar disorder, show imbalances in this network (Anticevic

et al., 2014; Martino et al., 2020). This finding provides an example

F IGURE 5 Proportion of
models which a variable in the
group was selected across edges
in each functional module

F IGURE 6 Edges associated with SIPS or psychosis variables within fronto-parietal task control and subcortical functional networks
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where this technique might identify new associations between psy-

chopathology and network dysfunction.

In the association of edges with the PTSD symptoms, we found a

pattern consistent with previous research showing altered connectivity

within and between subnetworks of the brain when compared to control

patients (Bao et al., 2021; Schmalfuss, 2009; Sripada et al., 2012). In the

prediction analysis, the MEM subnetwork was particularly well-

represented when the PTSD variables were used to predict the edges. In

the Power parcellation (Power et al., 2011) we used to extract the con-

nectome for the analysis, this MEM, or memory retrieval, subnetwork

corresponds to the posterior DMN in parcellations, strongly implicated in

PTSD, possibly linked to aberrant memory formation around traumatic

events (Bao et al., 2021; Schmalfuss, 2009; Sripada et al., 2012).

One observation about our findings is the highly distributed

nature of the relationships uncovered between clinical and neural var-

iables. This observation accords with reports that dysconnectivity in

psychopathology encompasses multiple networks, although there are

some subnetworks that may have diagnostic specificity (Brandl

et al., 2019; Doucet et al., 2020). We also used very broad categories,

for example, demographics and medical problems, opting for a broad

search of the parameter space. This generated some associations that

might not be directly relevant to psychopathology. Our simulations

showed that the FDR was relatively well-controlled, so the associa-

tions we found can be considered relatively reliable, but the stimula-

tion also showed that sensitivity was low, so that it is likely that we

missed an unknown proportion of associations. Hence, more subtle

connections that may have been more specific to a diagnosis may

have been missed.

While the field of psychiatry has traditionally relied on diagnostic

categories, dating back to clinical observations made in the late 19th

century, there has been increasing recognition for new methods of

classification, such as theoretical constructs derived from neurosci-

ence research (Insel et al., 2010). The framework illustrated here is an

atheoretical, purely data-driven approach that, lacking constraining

assumptions (within the subnetwork parcellation we chose to test),

has the potential to provide new insights into brain and behavior cor-

relations. Though it is difficult to detect associations with relatively

few subjects compared to network size and number of clinical charac-

teristics, this work provides a way to identify subnetworks that are

predictive given clinical characteristics of interest.

Future extensions of this work may involve making valid statisti-

cal inferences on parameters and predictions. In addition, changing

the graph estimation procedure or voxel level summary could

influence the ability to predict connectivity. These extensions may

provide further insight into the relationship between functional

brain connectivity and behavioral phenotypes, relevant for

psychopathology.
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