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We illyestigated whether the accuracy of grammatical morphemes in second language (L2) learners’
writing 1 ith usage-based distributional factors. Specifically, we examined whether the accuracy of

L2 Engli%l morphemes is associated with the availability (i.e., token frequency) and contingency
(i.e., token efuenci relative to other forms with the same lemma) of the inflected word form as well as the

for this article was Scott Crossley.

formulaicity ot the d@ntext in which it occurs (i.e., predictability of the form given the surrounding words). Data
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drawn from a large-scale learner corpus indicated that contingency is a robust predictor of morpheme accuracy,
thereby supporting the usage-based view that language learners are sensitive to distributional properties in their
input. Furthermore, the relationship of contingency with accuracy does not necessarily lessen when learners’

proﬁcieWary to previous research investigating online processing, we did not identify in our study
availability ormulaicity as predictors of accuracy of morpheme production in writing.

< ords usage-based theories; contingency; grammatical morpheme; learner corpus

<A>ﬂltsoaucti0n

<TXT>‘ ’

The agfui of grammatical morphology by second language (L.2) learners is slow, gradual, and
sometimes ificofplete. Second language acquisition (SLA) research has shown that:

acquisition order derfionstrated (e.g., Dulay & Burt, 1973, 1974).

1.Sojmes are acquired earlier than others as, for example, the classic studies of morpheme

orpheme, some forms are acquired earlier than others depending on the lemmas the
morpheme i§fattached to, as, for instance, investigations of the aspect hypothesis demonstrated (e.g., Andersen
& Shirai, 1

3. Acqu akes place incrementally over several years of usage, if at all. Jia and Fuse (2007)
demonstrat children in an English as a second language (L2) environment, the acquisition of a
morpheme such as the third-person singular present-tense -s can take five years or more to go from zero to 80%

provisio contexts, in spoken production. At the extreme, many adult L2 learners will never
acquire total coi f L2 morphology, even after tens of years of English immersion (e.g., in spoken
productio; n & Newport, 1989; Schmidt, 1984).

Grammatical morphemes are ubiquitous across first language (L1) usage: Each day provides tens to
thousands of receptive experiences of functional morphemes, and tens to thousands of contexts requiring their

productive 1&. Yet L2 provision is variable.

of factors have been discussed in relation to this variability in L2 morpheme acquisition:
D oléischneider and DeKeyser (2001) on perceptual salience, semantic complexity,
al regularity, syntactic category, and frequency; Murakami and Alexopoulou (2016) for a

large—scrpus investigation of L1 to L2 transfer effects; N. C. Ellis and Sagarra (2011) on blocking

and learned @ttention; Cintrén-Valentin and Ellis (2016) on salience, attention, modality, and form-focused
instructi Ellis (2018) on implicit and explicit learning. Indeed, in 2015 a whole special issue was
dedicate«Wg morpheme-order related phenomena from a wide range of different theoretical
perspectives; see, for example, Hulstijn (2015), Hulstijn, Ellis, & Eskildsen (2015), and O’Grady (2015).

In our study, ;e focused on patterns of language experience as they might affect within-morpheme

developmen cted forms. We took the perspective of usage-based theories that hold that distributional
properties in t affect the ease of processing, order of acquisition, and accuracy of use of linguistic
constru the system is learned incrementally, and that regularities/generalization/productivity emerge

from the co
Hopper, 2001; N. C.

xperiences of usage (e.g., Beckner et al., 2009; Bod, Hay, & Jannedy, 2003; Bybee &
1lis, 2002; Goldberg, 2006; MacWhinney & O’Grady, 2015; Robinson & Ellis, 2008).
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The following three interrelated distributional properties have been implicated in usage-based learning:
availability, contingency, and formulaicity.

<A>and Literature

<aaanidy

I
<TXT>s
AVE‘ abih, is concerned with how often learners experience a particular form in their input. If the

word wante frequent than the word graduated, one might expect that learners typically would use past

tense -ed in yugnt, ore accurately than in graduated. Availability has been widely demonstrated to impact
processing, m, and use in both L1 (e.g., Ambridge, Kidd, Rowland, & Theakston, 2015) and L2 (e.g.,
N. C. Ellis ; NPC. Ellis, Romer, & O’Donnell, 2016). In L1 acquisition, high token frequency surface
forms are p: rlier and more accurately in those forms compared to production in other forms and
compared to productlon of other words that are inflected in lower token frequency forms (Aguado-Orea, 2004;
Braine et al.} >Tinley, 2018; Marchman, 1997). The fact that the frequency of word lemmas plays a lesser
role in the a ieval of inflected word-forms compared to the token frequency of an inflected word-form
itself has bes key evidence in the development of emergentist theories of language acquisition that posit chunk-
based learni sage, construction grammar, and linguistic structure as processing history.

<B>C0@cy

<TX

i§ essentially a probabilistic association between cue and outcome. In the context of
morpheme development, a cue can be the lemma of an inflected form with its corresponding outcome the
inflected form. One measure of such an association is reliability, which is a conditional probability of an
inflected fons iiven its lemma. For example, the frequency of the inflected form arrived in the Corpus of
Contemporary American English (COCA; Davies, 2008-) is 56,456 and the total frequency of the lemma arrive
_ the reliability of arrived is .57 (56,456 / 99,836). This means that when the lemma arrive
over half the time) used to indicate events in the past. This in turn suggests that the
cly to be fairly strongly associated with past tense, and may, thus, be processed more easily

lemma arrive

in past tens ®Psychological research into animal and human learning alike has demonstrated profound
and omniprd§ent impacts of contingency in the learning of cue-outcome associations (Shanks, 1995). Reliability
has been uence language change (Bybee, 1985) as well as accuracy and error patterns in L1 (N. C.
wémer, 2014; Hay, 2001; Matthews & Theakston, 2006; Tatsumi et al., 2018) and L2
processing isition (N. C. Ellis et al., 2014; Sugaya & Shirai, 2009).

arning is central to the competition model, a psycholinguistic theory of language

acquisition and sentegce processing (MacWhinney, 1987; MacWhinney & Bates, 1989), as well as to other

psycholinguists@itodels of construction learning such as the rational learning of form-function contingencies
(N.C.E "@ ). The competition model focuses on the various morphological, syntactic, and semantic
linguistic cues comgained in a sentence—for example, case marking, word order, and semantic characteristics

such as animacy—that people use to interpret the meaning of that sentence. Each cue is probabilistically
associated with a particular interpretation, and the cue-weights combine to allow learners to choose the
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interpretation with the highest likelihood. Learners, particularly those in naturalistic learning contexts, assign
cue-weights inductively over their history of experience and usage. Cue-weights differ between languages
because different languages use different cues to signal meanings. Thus, L2 learners must learn which cues are
importanW\guages. To do this, they begin with cues that are more available in the input and/or those
that they are®most attuned to from their L1 (MacWhinney, 2008), after which they come to rely upon cues that
are more reli@ble i¥heir interpretations. Cues that are rare and unreliable are learned late and are relatively
weaker, eve 8 (MacWhinney, 1997).

<TXT>O

efers to the extent to which a given word sequence is a fixed, prefabricated, or memorized
ve demonstrated that more formulaic language is processed faster and acquired earlier
guage both in L1 (e.g., Bannard & Matthews, 2008; Tremblay, Derwing, Libben, &

in L2 (for review, see Siyanova-Chanturia & Pellicer-Sanchez, 2018). Formulaicity is
typically operationalfzed via either frequency or association strength. Using frequency alone, however, can be

problematic is, 2012). The expression a lot of Americans, for instance, is frequent as a 4-gram (i.e., a
sequence of s). This, however, is possibly only because the first trigram (i.e., a lot of) is frequent and
not necessailly because there is an inherent association between a /ot of and Americans. Because a lot of co-
occurs with ber of plural nouns, one needs to examine the probability of observing Americans given
that the precgdi text is a lot of in order to properly capture the formulaicity of the phrase. One way to
achieve thisfgoa using unidirectional association measures such as AP (N. C. Ellis, 2006; Gries, 2013).
Originally prépo Allan (1980), AP is a directional contingency metric quantifying the strength between a
cue and L Gries (2013) extended the use of the metric to collocation research and showed that,

unlike tra collocational measures, AP captures directionality in collocation (e.g., the probability that the
preceding word | iven the current word course is much higher than the probability that the following word
the current word of). The measure can also be applied to multiword expressions to quantify the
directional association between the surrounding words and the target inflected word (see Dunn, 2018, for a
variety of AP-based indices of formulaicity in multiword expressions; see Siyanova-Chanturia & Spina, 2020

for a recent Sample in L2 writing research).

ontexts as well as slot-and-frame patterns (Braine, 1976) or frames (Mintz, 2003) can
nature of the slot-filler (e.g., the context once upon a __ highly predicts the word time; the

ghly predicts nouns; the frame to it highly predicts verbs, etc.). Such distributional
tent in the acquisition of both the grammatical and the semantic properties of the slot-filler
(Elman, 1990; Redington, Chater, & Finch, 1998). Mintz, Wang, and Li (2014) compared training situations in

which an artificial language occurred in frames (i.e., surrounded by two words that frequently
co-occur) against sitgations in which target words occurred in simpler bigram contexts (i.e., where an
immediaMword provides the context for categorization). They found that learners categorized words
together wh ds occurred in similar frame contexts but not when the words occurred in similar bigram
contexts. In a study dff L1 English-speaking 2.5-year-olds, Childers and Tomasello (2001) found that a nonce
verb was be red for subsequent creative use in a transitive utterance when the nonce word was

ns than when it was surrounded by proper nouns or names, suggesting that children’s
may start out with pronouns in preverbal/postverbal positions (i.e., pronoun V pronoun) rather
eral. In these ways, formulaic frames might positively promote the processing and

surrounded by
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<B>Previous Research on Availability, Contingency, and Formulaicity

Using Elicited Imitation Tests

<TXT>

Guo and Ellis 12021 ) performed two experiments investigating the effects of availability, contingency,
and formulagcity on the suppliance of accurate morphemes in an aural to written elicited imitation task (EIT).
Speciﬁcally%leamers of English were asked to listen to sentences containing grammatical morphemes

and to type asgnuch as they could remember of the sentence that they had heard. Targeting past tense -ed,
progressive fing, thind person -s, and plural -s, Guo and Ellis investigated whether the three distributional factors

calculated b: OCA were positively associated with correct suppliance of the morphemes. In both
experiments:

1.the reddighly significant effects of reliability (i.e., contingency) on the accuracy of provision
(particularly, -s, third-person present-tense -s, and progressive -ing);

2.word= equency had smaller but significant effects particularly on plural -s and third-person

present-tense -s;

3. there were no effects of lemma frequency;

4. ef@f reliability (but not frequency) were greater at lower

ciency; and

5.Expgii also demonstrated phrase-superiority effects whereby higher frequency 4-word strings
ithmincreased accuracy of production of the morphemes embedded therein.

Whereas this study was certainly informative, its experimental nature nevertheless limited its scope for
the numberif learners and words targeted. Also, the highly controlled contexts of the morpheme occurrences
and the use imitation as a language processing task afforded experimental validity through controlled
decontextualig@d@¥aRguage perception and repetition at the expense of ecological validity in situations of rich,
meaningful, @ naturalistic communication.

Our stefore, aimed to complement and extend the investigations of Guo and Ellis (2021) by
drawing dat@{from a large-scale learner corpus of L2 writing. The analysis of a large-scale corpus allowed us to
target a r and range of words and learners, leading to a study with a larger scope and a more fine-
grained pictle of tlll'effects of relevant factors than those of the Guo and Ellis study. The difference between

EIT and wrifing, however, warranted attention. In the following section, we discuss how specifically they differ
and how th s might impact the association between distributional factors and morpheme accuracy.

<B>Automatie Versus Controlled Language Processing
<TX”1<
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Frequency effects are more often evidenced in automatic online language processing rather than in more
considered production tasks where there is more time for conscious creation and editing. EIT involves subjects’
listening to a single sentence out of context and then their repeating that sentence verbatim in all of its parts as
accurate ibl® Unlike written composition (i.e., with content generated by the learner), it requires fluent
online p%lving implicit or automatized processing. In designing and validating a battery of
parately tap implicit and explicit learning, R. Ellis (2005) reported factor analyses of
aiters where elicited imitation, oral narration, and timed grammaticality judgment tests
loaded on Implicit Knowledge whereas metalinguistic knowledge tests and untimed grammaticality judgment
tests load8d BHERPHCit Knowledge. Subsequent construct validation studies have provided confirmatory
empirical sugport for the oral EIT as a measure of implicit linguistic knowledge (Bowles, 2011; Erlam, 2006; R.

Ellis, Loewen rlam, 2006; Spada, Shiu, & Tomita, 2015), or at least of automatized explicit knowledge

W 2015). Implicit, as well as automatized processing takes place automatically, ballistically,

and uncons s on the system of linguistic representations that have been tuned by prior usage.
Guo 2021) understood the effects of availability, contingency, and formulaicity upon accuracy
of morphe dugfion in the EIT task as follows. The perception and comprehension encoding stages involve

three parts: (a) taking word-forms into an auditory/lexical buffer, (b) linking lexical items syntactically, and (c)
constructing a mearMmgful interpretation of the sentence. Psycholinguistic research has demonstrated a variety of
frequency e indfie perception and processing of words, morphemes, multiword chunks, and syntactic
constructions, and likewise here too the recognition and preservation of the correct form of target words in EIT
is influencedPy the forces of availability, contingency, and formulaicity. Models of L1 auditory sentence
processing nk-and-pass processing (Christiansen & Chater, 2016) suggest that the language system
rapidly integrates all available incoming information, interactively satisfying multiple probabilistic constraints
to update the current interpretation of what has been said so far. Relevant cues include
ation about lexical and structural biases as well as extra-sentential cues from the

. As the incoming auditory information is chunked, it is rapidly integrated with prior

ize words and morphemes that are in turn chunked into larger multiword units.

1cation of incoming units is influenced by the sequential probabilities of what has been

next word in a well-entrenched word sequence is more easily identified as is an incoming
morpheme that is highly predicted in its context. In parsing and interpreting the target morphemes, there are
influences of syntactic integrity, for example, auxiliary [be] impacting particularly progressive -ing and
influences oh\al support that could impact the encoding of the past -ed. The encoding of third person
present -s and plural -s on subjects is also under the influence of syntactic integrity, although in English,
agreement
2008). The

port provision of its component morphemes whether they are analyzed or not (Arnon & Clark.

2011). T, emand for immediacy and automaticity of production, the greater the likely impact of
these factor

Writ sition has much more scope for variability of processing than does spoken EIT even with
a written productionfgomponent. At one extreme, as in texting, a relevant process analysis might look quite like
that for speaki , Levelt, 1989)—something fast, skilled, and automatic that builds upon highly specialized

to performing specific subroutines such as retrieving appropriate words, generating
structure, computing the phonological target shape of syllables, words, phrases and whole
ating and executing articulatory programs. At this extreme, one might expect probabilistic
effects to be at rongest. Formulaic language is more common in speech than in writing (Erman &
Warren, 2000), and the observation that memorized clauses and clause-sequences form a high proportion of the
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fluent stretches of speech heard in everyday conversation led Pawley and Syder (1983) to propose that it is this
use of memorized language that underpins fluency. However, most writing is far less mundane than texting, and
at the other extreme, writing can look more like this current article, the result of numerous edits, reworkings,

and COHSWS.

On thg writing is considerably slower than speech, and it involves much more conscious analysis
and attentiof aplex aspects of writing during decision making; problem-solving behaviors involving
heuristic sea andwell-differentiated control strategies” (Cumming, 1989, p. 81). These conscious
strateglel)\_ distributional norms that are offered up from the automatized/implicit system. Editing
disrupts Wh;ls first offered up to consciousness by the implicit systems, then rearranges and builds upon what
is on the pa; o find new and interesting ways of better expressing ideas. There is immense scope for
creativity in®where, and at what levels of grain, to follow the norms and where to exploit them (Hanks

2013).

Ellis (2009){gx learners of English as a L2 with respect to their performance on two measures thought to
tap into impli wledge (an EIT and a timed grammaticality judgment test) and two measures considered to
tap more int knowledge (an untimed grammaticality judgment test and a multilinguistic knowledge
test), and the relation§hip of these scores with those obtained on the different sections of the International

Psycmnvestigations confirm that writing is more associated with explicit processing. Elder and
kn

English Language Testing System test and showed that implicit knowledge correlated more strongly with the

oral skills ( d listening) and explicit knowledge correlated more strongly with the written skills
(writing andgeading).

Autozaatieitygiiclies upon memorized structures and habits; consciousness affords novelty (N. C. Ellis,
2015). Thesg comsidétations make clear some important differences between EIT and writing composition that

potentially

eir reliance upon formulaic knowledge and sequential distributional norms. Our study,
therefor shed light on the potential differences between EIT and writing composition for the
associatio n distributional factors and morpheme accuracy.

<A> nt Study
<TXT>!

The dy addressed the following research questions:

1.Do ers supply English grammatical morphemes in their obligatory contexts more frequently in
more freque iable words as well as in the contexts with higher APs?

2. a whaf extent do the distributional factors of Research
Questi mpteract with learners’ L2 proficiency and/or longitudinal
develo

uestion 1 was directly concerned with a conceptual replication of Guo and Ellis (2021). We
examined whe difference in tasks (i.e., EITs involving real-time aural perception and written production

in a controlled environment vs., here, morpheme provision in more consciously considered and meaningful free-
writing tasks) and scope (here including tens of thousands of participants ranging widely in proficiency, age,
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language background, geography, and other demographics) yielded any difference in the relationship between
distributional factors and the accuracy of morpheme use. Research Question 2 was more exploratory in its
investigation of interactions whereby learners may, for instance, be more sensitive to distributional factors when
their prow, whereas morpheme use might be more robust against lower availability, contingency,
and formula¥eity for high-proficiency learners.

<A>M

We e primary data for our study from the EF-Cambridge Open Language Database
(EFCAMDAT; Geertzen, Alexopoulou, & Korhonen, 2014), a partially error-tagged large-scale longitudinal
. rpus includes writings submitted to Englishtown, an online school formerly run by EF
Education First.” Thélcourse in Englishtown consisted of 16 levels, each of which included six or eight units
depending on the subcorpus. In each unit, students were asked to respond to a prompt in a free writing task;

these respo@tute EFCAMDAT. The topics of writing varied widely from self-introduction to letter

writing to ai entative writing (see Alexopoulou, Michel, Murakami, & Meurers, 2017; Michel, Murakami,

Alexopoulou, eurers, 2019). The corpus currently includes approximately 147 million words in 1.2 million
writings by
online schod

O0Carners from a wide range of nationality groups. Because the writings were submitted to an
i 9 sible to track the development of individual learners. Furthermore, approximately two-

thirds of the os (782,648 writings; 66%) come with teacher corrections that we used as error annotation to
calculat ccuracy.’ In this study, we used only the error-annotated portion of the corpus.

<C>T, orphemes

<TXT>

accuracy ac ¢ morphemes. We examined only omission (e.g., the lack of plural -s) and misformation
errors (e ird person -s when past tense -ed was required). We did not analyze overgeneralization
errors (e.g., suppliange of plural -s when a singular noun was required) because we hypothesized that the
directionH of availability, contingency, and formulaicity would differ between omission and
misformati the one hand and overgeneralization errors on the other. We expected the three factors to
decrease omission as misformation errors because their high values presumably lead to accurate uses of the

e would have expected overgeneralization errors to increase, however, because their high
d to unnecessary uses of the target morphemes.

target morp!
values presuma

ed included only regular past tense forms and not irregular ones (e.g., went). We identified
ular forms in a bottom-up manner by consulting the COCA. We have reported the
detailed procedure in Appendix S1 in the online Supporting Information. We did not target other uses of -ed
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such as those as past participles in perfect aspect. Progressive -ing included the be + -ing form but did not
include be going to or gerunds. Third person -s excluded irregular forms (i.e., be, have, and do). Plural -s did not
include irregular forms (e.g., children), which we also identified in a bottom-up manner through the COCA. It

excludeWg., others) as well.

<C>Da@ﬁon

<TX’P>_

iting included punctuation, capitalization, or space-related errors, we replaced the original
e corresponding teacher-corrected portion insofar as these errors were concerned because
the first two ¢ ipes have been demonstrated to lower the accuracy of automated analysis (Huang,

Murakami

tagging due, ance, to inaccurate tokenization (e.g., two words concatenated without a space). Spelling
errors often mparsing errors as well, but we retained these spelling errors uncorrected because the
correction of gramm@tical morphemes is occasionally coded as spelling errors in EFCAMDAT. We then
annotated t (i.e., learner-written) and corrected (i.e., teacher-corrected) versions of each writing with

part-of-spee
ambiguities
colours vs.

TreeTagger (Schmid, 1994) with the provided English model in order to solve

.g., plural -s vs. third person -s).* We standardized spelling variations (e.g., realised vs. realized,
or to identifying errors and accurate uses.”

We
target morp!
was used in both th

ipt in the R software (R Core Team, 2020) to identify the errors and accurate uses of the
matically. We counted the lack of a morpheme as an error only when the same lemma

e original form and the corrected form. If, for instance, the clause / make a party was
correcte am having a party, we did not count this as an error of progressive -ing because the lemmas
differed (i.e., ma have). We did not count spelling errors (e.g., partys instead of parties) as morpheme
errors, ej ave provided the detailed procedure for identifying errors, accurate uses, and irregular forms,
as well on of the identification accuracy of errors and accurate uses, in Appendix S1 in the online
Supporting Information.

<C>Sub&g-

<TXT>

One !sue with the original EFCAMDAT data is that a single topic ID was often assigned to writings that
were wri ififerent topics, making it difficult to control for topic effects. As part of an endeavor to clean

up EFCAMBAT, Shiéitz (2020) estimated the correct topics of writings in EFCAMDAT, and we used the topic
IDs in Shat rather than the original IDs in accounting for topic effects. Accordingly, we targeted only
the writings ics were estimated in Shatz (2020), which included writings from 11 nationality groups

spanning the Al to G levels (i.e., 15 Englishtown levels in total) in the Common European Framework of
Reference ( > Council of Europe, 2001).

, for the sake of reliability, we targeted only words with a minimum of five occurrences in
each of th evels Al through Cl in the analysis of the three verbal morphemes. According to EF
Education First, theffrst three levels of Englishtown correspond to Al in CEFR, the second three levels to A2,
and so forth (Geertzen et al., 2014). We followed this alignment in the assignment of CEFR levels to each
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writing. For plural -s, however, we employed different criteria to reduce its otherwise unmanageably large data
size. Specifically, we targeted only the learners who contributed 20 or more writings with at least one error or
accurate use of plural -s, and among them, we included the word forms with a minimum of 20 occurrences
(across W of learners who contributed 20 or more writings) at each of the CEFR levels A1 through
C1 in the an2lysis. After the application of the above criteria, we further excluded several word forms manually
t used as target morphemes (e.g., according as progressive -ing). Table 1 shows the
arners, writings, words, and obligatory contexts for each morpheme. The distribution of
the nationality groups was skewed, with Brazilian learners occupying 43% to 48% of observations for each of
the morpHeTESOMBWed by Chinese, Mexican, and German learners each contributing 6% to 13% for each
morpheme. ge have Frovided the full lists of words targeted for each morpheme in Appendix S1 in the online
Supporting Informaftion.

<COM e Table 1 near here>

<C>Dism7nal Factors
<TXT>:

We c!mputed availability, contingency, and formulaicity based on the COCA version released in March
2020 (Davi that has been used in previous research as a first approximation of L2 learners’ input (e.g.,
Monteiro, Cr Kyle, 2020; Wolter & Yamashita, 2018). We operationalized availability as the surface-
form frequeficy inflected word tagged as a verb (in the case of past tense -ed, progressive -ing, and third
person -s) O in the case of plural -5.* Word forms such as used, getting, says, and years were among

s that we targeted in this study, and those like requested, raining, prefers, and

re among the low frequency items. We operationalized contingency as reliability that we
calculated by div surface-form frequency (i.e., availability) by the frequency of the corresponding lemma
part of speech (i.e., verb or noun). High reliability forms included decided, trying, depends, and
inhabita ow reliability forms included liked, having, sees, and worlds.

We mgasured formulaicity as AP at the level of individual obligatory contexts of each morpheme.
Speciﬁcallhﬁed trigrams to 5-grams (i.e., sequences of three to five words) including the target
inflected form_inthe corrected writing, calculated AP in each sequence, and considered the highest standardized
value as the ormulaicity of the context. The calculation of AP is [p(outcome | cue)] — [p(outcome | —
cue)], that isgghe pr@bability of the outcome given a cue minus the probability of the outcome without the cue.
In our case, a cue was the words surrounding the target inflected word in the corrected writing, and an outcome
was the inflgeted word. Appendix S2 in the online Supporting Information provides an example of the specific
calculati values can vary from +1 to —1, with larger values indicating stronger association and
negative valIes indiiting inverse association (i.e., the presence of a cue predicts the absence of the outcome).

We i i he target context in a moving-window manner as illustrated with an example in Table 2.
In this example, the @ontext around the target inflected word (kinds) was can deal with all kinds of people and i.
From the co extracted all the trigrams, 4-grams, and 5-grams that included the target form and

calculated AP in €
the cue.

sequence, with the inflected form as the outcome and all the other surrounding words as
dentified the largest AP value in each n-gram (underlined in the AP column in Table 2).
Howeve lues were not comparable because their absolute values and variance differed across trigrams
to 5-grams. We, ore, log-transformed those largest AP values so that their distributions more closely
approached a normal disribution’ and then standardized them to a mean of 0 and a standard deviation of 1 within
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each of trigrams, 4-grams, and 5-grams. The largest standardized log-transformed AP value (underlined in the
rightmost column in the table) was the value that we considered to represent the formulaicity of the particular
context.

<COMP; ce Table 2 near here>

In th ion of formulaic sequences, we considered the segment that did not include any alphabet,
digit, or the boundary that a sequence could not cross. If, for example, the target inflected word
occurredHr': efore a punctuation mark (e.g., rarely go on business trips.), we identified only one trigram (on
business tri gram (go on business trips), and one 5-gram (rarely go on business trips). Also, we
uncontracted gontractions (e.g., ’m —> am) and replaced all sequences of digits (numbers) by the nonword
NUM becauge formullaicity is presumably generally stable across the values of numbers (e.g., 10 years ago vs.
20 years ag ces with high AP included since i graduated from college, and time is running out,

practice mm, and ladies and gentlemen, and those with low AP included wanted a lot of, going is not,

says do not.[@andln the vears of.

<B>Dat3ysis

<TXT>

In ea me, we fit a Bayesian mixed-effects binary logistic regression model to predict accurate
SWrhich were the reference level. Bayesian models were suited for our analysis because the
w s was not particularly large and Bayesian analyses with weakly informative priors allowed
ably#eStimate the parameters of interest (see Gudmestad, House, & Geeslin, 2013, for similar
rch). More generally, in comparison to frequentist analyses, Bayesian methods yield (a)
more reliable ter estimates in complex statistical models such as the ones used in our study, (b) the full
posterior distgi hat is more informative than point estimates, and (c) more intuitive uncertainty metrics
(Krusch bert, 2018; McElreath, 2020; see also Norouzian, de Miranda, & Plonsky, 2018). Fixed-
effects variables included learners’ proficiency that we operationalized as their mean Englishtown Level,
learners’ writing number representing longitudinal development in an ordinal manner (e.g., 1 for the first
writing, 2 fogthe second writing), L1 type indicating whether an equivalent feature to the target morpheme was
obligatory in the language predominantly spoken in the country or region of the learner’s nationality (see Table
3), frequenc ity, AP, and the two-way interactions among the parameters mentioned above. We did not
include hig teractions or nonlinear terms to avoid excessive complexity of the model (but see
Murakami, 2016¥*We used the treatment contrast to code L1 type with the ABSENT group as the reference

group. We | rmed frequency because the log-transformed values would more likely to result in a linear
relationship@etween frequency and logit-transformed accuracy (i.e., its effects were assumed to be

multipli . en standardized all the fixed-effects variables except L1 type to a mean of 0 and a standard
deviatio

<COMP: Plage Table 3 near here>

-effects structure, the grouping variables included learners, their nationalities, inflected
iting, and the interaction between inflected forms and topics of writing. We included the
tion to account for the influence of prompts and example writings on specific inflected forms.
e higher accuracy of an inflected form, for instance, if the same form occurred in the task

form-topi
We expected to fin
prompt. In addition to random intercepts, we included the following random slopes: (a) by-learner random
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slopes for writing number, frequency, reliability, and AP, (b) by-nationality random slopes for the mean
Englishtown level, writing number, frequency, reliability, and AP, (c) by-inflected-form random slopes for the
mean Englishtown level, writing number, and AP, and (d) by-topic random slopes for L1 type and the same set
of prediWis random-effects structure was close to the maximal model (Barr, Levy, Scheepers, &
Tily, 2013),%xcept that we did not include the interaction terms as random slopes. We did not perform variable
selection du any problems associated with this procedure (e.g., Harrell, 2015).

Larg the recommendations offered by the Stan Development Team (2020), we used the
followingiwealkiymimfor mative prior distributions: normal distribution with the standard deviation of 2 for the
intercept, ¢ gtribution with three degrees of freedom for fixed-effects slope and contrast parameters, half-
normal dis th the standard deviation of 1 for the random-effects standard deviation, and the
Lewandows uregkicka-Joe (LKJ) distribution with the prior parameter value of 1 (i.e., flat prior bounded
between —1 @d +1) 40r the random-effects correlations. The priors, thus, regularized the intercept, slopes, and
random-effect: dard deviations towards 0, penalizing extreme values and potentially allowing more reliable
parameter e espite the complexity of the model. We derived the posterior distributions based on

Hamiltonia; t rlo with four Markov chains with 5,000 iterations each, including 1,000 warmup
iterations. Appendix S3 in the online Supporting Information presents the prior predictive checks (Schad,
Betancourt, h, 2021). We fit the models with brms (Biirkner, 2017), a front-end R package of Stan
(Carpenter ). For the sake of transparency, we have made available the R code used for the
preprocessing of corpora, data retrieval, and data analysis, together with the data used for modeling (Murakami

& Ellis, 20 (www.iris-database.org) and OSF (https://osf.io/ba8mfl).

<A>Re

<B> e Figures

<TX

Figure 1 shows the accuracy of each morpheme across the mean Englishtown levels, writing number, L1
type, frequeﬁi, reliability, and AP values. The mean Englishtown level appeared to be largely positively
correlated cy, but the relationship was less clear in writing number and L1 type. Frequency looked to
be positivel y£® ed with accuracy for progressive -ing, third person -s, and plural -s but not for past tense -
ed. Reliabil & uracy were positively associated for all the morphemes except for progressive -ing. AP
was positivel Y68
for the other,

ated with accuracy for progressive -ing and third person -s, but the relationship was unclear
hemes. These observations based on the figure, however, were somewhat impressionistic
and also ignQred various sources of variability (e.g., individual variation). Statistical modeling allowed us to
e the relationships between our predictors and morpheme accuracy.

<COME e Figure 1 near here>
<B>Results of Statistical Modeling

<TXT>
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All the models converged reasonably well (all R values < 1.05). Appendix S4 in the online Supporting
Information presents trace plots, posterior predictive checks, and a sensitivity analysis. Appendix S5 in the
online Supporting Information presents the numerical summary of each parameter in each model as well as the
histograrWe posterior distribution of each fixed-effects parameter. Figure 2 demonstrates the
posterior mean and the 95% credible interval of each fixed-effects parameter for each morpheme. As we
expected, W gther predictors were at their mean values or the reference level, the mean Englishtown level
(i.e., proficid 8 positively associated with accuracy for each morpheme. Writing number was also
positively correlated with accuracy, although the 95% credible intervals excluded 0 only for past tense -ed and
for progHssmiimilarly, for L1 type, 95% credible intervals excluded 0 only for plural -s, where the
PRESENT outperformed the ABSENT group. The lack of clear evidence for L1 influence might seem
surprising given it§ pervasive impact documented in the literature (e.g., Jarvis & Pavlenko, 2007). The finding,
urakami (2014), who did not identify a clear effect of L1 on third person -s or progressive
1 influence on plural -s in an earlier version of EFCAMDAT. The results were also partly
consistent wit kami and Alexopoulou (2016), who found that L1 hardly influenced the accuracy of third
person -s altffough itxerted a stronger effect on plural -s in the Cambridge Learner Corpus (Nicholls, 2003).*

The 95% credible intervals of the frequency parameter only excluded 0 for progressive -ing, suggesting
that the effects of toRen frequency could not be reliably identified in our data. Reliability, however, was
consistently positi correlated with accuracy for all the morphemes. When the other predictors took their

mean values or the reference level, the increase of one standard deviation of reliability was associated with an
accuracy ingtease of 0.5% for progressive -ing to 5.5% for third person -s. Although these accuracy increases
may seem s were still substantial given that overall accuracy approached ceiling (see Figure 1). As
was the case for frequency, AP was not strongly associated with accuracy, except for past tense -ed where it was
negatively c@rT with accuracy.

Turning to Mteraction terms, we observed that most of the 95% credible intervals included 0, which
ship between morpheme accuracy and our predictor variables did not necessarily differ

r predictors included in the model. When we analyzed our focal variables (i.e., frequency,
e only parameters for which 95% credible intervals did not include 0 were the interaction
of the m ishtewn level and frequency for third person -s, the interaction of writing number and
frequency for third person -s, and the interaction of writing number and AP for progressive -ing. Notice that all
the interactigns involved the mean Englishtown level or writing number on the one hand and one of the

distributional§factors on the other. The question was whether these interactions were strong enough to drive the
association between the distributional factors and accuracy to a meaningful level depending on the mean

Englishto
level and
distributional 12
interactions

writing numbers without extrapolation (i.e., within the range of the mean Englishtown
@ber observed in this study). To check this, we examined the posterior distribution of the
ots across the mean Englishtown levels or writing numbers more closely. With respect to the
number and frequency for third person -s and of writing number and AP for progressive -
ing, the 95%kgredible intervals of the posterior distribution of the distributional factors (i.e., frequency and AP)
only exclude er_112 writings (for a single learner) for the interaction of writing number and frequency for
third per“ﬁi writings for the interaction of writing number and AP for progressive -ing. We did not

concern our ith these two interaction terms because only a small number of learners in our data
contributed 112/11 itings (i.e., four learners in the interaction of writing number and frequency for third
person -s an rners in the interaction of writing number and AP for progressive -ing). The interaction of
the mean English level and frequency for third person -s, however, deserved our attention. The 95%

of the posterior distribution of frequency came to exclude 0 at Level 8 Unit 7 (CEFR B1) or
glishtown (see Figure 3). In other words, the frequency of the inflected form of third person -

s was positively iated with accuracy from intermediate proficiency levels onward.
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<COMP: Place Figure 2 near here>

<COWe Figure 3 near here>

<A>DiQ

H I
<TXT> S

In th@tudy, we investigated whether L2 learners tend to use grammatical morphemes more
accurately wi inflected form is more available and reliable as well as when it occurs in a more formulaic

context. Ourgfor alyses of learners’ free written production data demonstrated that reliability, or the
contingenc ecathe inflected form and the lemma, was consistently positively associated with higher
accuracy for e four target grammatical morphemes (i.e., past tense -ed, progressive -ing, third person -
s, plural -s). Howevah, we could not identify a clear association between frequency and accuracy, except for
progressive mi ss proficiency levels) and for third person -s (intermediate- to high-proficiency levels).
Nor did we de nsistent pattern between formulaicity and accuracy.

Som these findings replicate those of Guo and Ellis (2021), who investigated these effects in an EIT;

some do not. Our discussion will therefore be structured as follows. We analyze how the language processing
requiremen itten production might be affected or not by contingency, availability, and formulaicity.
Because corlgin s by far the most potent variable in our study, we relate it to work on the aspect
hypothesis buf'alsG"€mphasize that it happens with all of the morphemes investigated here, including plural -s.
We spec ight be a more general phenomenon that reflects the semantic and functional motivations
of cognitive We then discuss interactions with learner proficiency. Finally, we consider the
advantages imitations of large-scale learner corpus investigations such as our study.

<B>Pervasive Effects of Contingency

L

<TXT>

In ou! gher contingency between the inflected form and the lemma is consistently positively
associated with higher accuracy of morpheme provision in students’ writing. This finding is consistent with
ed 1n the previous literature on usage-based theories that have repeatedly demonstrated the
tingency in language acquisition, processing, and use (e.g., N. C. Ellis et al., 2014;
Matthews &glheaksten, 2006). It suggests that the lemma, which arguably reflects the semantic meaning of the
target WOH as a cue for its inflected forms and that L2 learners use such contingency in processing

inflectional S.
Cont cue-outcome mapping is a driving force of all associative learning, human and animal

t the field in which it is studied has become known as contingency learning (Shanks,

y of association is similarly key in cognitive-linguistic, corpus-based, and statistical models
ure like collostructional analysis (Stefanowitsch & Gries, 2003; Gries & Stefanowitsch, 2004).
Cognitive lingu1 eories of construction grammar focus on lexical, morphological, and syntactic forms as
form-function pairings (Goldberg, 1995, 2006; Trousdale & Hoffmann, 2013). Collostructional analysis focuses
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more on form-form reliability in measuring the degree of attraction or repulsion that words exhibit to
constructions. These measures of association have been found to be better predictors of interpretation than have
been measures of availability (N. C. Ellis et al., 2016; Gries & Ellis, 2015; Gries, 2015).

V\Mwiy described how, in L1 acquisition, the relative frequency of different forms of the same

3 d to predict the usage and error patterns in morpheme acquisition (Bybee, 1985; Hay, 2001;
On, 2006). There is parallel L2 research showing the importance of contingency in
production. SHgavaa irai (2009) described the case study of a native Russian speaker learning Japanese
over the Eoulsemafl@imonths. They found that verbs that are more consistently conjugated in a certain common
form compali€d to other possible forms, such as siru “come to know” with the imperfective aspect morpheme -
te-i-(ru), whed exclusively in the common form early in the learning trajectory, although this
preferential ot observed for verbs that do not have a common form. In a recent study on Japanese L1

acquisition, bridge, and Pine (2018) investigated 3- to 5-year-olds’ productive use of different

forms (simple ense vs. completive past tense) of verbs in a primed elicited production paradigm in which
the children @€s actions in line-drawings after hearing the experimenter describing the previous drawing
using a ver ‘e uficommon completive past-tense form. It was found that the children’s choice between the

simple and completive forms for each verb reflected the relative frequency of the two forms in corpus data.
Although the simpI&form was generally favored, verbs that have a higher completive past-tense to simple past-
tense ratio likely to be successfully primed by the experimenter’s use of the completive form
compared to other verbs.

Thes@studies have raised larger questions that we will return to in the section Why Reliability,
Especially?, of why some verbs are more consistently conjugated in a certain common form compared

to other posg Mis, and, more generally, why some lemmas are more reliably found associated with

particular al inflections. Whatever the answers to these questions concerning the quotidian
motivations of'usa®€;, our findings about L2 acquisition and processing are clear: Highly reliable morphemes
(i.e., ex ing lemmas more consistently conjugated in the form containing this morpheme) are more
readily acqui roduced accurately. Learners’ experience of these patterns of usage has tuned their
language sys at they are sensitive to the frequency distribution of inflectional forms within each
lemma.

<B>Une§en Effects of Availability

<TXT>Q
In contrastto the effects of contingency, our study showed mixed and less compelling evidence of

associatiﬂavailability and accuracy. Although there appeared to be positive associations in Figure 1
-in

for progress third person -s, and plural -s, in the Bayesian statistical modelling, when the other
predictors were accounted for, the 95% credible intervals of the frequency parameter only excluded 0 for
progresst esting that the effects of token frequency could not be reliably identified in our data.

The absenceQf the noticeable effects of token frequency was unexpected given the pervasive impact of
frequency d more generally in the usage-based literature (e.g., N. C. Ellis, 2002) and more
specifically in Guo_aad FEllis (2021). Various explanations come to mind.

1 lies in the differences between EITs and free written production. EITs require accurate
online percep n inflected word form with little contextual support and subsequent accurate reproduction
for the inflected word, albeit in writing in Guo and Ellis (2021). In contrast, in creative written production, in
response to the demands of the prompt and the current state of exposition, various ideas come to the minds of
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learners, and they respond with whatever available and relevant language forms that are associated with these
ideas. Availability entails that higher proficiency learners will have at their disposal a wider range of items than
will have low proficiency learners. But we did not score availability in this sense. We scored whether learners
providedW)ﬂection for the lemma that came to mind in that context; an outcome where contingency
of associatioh was much more pertinent than the effects of token frequency.

Anotlie le reason is that we only examined the reasonably frequent forms (i.e., inflected forms) in
which frequeney ad presumably approached ceiling. In future research, it would be worth investigating
the effedis ofifekemmfii-quency in lower frequency items in order to elucidate the full scope of frequency (i.e.,
availability)@&ffects.

<B>No @ce for the Effects of Formulaicity

<TXT>w

larly did not detect a consistent pattern between formulaicity and accuracy. This, again,
ering that previous usage-based research had shown general effects of formulaicity on
nd processing (e.g., Bannard & Matthews, 2008) and, more specifically, the results of
sing an EIT. As with availability, there are possible explanations relating to the different

Wit task differences, in the section Automatic Versus Controlled Language Processing, we
explained h ioritize online implicit and automatized processing running on the system of linguistic
representations that'have been tuned by prior usage, whereas writing, in contrast, involves more explicit,
conscio » Conscious writing strategies may override the distributional norms that are offered up
from the auto implicit system. Editing can disrupt what is first offered up to consciousness by the
implicit s en rearranges and builds upon what is on the page, thus potentially moderating any
immedi on formulaic knowledge and phrasal distributional norms.

The lack of clear formulaicity effects is interesting especially when it is contrasted with reliability. In our
study, both giability and AP could be considered as types of contingency indices and were measured in a
similar manner. ility, however, was robustly associated with accuracy; AP was not. But there is a wide
range of way§to ure formulaicity, ranging from string frequency through measures of association including
mutual infor @ utual expectation, AP (see examples such as Saito, 2020 or Tavakoli & Uchihara, 2020),
and our field ying to understand the ramifications of these various operationalizations. To investigate

formulaicityg periment, Guo and Ellis (2021) simply replaced pronoun contexts with proper-noun
contexts, a t instrument that would have caused large reductions in formulaicity however it was measured.

r study, we had to choose one measure of formulaicity, and we opted for AP given its
theoretical motivations. We held firm to this choice rather than fishing with different measures. When we
ernatives, simple string frequency came to mind, as did mutual expectation (Dias,

es, 1999). So too did the issue of separating between-lemma and within-lemma effects

sensitive to c¢ pes of structural and semantic association than to others. The choice of an appropriate

measure of formulaicity could, therefore, depend on the specific aspects of the construct that researchers wish to
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capture as well as on characteristics of the target language such as morphological typology (root, agglutinative,
inflectional, or polysynthetic) and reliance on word order.

As loig as it 1§ acknowledged that any subsequent investigation is exploratory, there is scope and good
reason to Mstigate possible effects of these different types of formulaicity on morpheme provision, and
this would b ctable using the corpus data here.

<B>Wh lity, Especially?
I I

<TXT>L

Why,contidgency of association more potent than availability? We can make sense of this from three
perspectives: (a) associative learning theory, (b) cognitive linguistic theories of construction grammar, and (c)
functional tH€ori LA. Indeed, we see their confluence as an important theoretical triangulation where each
theory infor ports the other two.

Associative learning theory demonstrates that contingency of association trumps token frequency (as

described in n Contingency). In operationalizing contingency, we focused on how likely it is that a
linguistic cue (a morpheme) reliably co-occurs with another (a lemma). But morphemes and lemmas go beyond
being mere , they are linguistic constructions with particular functions and meanings; they are symbolic.
Figure 4 illu he matrix of associations in de Saussure’s (1916/1983) thought-sound relationship.

<COMme Figure 4 near here>

istic theories of construction grammar view lexical, morphological, and syntactic forms
as symb -function pairings and hold that people learn language from usage. Collostructional analysis
reliability in measuring the degree of attraction or repulsion that words exhibit to
en learners are processing usage, they are tallying the associations among forms, among
tween forms and their interpretations. Verbs have interpretations and so do morphemes,
and these can vary in their form-function contingency. Verbs and morphemes can be more or less reliably
associated (ferm-form contingency).

Functiona
researched effa
for a state-of

eories of SLA emphasize the interplay of form and meaning in acquisition. One much-

pr morphology is the aspect hypothesis (Andersen & Shirai, 1994; Bardovi-Harlig, 2000;
4Plarship review of the last 20 years of research, see Bardovi-Harlig & Comajoan-Colomé,
2020). The aspec othesis builds on three main constructs: tense, grammatical aspect, and lexical aspect.
Tense estab ¢ location of an event (or situation) in time with respect to the moment of speech or some

Grammatical aspect allows for “ways of viewing the internal temporal constituency of a
situation” (E“ﬁmriei 576, p- 3). For instance, in English, a contrast in grammatical aspect is found between

simple p ed and past progressive John was walking. In contrast, lexical aspect refers to semantic
differences i d their arguments (Dowty, 1979) such as whether a predicate has inherent duration (e.g.,
walk, sleep, and kid |§.]), or is punctual (e.g., recognize, broke, and sigh), or has elements of both duration and
culmination k a mile and paint a picture). The aspect hypothesis predicts that “second language

learners will initj
1994, p.

e influenced by the inherent semantic aspect of verbs or predicates” (Andersen & Shirai,
dovi-Harlig and Comajoan-Colomé (2020) stated:

In its sim orm, the AH [aspect hypothesis] for SLA predicts that in the initial stages of the
acquisition of tense-aspect morphology by adults, the acquisition of past morphology will be influenced by
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lexical aspectual categories. Namely, verbal morphology will be attracted to and will occur with predicates with
similar semantics. Perfective past will occur with telic predicates (i.e., those with inherent endpoints),
imperfective will occur with unbounded predicates, and progressive will occur with ongoing activities (p. 3).

BM and Comajoan-Colomé concluded from their review of about 30 studies that the aspect
hypothesis amicts the adult L2 acquisition of past morphology in a number of languages.

Asso ing theory explains that people learn contingencies that are relevant to their predictive
processigg. (eQgRibing linguistics explains why certain form-meaning relations are more contingent in usage. The
aspect hypoSsis has investigated these patterns in the initial acquisition of tense-aspect for past tense -ed,

progressive hird person -s, and we have confirmed the within-lemma distributional effects of
contingency il o dy. In addition, our study showed these relations to hold for plural -s as well. We
speculate that all of this might be part of a more general phenomenon that reflects the semantic and functional
motivations ive grammar. For noun number, we suspect that inherent number, pluralia tantum, and
prototypicallygpl ount nouns might lead the way. Form-form and form-function associations interact in
various con%daptive ways in usage, and speakers’ language systems reflect the history of their
processing these asSociations. There is good reason and plenty of scope to study a broad range of morphology in

this way.

<B>Learner Proficiency and Interactions With Availability and

Contin

ey

othesis emphasizes these effects in the initial acquisition of tense-aspect. In our study, we

examined whe istributional factors interact with the learners’ proficiency and/or longitudinal development.
We might i ce, have expected that the contingency between the lemma and its inflected forms (i.e.,
reliabili ttenuated as learners’ proficiency increased and the overall accuracy improved, as Guo

and Ellis (2021) had found. But our study did not provide support for this. In other words, reliability was
associated with accuracy arguably to a similar degree regardless of L2 learners’ development. Also, if anything,
we might hMed frequency effects to attenuate at higher proficiency levels because these learners have
presumably already been exposed to individual inflected forms a large number of times. As far as third person -s
, we found the reverse pattern, thus again suggesting that the influence of distributional

ereof) can well remain throughout L2 learners’ development.

is concerned
factors (or the

<A>S@and Limitations of the Research and Future Directions

<TX Tosfumd

The present iffiyestigations would not have been possible without large corpora of language that reflect
typical lan sure as well as large learner corpora covering tens of thousands of participants ranging

widely in demo cs. Only in the last few years has it become possible to bring together cognition, corpora,
and co scale to triangulate research in usage-based language learning (N. C. Ellis, 2017). Some
advantage research are that it is reasonably large in scale, that the range of learners is wider than that of
typical experimental*Studies, and that our work is open and transparent as a result of our making available the R
code and data.

This article is protected by copyright. All rights reserved.



19

A major limitation of our study is the lack of transparency of process while learners write. If only we had
the same scope of learner data from online language processing tasks as we have in EFCAMDAT for writing.

<A>Mon

<TXT>Q

I
Usinsiarge—scale (learner) corpora, we investigated the relationship between usage-based distributional
factors and y of inflectional morphemes in L2 English written production. Consistent with the

previous lit e, e found that contingency between inflected forms and their lemmas is robustly associated
with morphéle accufacy, suggesting that L2 learners are sensitive to the within-lemma distribution of inflected
forms in their 1 . Contrary to prior studies investigating speech and online processing, however, our study did
not identify effects of availability or formulaicity on morpheme accuracy. We also explored possible
interactions epddistributional factors and learners’ proficiency levels or longitudinal development. We

generally did not find interactions, pointing toward the possibility that learners are sensitive to certain

distributiona! propaes in their input throughout their development.

<A>N0t
'In t P is similar to reliability discussed earlier. AP is basically the reliability minus the

probability o ome when the cue is absent. This means that AP applied to the relationship between a
surface fornifas nd its lemma as an outcome reduces to reliability when an inflected form is associated
with only ont Also, if both indices are used as a measure of formulaicity, AP and reliability yield very

similar the second term of the calculation of AP, that is, ¢/(¢ + d) (discussed later), is often

the measurement of different distributional characteristics (i.e., distribution of surface
forms within a lemma [reliability] vs. distribution of an inflected form across contexts [AP]).

2Engwas been replaced by English Live. The description here is of the version of Englishtown
from which thecarpus data were gathered.

*Bec @ er corrections in EFCAMDAT were not intended to be error annotation, they are not
necessarily exhatstive (e.g., Mita, Kiyono, Kaneko, Suzuki, & Inui, 2020). Murakami (2014), however, showed
that the res ccuracy analysis of grammatical morphemes in EFCAMDAT largely match those based
on the Cambgidge Learner Corpus, which has been manually error-tagged for the sake of error annotation
(Nicholls . Insofar as we focused on the general pattern of the accuracy of grammatical morphemes,

tIW teacher corrections should not have impacted the conclusions that we have drawn.

*One often-rased concern in automatically annotating part-of-speech (POS) tags on learner language is
their accura et al. (2018) evaluated the accuracy of automated syntactic parsing and POS tagging in
EFCAMDAT and found that accuracy is generally high at around 95% in POS tagging (cf. 96% for native
speaker data 8, therefore, fair to assume that automated POS tagging in EFCAMDAT is generally accurate.
Also, an portantly, we manually calculated the precision and recall of the identification of errors and
accurate uses ppendix S1 in the online Supporting Information). Because we examined the accuracy at a

lower end of the data retrieval process, the accuracy of POS tagging per se is not relevant.
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>The same standardization procedure was used in the analysis of COCA.

®Because the word lots was often erroneously tagged as a pronoun in COCA, its frequency was computed

irrespective If the p’t—of—speech tags annotated.
"To ayeigsieg-transforming negative values, we added the maximum absolute value of the negative AP
values plus w minimum absolute value of AP to all the AP values prior to log-transformation.
*Murakami and Alexopoulou (2016) also found a strong influence of L1 on progressive -ing, a finding
inconsis%entglm !He present study. The reason for the discrepancy is unclear.
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Additional Supporting Information may be found in the online version of this article at the publisher’s
website: H

Appenanﬂs and Accuracy Evaluation of Data Retrieval.

N —
Appendhalculaﬁon of AP.

Appendix S3. Model Validation.

Appendﬁ/lodel Diagnostics.

Appendi umerical Summary of Posterior Distributions.

<A> : Accessible Summary (also publicly available at _)

S

<B>Dimonal characteristics of accurate second language English

inﬂe@norpheme use

<C>What This Research Was About And Why It Is Important
E——
<TXT>

Usagweories hold that (second) language acquisition is influenced by the distributional
characteristics of learners’ input including such factors as frequency and formulaicity. Our study empirically
8kamining the accuracy of four inflectional morphemes (past tense -ed, progressive -ing,

-s) in a large-scale corpus of learner writing. The study demonstrated that second language

relative to the frequency of the lemma of the form (e.g., arrive) is high. Contrary to a
investigated the issue experimentally in laboratory online processing tasks, however, our
study did not consistgntly identify the effects of the frequency of the inflected form itself or the formulaicity of
the word“the inflected form on morpheme accuracy.

<C>What t esearchers Did

<TXT>

We drew data from a large-scale corpus of learner writing (EF-Cambridge Open
Lan atabase [EFCAMDAT])).
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. Based on the coding of learners’ errors (available in the corpus), we identified both the
errors and accurate uses of each target morpheme in each sample of writing.

. The information about how these morphemes and lemmas are typically distributed in
He as a whole (e.g., frequency of the inflected form, formulaicity of the context in

whig inflection occurred) was calculated based on a large-scale corpus of American
Enl @ pus of Contemporary American English).

<& WehgigthgaResearchers Found

<TX

o found a consistent positive association between reliability (i.e., the frequency of

Gl

the form relative to the frequency of the lemma) and morpheme accuracy.
o is suggests that the lemma functions as a cue for its inflected forms and that learners
us@wh an association in processing inflectional morphemes when they read or hear
input.
o mhe other hand, the study did not find a consistent pattern between the raw
fre inflected forms and morpheme accuracy or between the formulaicity of the
con morpheme accuracy.
o The association between the distributional characteristics and morpheme accuracy did
no ch across learners’ proficiency levels or their longitudinal development.
el

<C>Thin%toConsider

<TXT>
o our study and the previous experimental study on the same topic found a
Comsi effect of reliability, indicating the robust effect of lemma-morpheme association

orpheme accuracy.

. This robust effect can be interpreted as evidence for the phenomenon known as
asq@ciative learning, a theory of learning that can explain (at least some parts of) second
la*quisition.

trary to the previous experimental study, our study did not find the effect of the
y of the inflected form or formulaicity on morpheme accuracy.

is difference is possibly due to methodological differences between the
experimental task (elicited imitation, demanding online processing of predetermined stimuli)

e conscious, written compositions in EFCAMDAT analyzed for the current study,
in which learners decide which language they need, and so the language may be less prone to
Mrmulaicity or the frequency of inflected forms.

Materials, dd4a, open access article: Analysis code and data are publicly available at IRIS (-

e this summary: Murakami, A., & Ellis, N. C. (2022). Distributional characteristics of
nguage English inflectional morpheme use. OASIS Summary of Murakami and Ellis (2022) in
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Table mNwmbesstof lcarners, writings, word types, and obligatory contexts for each

morphemg

MorphemO Learners Writings Word types Obligatory contexts
Past tense m 30,955 83,001 87 151,979
Progressive—zE 39,744 88,010 94 123,869

Third persC 39,961 78,667 124 113,298

Plural -s 5 2,633 59,759 89 136,601

-
Table 2 Moyagswindow calculation of AP
Standardized log-

N-gram L2 L1 Node RI R2 R3

h

R4

AP transformed AP

9
oo
z

Aut

with all  kinds

all kinds of
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kinds of  people 0.01
4-gram H
al with all kinds 0.03
- s_ with all kinds of 0.33
O all  kinds of people 0.54 1.61
w kinds of people and 0.02
5-gram :
al with all kinds 0.05
:al with all kinds  of 0.38
m with all kinds of people 0.43
E all  kinds of people and 0.49 1.54
kinds of people and i 0.02
Note. Underlilibm column indicates the largest AP value for each n-gram. Underlining in the rightmost column

indicates the largest standardized log-transformed AP across the three n-grams.

hor

L

Table 3 age type of each morpheme in each nationality group

Nationality Past tense -ed Progressive -ing Third person -s  Plural -s

y

Brazil

—
—
—
[
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China / Taiwan 0 0 0 0
France H 1 0 1 1
Germany Q 1 0 1 1
Italy - s_ 1 1 1 1
Japan O 1 1 0 0
Mexico w 1 1 1 1
Russia : 1 0 1 1

1 0 1 1

1 1 0 1

urkish. 1 indicates that an equivalent feature is obligatorily marked in the L1 (referred to as the

0 indicates otherwise (ABSENT group). For the references supporting the coding of Arabic, see
essive -ing and Ryding (2014) for the other morphemes. For the remaining nationality groups, see
21) and the references therein.

The mini

e of the horizontal axis of the maximum standardized log-transformed AP
to allow the inspection of densest areas. Further, only the word sequences that
ore times were included in the panels of AP. In the panels of L1 type, small

mean accuracy of individual nationality groups, and what looks like larger
dots repreg 95% confidence intervals of the overall mean accuracy.

was set to

Figure 2 Postegg# distribution of fixed-effects parameters. The points are the mean posterior
values error bars represent 95% credible intervals. All the quantitative predictor
variables ndardized to a mean of 0 and a standard deviation of 1.
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Figure 3 Interaction of the mean Englishtown level and frequency in third person -s. Each
CEFR level is represented by the middle Englishtown level of the three levels that constitute
the CEFR level. Eor instance, Al is represented by Englishtown Level 2 because
EnglishHs 1 through 3 correspond to Al. The line in each panel represents the

posterior d the shaded area is its 95% credible interval. The accuracy of individual
third pers is observed values.

N
Figure 4 Isistration of the matrix of de Saussure’s thought-sound relationship. Adapted from

de Saussu /1983, p. 111).
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