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ABSTRACT 
Anthropomorphism is a well-used but vague concept that demands 
further understanding and clarification to be effectively used in 
HRI research. Although most HRI research defines and uses 
anthropomorphism as a human-like attribution process, there is 
lack of distinction between its deployment in design versus its 
manifestation in user response. Furthermore, researchers need to 
separate mindless from mindful anthropomorphism and find ways 
to theorize and measure each. Researchers also need to consider the 
dynamic and contextual nature of anthropomorphism to generate 
relevant findings for research as well as practice.  
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1 Introduction 
An engineer or software developer would often talk about 
anthropomorphizing as embedding technology with human-like 
physical features, behaviors, and emotions. A psychologist would 
probably talk about it as a cognitive process made up of perceptions 
and attributions. A technology user may perhaps consciously 
consider anthropomorphizing a design marvel and unconsciously 
an attribution of humanistic characteristics. A researcher may use 
one or all of the above considerations in research as suited to a 
particular study, resulting in multiple definitions and ontologies 
that make conceptualization complex and problematic.  

Overall, the goal of this paper is to bring attention to the challenges 
associated with the lack of clarity in the use of the term 
anthropomorphism in HRI literature through design, interaction, 
and/or response to robots. In this paper, we review several bodies 
of literature that inform and motivate our paper. First, we present 
and discuss the various definitions of anthropomorphism. Then, we 
present points of contention in the employment of the term 
anthropomorphism that calls for clarification. Specifically, these 
include 1) design versus mechanism; 2) mindful versus mindless; 
3) static versus dynamic, and 4) general versus contextual. Finally, 
we highlight how addressing these points of contention can help 
reduce the ambiguity associated with the term anthropomorphism 
in HRI research.  

2 What is anthropomorphism? 
Anthropomorphism is derived from the Greek words anthropos 
(human), and morphe (shape or form) and is the human tendency 
to attribute human characteristics to inanimate objects, animals and 
other non-human entities [12][21][29][15][8][14]. This attribution 
is based on past knowledge acquired through observation of, and 
interaction with, other human beings, and is observed to understand 
the world in a better way [15], and to build social connections [22], 
and to enhance feelings of belonging [3][12]. The 
anthropomorphism of a given technology can be driven by its 
features [15][21], an innate human tendency [12] and/or an 
inductive reasoning process that comprises the acquisition, 
activation, and application of knowledge to a target [12]. 
Consequently, the anthropomorphism of a given technology can be 
driven by a mindful deliberative slow thought process or a quick 
mindless process [19]. Mindful anthropomorphism is considered to 
be an inductive reasoning process while mindless 
anthropomorphism is taken to be a reflexive human response to 
understanding. 
 
Most HRI research talks about anthropomorphism as the act of 
assigning human characteristics to nonhumans as a result of 
human-like design in robots [28][14], but the term has also been 
used to discuss processes such as humanization (developing 
technology that is human-like in form and function) [27] and 



 

animism (a culture of attributing a soul to a nonhuman entity) 
[1][24]. These processes may be related but can be defined 
distinctly. Using the term interchangeably with other processes, 
concepts, or principles creates confusion and vagueness that 
continues to grow as technology becomes more and more human-
like. At the core of the concept, however, is the attribution of 
human-like characteristics. But is this attribution associated with 
embedding human-like characteristics into technology design or is 
it related to perceptions of users as a result of an observation or 
interaction? Confusing the two or using them interchangeably can 
result in speculation and confusion. Furthermore, when studied as 
a human-like attribution process, it is sometimes based on first 
encounters [6] and other times on interaction [5]. Only a few studies 
highlight both observational and interactional anthropomorphic 
responses together, or how one can differ from the other. Without 
a clear definition or taxonomical and ontological boundaries, the 
term remains open to various interpretations and, consequently, 
uses in research. 
 
Researchers have employed and measured anthropomorphism as an 
attribution process without paying much attention to mindless 
versus mindful anthropomorphism. Perceptions of human likeness 
can change over time. Hence understanding and knowing what kind 
of anthropomorphism leads to what kind of perception or reaction 
can help engineers better anticipate user response to design. Extant 
research also highlights the dynamic nature of anthropomorphism 
with respect to context, as well as time—people get tired of 
attributing human-like characteristics. The changing nature of 
attribution with respect to culture and time questions its role in 
motivating human-like design or anticipated responses.  
 
Scholars are also divided on what anthropomorphism means and its 
effect on user response. While most HRI researchers would 
advocate the positive effects of anthropomorphism on technology 
use and utility, others view anthropomorphism as a process that 
distorts user’s understanding of machines and humans, i.e., these 
scholars view anthropomorphism as a categorical mistake that 
should be avoided [13]. Others claim that anthropomorphism builds 
false perceptions of machines of abilities or characteristics that 
machines are not capable of having [26]. Still, others believe that 
anthropomorphism is a cognitively straining process and while 
people may anthropomorphize at the beginning of an interaction, 
they tend to drop it after some time [16]. Finally, there is a group 
of scholars who believe that anthropomorphism is something that 
cannot be avoided, i.e., people are born with such tendencies, and 
they anthropomorphize regardless of stimuli [8][15]. What then is 
the significance of anthropomorphism, and when and how should 
it be studied? We believe that, although widely used and studied, 
the concept of anthropomorphism is vaguely defined and largely 
misunderstood. It is oversimplified in research and needs to be 
reconceptualized to be used for methodological validity. With this 
paper, we outline the first steps towards developing a theory of 
robotic anthropomorphism that will reconceptualize the concept to 
be reliably used in robotic research. We present considerations that 
robotic researchers as well as practitioners should bear in mind 
when studying anthropomorphism in the context of robots.  

3 Anthropomorphism and HRI 
Given the various conceptualizations of anthropomorphism and the 
confusion associated with its use as a concept in research, and a 
practical developmental endeavor, we present a list of concerns that 
demand clarification and further understanding. We believe that 
HRI research needs to focus on these considerations to provide 
methodological reliability and validity to anthropomorphism-
related research. 
 

3.1 Design versus Mechanism 
The first ambiguity that researchers need to clarify is the difference 
between anthropomorphism and the stimuli that invoke it. If HRI 
researchers believe that anthropomorphism is the attribution of 
human mental and behavioral characteristics to a nonhuman entity 
[28], why then is anthropomorphism also considered a design 
intervention used to elicit anthropomorphism? Perhaps the 
difference in definition or conceptualization is congruent with the 
difference in perspectives. An engineer’s perspective will often 
project anthropomorphism in the development of robots and is 
visible in the design [25]. When this robot interacts with a human 
being, the attribution of human-like characteristics is a perceptive 
process that is manifested in the user response [5]. Is the engineer’s 
perspective of anthropomorphism then a precursor to the user’s 
notion of anthropomorphism? 
 
We believe that anthropomorphism itself remains the attribution of 
human-like characteristics. However, it is manifested in human-
like design from one perspective and response from the other. 
While clarification with the help of perspectives may be useful for 
understanding the concept, it does not help with methodological 
inquiry. Researchers need to separate and distinguish 
anthropomorphic design from anthropomorphism in order to use 
the concept for research. The purpose of such a separation is not 
taxonomical clarity but conceptual precision which is important for 
purposeful inquiry. For example, currently, the movement also 
referred to as kinetic anthropomorphism can be considered a 
stimulus to anthropomorphism (design) or an attribution of human 
likeness (anthropomorphism). Although the term has the same 
meaning, the ontological order in terms of design (robot) versus 
perception (human) is very different. Hence, setting boundaries to 
define what constitutes the concept of anthropomorphism itself will 
be helpful for future HRI research.  

3.2 Mindful versus Mindless 
Some researchers explain that anthropomorphism can be mindless 
or mindful [19]. Mindless anthropomorphism is explained to be a 
heuristic approach to processing informational cues present in the 
object, where the human-like similarity in the object makes people 
attribute human-like characteristics to it. Mindless 
anthropomorphism is explained to be motivated by the lack of 
cognitive effort employed to understand an object since human-like 
cues are familiar and easy to associate with similar cues found in 
human beings. Whereas, mindful anthropomorphism is explained 
as an inductive reasoning process, the core mechanism of which is 



 

the same as any process of inductive inference: in the absence of 
relevant explanatory information, human beings acquire and access 
knowledge representations present in their brain and activate them 
for application to an object to facilitate understanding [12]. In this 
case, human beings make a conscious decision to attribute human-
like characteristics to non-human entities. They access, activate, 
and apply human-like knowledge representations in the brain 
objects that may or may not appear to be human [7][12][11]. We 
have struggled to find studies in HRI that highlight when or under 
what stimuli mindless or mindful anthropomorphism takes place. 
Perhaps the distinction or its consequences are not important or 
significant enough to be studied, but we posit that an exploration is 
necessary to come to that conclusion.  
 
We believe that conceptually differentiating and studying 
anthropomorphism as either a mindless or mindful process is 
necessary for several reasons. First, to inform design principles: if 
all anthropomorphism is mindless should robots be more or less 
human-like? According to Computers As Social Actors, simplistic 
human cues can lead to a human-like attribution [23]. If that is the 
case, there is no need for a complicated human-like robot 
appearance. But Kim and Sundar [19] suggest that heuristic 
information processing is based on cues, which could mean that a 
more human-like design can lead to more anthropomorphism. 
Unfortunately, extant research provides no guidance for human-
like design based on the kinds of anthropomorphism. Second, to 
inform theory: heuristic information processing can be grounded in 
different theoretical frameworks than cognitive reasoning. 
Researchers ought to understand what theory they should use to 
ground their research. So far, since most research does not 
distinguish between mindless and mindful anthropomorphism, 
theoretical grounding is weak and generic. Third, to provide 
contextual specificity: some contexts may be conducive to mindless 
versus mindful anthropomorphism and vice versa. Studying each 
will not only help researchers decide on the theories they want to 
use for their study but also anticipate and understand user responses 
in various contexts.  

3.3 Static versus Dynamic 
Relationship-building between the human and robot is often the 
primary motivator behind many HRI studies. Most scientists would 
want people to form long-term relationships with the robots they 
interact with. But channel expansion theory explains that users’ 
interactions with media change over time (become richer) as people 
understand it better [9][18]. In the same vein, we suggest that 
people may appropriate more human-likeness to a robot based on 
their experience and have a more human-like relationship with it, 
or people may appropriate more machine-likeness to a robot based 
on their experience to have a more functional relationship with it. 
Evidence about change in behavior with robots over time can be 
found in extant literature. A number of studies involving users’ 
interactions with robots over time have suggested that it takes hard 
work for humans to sustain human-like attributions towards 
humanoid robots, and such efforts fail over time [17]. Humans find 
it cognitively straining to project human-like attributes onto robots 

when interacting with them in social spaces, and so over time tend 
to treat them like machines. Thus, while robots remain fixed in their 
anthropomorphism as embedded in them by their engineer, 
anthropomorphism based on human perception can change over 
time. This is another reason why the design perspective should be 
separated from the user perspective. Although the reason behind 
this change in behavior is unknown, one explanation found in 
literature is “the novelty effect”, that is, interest in new technology 
[20]. This interest fades over time. Other explanations include the 
cognitive strain associated with attributing human-like characters 
to machines [17] and unmanaged expectations in the design 
[26][30][2]. 
 
This ambiguity associated with research on anthropomorphism 
calls for longitudinal studies to assess change in user response to 
human-like design over a period of time. Since the time associated 
with a change in behavior is unknown, researchers should also try 
to explore how long it takes people to tire of their human-like 
attribution efforts or lose interest in the novelty associated with 
technology. Of course, theoretical explanations as to why the 
change in behavior occurs are also open for discussion.  
 
Studying anthropomorphism as a static concept is a grave mistake 
that has been ignored in most literature. Interaction makes an 
important part of robot acceptance, and interaction over a period of 
time can result in behavioral changes that are left unexplored in 
HRI research. For an engineer, not being able to anticipate user 
behavior over a period of time can have implications for robot 
acceptance and utility. For researchers, experimental evidence 
based on one-time observation and interaction may be useful, but it 
is not sustainable for future research.  

3.4 General versus Contextual 
People form meanings of things in the context of social interactions 
with other people [4]. If anthropomorphism is a cognitive reasoning 
process, it involves people who are creating meaning out of an 
interaction. Human beings actively create and modify meaning in 
response to robot design and behavior. Most HRI research focuses 
on studying user perception of robots as evoked by robot design. In 
the process, most studies ignore the context in which the interaction 
is taking place. Extant research has seen a change in user response 
in different cultures [17][16][10][13]. We believe that perceptions 
of robots can change with respect to age, organizational setting, and 
culture. This area of research needs more attention in HRI research. 
Contextual exploration can help provide more reliability to research 
and help researchers generalize with caution.  

4 Conclusion 
To understand and use the various dimensions of 
anthropomorphism in HRI research, scholars first need to define 
anthropomorphism itself, or provide boundaries to its dimensions 
(for e.g., design and perception). They also need to define different 
kinds of anthropomorphism and how these can be measured (For 
e.g., mindless versus mindful). The kinds of anthropomorphism 



 

also need to be related to the dimensions of anthropomorphism. 
Finally, scholars need to be aware of the contextual and temporal 
effects of anthropomorphism and how these can affect both design 
and user response. By exploring and clarifying these ambiguities, 
we believe that scholars can come to a conclusion about the efficacy 
of anthropomorphic design and its implications.  
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