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ABSTRACT

This thesis presents experimental, computational, and theoretical work studying shock for-

mation and magnetic field generation. The work was performed primarily in the highly

energetic relativistic regime of laser plasma physics and uses simulations to obtain insight

into an even higher energy regime where quantum electrodynamic effects become important.

Two forms of collisionless shocks are studied: electrostatic shocks, and magnetized shocks.

Electrostatic shocks are explored through a set of particle-in-cell simulations using a sim-

plified two-dimensional slab model and simulations including a relativistic intensity laser

pulse. These simulations were performed to understand the effects of multiple ion species on

laser-driven shock formation and proton acceleration. It is found that with the inclusion of

a second ion species multiple shocks can form and ions can experience more than one stage

of acceleration. We attempted to modify standard shock theory, which treats ions as a fluid,

to include a second ion species. However, it is shown that this fluid theory breaks down

due to reflections which require a kinetic model. Laser driven simulations showed that the

inclusion of a second ion species reduced proton acceleration. Double shocks are not always

formed and require sufficient density steepening to form.

Magnetized shocks are studied through experiments and simulations. Using the OMEGA

EP laser system, a plasma plume was generated on a thin plastic foil using a moderate in-

tensity long pulse laser and strongly magnetized relativistic electrons accelerated from the

focal spot of a relativistic short pulse laser were interacted with this plume. The interacting

fields were measured using proton deflectometry. Forward scattering was used to model the
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observed features. The features could be formed due to a build up of short pulse generated

fields, or annihilation of magnetic fields at the interface where the plasmas interact. A mas-

sive three-dimensional particle-in-cell simulation showed that a discontinuity was generated

from which a shock is driven into the long pulse generated plasma plume. This discontinu-

ity became unstable and two-dimensional simulations are used to understand the instability

formation. Electron particle tracking shows trajectories consistent with shock drift accelera-

tion. This is the first experimental evidence of semi-relativistic magnetized shock formation

and may be the basis for many energetic experiments studying the microphysics of extreme

astrophysical environments.

The final part of this thesis explores the generation of magnetic fields on the next gen-

eration laser facilities where expected intensities exceed 1023 W/cm2. At these intensities it

has been shown that quantum electrodynamic effects appear, however it is unclear how these

processes affect magnetic field generation in laser-solid interactions. By performing several

two-dimensional particle-in-cell simulations at various laser intensities including QED effects,

magnetic field generation was studied. It was found that the laser pulse channels and hole

bores into the target, driving relativistic electrons along the surface of the target with an

associated return current. The target electron density depletes due to this return current

setting up fields that pull the radially expanding electrons towards the target, generating

a thin layer of strong > 0.1 MT magnetic fields. The scaling of these fields with intensity

is found and is seen to be limited by radiation reaction as a significant fraction of energy

is converted to photons. This field generation mechanism is modeled using a set of simple

equations that allow for the estimation of maximum field strength using laser parameters.
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CHAPTER 1

Introduction

There are few processes more ubiquitous in our universe than shock formation. Shock waves

appear as an abrupt change in the pressure, density and temperature of a medium. A

common example of a shock on Earth is that formed by an airplane moving faster than

the local speed of sound in the air. In astrophysical systems shocks commonly form where

there is an energetic flow of particles. For example, a shock forms far from the surface of

the Earth between the solar wind and the dipolar magnetic fields (magnetosphere) of the

Earth [3]. They are also seen in far more energetic systems including the interface between

a supernova and the interstellar medium [4, 5] or between the winds of the pulsar and the

supernova remnant that it is nested in [6]. The Earth’s bow shock has been directly probed

by spacecraft [7], however most other astrophysical shocks can only be observed through

the measurement of particles accelerated by the shocks as they arrive at Earth or images

at specific wavelengths where the plasma around the shock emits light. This is especially

true for the extremely energetic shocks of pulsar wind nebulae that exist several light-years

away [8]. Understanding these systems is currently a topic of significant interest and a

growing body of theoretical work is being generated on this topic [9].

Magnetic field generation is perhaps an even more fundamental process in our universe

and can even be the precursor to shock formation [10]. Magnetic fields are observed every-

where from planetary magnetospheres to active galactic nuclei jets. The magnetic fields of

Earth’s magnetosphere act to shield us from incoming plasma. However, magnetic fields are
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also a large source of energy in the universe that can be rapidly converted to particle kinetic

energy through magnetic reconnection to generate the plasma that bombards the Earth’s

magnetosphere, e.g. flares and coronal mass ejections. The way these fields are generated

and how they are amplified to observed strengths is still an open question [11]. Many the-

ories exist including dynamo amplification [12], instabilities [13], and the Biermann battery

mechanism [14].

The advent of high energy density physics (HEDP) has allowed for the exploration of

both shocks and magnetic field generation in the laboratory [15]. Plasmas formed in the high

energy density regime have pressures exceeding 0.1 Mbar or 1010 J/m3. High-power laser

pulses with powers of several TW to PW can create the conditions necessary to drive shocks

in plasmas or to generate magnetic fields. These experiments have covered a large parameter

space, with collisionless [16] and collisional [17] shocks being generated, and large magnetic

fields from 1-100 MG being produced [18–20]. Some of the most energetic shocks have

been generated for inertial confinement fusion (ICF) using the extremely powerful National

Ignition Facility (NIF) [21].

Currently there is significant excitement in the field of HEDP as new laser facilities are

being commissioned. These laser facilities aim to explore an extremely energetic regime of

plasma physics where strong field quantum electrodynamic (SFQED) effects become impor-

tant to the dynamics of the system [2]. With the extreme laser intensities promised from

these facilities, a completely new field of plasma physics, “extreme laboratory astrophysics”

may emerge. This new field may study the microphysics of extreme astrophysical environ-

ments e.g. pulsar magnetospheres, blackhole accretion disks, supernova remnants [22].

This first part of thesis presents theory, simulations, and experimental data of shock

formation and magnetic field dynamics at the current energetic limit of laser facilities known

as the relativistic regime. The second part of this thesis will show simulations and theory

that will lay the ground work for magnetized experiments on next-generation laser facilities

to potentially access the extreme plasma regime.
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1.1 Laser-Plasma Interaction History

The work presented in this thesis covers laser-plasma interactions over a wide range of laser

intensities from the moderate intensity conditions generated by ∼ 1014 W/cm2 long pulse

lasers to those generated by > 1023 W/cm2 ultra-intense pulses. Prior to the Nobel Prize

winning idea of chirped pulse amplification (CPA) in the mid-1980’s [23], laser intensities had

reached values ∼ 1015 W/cm2. In the interaction with a solid target this moderate intensity

can generate plasma plumes with keV temperatures and magnetic fields O(MG). This is

the intensity range that is commonly accessed by relatively long-pulse lasers with durations

of 100’s of ps to ns. Interactions in this intensity range still make up a large fraction

of plasma physics research because they can deliver a lot of energy to a system. Many

large laser facilities including the National Ignition Facility (NIF) at Lawrence Livermore

National Laboratory (LLNL) and OMEGA at the University of Rochester Laboratory for

Laser Energetics (LLE), use long-pulse lasers to study inertial confinement nuclear fusion,

or highly collisional plasmas where the plasma can be modeled as a fluid.

Much of the work in this thesis is centered in the relativistic regime where fields are so

strong in the focus of a laser pulse that they can accelerate electrons to a large fraction of

the speed of light within a laser cycle. This regime can be accessed by CPA lasers with

intensities > 1018 W/cm2. Over the past couple of decades, several interesting phenomena

have been discovered, including laser wakefield acceleration of electrons [24,25] and relativis-

tically induced transparency [26,27]. There is a significant amount of work being performed

to understand the unique physics that appear in the relativistic regime.

Recently there has been a push to access an even higher energy regime where quantum

electrodynamic (QED) effects, e.g. radiation generation and pair creation, become impor-

tant. This regime is so energetic that the photons radiated from electrons accelerated by

the laser fields have enough energy to create electron positron pairs within the strong laser

fields. These pairs can then be accelerated in the fields and generate more photons, creating

a runaway process known as a pair cascade [28]. Reaching this regime with just the fields of
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a laser pulse is well outside of what can be achieved using current laser technology. Instead,

special relativity can be leveraged to lower the threshold to access this regime. By colliding

a high-energy electron beam head-on with a laser pulse, the pulse appears to be significantly

more intense from the perspective of the electrons in the beam [29]. There is a significant

amount of excitement around this concept and many simulations have been performed to un-

derstand how it may work in experiment. Several laser facilities around the world are being

built that may be able to achieve this experimental configuration. In particular, the ZEUS

facility at the University of Michigan is being commissioned with the purpose of running

this as its flagship experiment [30].

1.2 Laboratory Astrophysics

Laboratory astrophysics is an application of plasma physics that attempts to study astro-

physical systems in the laboratory. Generally, these experiments do not try to recreate the

complete global picture of a system e.g., a star, but instead they study the microphysics, e.g.

magnetic reconnection that drives solar flares. One may be skeptical of how such systems

can compared when experiments occur on micron or mm scales while astrophysical features

can occur on the scale of 1000’s of km. However, experiments are commonly performed

in the hydrodynamic regime that allows for the Ryutov scalings to be invoked [31]. This

hydrodynamic scaling uses a set of dimensionless parameters to define the properties of the

astrophysical and laboratory systems. Given that the dimensionless parameters are similar

then the systems will evolve in similar ways even though their spatial scales, velocities, and

field strengths may be different by many orders of magnitude.

Scientists working in this area have attempted to study many topics using large plasma

devices, pulsed powered systems, and lasers. Plasma devices such as MRX and LAPD have

been used to study magnetic reconnection [32, 33]. Several reconnection experiments have

also been performed using laser pulses although these experiments generally struggle to scale
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Figure 1.1: Tycho supernova SN1572 with shocks seen around the perimeter of the rapidly
expanding plasma. Credit:NASA/CXC/Rutgers/J.Warren and J.Hughes et al. [1]

to the expected parameters of commonly studied astrophysical systems [34]. Shocks have

been rigorously studied in the collisional regime using long-pulse lasers, and recently Weibel

mediated shocks have been studied [35]. Lasers have also been used to compress materials

such that materials can be studied at the expected pressures of planetary interiors [36].

Pulsed power systems have been used to study bow-shocks [37] and famously the Z-machine

at Sandia National Laboratory found discrepancies in models for the solar opacity of iron [38].

Recently some experiments have been performed in the much higher energy semi-

relativistic regime [39, 40]. In Chapter 5 we demonstrate for the first time, semi-relativistic

magnetized shock formation in the laboratory. As laser intensities increase we may be able to

reach a much more energetic regime relevant to extreme astrophysical environments. Chapter

6 lays the groundwork for the study of magnetized astrophysics experiments in this regime.
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1.3 Shocks

Shocks form on many scales throughout our universe and are routinely produced in the lab

under various conditions. Just as lasers have a range of energies or intensities to characterize

their regime, shocks can also be characterized by their properties including the energy of

inflowing particles, the importance of magnetic fields to the shock physics, and the collision-

ality. If we consider, for example, the shock formed between the magnetic fields of the Earth

and the solar wind, i.e. the plasma emitted from the Sun, this shock is quite low energy with

inflow velocities ∼100 km/s [41]. These inflow velocities may seem fast relative to what we

see in our daily lives, however this is quite slow compared to the extreme speeds of the rela-

tivistic shocks observed around pulsar wind nebulae (PWN) or supernova remnants (SNR)

like that shown in Fig. 1.1. Unlike Earth’s bow shock, which has been directly probed by

sending spacecraft through the plasma that forms the shock, the shocks outside our solar

system can only be studied through the light that they emit and the extremely energetic

particles that they accelerate toward us. The Tycho supernova remnant image shown in

Fig. 1.1 is constructed by superimposing a set of images taken at different wavelengths of

light. By measuring the spectra emitted from different regions of the SNR the properties

of the plasma can be extracted [42, 43]. Spectroscopic techniques are also commonly used

to measure the properties of the Sun. While the Sun is relatively close to us, it is however

much too energetic to be probed directly [44,45].

To understand how these astrophysical shocks form, theoretical models have been created

and many simulations have been performed with parameters relevant to those measured

in astrophysical systems [46, 47]. The theory of these shocks will be reviewed in Chapter

2. Laboratory shock experiments have also been performed, to provide insight into shock

formation and particle acceleration [35, 48, 49]. These experiments are generally performed

using lasers due to the high energies and pressures they can achieve. The most common

shocks generated in the laboratory are collisional shocks, where the plasma can be modeled

as a fluid and standard hydrodynamic shock theory can be used. A more recent experimental
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development has been the generation of collisionless shocks [50]. The shocks discussed in this

thesis are collisionless, meaning that particle collisions are not important to the interaction

and the shock is instead mediated by electric and in some cases magnetic fields [51]. The

study of these shocks is important as many shocks in space occur in the collisionless regime.

For example the shock that forms ahead of coronal mass ejections from the Sun [52], and

shocks that form in PWN [53]. These shocks are particularly interesting because of the

extremely energetic particles or cosmic rays that been measured from systems where shocks

have been observed. Understanding the processes that accelerate these cosmic rays is a

large area of research in both heliophysics and astrophysics. One prominent theory is that

particles can be accelerated multiple times by shocks through a process known as diffusive

shock acceleration (DSA) [54]. A threshold energy is necessary for this mechanism, therefore

particles must be pre-accelerated, potentially through another mechanism such as shock

drift acceleration (SDA) [55]. SDA is shown through simulations in Chapter 5 as a potential

acceleration process occurring in an experiment that we performed.

1.4 Ion Acceleration

Ion acceleration in the laboratory has many other applications beyond understanding the

processes that occur in astrophysical shocks. One of the potential applications of high-energy

ion beams is for cancer therapy [56]. Unlike other forms of radiation, like high energy photons

and electrons which give up energy to a material throughout their whole path of propagation,

ions give up the majority of their remaining energy in a very small volume once they have

almost stopped in the material. Therefore treatment schemes using protons to damage

specific cancer cells while minimizing damage to the rest of the cells along the particle’s

trajectory are appealing. To do this, a high energy (10’s to 100’s MeV) beam with a small

energy spread is required. Finding an acceleration mechanism to produce this type of beam

has been an important area of laser-driven ion acceleration research as a way to potentially
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reduce the scale of an accelerator required for hadron therapy. Shocks have been proposed as

a mechanism for producing these beams and simulations have shown that beams with energies

> 100 MeV may be produced at currently available laser intensities [57]. Experimentally,

collisionless shock acceleration (CSA) has produced ∼ 18 MeV/amu beams with 10-20%

energy spread from pre-ablated multi-species targets [58] and ∼ 20 MeV beams with 1%

energy spread from H2 gas jets [16]. An alternative acceleration mechanism, where the whole

target is simultaneously driven by a laser pulse, called radiation pressure acceleration (RPA)

has been proposed as a method for producing narrow energy-spread beams [59]. RPA requires

extremely thin (few nanometer) targets and specific laser properties. Although simulation

and theory show that high energy ion beams could be driven, in experiment instabilities

appear that reduce the performance of the mechanism [60].

The simplest mechanism for accelerating ions is target normal sheath acceleration

(TNSA) [61]. This mechanism occurs in the interaction of a laser with a thin (few µm)

solid density target. Both shock acceleration and RPA require specific and difficult to prac-

tically achieve target density profiles to accelerate quasi-monoenergetic ion beams. TNSA

does not have such stringent target or laser requirements to accelerate ions, however the

beams produced are very different from those of CSA. The beams can have quite large en-

ergies up to 100 MeV and large beam charge [62], however the continuous, Maxwellian-like

energy spread makes them an unsuitable source for proton therapy. TNSA beams are suit-

able for imaging applications due to their small transverse emittance. In this thesis TNSA

proton beams are used to image and quantify the fields occurring in laser-solid interactions.

This method, known as proton deflectometry, allows for the quantitative measurement of

electric and magnetic fields by comparing the deflection of protons through the fields to the

path of protons without deflection [63]. It has shown great utility in measuring the fields of

many laser-plasma interactions including laser-driven magnetic reconnection [34].
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1.5 Magnetic Field Generation

Magnetic fields form on many scales throughout the universe with a huge range of mag-

nitudes. We live inside the large-scale magnetic field of the Earth which protects us from

coronal mass ejections, solar flares, and the solar wind [64, 65]. These three phenomena are

also magnetized, meaning that particles orbit around magnetic field lines more frequently

than they experience collisions, therefore particle trajectories are strongly coupled with mag-

netic field lines. The magnetic fields originate from the Sun. The Sun’s field extends to even

larger distances forming the heliosphere between its fields and the background interstellar

medium that our solar system travels through [66]. Outside the heliophere exist many astro-

physical bodies and environments that have their own magnetic fields e.g., the many stars

we observe, supernova remnants, pulsars, and even the plasma surrounding black holes [22].

In terms of magnitude the fields of the solar wind are on the order of nT [41] while the most

energetic environments of magnetars are theorized to have > 1011 T fields [67], a difference

of 20 orders of magnitude.

One might expect that based on the relatively small spatial scales of laboratory exper-

iments that the fields generated must have magnitudes much smaller than the large-scale

fields observed elsewhere in the universe, however this is not true. Coils are commonly used

in magnetized experiments with large capacitor banks to drive pulsed externally applied

fields > 10 T [68,69]. Capacitor coil targets can be driven by high-power lasers to drive ∼kT

fields external to a plasma experiment [70]. In the interaction of lasers with solid targets the

resulting plasma plumes will self generate magnetic fields that have strengths > 100 T for

long-pulse lasers [19], ∼ 10 kT for relativistic intensity lasers [20,71], and a mechanisms for

even stronger field generation through the ponderomotive force has been theorized [72].

From these many magnetized systems it is clear that magnetic field generation is funda-

mental component of plasma physics and is important to understanding our universe. This is

certainly true if we also consider not just the existence of magnetic fields in systems but also

their effects. Magnetic fields have been shown through theory and simulation to be a major
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source of particle acceleration in astrophysics either by the direct conversion of magnetic

potential energy or indirectly by driving particles through accelerating electric fields. The

turbulent magnetic background formed near magnetized shocks is able to reflect particles

back through shocks through the process of diffusive shock acceleration (DSA) [54]. Anti-

parallel magnetic fields driven together can annihilate and accelerate particles, converting

magnetic potential energy to particle kinetic energy [73]. This process known as magnetic

reconnection is theorized to be the driver of solar flares and has been measured in Earth’s

magnetosphere [74]. Magnetic reconnection and DSA have both been proposed as processes

that may accelerate the highly energetic cosmic rays that we observe at Earth coming from

distant astrophysical environments [75,76].

The way astrophysical fields form is known in the literature as “magnetogenesis” and is

still an open question [11], although there have been many mechanisms suggested. For the

formation of planetary and stellar magnetic fields, the magnetic dynamo has been suggested

whereby loops of magnetic fields in plasmas become twisted by the flowing plasma and

are amplified [12]. This process requires a seed magnetic field. Another mechanism is the

Weibel instability whereby a positive feedback loop forms between wave-like magnetic field

perturbations and currents [13]. The Biermann battery effect can generate magnetic fields

from non-equilibrium conditions in plasmas [14]. Some of these field generation mechanisms

also appear in laboratory experiments either in configurations purposely designed to study a

mechanism e.g. Weibel instability [77], turbulent dynamo [78], or from mechanisms that are

inherent to certain interactions e.g. Biermann battery in long-pulse laser-solid interactions

[19].

If we look ahead to the next generation of laser facilities where laser intensities may

reach the QED regime, the field generation mechanism is currently not well understood. In

Chapter 6 the field generation mechanism in this regime is studied using simulations and

theory. This is important because field generation may be very different with QED effects

and knowing the topology and magnitude of these fields and how the fields co-exist with
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energetic electrons and potentially positrons will be important to any future magnetized

experiment.

1.6 Thesis Outline

The thesis is structured as follows:

Chapter 2: The relevant theory to understand the work outlined in this thesis is

introduced. This includes discussion of laser pulse characteristics, laser-plasma interaction

physics, shocks, ion acceleration, and magnetic field generation.

Chapter 3: The primary methods used to perform the work in this thesis are summarized.

This includes a discussion of the OMEGA EP laser system, experimental diagnostics, and

particle-in-cell simulations.

Chapter 4: Novel simulation and theoretical work studying ion acceleration in plamsas

with multiple ion species is summarized. Several parameter scans are performed using

simplified models in 2D particle-in-cell simulation and are used to inform theoretical models

for high Mach-number shocks. These models are relevant to multi-species laser driven

shocks which are explored using 2D simulations.

Chapter 5: An experiment performed on OMEGA EP and the subsequent analysis

including 2D and 3D simulations is presented. This experiment showed evidence for

semi-relativistic magnetized shock formation. The simulations elucidated the dynamics of

the shock, demonstrating that it is unstable to shear and streaming instabilities and shows

evidence of shock drift acceleration.

Chapter 6: Theoretical and simulation work relevant to next-generation laser facilities is

discussed. The interaction of short ultra-intense laser pulses with solid targets is investigated

using particle-in-cell simulations including QED processes. These simulations provide a

scaling of target-surface magnetic field strength with laser intensity and demonstrates
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how these fields are generated. The results are used to derive a set of equations that

can accurately estimate field strengths outside the laser focal volume starting from laser

parameters. Additionally, high energy laser wakefield accelerated electrons are considered

as a potential probe for strong fields generated in laser interactions. With GeV electron

beams QED effects become important to the probe. Several probing considerations are

discussed and the equations demonstrating the potential for QED effects to be leveraged as

a diagnostic are derived.
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CHAPTER 2

Theoretical Background

In this chapter, the physics necessary to understand the content of this thesis will be reviewed.

Although this thesis only covers two fundamental topics: shocks and magnetic fields, these

topics are studied over a large range of energetic regimes. Additionally, the physics is studied

in the context of laser-driven experiments, giving added complexity, therefore many topics

will be covered in this chapter.

This thesis only considers near critical and over-dense laser-plasma interactions where the

plasma is too dense to allow for laser propagation. The physics that define this interaction

will be outlined in the following sections. Although there are several similarities between

overdense plasma experiments and underdense interactions, there are additional considera-

tions that must be made in the choice of laser pulse properties. These considerations will

also be outlined. A summary of the processes that occur in intense laser-solid interactions

is shown in Fig. 2.1.

The primary sources for several of the following sections is the textbook by Gibbon [79].

Other references have been specified in their respective chapters.

2.1 Laser Properties

For the purpose of experiments and simulations we care about a few main properties of a

laser pulse: pulse duration, energy, central wavelength, contrast, and spatial profile. These

properties can be fundamental to the chosen laser gain medium and cavity or defined by the
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Figure 2.1: A summary of some of the processes that occur in high-intensity (> 1018 W/cm2)
laser-solid interactions.

set of optics that exist between the laser cavity and the final target where the plasma exper-

iment takes place. Here we will cover basic laser concepts, for a more detailed explanation

see the textbook by Anthony Siegman [80].

The simplest picture of a laser consists of a laser gain medium, a pumping source and a

cavity. In high-power laser systems the gain medium is generally a type of glass or crystal

doped with some concentration of ion, e.g. Nd:YAG or Ti:Sapphire. In the case of titanium

sapphire (Ti:Sapphire), the sapphire crystal is doped with titanium ions. The electrons of

the dopant ion have several discrete energy levels that they can be excited to. Electrons can

be excited from a lower energy state to an upper state by pumping the gain medium. This is

generally done optically using flash lamps or pump lasers. Excited atoms will later decay and

produce a photon with a frequency ν and corresponding energy Eγ = hν which is equal to the

difference in the energy of the upper and lower energy state. This process of spontaneous

emission will not produce a coherent pulse of light, it will instead produce a background
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of photons that propagate in all directions with various frequencies. To produce a laser

pulse one must leverage the process of stimulated emission. Additionally, a cavity must be

used to restrict the possible laser wavelengths that are allowed to propagate. Photons with

wavelengths allowed by the cavity will propagate through the laser gain medium repeatedly.

As these photons propagate through the excited medium, each photon will interact with an

excited atom, causing it to rapidly decay and produce a photon with identical momentum to

the seed photon. If this process occurs several times then the number of photons will grow

exponentially. In high-power laser systems, the pulse that exits the cavity will act as a seed

pulse that will be sent into additional gain media to be amplified.

The resultant amplified pulse consists of the short pulse generated by stimulated emis-

sion superimposed on a background pedestal of spontaneously emitted photons. The ratio

of the laser intensity at the peak of the pulse to the peak of the pedestal is the laser intensity

contrast. Most laser systems will use a complex laser cavity that includes mirrors to send the

pulse through the gain medium multiple times combined with passive or active switching,

causing the laser cavity to only accept specific laser wavelengths and to produce high-contrast

pulses. Laser contrast is very important for solid-target laser interactions because the spon-

taneous emission can create a pre-plasma on the target, or perhaps completely destroy the

target before the main part of the laser arrives in the case of ultra-thin nm targets. In some

laser systems plasma mirrors will be used to increase the laser contrast [81].

A laser pulse is constructed by the temporal and spatial superposition of several wave-

lengths of light. If we consider a pulse with a Gaussian temporal profile it will be defined by

the equation:

EL(t) = E0e
−t2/τ2eiωLt, (2.1)

where τ defines the envelope or temporal shape of the pulse and ωL defines the central

frequency or carrier frequency of the pulse. If the Fourier transform of this pulse is taken,

one finds that the minimum pulse duration and frequency bandwidth are fundamentally

related by τ∆ν = const. Therefore, in order to produce very short pulses large bandwidths
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are needed.

The spatial profile is an important property for focusing the pulse to the smallest spot pos-

sible and therefore for reaching the highest intensity. The spatial profile is highly dependent

on the laser system and can become non-uniform due to transverse spatial non-uniformities

in the laser gain medium. In high power laser systems this is commonly corrected using

spatial filters and more recently using deformable mirrors [82].

The property of the laser pulse that best defines how strong the interaction will be is

the laser intensity. In standard optics the intensity I is simply defined in units of W/cm2,

however at very high intensities a more relevant parameter is the peak normalized vector

potential given by:

a0 =
eE0

mecωL
∝
√
Iλ2

L, (2.2)

where e is the electron charge, λL is the laser wavelength, and me is the electron mass. This

equation comes from the ratio of the electron quiver velocity to the speed of light. It can also

be interpreted as the amount of work done by the peak laser electric field over a distance

of λL/2π normalized to the electron rest mass energy mec
2. Therefore, if a0 > 1, electrons

accelerated by the peak laser field will gain kinetic energy in excess of their rest mass energy.

This is the threshold for what is defined as relativistic.

To relate a0 to laser intensity we first note that the vector potential of a plane wave is

given by:

A(z, t) = A0 sin(kLz − ωLt)x̂, (2.3)

where kL = 2π/λL is the wavenumber and ωL = 2πc/λL is the laser frequency. Specifically,

this is for a plane wave propagating along the z-direction and polarized in the x-direction.

The vector potential can be converted to the electric and magnetic fields through the follow-

ing relations:

E(z, t) = −∂A

∂t
−∇φ = ωLA0 cos(kLz − ωLt)x̂, (2.4)

B(z, t) = ∇×A = kLA0 cos(kLz − ωLt)ŷ, (2.5)
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where the gradient of the electric potential∇φ = 0 for a plane wave propagating in a vacuum.

The Poynting vector of the laser averaged over a laser period is then given by:

I = 〈|S|〉 =
1

µ0

〈|E×B|〉 =
ε0c

2
E2

0 , (2.6)

where E0 = ωLA0. This can then be substituted into Eqn. 2.2 for E0 to give:

a0 ≈

√
Iλ2

µ

1.37× 1018 Wcm−2µm2
, (2.7)

where Iλ2
µ is in units of Wcm−2µm2. From this equation we can see that for a laser pulse with

a 1 µm central wavelength, the onset for relativistic plasma interactions is ∼ 1018 W/cm2.

The record for highest laser intensity was held for many years by the HERCULES laser at

> 1022 W/cm2 [83], however other lasers throughout the world have since reported slightly

higher intensities [84]. Currently multi-petawatt lasers are being built that are expected to

exceed 1023 W/cm2 [30,85]. The scale of these lasers is much larger than previous relativistic

intensity lasers in both size of laser components and the number of technical staff required to

build and maintain these lasers. If we consider the properties that allow for high intensities

they are pulse duration, pulse energy, and ability to focus the pulse. Pulse duration is

inherent to the gain medium used and typically becomes larger after amplification, however

there are some optical systems that use complex components to alter the pulse spectra and

therefore pulse duration. Minimum pulse durations are ∼ 5 fs. With the ideal spatial

profile and phase front quality there is a minimum spot size that can be achieved by a

focusing optic defined by the diffraction limit. Therefore, the main property that can be

used to increase laser intensity is the laser energy. Any optical component in a laser system

has an inherent damage threshold that defines how much energy can be incident on a unit

area of material without irreversible changes occurring in the material. For a specific laser

energy this then defines the minimum beam size. In petawatt class systems beam energies

have become so large that optics must have diameters of almost a foot. This means that
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optics are extremely expensive and facilities and their vacuum systems must be very large to

contain all the optics. If we look at the future of laser intensity this means that significant

technological improvements must occur before laser intensities can become much larger.

2.2 Laser Ionization

Ionization is the process by which electrons bound to an atom are freed. When done with

a large number of atoms the multiple ionizations form a plasma. There are several types of

ionization that can occur depending on photon energy and material/atom, however they all

must work in one of two ways. An electron must gain enough energy to escape the atomic

potential energy that bounds it to the atom, or the Coulomb barrier of the atom/molecule

must be suppressed such that an electron can escape. For the former there are two possi-

bilities, the electron gains enough energy from absorbing a single photon or scattering from

another particle to exceed the ionization potential, or it rapidly obtains energy from the

absorption of several photons. For most atoms, the ionization potential greatly exceeds the

energy of a single optical photon. Even for high Z metals, the outer shell electrons have ion-

ization potentials of a few eV and UV lasers would be required. The process of multiphoton

ionization is typically slow, however it is the dominant mechanism for ionization when the

Keldysh parameter given by [86]

γk =
tunneling time

laser period
=

√
Ip

2Up
, (2.8)

is > 1, where Up = e2E2
L/4meω

2
L is the non-relativistic ponderomotive potential.

As γk decreases the dominant ionization mechanism transitions from multiphoton ioniza-

tion to ionization based on the suppression of the Coulomb barrier. When the ponderomotive

potential Up exceeds the ionization potential Ip then the Coulomb barrier will be suppressed
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enough that electrons can tunnel through the remaining barrier. This threshold is

I(W/cm2) > 5.4× 1012 Ip(eV)

λ2
µ

. (2.9)

If the laser intensity is further increased the Coulomb potential can be completely sup-

pressed, allowing for barrier suppression ionization. The threshold for this type of ionization

is given by

I(W/cm2) ≈ 4× 109

(
Ip

eV

)4

Z−2, (2.10)

where Z is the charge state after ionization.

2.3 Single Particle Dynamics

Aside from Maxwell’s equations, perhaps the most important equation to understanding the

dynamics of a plasma is the Lorentz force equation:

∂p

∂t
= q(E + v×B), (2.11)

where p = γmv is the relativistic particle momentum and γ = 1/
√

1− v2/c2 is the Lorentz

factor. This equation defines the two ways that a charged particle can be accelerated by

electric and magnetic fields: in the direction of electric fields and perpendicular to magnetic

fields.

In non-relativistic laser interactions we can generally set γ = 1 and take the acceleration

due to magnetic fields to be negligible because it is a factor v/c smaller than the electric

field contribution. In relativistic interactions, the magnetic field contribution can become

comparable to the electric field contribution, causing the particles to be accelerated along the

direction of the laser propagation. In solid target interactions, this magnetic field component

in conjunction with the electric field accelerates electrons into the target as will be discussed

in Section 2.6.4.
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In this thesis we will see interactions where strong magnetic and electric fields form in

the plasma that are not oscillatory. Consider the effect of a static magnetic field in the

z-direction perpendicular to velocity of a particle. The particle’s energy cannot change in a

static magnetic field, therefore γ is constant. This gives an equation for the acceleration in

the x and y-direction:

∂vx
∂t

=
q

γm
vyBz, (2.12)

∂vy
∂t

= − q

γm
vxBz. (2.13)

Taking the second derivative of Eqn. 2.13 and substituting into Eqn. 2.12 gives the equation:

∂2vx
∂t2

= − q2

γ2m2
B2
zvx. (2.14)

Substituting a guess of vx = v⊥ cos(ωct) and solving for ωc will give:

ωc =
|qB|
γm

, (2.15)

the cyclotron frequency. Integrating the velocity gives the radius with which the particle

will orbit in the magnetic fields known as the Larmor radius:

rL =
γmv⊥
|qB|

. (2.16)

The ratio of the cyclotron frequency to the rate at which the orbiting particles experience

collisions (introduced in the next section) is known as the Hall parameter and defines how

magnetized the plasma is. If the particles experiences multiple collisions during the time of

a single orbit than they are not magnetized. The plasma is said to be magnetized if particles

can on average perform multiple orbits without experiencing a collision.

20



2.3.1 Collisions

Collisionality is a term that will show up in this thesis as a way of defining what regime

phenomena are being studied in. Collisions in plasmas appear in the form of Coulomb colli-

sions where a charged particle propagates towards another charged particle and is deflected

by the electric field of the particle. The rate at which these collisions occur is defined by

νcol = nσcolu, where σcol is the collision cross section in units of length squared, n is the

number density of background charged particles, and u is the speed the test particle moves

toward the background plasma with. The collisional cross-section is defined as the area

surrounding a background particle within which a test particle would be deflected by 90

degrees. To find this cross section we follow the derivation by Chen [87]. First we note that

the force on the test particle is:

F = − e2

4πε0r2
, (2.17)

if the test particle is an electron and the background particle is a proton. The interaction

time is approximately T ≈ r0/u where r0 is the initial distance from the test to background

particle perpendicular to the direction of propagation (Fig. 2.2). Multiplying F by T gives

the change in momentum which is ∼ mu for a 90 degree deflection. Solving for r0,

r0 =
e2

4πε0mu2
, (2.18)

and noting σcol = πr2
0 gives,

νei =
ne4

16πε20m
2u3

. (2.19)

This is the large angle collision rate, however small angle collisions are much more likely and

can be found by multiplying by the Coulomb logarithm ln Λc. The Coulomb logarithm comes

from a diverging integral over scatting angle and can be written as the natural log of the

ratio of the maximum and minimum initial distances from the test to background particle,

ln(bmax/bmin) [88]. The value of bmax is taken to be the Debye length, λD =
√

ε0kBTe
ne2
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Figure 2.2: Electron orbiting in a magnetic field experiences a collision with a proton causing
it break from its original trajectory.

assuming that collisions occur faster than ions can respond. The value of bmin is taken to be

rc = e2/4πε0kBTe where Te is the electron temperature and kB is the Boltzmann constant.

For the purpose of categorizing the physics of systems the important parameter is the

mean free path λmfp = uth/νei, where uth is the thermal velocity. This defines the charac-

teristic distance that an electron will travel before experiencing a collision. If this distance

is small compared to the system size then the system is collisional. If it is large compared

to the system size then the system is said to be collisionless. The majority of the physics

presented in this thesis are in the collisionless regime.

2.4 Electromagnetic Wave Propagation in Plasma

At the start of this chapter we used the terms overdense and underdense, two terms that

will be defined here. To understand how a laser will propagate through a plasma we must

find the dispersion relation for an electromagnetic wave through a material where electrons
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Figure 2.3: A plot of the densities required to be over or underdense for a particular laser
wavelength.

are free to oscillate. To derive the dispersion relation we start with Ampère’s law:

∇×B = µ0

(
J + ε0

∂E

∂t

)
. (2.20)

One then takes the derivative with respect to time and substitutes ∂B/∂t for ∇ × E from

the Maxwell-Faraday equation. A plane electric field of the form:

E = E0e
i(kz−ωt)x̂ (2.21)

is substituted into the resulting equation. This gives:

− k2E = µ0
∂J

∂t
− ω2

c2
E (2.22)

where J = −enevx is due to electron motion because ions are too slow to respond to the

fields. This equation is then linearized and the following non-relativistic equation of motion
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for the fast motion of the electrons is used:

∂vx1

∂t
= − e

me

Ex. (2.23)

After some algebra the following dispersion relation is found:

ω2 = ω2
pe + k2c2, (2.24)

where ωpe =
√

nee2

meε0
is the electron plasma frequency. This is the characteristic rate at which

electrons with a density ne respond to perturbations. From Eqn. 2.24, if ω < ωpe then k

is imaginary and if substituted into Eqn. 2.21, the wave is seen to rapidly attenuate as it

propagates in the z-direction. The density at which the onset of attenuation occurs is the

critical density:

ncrit =
ω2
Lmeε0
e2

, (2.25)

where ω has been replaced with ωL, the laser frequency. For ne > ncrit the electrons can

respond to the laser, causing it to reflect from the plasma. This is known as an overdense

interaction. Conversely when ne < ncrit the laser can propagate in the plasma and is known

as an underdense interaction as shown in Fig. 2.3.

2.5 Ponderomotive Force

The ponderomotive force occurs as a result of spatial gradients in the laser electric field. If we

consider the movement of an electron in the oscillating field of a plane wave, the electron will

simply follow the oscillations of the electric field. However if we now consider the motion

of an electron in an oscillating electric field with a spatial gradient one finds that over a

number of oscillations the electron is accelerated in the direction of weakening field, i.e., in

the opposite direction of the gradient. Intuitively, this is because the electron will experience

an oscillating field that pushes them from the center of the laser pulse outward during the
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first half of the laser period. The electron begins the second half the laser period away from

the center of the pulse in a region where the fields are weaker, therefore it will feel a smaller

returning force and will not make it back to the center of the laser pulse when the next laser

period begins. The accumulation of this force imbalance during each laser cycle is known as

the ponderomotive force.

To write this mathematically, we follow the derivation presented by Gibbon by first

considering laser fields with a gradient [79],

∂vy
∂t

= − e

me

Ey(y). (2.26)

Taylor expanding Ey(y) gives:

Ey(y) ≈ E0(y) cosφ+ y
∂E0(y)

∂y
cosφ+ ..., (2.27)

where E0(y) represents the spatial distribution of the laser electric field and cosφ represents

the oscillation of the field where φ = ωt− kx for a wave propagating in the x-direction. The

zeroth order term substituted into the Lorentz force equation simply gives the oscillation

velocity which when integrated gives:

y(0) =
vosc
ω

cosφ. (2.28)

This can be substituted for y in the first order term of the Taylor expansion to give:

∂v
(1)
y

∂t
= − e2

m2
eω

2
E0
∂E0(y)

∂y
cos2 φ. (2.29)

Averaging over a laser cycle and multiplying by electrons mass forms the non-relativistic
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version of the ponderomotive force:

Fp = − e2

4meω2

∂E2
0

∂y
. (2.30)

The relativistic ponderomotive force can be derived starting from the fluid version of the

Lorentz force:

∂p

∂t
+ u · ∇p = −eE− eu×B. (2.31)

The fields can be written as vector potentials by using E = −∂A/∂t and B = ∇ × A.

Additionally, if we use the vector identity u× (∇×A) = (∇A) · u− (u · ∇)A we get:

d

dt
(p− eA) = −e(∇A) · u, (2.32)

where d
dt

= ∂
∂t

+ (u · ∇) is the total derivative. The total derivative comes from taking the

derivative with respect to time of some quantity that has a coordinate system that is time

dependent e.g. u(t, x(t), y(t), z(t)), the velocity of some fluid element that is being tracked

in a system. The momentum is then separated into fast and slow components p = pf + ps

where dpf/dt � dps/dt,∇A. Therefore pf = eA from Eqn. 2.32. The slow variation can

be extracted from this equation by taking the average over the oscillating momentum:

ps =
1

2π

∫ 2π

0

pdξ, (2.33)

where ξ is the phase of the oscillating momentum. Noting that (∇A) · A = 1
2
∇(A2) and

taking the time average of Eqn. 2.32 gives:

dps

dt
= − e

2〈γ〉me

∇(〈A2〉), (2.34)

where 〈〉 represents the time average. This is the relativistic ponderomotive force. This can

be written in a few different ways by noting that a = eA/mec, 〈a2〉 = a2
0 for a circularly
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polarized laser and 〈a2〉 = a2
0/2 for a linearly polarized laser. Additionally 〈γ〉 =

√
1 + 〈a2〉.

2.6 Laser Absorption

In Section 2.2 the mechanisms for laser ionization were covered. Once a plasma has been

generated through ionization, a fraction of the remaining energy in the laser pulse will be

converted to kinetic energy of the electrons followed by the ions. In the interaction of a

spatially uniform laser pulse with an electron, the electron will oscillate in the laser fields.

However there will be no net energy gain, and therefore there must be some other mechanism

to transfer energy to the plasma. Although there are several mechanisms for electrons to

be accelerated, the main ways that bulk plasma heating occurs is through the generation of

plasma waves followed by Landau damping, or by the acceleration of electrons followed by

collisions.

2.6.1 Inverse Bremsstrahlung or Collisional Absorption

For the long-pulse moderate intensity inteactions (IL < 1015 W/cm2) discussed in this thesis,

the dominant absorption mechanism is inverse bremsstrahlung or collisional absorption. In

the interaction of a laser pulse with an electron that is not bound to an atom, although

the electron will oscillate in the laser field, it will gain no net energy. To transfer energy to

the plasma the electron must experience a collision, such that it becomes out of phase with

the laser fields. To model this process we must add a collisional term to the Lorentz force

equation:

∂ue
∂t

= − e

me

E− ueνei. (2.35)

If ue and E are ∝ exp(k · r − ωt) then one can use the above force equation with Ampères

law and the Maxwell-Faraday equation to obtain the following dispersion relation:

(
kc

ω

)2

= 1−
ω2
p

ω2
+ iνei

ω2
p

ω2
. (2.36)

27



The imaginary part of k, the rate at which the laser is attenuated, is given by:

kim =
νei
2c

(
ne
ncrit

)√
1− ne

ncrit
. (2.37)

From Eqn. 2.19 we can note that collisions become less important as the plasma temperature

increases, therefore this mechanism becomes less important as laser intensity increases. In

Chapter 5 a hydrodynamic simulation is performed to generate an accurate long-pulse laser

generated plasma plume. Inverse bremsstrahlung is used to calculate the laser absorption in

that simulation.

2.6.2 Resonance Absorption

Resonance absorption is an absorption mechanism that appears in overdense interactions. It

requires a laser pulse to be obliquely incident on a plasma gradient that increases to some

density in excess of the critical density. In this interaction, the laser will not propagate to the

critical density and reflect, it will instead propagate to the point where ne = ncrit cos θ, where

θ is the angle of incidence. For s-polarized light, where the electric field is perpendicular

to the plane of incidence, the fields oscillate electrons along lines of constant density and

absorption does not occur. For p-polarized light, where the electric field is in the plane of

incidence, electrons oscillate along density gradients and plasma waves are driven. These

plasma waves occur at the critical density position, however we noted that the laser field are

reflected before this position. Instead, the fields must tunnel to the critical density position

where a resonant interaction occurs and plasma waves are driven. These plasma waves give

up their energy to the plasma through Landau damping where electrons moving near the

phase velocity of the plasma wave are accelerated.

The fraction of absorbed light is given by:

fabs ≈
φ(τ)2

2
, (2.38)
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where,

φ ≈ 2.3τ exp

(
−2

3
τ 3

)
, (2.39)

τ =

(
ωL

c

)1/3

sin θ. (2.40)

This is true for a plasma with a linear density gradient that has a slope L = ∇n/n known

as the scalelength. The maximum absorption occurs when the angle of incidence is:

θmax ≈ sin−1

[
0.8
( c

ωL

)1/3
]

(2.41)

2.6.3 Brunel or Vacuum Heating

Brunel heating is the dominant mechanism for heating in overdense targets with sharp density

gradients when the laser is obliquely incident on the interface and p-polarized. As the laser

electric field interacts at the sharp density gradient it pulls electrons from the interface on

the first half of the laser period and accelerates the electrons back into the target on the

second half of the laser period. The laser field can only penetrate up to the skin-depth into

the target, therefore electrons accelerated into the target can escape the laser fields and

propagate through the target, eventually giving up energy through collisions. The electric

field that pulls the electrons from the interface is from the standing wave formed by the

incident and reflected laser light:

Ed = 2EL sin(θ). (2.42)

If the electrons are pulled out as a sheet they will have some surface number density σ and

will form a picture similar to a capacitor which has an electric field E = eσ/ε0. Therefore

the number density is:

σ =
2ε0EL sin(θ)

e
(2.43)

When this sheet of charge is driven back into the bulk target it will have a velocity vd =

2vos sin(θ) where vos = eEL/meωL is the oscillation velocity of an electron in the laser field.
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This process will result in electrons bunched at the laser frequency ωL. The ratio of the

energy per unit area carried by the electrons to the intensity of the laser is:

ηabs =
4

π

sin3(θ)

cos(θ)
a0 (2.44)

Two corrections must be made to this equation for it to accurately predict the absorption.

First, the reflected laser light that forms the standing wave must be reduced by the absorp-

tion. Secondly, the relativistic kinetic energy must be used for the particles. This results in

the corrected relativistic equation:

ηabs =
1

πa0

f
[
(1 + f 2a2

0 sin2(θ))1/2 − 1
] sin(θ)

cos(θ)
, (2.45)

where f = 1 + (1 − ηabs)
1/2. This is then a transcendental equation and must be solved

numerically. More complex equations are required to model heating with finite scale-lengths.

In the case where L/λ = 0.1 absorption reaches peak values of ∼ 70% [89].

2.6.4 j×B Heating

j × B heating is a relativistic effect that appears as result of the magnetic field term in the

Lorentz force becoming important when particle velocities approach c:

ne
∂p

∂t
+ ne(u · ∇)p = −eneE− j×B. (2.46)

Previously when we discusses the ponderomotive force although we gave a general equation

where the force could even act along the laser propagation direction, we motivated the force

by transverse gradients in the laser field due to focusing that would result in transverse forces.

We know from previous sections that a non-relativistic electron will simply oscillate along the

electric field with a velocity vosc. This is approximately true because the ratio of magnetic

field force to electric field force is very small |(u × B)|/|E| ≈ u/c � 1 because B/c = E
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for an electromagnetic wave. However, as |u| approaches c the magnetic field begins to

accelerate the electron longitudally. To express this process through equations we follow very

similar steps to what was done for the relativistic ponderomotive force derivation. We take a

wave propagating along the x-direction polarized in the y-direction A(x, t) = A(x) sin(ωLt)ŷ.

Placing this into the Lorentz force equation and solving for the momentum in the y-direction

we find py = eA. Now solving for the force in the x-direction one finds the following equation:

dpx
dt

= −me

2

∂vosc(x)2

∂x
sin(ωLt)

2 = −me

4

∂vosc(x)2

∂x
(1− cos(2ωLt)). (2.47)

This force is made up of two components: the standard constant ponderomotive force, and

a second force that at two times the laser frequency. This causes bunches of electrons to be

accelerated into the target similar to the Brunel mechanism. The resultant temperature can

be approximated as [79]

Tj×B = mec
2
[
(1 + 0.73I18λ

2
µ)1/2 − 1

]
. (2.48)

This mechanism is most important to overdense interactions as normal-incidence, such as

those studied in Chapter 6.

2.7 Hole Boring

In underdense plasmas as a laser propagates through the plasma it will rapidly displace the

electrons near the center of the pulse out radially through the ponderomotive force due to

transverse gradients in the electric field. This generates a plasma channel that has a net

positive charge due to the left-over ions that move much slower than the electrons. This

process is known as channeling. The analogous process in overdense plasmas is the hole

boring process.

The process works as follows: the laser channels through the underdense plasma to the
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critical density, the laser then displaces electrons longitudinally through the ponderomotive

force into the dense plasma. The ions are subsequently pulled by the electric field set up by

the electrons. The pressure balance at the interface between the ions and radiation pressure

is:

(1 +R)IL/c = 2Miu
2
fni, (2.49)

where the ion front moves with a speed uf , has a density ni, a mass Mi, and reflects a

fraction R if the incident light. Prior to reaching the relativistic critical density γoscncrit

where γosc =
√

1 + (1 +R)a2
0/2 the laser will rapidly heat the electrons and R will be small.

For a plasma with an exponential density gradient ni(x) = (γoscncrit/Z) exp[(x− xc)/ls] the

evolution of the position of the ion front is given by [90]

xf (t) = xc + 2ls ln

[
1 + t

c

2ls

(
meZ

2Mi

γ2
osc − 1

γosc

)1/2
]
. (2.50)

Several equations for the hole boring position or velocity exist and most are modified versions

of this equation. In Chapter 6 we found this equation matches simulations quite well and is

used in our theory.

2.8 Strong Field Quantum Electrodynamics

Quantum electrodynamics (QED) is the study of the quantum processes in dynamic electric

and magnetic field interactions. Specifically, it is the study of the way radiation and charged

particles interact. Strong field QED (SFQED) is the study of these interactions in a regime

where interacting fields are so energetic that quantum processes with very low probabilities

at standard field strengths become important. The two main processes that become impor-

tant and are relevant to this thesis are multi-photon Compton emission and pair creation

which will be discussed in the following sections. The primary reference for the following

section is the paper by Ridgers et al. [91]. SFQED effects occur when field strengths become
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comparable to the Schwinger or critical field:

Es =
m2
ec

3

e~
= 1.3× 1018 V/m. (2.51)

This field is defined by being the field necessary to accelerate an electron to gain kinetic

energy equal to its rest mass within a Compton length. The Compton length is the wave-

length of light that would have the same energy as a particle with rest mass energy mc2.

This is such an extreme field that it can directly generate particles from the vacuum. In

terms of intensity this corresponds to an ∼ 1029 W/cm2 laser pulse. Such an intensity is well

outside of current laser technology and without significant advances in laser technology may

not exist for many years. However, this does not mean that SFQED cannot be studied in

the laboratory. By noting that electric and magnetic fields are not Lorentz invariant, we can

see that there a simple trick that can be used to increase the relative field strengths felt by

an electron. If the electron propagates through the fields with some velocity that is a large

fraction of c, then it will see much larger field strengths in its rest frame. The ratio of the

fields it feels to the Schwinger field is given by:

η =
|F µνpν |
mEs

, (2.52)

where F µν is the EM field tensor and pν is the relativistic 4-momentum. This terminology

may be confusing if one is not familiar with special relativity. They are written as:

F µν =



0 −Ex/c −Ey/c −Ez/c

Ex/c 0 −Bz By

Ey/c Bz 0 −Bx

Ez/c −By Bx 0


, (2.53)

pν = γm(c,−vx,−vy,−vz). (2.54)
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These structures are convenient in special relativity because any set of quantities that form a

4-vector can be transformed as a set through both rotations and Lorentz transforms. Addi-

tionally, the Einstein summation convention, where indices that appear as both superscripts

and subscripts are summed over (e.g. ν in Eqn. 2.52), allows for equations to be written in

a concise way.

Returning back to the meaning of η, we can see that it is similar to a0 in that it defines

how important SFQED effects are in the interaction. Achieving a η close to 1 for a non-

relativistic particle where γ ≈ 1 as previous noted is non-trivial because it requires very

strong fields. However, if the particle is highly relativistic then v ≈ c and γ � 1. This

then reduces the required field strength in the lab frame by a factor of ∼ 2γ for a head-on

collision. In the following sections the two lowest order processes that occur in SFQED will

be reviewed.

2.8.1 Multi-photon Compton Emission

In standard QED one of the lowest order processes is Compton scattering whereby a photon

scatters from a particle, giving energy to the particle. The inverse of this process is for

a photon to be emitted from a particle. When a particle interacts with very strong fields

where η > 0.1, multiple laser photons can interact with a particle to produce a much higher

energy photon. This is known as non-linear inverse Compton scattering or multi-photon

Compton emission. Standard inverse Compton scattering is defined by a photon energy

dependent emission rate that results in a spectrum of emitted photon energy. This spectrum

is the same as synchrotron radiation (radiation from high energy particles moving through a

magnetic field). The classical spectrum overestimates the spectrum that is obtained in multi-

photon Compton emission. Specifically, it overestimates high energy photon production. To

reduce the spectrum we use the Gaunt factor g(η) = Pquantum/Pclassical, where P is the power
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spectrum. More explicity this equation is written as:

g(η) =

∫ η/2
0

F (η, χ)dχ∫∞
0
Fcl(

4χ
3η2

)dχ
=

3
√

3

2πη2

∫ η/2

0

F (η, χ)dχ. (2.55)

For an ultra-relativistic particle the photons are emitted along the direction of the particle’s

momentum causing a decrease in momentum, this is known as radiation reaction. This force

is written as:

F = −gPcl
c

p̂, (2.56)

where the radiated power is given by:

Pcl =
2αfc

3λc
mec

2η2. (2.57)

Here αf is the fine structure constant, λc is the reduced Compton length. In Eqn. 2.55

χ = (hνη)/(2γmec
2) is the photon quantum efficiency parameter. One must be careful

because in many QED papers the symbol χ will be used for what we have defined as η here.

A useful fit for g(η) ≈ [1 + 4.8(1 + η) ln(1 + 1.7η) + 2.44η2].

The way radiation reaction affects the mean momentum 〈p〉 and energy spread σ2 =

〈γ2〉 − 〈γ〉2 of a population of electrons is given by:

d〈p〉
dt

= −〈gPclp̂〉
c

, (2.58)

dσ2

dt
= −2

〈∆γgPcl〉
mec2

+
〈S〉
m2
ec

4
. (2.59)

Here ∆γ = γ − 〈γ〉 and

S(η) =
55αfcγ

24
√

3λη
m2
ec

4η4g2(η), (2.60)

where g2(η) ≈ [1 + (1 + 4.528η) ln(1 + 12.29η) + 4.632η2]−7/6. The use of 〈〉 denotes the
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moment of a quantity and is defined as:

〈ψ(p)〉 ≡ 1

ne

∫
d3pψ(p)f(x,p, t), (2.61)

where f is the electron distribution function. From these equations we can see that radiation

reaction will act on a distribution of electrons to reduce the mean particle γ. From the first

term in Eqn. 2.59 the variance in the distrubution is reduced as high energy particles radiate

more than low energy particle, but it is increased due to stochastic effects (second term).

These equations will show up again in Chapter 6 when we discuss the measurement of

magnetic fields using high energy electron beams.

2.8.2 Breit-Wheeler Pair Creation

The second process that will be discussed here is Breit-Wheeler pair creation, or in SFQED

multi-photon pair creation. As will be shown in Chapter 6 this process is negligible for

the laser intensities and interactions studied in this thesis, however it is still an important

process for SFQED. The classical version of the process involves two photons combining to

produce a single electron-positron pair (γγ → e−e+). This process requires photons with

a minimum combined energy of 2mec
2. It also requires that these photons exist in a large

enough density that the small cross-section can be overcome and pairs can be produced with

a non-negligible probability. The SFQED version of this process involves the interaction of

multiple photons to produce pairs (γ+Nγ′ → e−e+). Again, the photon energy must add up

to 2mec
2 however, this energy can be divided among several photons, therefore the photon

energy requirement is less stringent.

Taken together the processes of multi-photon Compton emission and multi-photon Breit-

Wheeler can form a population of pairs and photons that grow exponentially. If we start

with a single electron in a laser field this electron can produce a high energy photon. This

photon can then interact with the laser field to produce a pair. These pairs and the initial
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electron can all radiate assuming they stay in the laser field and the laser has not been

depleted. If this process continues it forms a pair cascade. In astrophysics pair cascades

have been theorized to occur at the poles of pulsars [92]. Experimental setups have been

proposed to study these cascades [93,94].

2.9 Shocks

A shock is a mechanism to rapidly change the properties of a medium when some object

or perturbation moves through a medium faster than it can respond. This response time is

defined by the fastest rate of information transfer in the medium, generally the sound speed,

however this can also be the Alfvén speed in magnetized plasmas. If a perturbation moves

through a system in excess of the sound speed, the system rapidly attempts to respond by

changing its properties such that the perturbation no longer moves faster than the system can

respond. The shock appears as an abrupt transition from the plasma that cannot respond

(upstream) to the plasma that can respond (downstream). The way this shock forms and

its properties depend greatly on the collisionality of the system. If the mean-free-path is

much smaller than the system size, then the shock will be mediated by collisions, however

if the mean-free-path is much larger than the system then collisions cannot be important

and the shock must be mediated by some collisionless mechanism. Here we will describe the

formation of both types of shocks, however for the purpose of this thesis it is the collisionless

shock formation that is important. For additional discussion of collisional shocks see [15].

2.9.1 Jump Conditions

In the highly collisional regime the plasma can be modeled as a fluid, the shock shows up

as a rapid change in density, pressure, and temperature that travels through the plasma in
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excess of the sound speed given by:

Cs =

√
ZkBTe
mi

. (2.62)

Although the perturbation exceeds the sounds speed, the single fluid equations still remain

valid:

∂ρ

∂t
= −∇ · (ρu), (2.63)

∂

∂t
(ρu) = −∇ · (ρuu)−∇p, (2.64)

∂

∂t

(
ρu2

2
+ ρε

)
= −∇ ·

[
ρu

(
ε+

u2

2

)
+ pu

]
, (2.65)

where ρ is the mass density, p is the pressure, and ε is the internal energy. These equations

are respectively the continuity equation, conservation of momentum, and conservation of

energy. If we take the shock transition to happen over an infinitely small length, then the

following jump conditions can be found:

ρ1u1 = ρ2u2 (2.66)

ρ1u
2
1 + p1 = ρ2u

2
2 + p2 (2.67)[

ρ1u1

(
ε1 +

u2
1

2

)
+ p1u1

]
=

[
ρ2u2

(
ε2 +

u2
2

2

)
+ p2u2

]
. (2.68)

These equations define how the density, pressure, and energy density change moving from

the shock upstream to downstream. Such equations are commonly used in shocks driven by

high-energy long-pulse lasers in inertial confinement experiments and have been applied to

collisionless shock, however the validity of their application to collisionless shocks is still being

studied. Bret et al. studied the departure from Eqn. 2.66 in collionless shock simulations [95].

They found that for electrostatic shocks where steep electric fields separate the upstream

from downstream, particle reflections cause the density jump to not be perfectly accurate,
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differing by a few percent.

2.9.2 Collisionless Shocks

Collisionless shocks again form in systems where a perturbation moves in excess of the local

speed of information propagation, however the shock is mediated purely through collisionless

mechanisms, e.g. the growth of steep electric and/or magnetic fields. These shocks can form

in many ways, but they primarily form due to streaming instabilities. For example there have

been experiments studying Weibel mediated shocks where the Weibel instability initiates the

formation of magnetized shocks [96]. If there is no magnetic field present then the shock

will be purely electrostatic. This type of shock will be the main focus of Chapter 4 and is

formed from nonlinear steepening of ion-acoustic waves. Simulations have shown that the

parameter that defines the formation of a electrostatic or magnetized shock is the ratio of

the electron temperature to the fluid velocity [51]. This is because the dominant or fastest

growing instability depends on this ratio and will define what type of shock is formed.

The fundamental theory for electrostatic shocks comes from the work of Sagdeev [97].

The electrostatic shock is modeled simply as an electrostatic potential φ that is supported

by kinetic electrons with a Boltzmann distribution ne(φ) = ene0e
eφ/kBTe and ions described

as a fluid that interacts with the potential. To find the ion equation, we use conservation of

mass and energy across the shock:

ni0uio = niui, (2.69)

u2
i = u2

i0 −
2Zeφ

mi

. (2.70)

Combing these equations and solving for ni gives:

ni(φ) =
nio√

1− 2Zeφ
u2i0mi

. (2.71)
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This equation and the electron distribution are then used in Poissons equation:

∇2φ = ene − Zeni. (2.72)

We normalize this equation using a new normalized potential φ̂ = eφ/kBTe. We can also

note that the Mach number M = u/Cs, and we can normalize the length scale to the Debye

length, χ = x/λD to give the equation:

∂2φ

∂χ2
= exp(φ̂)− 1√

1− 2φ̂
M2

. (2.73)

If we now consider φ̂ to be some position and χ to be time, this is an equation of motion.

By integrating with respect to φ̂ this then forms a conservation of energy equation:

1

2

(
∂φ̂

∂χ

)2

= exp(φ̂) +M2

√
1− 2φ̂

M2
+ C (2.74)

To find the constant of integration set ∂φ̂/∂χ = 0 when φ̂ = 0. One finds that C = −(1+M2).

The resultant equation can be written in the form:

1

2

(
∂φ̂

∂χ

)2

+ Ψ(φ̂) = 0. (2.75)

In this equation Ψ(φ̂) is the Sagdeev potential which shows up in most collisionless shock

theories. This potential represents the electron and ion pressure:

Ψ(φ̂) = Pi − Pe = M2

1−

√
1− 2φ̂

M2

− (exp(φ̂)− 1) (2.76)

This equation represents a solitary wave or soliton. To find the maximum speed that can be

reached by this soliton set ∂φ̂/∂χ = 0 when φ̂ = φ̂max. Additionally we must note that once

the potential of the soliton exceeds the kinetic energy of the ions they will no longer be able
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Figure 2.4: Standard steady-state shock picture used for more recent collisionless shock
theory.

to pass the soliton:

Zeφ >
miu

2

2
. (2.77)

Using the boundary condition and the maximum φ condition solving numerically we find

φ̂max ≈ 1.3. Substituting back into Eqn. 2.77 gives:

Mcr =
u√

ZkBTe/mi

≈ 1.6. (2.78)

This is known as the critical Mach number and defines the onset of ion reflection. For a

graphical explanation of these equations see [87].

From the linearized equations for an ion acoustic wave it is not clear how a shock will

form as the speed of an ion acoustic wave is the sound speed. To achieve higher Mach

numbers and shock formation, non-linear theory must be used as it predicts wave-steepening

and faster propagation speeds [98].

More recent laser-driven collisionless shock papers use the steady-state shock picture

shown in Fig. 2.4. In the co-moving frame of the shock the upstream travels towards the

shock at a speed us. The upstream is made up of unshocked electrons and ions and the
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downstream consists of shocked electrons and ions. Between these two regions is the shock

transition where the amplitude of the electrostatic potential increases from the upstream

to the downstream. Electrons are able to move from the upstream to downstream freely,

however only electrons with kinetic energies greater than the shock potential can move from

the downstream to the upstream. Electrons with energies below the shock potential make

up the “trapped” population. There were a few early papers on the distribution function

of electrons trapped behind a potential wall. The common assumption for the distribution

function is to use the maximum density trapping approximation where particles have a flat-

top distribution, however this is not necessarily true for all shocks [99]. This shock picture

was used by Sorasio et al. to derive equations for shocks with differing electron temperatures

across the shock allowing for large Mach numbers [100]. Later, Stockem et al. adapted the

theory to allow for relativistic electron temperatures [101]. We modify this theory in Chapter

4.

In both the more recent model and the theory of Sagdeev there is a critical Mach number

above which ions are reflected. Ions which satisfy Eqn. 2.77 will be reflected. The velocity of

these reflected particles is calculated as follows. Assume the shock is moving with a velocity

ush and the ion is moving along this same direction with u0 < ush. In the frame of the shock

the ion approaches the stationary shock with a speed −(ush − u0) and is reflected back at

ush − u0. Converting back to the lab frame, one finds that the reflected ion has a velocity

2ush − u0 assuming the speeds are non-relativistic. Although this is for a single particle,

if we consider an upstream ion distribution with a finite temperature, only the part of the

distribution that satisfies the reflection condition will be reflected and the thermal spread

will result in an energy spread in the reflected beam. These properties are included in the

model of Malkov et al. [99].
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2.10 Magnetic Field Generation in Laser-Solid Inter-

actions

Magnetic fields are a fundamental component of our universe and can be generated in several

ways in plasmas. If we consider the Maxwell-Faraday equation:

∂B

∂t
= −∇× E, (2.79)

we can see that anywhere in the universe where there are electric fields that have a non-zero

curl, magnetic fields will grow. The way these electric fields are formed are given by the non-

ideal Ohm’s law. There are several terms in the full Ohm’s law, however for our discussion

we care about the following truncated equation:

E + u×B = ηJ− ∇Pe
ene

, (2.80)

where Pe = nekBTe is the electron thermal pressure. Taking the curl of this equation and

substituting this equation for ∇× E in Eqn. 2.79 gives:

− ∂B

∂t
+∇× u×B = ∇× ηJ−∇×

(
∇Pe
ene

.

)
(2.81)

For the sake of this discussion we will focus on the magnetic field contribution from the second

term on the right side of this equation. This contribution is known as the Biermann battery

mechanism, however it is generally written in a different form [14]. To get to the standard

form we follow the following steps. First, using the vector identity∇×φA = φ∇×A+∇φ×A:

− ∂BBiermann

∂t
= − 1

ene
∇×∇Pe +∇

(
− 1

ene

)
×∇Pe (2.82)
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The curl of the gradient is zero which removes the first term on the right side. The second

term can be further expanded by using the chain rule on ∇Pe assuming spatially varying

temperature and density. Additionally, we use the distributive property of the cross-product

to write:

∂BBiermann

∂t
= − kB

ene
∇ne ×∇Te −

kBTe
en2

e

∇ne ×∇ne. (2.83)

The second term is zero and using the anticommutative property of the cross-product we

get the standard form of the Biermann battery:

∂BBiermann

∂t
=

kB
ene
∇Te ×∇ne. (2.84)

From this equation we can see that, in plasmas with perpendicular temperature and density

gradients, magnetic fields will be generated. Such gradients occur in laser generated plasma

plumes where the density of the plasma plume increases toward the target surface and the

temperature decreases radially. These perpendicular gradients setup azimuthal magnetic

fields within the plasma plume which have been measured in experiment [19, 102]. Two of

these plumes have been generated side-by-side on foils to create a magnetic reconnection

geometry [34].

Experiments and simulations both show that Biermann is the dominant field generation

mechanism for moderate intensity lasers. It was also shown by Shukla et al. that Biermann

is dominant outside the focal volume for a0 ≈ 1 with Weibel field generation being the

dominant mechanism within the focal volume [103]. However, field generation for a0 � 1

in the highly relativistic regime has not been studied. A simple model was derived from

the integral form of Maxwell’s equations where the field generation results from relativistic

electrons streaming along the surface of the target by Schumaker et al. [71]. First we assume

that the interaction of a laser pulse on a solid target is azimuthally symmetric and the laser
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propagates in the z-direction. Start with the integral form of the Ampère-Maxwell equation:

∮
∂Σ

B · d` = µ0

(∫∫
Σ

J · dS + ε0
d

dt

∫∫
Σ

E · dS
)
. (2.85)

We want to find the azimuthal field above the target at some position z. Assuming the

displacement current normal to the target is small:

Bθ(r, z, t) ≈
1

c2r

d

dt

∫ r

0

Ez(r
′, z, t)r′dr′. (2.86)

Next we combine the integral form of Gauss’ law with the continuity equation:

∫∫
dΩ

E · dS =
1

ε0

∫∫∫
Ω

ρdV, (2.87)

dρ

dt
= −∇ · J. (2.88)

We can form an equation to replace the radial integral of Ez in Eqn. 2.86 by taking the

time derivative of Eqn. 2.87 and substituting Eqn. 2.88 for dρ/dt. This results in the final

equation:

Bθ(r, z, t) ≈ −µ0

∫ ∞
z

jr(r, z
′, t)dz′. (2.89)

In Chapter 6 we find that this equation can be used in simulations to quite accurately

construct the magnetic fields outside the focal volume. We build upon this equation allowing

for estimates of magnetic fields for interactions in the range of a0 = 50 to 500 starting from

laser parameters.

2.11 Magnetization

In Section 2.3 it was noted that the magnetization of a plasma depends on how well the

particle trajectories couple to magnetic field lines. A different definition of magnetization
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appears in astrophysics in the form of the parameter σ. It does not compare the timescales

of particles orbiting in magnetic fields to collisional timescales; instead, it is the ratio of

the magnetic enthalpy density to the relativistic plasma enthalpy density. It is therefore a

comparison between the energy that exists in the magnetic fields to the energy in the plasma.

Before showing the equation for σ, we should note why it is important. In plasmas, shear

Alfvén waves can be generated due to perturbations transverse to the magnetic field lines.

The field lines oscillate due to magnetic tension which pulls on the plasma. The speed at

which these waves travel, the Alfvén velocity can be written in terms of σ:

VA = c

√
σ

1 + σ
. (2.90)

Notably, this velocity defines the outflow speed and therefore the rate of magnetic reconnec-

tion. If σ � 1 then VA ≈ c and the reconnection outflow can be relativistic. If σ � 1 then

VA ≈ c
√
σ.

Magnetization is defined as:

σ ≡ B2

µ0w
, (2.91)

where B is the magnetic field, and w is the relativistic enthalpy density of the plasma

i.e., the sum of the internal energy density (which includes the rest-mass energy density

nsmsc
2) and the pressure ps, summed over the particle species s. For a polytropic gas the

pressure is related to the density as ps ∝ nγas , where γa is the adiabatic index [15]. For a

relativistic gas, where the temperature kBTs � msc
2, γa = 4/3. While for a non-relativistic

gas kBTs � msc
2, γa = 5/3. In either case, the pressure is ps = nskBTs where kB is the

Boltzmann constant and Ts is the temperature of the particular species. Pressure is related

to internal energy as p/(γa − 1). Therefore, for an ultra-relativistically hot plasma:

σhot = B2/µ0

∑
s

(4nskBTs). (2.92)
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While in the limit of sigma where kBTs � msc
2, i.e. a relativistically cold plasma:

σcold = B2/µ0

∑
s

(
nsmsc

2 +
5

2
nskBTs

)
. (2.93)

In this limit, the denominator of the equation is dominated by the rest mass energy density

of the particles. If the particles have similar densities then σcold is dominated by the particle

with the largest mass. This form of σ is quite useful because except for a factor of 1/2, it

gives the amount of energy in the magnetic field per particle, normalized to the particle rest

mass energy. Magnetic reconnection converts magnetic field energy to particle kinetic energy,

therefore σcold can be used to estimate how energetic particles will be in the reconnection

outflow. Additionally, we can note that if σcold � 1, then when substituted into Eqn. 2.90

we can retrieve the classical Alfvén speed:

VA =
B

√
µ0nimi

. (2.94)

Here we have assumed that the denominator is dominated by a single ion species with mass

mi and density ni.

In the context of laser-plasma interactions it is likely that electrons will be ultra-

relativistically hot, while ions will be relativistically cold, therefore the use of σhot or σcold

will depend on the particle species. Additionally, in ultra-intense laser-solid interactions

there may be regions where the electrons are coupled to the magnetic fields while the ions

are not, or regions where only electrons exist, therefore ne � ni and we can define electron

magnetization:

σhot,e =
B2

4µ0nekBTe
. (2.95)

From this equation, varying Te and keeping all other values constant, we can note that σhot,e

decreases with increasing Te, therefore hot relativistic electrons will have a smaller VA,e than

cold electrons.
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Finally, it is important to note which frame σ should be calculated in. In reconnection

studies σ is commonly calculated in the reconnection upstream, i.e. the region where mag-

netic fields have yet to reconnect. In that frame the plasma is stationary. In Chapter 6 we

calculate σ in the frame co-moving with the relativistic electrons traveling along the surface

of the target. In the two-beam reconnection geometry this outflow from the laser focal vol-

ume would make up the reconnection upstream. The frame σ should be calculated in will

depend on the experimental geometry and how the magnetic fields are expected to interact.
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CHAPTER 3

Methods and Capabilities

3.1 OMEGA EP

In Chapter 5 experimental work performed on the OMEGA Extended Performance (EP) laser

system at the University of Rochester Laboratory for Laser Energetics is presented. This

facility houses two laser systems: the OMEGA laser system; a 60 beam high-energy system

designed primarily for inertial confinement fusion studies; and the OMEGA EP system, a

4 beam system used for a diverse set of experiments [104]. OMEGA EP operates as a user

facility where researchers are awarded a set number of shot days to have their experiments

be performed by a large team of technicians and scientists. This is necessary as the laser

system is extremely large and performs new experiments everyday, therefore the facility must

operate very efficiently.

OMEGA EP has several capabilities that allow us to run experiments that cannot be

performed elsewhere. It includes 4 highly energetic beams, two of which can be compressed

to short pulses [105]. The short-pulse beams originate as ∼ 200 fs pulses before being

temporally stretched and amplified through optical parametric amplification (OPA). The

combination of these processes is known as optical parametric chirped pulse amplification

(OPCPA) and allows the initial signal pulse to see large gain while maintaining its bandwidth.

Two stages of OPCPA allow for the initial pulse to be amplified from 2 nJ to 250 mJ. The

long-pulse beams originates as a continuous wave output from a commercial oscillator. This
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beam is shaped by pulse-shaping systems that allow for specified pulse shapes and durations

to be requested. Several stages of amplification are used before this beam is injected into

the main amplifiers where the short-pulses are also injected. Each beam has a separate set

of amplifiers, however the design for the main amplifiers is the same. In the amplifier a set

of spatial filters and a deformable mirror is used to clean up the spatial profile of each pulse.

Following amplification, the long-pulse beams can be frequency tripled from 1053 nm to

351 nm central wavelength and focused into the target chamber. Additionally a distributed

phase plate (DPP) can be used to produce super-gaussian focal spots with focal spot di-

ameters from 400 to 2000 µm. Pulse durations can range from 100 ps to 10 ns. Allowed

maximum energies depend on the chosen pulse duration and range from 100 J to 5 kJ.

For the short-pulse, after being amplified the beams can be sent to the upper and lower

compressors where a set of tiled gratings are used to compress the pulses to user requested

durations in the range of 0.7 to 100 ps. A deformable mirror is then used to correct phase-

front errors before the beams are transported to the target chamber and focused by f/1.8

off-axis parabolic mirrors to maximum intensities > 1020 W/cm2. Delays can be placed on

each beam independently to obtain a specific beam timing with and error of ±25 ps.

OMEGA EP hosts a large suite of diagnostics including ones which can be placed into

the main chamber through a set of secondary chambers known as the ten inch manipulators

(TIM). Target positioners can be placed into the TIMs, however there are also a set of

dedicated target positioners and target positioning optical systems that are compared to

schematics made in the CAD software VisRad to accurately position the targets and lasers.

Typically for experiments involving both long pulse and short pulse beams like those in

Chapter 5, shots are taken every 1.5 hours. This generally results in a total of 7 shots during

a typical shot day.
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3.2 Radiochromic Film

In Chapter 5 radiochromic film (RCF) is used as a proton detector in the primary diagnostic.

The following will be a short summary of RCF and its usage. For a more detailed discussion

see the thesis of Paul T. Campbell [106]. The particular film used was the HD-V2 film

produced by GafchromicTM. This film initially appears as a thin transparent yellow plastic

sheet that darkens to green due to proton or x-ray flux. The film is made up of a 97 µm

polyester substrate coated with an 8 µm active layer consisting of di-acetylene monomers

suspended in gelatin. Physically the sides of the film can be determined by the finish, the

active layer having a matte finish and the substrate having a glossy finish. The darkening

of the active layer is due to polymerization induced by radiation.

RCF is a commonly used detector in experiments with sufficient proton flux to induce

changes in the active layer of the film. This is due to its high resolution and ability to provide

immediate results. The downside to RCF is that it is single use, however the features on

the RCF can remain for years if it is stored correctly. RCF is typically digitized using

a high-quality flatbed scanner such that it can be analyzed using a set of image analysis

techniques.

In experiments performed on OMEGA EP using TNSA protons, pieces of RCF are gener-

ally arranged in stacks. These stacks leverage the proton Bragg peak to generate a timeseries

of data on a single shot. Due to the time of flight from the TNSA proton source foil to the

interaction that is probed, each energy in the proton beam captures the dynamics of the

interaction at a unique time. If only a specific proton energy could be collected on a detec-

tor then a particular time in the evolution of the interaction that is being probed could be

observed. This is approximately what is done by using a stack of RCF. By carefully choosing

thicknesses for metal foils to place throughout the stack of RCF, the Bragg peak for a specific

energy of proton can be designed to align with the active layer of a particular piece of RCF.

As a reminder, the Bragg peak is the sharp spike in the deposited energy into a material as a

function of distance propagated into a material and is an inherent property of protons. The

51



energy deposited on each piece of RCF will be dominated by protons within a small energy

range and therefore it will capture a particular time with a small error. Images are formed

on the pieces of RCF through the method of proton deflectometry (see below). This method

is used in Chapter 5. The method is reviewed in the following section and modifications of

it are discussed in Chapter 6.

3.3 Proton Deflectometry

The standard experimental geometry to perform proton deflectometry is shown in Fig. 3.1.

The diagnostic begins with a source of protons. The commonly used sources are protons

generated by a D3He implosion which produces a spherically expanding source of quasi-

monoenergetic protons at 14.7 MeV [102] or TNSA protons which exist as a beam with a

large energy spread [107]. These protons travel from the source to the object plane where

they experience deflections by electric and magnetic fields from the interaction that is being

probed. The particles then propagate ballistically along their new trajectories to the image

plane where they are detected on an RCF stack as discussed in the previous section.

In the work by Kugland et al. [63], it was shown that in this setup one can relate the

intensity at a position (x0,y0) in the object plane to the intensity at a position (x,y) in the

image plane by calculating the transformation of each infinitesimally small area dx0dy0 to

the corresponding area dxdy. We can find this transformation by first noting that a particle

which passes through the point (x0,y0) will experience some deflections αx, αy, due to the

fields and will have an initial angle tan(x0/l)≈ x0/l, tan(y0/l)≈ y0/l assuming protons start

from a point source. The equations for the position in the image plane are then,

x = x0 +
L

l
x0 + αxL (3.1)

y = y0 +
L

l
y0 + αyL (3.2)
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Figure 3.1: The standard point-project proton radiography experimental setup

where tanα ≈ α. This can be viewed as a coordinate transformation, therefore we can write,

dx
dy

 =

1 + L
l

+ ∂αx

∂x
L ∂αx

∂y
L

∂αy

∂x
L 1 + L

l
+ ∂αy

∂y
L


dx0

dy0

 , (3.3)

where the determinant of the transformation matrix |∂(x, y)/∂(x0, y0)| is equal to the change

in area due to the coordinate transformation. To transform the undisturbed proton beam

in the image plane, I0(x0, y0), to one formed from deflected protons, I(x, y), the following

equation can then be used:

I(x, y) =
I0(x0, y0)

| ∂(x,y)
∂(x0,y0)

|
. (3.4)

If the deflections are small such that vz, the velocity normal to the object plane, is

approximately constant then deflections from magnetic fields are given by:

αx =
∆px
pz

= − q

γmvz

∫
Bydz, (3.5)
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αy =
∆py
pz

=
q

γmvz

∫
Bxdz. (3.6)

These equations can also be written for deflections from electric fields:

αx =
q

γmv2
z

∫
Exdz, (3.7)

αy =
q

γmv2
z

∫
Eydz. (3.8)

From Eqn. 3.4, if I and I0 are known, then an inverse problem is formed where the fields

that caused the deflections can be solved for. The derivation for this problem is described by

Kugland et al. where it is shown that the path-integrated fields can be solved for through a

Poisson’s equation. For a detailed discussion of this method and different solvers known as

inversion methods that can be used, see the thesis of Paul T. Campbell [106], or the paper

by Bott et al. [108].

In high intensity interactions where magnetic fields can have magnitudes of 1000’s of T,

performing quantitative analysis is not possible. One of the main assumptions of proton

deflectometry analysis is that deflected particle trajectories do not cross, otherwise a unique

solution cannot be found. This is quantified through the parameter µ = αl/a. If µ approaches

or exceeds 1 for a specific probing geometry, quantitative analysis breaks down. In practice,

for high intensity interactions like those in Chapter 5, proton radiographs must be analyzed

qualitatively and can be compared to simulations. Additionally the method of forward

scattering can be used where a guess is made for the fields in the object plane and protons are

numerically propagated through these fields to form synthetic radiographs. These synthetic

radiographs are then compared with experimental data and fields are revised until the data

matches well.
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3.4 Particle-in-Cell Simulations

Particle-in-cell (PIC) simulations are an extremely important tool used in all chapters of

this thesis. Unlike hydrodynamic codes that treat the plasma as a fluid, in PIC codes the

plasma is divided into a user-specified number of macroparticles. Each particle species has

a specific charge to mass ratio, however the individual particles each have a unique density,

position, and velocity. The simulation domain is divided into a set of cells in which the

particles are able to move. The particles respond to electric and magnetic fields through the

Lorentz force. The fields are affected by the distribution of particles and are solved on the

grid that makes up the simulation domain.

The PIC code that is used in this thesis is the OSIRIS code [109,110], a fully relativisitic

3D3V code. To setup a simulation one must specify the size of the simulation domain, the

number of grid cells in each direction, the timestep, the particle species, their density profiles,

and the number of particles per cell. OSIRIS initializes the simulation domain based on these

parameters, constructing the user specified density profiles by dividing the initial density for

each cell into a number of macroparticles. These macroparticles can also have a specified

temperature, fluid velocity, or a laser can be injected into the simulation domain such that

there are dynamics when the simulation is run. Here we will summarize the main loop

and function of a PIC code both classically and with QED effects. A much more extensive

discussion of these ideas can be found in the thesis of Marija Vranic [111].

The simulation loop used by OSIRIS is similar to many other PIC codes and works as

follows. First, the fields at the position of each particle is calculated. The fields exist on

the grid and the particles exist within the cells of the grid therefore interpolation must be

used to evaluate the contribution of each point on the grid at the particle position. This is

done using a user specified interpolation scheme (linear, quadratic, cubic, etc.). The force

from the fields on each particle can then be evaluated through the Lorentz force equation.

This equation includes a time derivative and therefore must be discretized through a finite

differencing scheme such that it can be solved computationally. The positions of the particles
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are then updated based on this force and their previous velocity. The fields must then be

updated to reflect the change in particle position. This is done by adding up the current

contribution from each particle at the points on the grid. The current is then used to update

the fields through the following Maxwell’s equations:

∂E

∂t
= c2∇×B− J

ε0
, (3.9)

∂B

∂t
= −∇× E. (3.10)

These equations must also be discretized such that they can be solved. The standard method

used in OSIRIS is the Yee scheme [112]. This loop then continues until the specified number

of timesteps are performed.

PIC simulations have a few considerations that must be made. The timestep must be

set such that electromagnetic wave propagation is resolved such that damping or unstable

growth of waves does not occur. This is defined by the Courant Fredricks Lewey (CFL)

condition [113]:

1

c2∆t2
>

1

∆x2
+

1

∆y2
+

1

∆y2
. (3.11)

Additionally, all length scales must be well resolved and there must be sufficient particles

to resolve the phase-space. To determine the required grid resolution and particles-per-cell

(PPC), convergence testing must be performed. This is generally done by performing scans

of these two quantities while looking for changes in phase-space. As the resolution and

PPC are increased there will be a point above which the phase-space stays approximately

the same, therefore the physical processes are well resolved. This is an important step

from a computational resources perspective as PIC simulations can be very computationally

intensive, therefore one cannot choose arbitrarily large PPC and resolution. One must

additionally set boundary conditions for both particles and fields. The choice of boundary

conditions and the way the plasma interacts with this boundary can greatly affect the physics
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of the system and how accurate the results are. Finally it is important to note that collisions

are not accounted for in the basic PIC loop, therefore only collisionless systems can be

accurately simulated without additional computation to take collisions into account.

For the work in Chapter 6 an additional QED module in OSIRIS was used that expands

the standard PIC loop as shown in Fig. 3.2. An additional term is added to the Lorentz

force equation to account for radiation reaction [114]. For each particle in the simulation

there is some probability that it will emit a photon of a certain energy based on the energy

of the particle and the acceleration that it experiences. If a particle emits a photon then

it must experience an equal and opposite force. This process is accounted for by a Monte

Carlo algorithm during the particle pushing step. This calculation is performed under the

Local Constant Field Approximation (LCFA), whereby equations assuming a constant field

can be used given that the photon formation time is much smaller than the time and spatial

variation of the fields the particle experiences [115]. Given that the photons have a large

enough energy and are in strong enough fields there is also some probability that the emitted

photons will generate electron positron pairs. To account for this, when a particle emits a

photon that photon becomes a “real particle” in the simulation that can propagate. Prior

to the current deposition step the photons in the simulation box will stochastically form

pairs, which then must be accounted for as new particles. A possible error can occur if

the chosen timestep is larger than the formation time of photons. A rough estimate of the

correct timestep is ∆t < 1/a0 where ∆t is normalized to the laser frequency.

OSIRIS can output data on several quantities such that the dynamics of the simulation

can be understood. Each particle in the simulation has properties of charge density, mo-

mentum, and position. Outputting the data for all particles is possible, however for large

simulations with many particles the raw data can be very large. Data such as fields, charge

density, current, velocity, etc. are commonly cell averaged and output as 2D arrays. Phase

space diagnostics are generally output as 2D histograms e.g. charge density as a function

of position and momentum along the x-direction. Particles can also be tracked through the
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Figure 3.2: The initialization process and PIC simulation loop used by the OSIRIS QED
module.
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simulation domain as was done in Chapter 4. The simulation needs to be run twice: once to

generate particles with tags, and a second time choosing specific particle tags to track.

Simulations are generally used in two ways: to be predictive, or to understand experi-

ments that have already been run. In Chapter 4 simulations are used to predict what might

happen in a laser-driven ion acceleration experiment with multiple ion species. If the ex-

periment was run then the simulations could be validated and if discrepancies are found

changes could be made to the simulation setup or code to better match the experiments. In

Chapter 5 we use particle-in-cell simulations to understand an experiment that had already

been performed. This was necessary as information that can be extracted from diagnostics

was limited and did not give a complete picture of the interaction. The simulations were

able to elucidate the experimental data and predicted the existence of features that could

not be resolved by the diagnostic used in the experiment.
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CHAPTER 4

Multiple Species Ion Shock Acceleration

In this chapter two-dimensional particle-in-cell simulations are used to explore laser-driven

collisionless shock acceleration of ions in a multi-species plasma. Simple plasma slab simula-

tions consisting of electrons, protons, and fully ionized carbon are used, varying the carbon

ionization state, the relative fraction of ions, and the ratio of downstream to upstream plasma

density. We find that two shocks can simultaneously propagate with different velocities de-

fined by the dominant ion species reflected by each shock. The appearance of two shocks

allows for ions to be accelerated twice, but can also cause trapping and heating of ions. We

modify the current collisionless electrostatic shock theory reviewed in Chapter 2 to include a

second ion fluid. This fluid model is unable to calculate the Mach number at which both ions

will reflect, therefore we propose a kinetic model that may better model multi-species shocks.

Scans are also performed in simulations with a laser pulse and realistic density profile that

show reduced proton peak energies with the inclusion of carbon ions. Double shocks are only

seen in simulations with steep density profiles, demonstrating the experimental importance

of tailored density profiles. These shocks are driven along the propagation direction of the

laser and are purely electrostatic, unlike the shocks that will be presented in Chapter 5 which

are driven by magnetized relativistic electrons.
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4.1 Introduction

As noted in Chapter 1 there is great interest in laser-driven ion acceleration for producing

multi-MeV beams with small emittance and short temporal duration from plasmas. A tune-

able, quasi-monoenergetic and single species beam would be a desirable source for various

applications across many scientific, technological and medical fields. A beam with these prop-

erties could be used in cancer therapy [56,116], as an injector source for accelerators [117], as

a picosecond resolution probe of large electromagnetic fields in high energy density physics

experiments [118], as a compact and directional high energy neutron source [119, 120], to

isochorically heat matter for warm dense matter experiments [121], and for isotope produc-

tion for positron emission tomography [122]. Plasmas are a promising medium to provide a

compact source because they can sustain huge electric fields, enabling acceleration to occur

over very short distances.

Several laser-driven ion acceleration mechanisms have been identified and studied, each

with unique properties that are highly dependent on both the target and laser pulse prop-

erties. The targets used are typically above the critical plasma density (overdense). Strong

transfer of laser energy to the plasma electrons occurs around ncrit. For relativistic intensi-

ties (ILλ
2
L > 1018 Wcm−2µm2), where the electrons oscillate in the laser fields to velocities

approaching the speed of light, the modification of the effective mass of the electrons to

〈γ〉me, where 〈γ〉 is the time-averaged Lorentz factor, enables the propagation of the laser

to the higher relativistic critical density nγcrit = 〈γ〉meε0ω
2
L/e

2.

The most rigorously studied acceleration mechanism is target normal sheath acceleration

(TNSA) [123]. It is a robust method for accelerating ions, using relatively thick foil targets

(i.e. ne � ncrit) to produce beams with excellent transverse emittance properties, making it

suitable for imaging applications [124]. By reducing the target thickness to sub-wavelength

thicknesses, it has been theorized that quasi-monoenergetic beams can be generated by

radiation pressure acceleration (RPA) or light-sail acceleration, where the whole target is

accelerated together [125]. Using such targets requires excellent laser contrast and very
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high-intensity laser pulses. Practically, small focal spot intensity gradients [126] or target

instabilities [127] can limit RPA, although there has been recent progress in mitigating these

problems [128,129].

A promising alternative mechanism that can generate narrow energy-spread spectral

features is collisionless shock acceleration (CSA) [50, 130–132]. An electrostatic shock is

generated and used to reflect ions to high energies with a very small energy spread. Unlike

RPA, this method does not require extreme laser pulse intensity contrast ratios, but instead

requires tailored targets with density profiles that allow for the production of strong shocks

while limiting the energy spread of the beam due to inherent TNSA by fields produced at

the rear of the target [96]. Experiments by Haberberger et al. [130] and Palmer et al. [131]

demonstrated that CSA can produce very narrow energy spread beams from the interaction

of a laser with a marginally overdense hydrogen gas jet. The peak density and spatial profile

of the target were found to be critical to the shock formation. In both cases CO2 lasers

were used due to their long emission wavelengths (λL=10 µm), reducing the target density

needed to meet the critical density of the laser. In addition, Haberberger et al. used a train

of pulses to generate a steep density gradient at the front edge of the target allowing for the

production of a strong shock. This method accelerated proton beams with energies of ∼20

MeV and extremely narrow energy spreads ∆E/EFWHM <1%.

Fiuza et al. subsequently derived the ideal conditions for laser-driven shock acceleration

[57]. A set of 2D particle-in-cell (PIC) simulations showed that the conditions for producing

a viable proton beam for proton therapy could be met with currently available lasers and

realistic target density profiles. The ideal target density profile proposed in this report used

a linear density ramp to a slightly overdense peak followed by an exponential density decay

to suppress TNSA. The laser pulse incident on the linear ramp would isothermally heat the

electrons to temperatures of ∼MeV and cause density steepening near the peak, thereby

generating the conditions for shock formation. A scan of accelerated proton energy as a

function of normalized laser intensity a0 showed that with this ideal profile, beams with
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energies >100 MeV could be produced with a0 ∼ 10.

Recent experiments have investigated several potential ways to produce this ideal density

profile for laser systems producing pulses with a central wavelength of ∼ 1 µm. At this

wavelength ncrit is at an intermediate density between a typical gas and a solid, making

density profiles with sharp gradients and near-critical peak densities difficult to achieve. Pak

et al. [58] used a 0.5 µm thick Mylar target and a laser to ablate the back surface of the target

to generate a rear scale length. Kordell et al. [133] used a cryogenically cooled supersonic

Ar/H gas jet with a knife edge to modify the density profile of the gas jet. Hicks et al. [134]

used a high pressure hydrogen gas jet to reach high densities, and additionally formed a blast

wave using a lower power prepulse to produce a sharp density gradient on axis, similar to the

work of Helle et al. [135]. Chen et al. used an extremely high pressure hydrogen gas jet [136],

similar to that characterized by Sylla et al. [137]. These experiments were able to achieve

overdense targets, but this was only achieved through the use of cooling, additional lasers,

special high pressure valves and gas jets, or with a multi-species target due to the higher

number of ionization states. This experimental reality is contrary to most shock theory

where only a single ion species is considered. Although collisionless shock theory allows for

multiple species by simply using an average ion mass and charge or by adding more terms

to Poisson’s equation when calculating the shock potential, these changes do not correctly

incorporate the physics of an additional ion species.

Previous multiple ion species simulations have investigated intricacies that arise, such

as instabilities in the upstream plasma due to the streaming of multiple species [138], in

idealized low Mach number simulations below the critical Mach number [139], in specific

cases to support experimental data [140], and at high laser intensities [141]. Shock formation

in plasmas with multiple ion species has only been studied comprehensively for the collisional

regime where collective effects drive the separation of ion species [17,142].

To understand how the introduction of a heavy ion affects proton beam generation, here,

we perform particle-in-cell (PIC) simulations consisting of three particle species (protons,
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electrons, C6+). This three species scenario is relevant to the use of methane (CH4) as a gas

target or CH as a solid target for laser-driven shock acceleration. In Section 2.9 collisionless

shock theory was reviewed. In the following section this theory will be expanded upon to

include multiple ion species. Section 4.3.1 describes the simulations we have performed for

multi-species shocks using the simple plasma slab model of Fiuza et al.. In Section 4.3.2,

we modify the laser-generated shocks demonstrated by Fiuza et al. to investigate whether

the properties seen in the idealized plasma slab simulations are also observed in the more

realistic simulations of laser-plasma interactions. At the end of Section 4.3.2 we discuss our

findings and what implications these simulations have for future experiments.

4.2 Collisionless Electrostatic Shock Theory

Collisionless shock acceleration has been theorized for the last 50 years or so, with much of

the theory being first derived by Sagdeev [97]. In Sagdeev’s theory, basic conservation and

electrostatic equations were used to describe the conditions for the formation of a soliton

and for this soliton to reflect ions and become a shock. This theory was shown in Section

2.9.

Since the initial derivation by Sagdeev, this method for deriving the conditions for reflec-

tion has been used for many situations, sometimes with slight modifications. Sorasio et al.

treated the electrons kinetically, assigning separate densities to the electrons ahead of the

shock (upstream) and behind the shock (downstream) [100]. These modifications allowed

for Mcr > 1.6 when the electron temperature and density are not the same in the shock

upstream and downstream. The ratio of downstream to upstream electron density was given

by Γ = ne,down/ne,up and the temperature ratio was given by Θ = Te,down/Te,up. This theory

was later generalized by Stockem et al. to include relativistic effects, allowing for relativis-

tic electron temperatures, relevant to high-intensity laser driven shocks to be considered

here [101].
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These theories treat the ions as a single fluid, which is integral to finding the reflection

condition. As will be shown here, a single fluid treatment of the ions cannot correctly predict

the structure of multi-species shocks. In Section 2.9 when solving for the Sagdeev potential

of a soliton we found an ion pressure given by:

Pi(M, φ̂) = M2

(
1−

√
1− 2φ̂/M2

)
. (4.1)

If we consider a multi-species plasma with two ions that make up a fraction α and 1−α

of the ion number density respectively, the Sagdeev potential will include two terms for ion

pressure with different Mach numbers,

Pi,l(Ml, φ̂) = ẐlαM
2
l

(
1−

√
1− 2φ̂/M2

l

)
, (4.2)

Pi,h(Mh, φ̂) = Ẑh(1− α)M2
h

(
1−

√
1− 2φ̂/M2

h

)
, (4.3)

where Ẑi = Zi/(αZl + (1−α)Zh), and h and l represent the heavy and light ion respectively.

If we follow the standard shock analysis and input the potential to reflect one of the ions,

i.e. φ̂max = M2
l /2 = u2

i,l/(2ZlkBTe/mi,l), then Pi,l = ẐlαM
2
l . Therefore, we can note that

ion reflection corresponds to the argument of the square root going to zero, and for larger

potentials the ion pressure becomes imaginary as our assumption that the ion distribution

is that of a single fluid and can be described by Eqn. 2.71 becomes invalid. If we assume

that the two ion species have the same upstream fluid velocities, then the ratio of Mach

numbers Ml/Mh =
√
Zhmi,l/Zlmi,h. Following the analysis to obtain Mcr for each ion, one

finds that it is imaginary for the heavy ion and therefore can only be solved for the higher

charge to mass ratio (light) ion. This is because our fluid assumption for the light species will

break down for φ̂ > M2
l /2, i.e. Eqn. 4.2 becomes imaginary, however reflection of the heavy

species is expected to occur when φ̂ > M2
h/2. Mh > Ml, therefore the light ion pressure will

be imaginary in the range of Mach numbers where the heavy ion critical Mach number is
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expected to occur, invalidating the calculation of Mcr for this ion.

Once reflections occur, energy will be transferred from the shock to the reflected ions,

thereby slowing the shock. This limits the shock velocity to be approximately given by

Mcr. From our previous analysis we may then expect that a shock propagating through a

multi-species plasma will be limited by the Mach number necessary to reflect the light ion

species, therefore heavy ions will remain as a fluid background. Our simulations show this

is only partially true. As expected, most of the light ions will reflect, but this leaves the

shock downstream dominated by the heavy ion species. This allows for the formation of a

second, slower shock that reflects the heavy ions and also interacts with the light ions that

do not meet the reflection condition of the primary shock. The dynamics of this double

shock will be explored in the following sections.

4.3 Simulations

4.3.1 Plasma Slab Shock Model

In the work by Fiuza et al. a simple simulation model of two semi-infinite plasma slabs

was used to study shock formation based on the initial temperature ratio Θ and density

ratio Γ between the slabs [57]. To directly build from this work, we used the same model,

only modifying the ion species used. This simulation model is useful for elucidating the

underlying physics because it removes the complexities of the laser-plasma interaction and

a realistic density profile. Simulations were performed using the 2-dimensional OSIRIS 4.0

PIC code [143, 144]. A simulation box with dimensions 4098 × 128(c/ωp)
2 with a grid of

8196 × 256 cells was used. Periodic boundary conditions in the x2 direction, perpendicular

to the shock propagation, create effectively infinite plasma slabs. The simulations ran for

5000ω−1
p with a time step of 0.35ω−1

p . Two ion species were used, one with the equivalent

charge-to-mass ratio of a proton, and another equivalent to fully ionized carbon. Each
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Figure 4.1: The propagation of shocks from plasma slab simulations for only protons (rows
1, 2) compared to 0.5ne protons and C6+ (rows 3, 4). The ion phase space (rows 1, 3), and
the electric field and ion densities (rows 2,4), are shown at different times as the shocks form
and reflect protons or carbon ions.

particle species was initialized with 36 particles per cell. The x1 direction was divided evenly

into two plasma slabs with different densities consisting of cold ions, and electrons with a

uniform temperature of 1.5 MeV (Θ = 1) represented by a Maxwell-Jüttner distribution. A

simulation box much larger in the shock propagation direction than the distance travelled

by the reflected ions during the duration of the simulation was used to reduce acceleration

due to TNSA and boundary-effects.

Fig. 4.1 shows the characteristic propagation of a multi-species shock (with an equal

charge density contribution by protons and carbon ions) compared to that of a single species

proton shock where the initial plasma density ratio between the downstream (x1 < 2048c/ωp)

and upstream slabs (x1 > 2048c/ωp) Γ = 25, i.e. the single species case closely replicates

the result presented in reference [57]. The Γ = 25 data is reported here because significant

ion reflection occurs at this density ratio. As will be shown later, at smaller values of Γ the
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shocks become weak and reflections are negligible. In both the single and multi-species cases,

shocks were formed from an ion acoustic wave driven by instabilities due to the propagation

of the more dense electrons of the downstream slab into the less dense upstream slab. As

the electrons propagate into upstream, they generate a space-charge field that pulls the ions

at the edge of the slab toward the upstream direction, this is seen in the decaying boundary

between the slabs. Ions in the shock upstream that meet the reflection condition are reflected,

steepening the electrostatic field. Ions that do not meet the reflection condition propagate

through the shock into the downstream where they are decelerated in the frame of the shock.

In the multi-species case two shocks are formed, a feature that has not been previously

observed in single species and low-Mach number multi-species simulations, but was recently

reported at high laser intensities [140,141]. From the theory shown in Section 4.2, we would

expect a single shock to form that only reflects protons, the higher charge-to-mass ion species.

One reason this is not true is due to the change in the downstream plasma conditions of the

primary shock which are effectively the upstream conditions of the secondary shock. During

the formation time of the shocks, the primary shock meets the reflection condition for the

protons first which slows the shock, limiting the maximum speed to be close to that given

by Mcr. Due to the protons being initially cold, if the shock condition is met then almost

all the protons will reflect. We calculated the Mach number of the primary shock from the

simulations using the average upstream Z and atomic number A which were approximately

1.7 and 2.5 respectively. The velocity of the primary shock was ∼ 0.056c corresponding to a

Mach number of ∼ 1.7. Due to the larger shock potential required to reflect the carbon ions,

they are only accelerated in the positive x1 direction by the electrostatic field of the primary

shock to a velocity smaller than both the primary and secondary shocks, allowing the ions to

propagate into the primary shock downstream and subsequently interact with the secondary

shock. This forms an upstream for the secondary shock made primarily of carbon ions that

have been accelerated in the laboratory frame, corresponding to a deceleration in the frame

of the secondary shock, allowing them to meet the reflection condition at lower potentials.
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To calculate the Mach number of the shock we used the average upstream Z and A only

including those ions with velocities smaller than the secondary shock velocity, i.e. the ions

that interact with the shock. This resulted in A ≈ 8.1 and Z ≈ 4.2, with a shock velocity of

∼ 0.037c this corresponds to a Mach number of ∼ 1.3. If we consider the upstream carbon

ion velocity (∼ 0.016c) in this calculation by subtracting it from the shock velocity then this

only gives a Mach number of ∼ 0.7.

To better understand the reflections from the double shock, particle tracking was per-

formed. Using the multi-species simulation shown in Fig. 4.1, particles were randomly cho-

sen from both the carbon and proton populations with p1 > 0.05mic and x1 > 2142c/ωp at

t = 2450ω−1
p . Many of these particles followed very similar phase space trajectories, however

a few characteristic phase space trajectories were identified and have been plotted in Fig.

4.2. Four general trajectories were found for the protons and are overlaid on the proton

phase space and electric field in Fig. 4.2(a-b). Tracks (1) and (2) represent reflected protons

that originated from the edge of the dense slab (x1 = 2048c/ωp) and from the low density

slab respectively. Track (1) represents the highest energy protons that are transiently re-

flected during shock formation and can be seen in Fig. 4.1 as the cause of the break in the

reflected ions in phase space. Macchi et al. [145] also noted this break in laser-driven shock

simulations, and found that it was caused by oscillations of the electrostatic component of

the shock at early times. Track (2) is representative of the steady-state reflection of the

low density slab protons being reflected by the shock. Track (3) represents the trajectory

of protons that originate further into the high density slab. From Fig. 4.2(b) this particle

experiences smaller initial electric fields than that of track (1) resulting in a smaller initial

velocity given by the inverse slope of the track. This velocity is larger than the steady-state

velocity of both shocks, allowing the particle to move from the secondary shock downstream

into the primary shock downstream and begin to be accelerated by the primary shock at

late times. Finally, track (4) represents protons from the low density slab that did not meet

the shock condition, and instead pass through the shock. These protons become trapped
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Figure 4.2: Selected characteristic trajectories of (a-b) protons and (c-d) C6+ overlaid on
their respective phase space profiles at t = 2450ω−1

p and temporal maps of E1 where the
dotted red line denotes the initial interface between the slabs with an initial density ratio
Γ = 25.
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between the two shocks, generating a spiral in phase space.

Very similar trajectories are seen for the carbon ions in Fig. 4.2(c-d). The exception is for

track (1), that shows two stages of acceleration where it is reflected by the trailing secondary

shock and then further accelerated by the primary shock. This only occurs very early in the

shock formation when carbon ions reflected from the secondary shock can propagate just

ahead of the primary shock to gain energy from the electrostatic fields. It should be noted

that the secondary acceleration the carbon ion experiences at the primary shock is not a

reflection. At intermediate times, in Fig. 4.1 we can see that carbon ions reflected from the

secondary shock are accelerated to velocities too small to pass through the primary shock

and are instead decelerated by the oscillatory fields and trapped between the shocks. These

oscillatory fields are observed between the shocks in Fig. 4.2(d), increasing the slope of the

ion trajectories, corresponding to deceleration of the ions. At late times, when the primary

shock slows and the electrostatic fields weaken, we can see that some carbon ions begin to

pass the primary shock.

To further study the characteristics of these multi-species shocks, we varied the ratio of

densities Γ, the ratio of protons to carbon ions, and the charge-to-mass ratio of the carbon

ions. The results of the simulations scanning Γ are shown in Fig. 4.3. A similar study by

Fiuza et al. for a purely proton shock found that for Γ ≈ 2 an ion acoustic wave is driven

as the high density slab expands into the low density slab, but ion reflection does not occur

until larger density ratios of Γ ≥ 4 [57]. When the charge density consists of equal parts

protons and C6+, we observe slightly different results. In the case of Γ = 2, protons are

accelerated and trapped due to the buildup of carbon ions. By Γ = 3, the acceleration and

trapping of C6+ begins a few oscillations behind the leading edge of the ion acoustic wave

and protons are seen to reflect. For increasing Γ, the Mach number of both the primary

and secondary shocks are increased, enabling significant ion reflection. When Γ = 100, the

C6+ trapping becomes low enough such that these ions can interact with the primary shock,

allowing them to be boosted to even higher energies. This results in three co-propagating
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Figure 4.3: Plasma slab proton and ion momentum evolution at t = 2450ω−1
p using various

Γ with an initial Te = 1.5 MeV and np = 0.5ne.
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Figure 4.4: Plasma slab proton and ion momentum evolution at t = 2450 ω−1
p using a

Γ = 25 with an initial Te = 1.5 MeV and np is varied as shown in the plot.

bunches of ions with slightly different energies. For the carbon ions to meet this boosting

condition the velocity of the reflected ions must exceed the shock velocity of the primary

shock. The boosted protons are not reflected, instead seeing a double boost as they move

from the secondary shock downstream into the primary shock upstream. In Fig. 4.4 it can

be seen that by reducing the number of protons and increasing the number of carbon ions

to maintain the initial neutrality, the necessary Γ to meet the boosting condition is reduced.

This is due to the secondary shock velocity increasing, while the primary shock velocity

decreases.

The effect on the shock structure by varying the ionization state of carbon (i.e. the

charge-to-mass ratio) is shown in Fig. 4.5. Plotting the measured velocities for the measured

parameter space (Fig. 4.6(a)), it is found in the high-Mach number limit (large Γ), the ratio

of shock velocities approximately scales as
√
AC/ZC where AC is the atomic number of

carbon and ZC is the ionization state. The scan includes the fictional ionization state of

C10+ to extend the trend. Plotting the velocity of the shocks as a function of Γ for C6+

(Fig. 4.6(b)) and fitting to the ratio of the primary to secondary shock velocities gives
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Figure 4.5: Plasma slab proton and ion momentum evolution at t = 2450 ω−1
p using a

Γ = 25 with an initial Te = 1.5 MeV and np = 0.5ne. The ionization state of the carbon ion
is varied while the charge density is held constant. Note the fictional C10+ ionization state
is included to observe the trend.
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ush,1/ush,2 ∝ 1/(aΓ + b) +
√

2 where a ≈ 0.4 and b ≈ 0.88. We can also note from Fig. 4.4

that changing the fraction of ion species will also change the ratio of shock velocities.

In deciding how to model these trends we made a few important considerations. Firstly,

the initial conditions outlined in the simulations e.g. density ratios Γ and ion fluid veloci-

ties evolve to a set of steady-state conditions which can be greatly different from the initial

conditions. This is a problem because the current models define the shock properties at

steady-state, therefore we would need to also model the evolution of these properties. Al-

though Γ is defined for the electrons, from Fig. 4.1 rows 2 and 4 we can see how the density

ratio decays for the ions from an initially large ratio to a much smaller ratio at the shock

steady-state. This steady-state ratio Γss is shown for the primary and secondary shocks

in Fig. 4.6(c) which shows that although the density ratios start at very different values,

they decay to very similar ratios. Secondly, ion fluid velocities in the shock upstreams differ

from the initial values due to acceleration by electric fields formed by reflected ions and

for the secondary shock upstream, acceleration by the primary shock. The acceleration by

the primary shock can greatly affect the fluid velocity of the ions in the secondary shock

upstream as demonstrated by Fig. 4.5. Thirdly, the double shock structure is made of many

populations of ions e.g. reflected and trapped which require a kinetic description. Finally,

we must note that although we are simply changing the charge of the carbon ions in Fig.

4.5, the number density of these ions will also change to maintain the charge density.

Although a rigorous model will need to treat the ions kinetically as we will later discuss,

as a first attempt we made approximations to model the ions as two fluids and the shocks

as being independent. For the purpose of our simple model we assumed that the primary

shock was made of two ion species, reflecting only the light ion species, and the secondary

shock was a single species shock only including the heavy ion species. The primary shock

was modeled using the relativistic electron pressures derived by Stockem et al. [101],

P r
e,up(φ̂,Γss) =

φ̂(1− µ0)

1 + Γss
, (4.4)
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Figure 4.6: Velocities in the lab-frame of the primary (reflects p+) and secondary (re-
flects CZ+) shocks generated from semi-infinite slabs with a uniform electron temperature of
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P r
e,down(φ̂,Γss,Θ) =

φ̂Γss
Θ(1 + Γss)

[
φ̂
(

1− µ0

Θ

)
+ Θ

(
1 +

µ0

Θ

)]
, (4.5)

where Pe,up and Pe,down are the upstream and downstream electron pressures in the relativistic

limit where µ0 = mec
2/kBTe � 1 is the normalized upstream electron temperature, and Θ is

the ratio of downstream to upstream electron temperatures. The Sagdeev potential can then

be constructed from these electron pressures and the multi-species ion pressures we derived

in Eqn. 4.2 and 4.3. To solve for the Mach number to reflect the light ion species we set

φ̂ = M2
l /2 and ∂φ̂/∂χ = 0 in Eqn. 2.75. Solving for Ml gives the critical Mach number

Mcr,l,

Mcr,l =

√
2Θ

[
2ζ − 1 + µ0

Γss(1− µ0/Θ)
+

2ζ − 1− µ0/Θ

1− µ0/Θ

]
, (4.6)

ζ = Ẑlα +
ZlAh
ZhAl

Ẑh(1− α)

(
1−

√
1− ZhAl

ZlAh

)
. (4.7)

In the case of a single species (α = 1, ζ = 1) these equations simplify to equation 12 in

the report by Stockem et al. [101]. We used this single species equation to calculate the

velocity of the secondary shock assuming a heavy ion only plasma. To obtain the ratio of

the primary shock velocity to the secondary shock velocity we assume that the shocks will

move at the velocity needed to reflect the light and heavy ions respectively at steady state

i.e. ush,1 =
√
ZlkBTe/mi,lMcr,l and ush,2 =

√
ZhkBTe/mi,hMcr,h. We must also take into

account the fluid velocity of the heavy ions in the upstream of the secondary shock because

Mcr is calculated in the frame where the upstream ions are stationary. Using conservation

of energy and noting that φ̂ = M2
l /2 gives the velocity of the heavy ions in the laboratory

frame as,

u0,h = ush,1

[
1−

√
1− ZhAl

ZlAh

]
. (4.8)

This velocity is due to the acceleration of the heavy ions as they pass through the electrostatic

fields of the primary shock without being reflected. We can then calculate the ratio of shock
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velocities as:

ush,1
ush,2 + u0,h

=
1

1 + ush,2/ush,1 −
√

1− ZhAl/ZlAh
. (4.9)

To plot these equations we used Γss calculated from the average of electron densities on

either side of both shocks as shown in Fig. 4.6(c). This value varies for changes in both

the initial Γ and the choice of carbon charge state Z. The ratio of electron temperatures

across the shocks Θ can differ from unity and can be different for both shocks, but we

found the temperature to be similar to the initial isothermal conditions in this case. Fig. 4.7

shows the values calculated from equation 4.6 for the primary and secondary shock velocities

compared to the values extracted from the simulations. For changing Γ and Z, the theory

predicts similar values to the simulations for ush,1, although the trends are not correctly

modeled. This discrepancy may be due to many of the properties not captured by the model

e.g. reflections, upstream ion drift velocity, etc. which could have a small effect on the shock

velocity. The theory overestimates the secondary shock velocity by a factor of 2-3 in both

the Γ and Z scans, although it predicts a similar trend for the Z scan. The simulations show

that the secondary shock velocity should be closer to the primary shock velocity, suggesting

that protons cannot be neglected in the secondary shock.

In a rigorous model of the secondary shock, the protons should be included in two pop-

ulations: protons that freely drift from the shock downstream to upstream, and trapped

protons in the shock upstream. This kinetic treatment could build from the model for a

single species including reflections proposed by Malkov et al. [99]. In this kinetic model one

also needs to consider the electron distributions on either side of the shock. In the model

of Stockem et al. used here, the downstream of both shocks is assumed to be made of two

population of electrons: trapped and free. The trapped electrons are assumed to follow the

maximum density trapping approximation [146]. This approximation may not be true be-

tween the shocks. In our simple analysis the shocks were taken to be independent, therefore

the upstream electron distribution of the secondary shock was taken to be a Maxwell-Jüttner

distribution. These shock are coupled, therefore the upstream distribution of the secondary
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Figure 4.7: Comparison of simulated shock velocities with those calculated from Eqn. 4.6
and 4.9 using Γss from the simulations. The top row is for varying Γ and the bottom row is
for varying Zc.
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shock should match that of the primary shock downstream. A kinetic model would be very

useful in accurately estimating reflected ion energies which cannot be done with the simple

model presented here.

4.3.2 Laser-Driven Shock

In order to connect the conclusions from the slab simulations to laboratory experiments, we

explored laser-driven shocks by adapting the ideal profile described by Fiuza et al. to include

multiple ion species. These simulations were performed in 2D with a 3840 × 240(c/ω0)2

simulation box and a grid of 12288 × 768 cells. A laser pulse with infinite spot size and

a normalized intensity a0 = 2.5 was injected to propagate along the x1-direction of the

simulation box, linearly polarized in the x2-direction. The rise and fall time of the laser

pulse was 2473.9ω−1
0 , equivalent to a 1 ps full-width half-max pulse duration for a 1 µm

wavelength laser. The laser was incident on a density profile consisting of 2.5ncrit electrons

and a combination of protons and C6+ with a cumulative charge density equal to that of the

electrons. Each species was initialized with 36 particles per cell. The density profile used

a linear increase over 10λ0 followed by an exponential decrease with a characteristic decay

length of 20λ0 where λ0 is the wavelength of the laser [57].

Just as in the case of the plasma slab, we compared the single species shock formation

with that of the multi-species shocks as shown in Fig. 4.8. The laser pulse incident on the

rising edge of the density profile accelerates electrons into the plasma which drives a return

current. The return current is then accelerated by the laser, allowing for a larger region of

electrons to be heated. The electrons in a small region near to where the shock is formed will

have a more uniform temperature, however it should be noted that laser accelerated electrons

will not have a Maxwellian distribution; instead, a high-energy tail will be generated. The

overdense target and a high-intensity laser pulse allow for density steepening to occur near

the peak of the profile and a shock to form. In both cases, a single shock is formed near

the density peak that propagates, only reflecting protons. Electron heating in the single-
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Figure 4.8: Propagation of a laser-driven single ion species shock (rows 1 and 2) and multi-
species plasma shock (rows 3 and 4). The proton and ion phase space (rows 1, 3), and the
electric field and proton and ion densities (rows 2,4), are shown at different times as the
shocks form and reflect protons or ions.
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species and multi-species simulations was compared by looking at the electron phase space

(p1 vs. x1). The phase spaces were very similar at all times, giving comparable electron

temperatures of ∼0.9 MeV at t = 7848ω−1
0 in the shock upstreams of the single and multi-

species simulations, suggesting that heating is similar in both cases. We performed several

simulations with different ion ratio compositions, but in all cases only a single shock was

formed (Fig. 4.9). This is inconsistent with the results found with the semi-infinite plasma

slabs. Although at late times the multi-species phase space appears to show reflected carbon

ions, the acceleration of these carbon ions occurred in the shock upstream due to streaming

instabilities [138], and near the shock as the ions cross the electrostatic potential without

being reflected. A notable result was found at extremely low fractions of protons (0.01ncrit)

where protons are initially reflected, and later, due to a decrease in proton density, a carbon

shock is able to form. Therefore, the laser energy is sufficient to drive a single shock in either

ion species.

The generation of only a single shock suggests that the plasma is not driven strongly

enough to generate a double shock, or the shock formation mechanism is different from the

simple slab model. One difference is seen in the way that the electrons are initially driven.

Compared to the slab case where the electrons are initially isothermal, here the laser will

impart a drift velocity into the electrons and ions which travel into the cold upstream. The

drift velocity is given by the hole boring velocity [147]:

vHB = c

√
Z

2A

me

mp

ncr
ne
a2

0, (4.10)

that is derived assuming perfect laser reflection and therefore overestimates the drift velocity

in this case. Using the average Z/A for the np = 1.25ncrit simulation, and a steepened electron

density of 5ncrit, near the peak of the density profile vHB = 0.015c. This is much smaller

than the steady-state shock velocity of ∼ 0.12c. The upstream electron temperature varies

during shock propagation, but on average Te ≈ 1.5 MeV. Using these values and the average
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Figure 4.9: Comparison of multi-species laser driven shocks using the ideal density profile
and a cumulative ion charge density of 2.5ncrit at t = 11366c/ω0.

Z and A during steady state propagation gives a Mach number of ∼ 1.4 for the multi-species

shock in figure 4.8 rows 3 and 4 where we have subtracted the upstream proton drift velocity

of 0.07c. Steady-state proton reflection occurs at approximately the same time (4360ω−1
0 )

that the electrons become isothermal near the shock. Stockem et al. [51] found that the

ratio of the drift to fluid velocity defines the shock formation mechanism, and therefore the

shock formation time. For both the slab and laser-driven shocks the temperatures and fluid

velocities should cause the formation mechanism to be purely electrostatic. The hole boring

velocity is also much smaller than the shock velocity, therefore the shock is not simply being

pushed by radiation pressure. This suggests that the dominant driving mechanism could be

the density steepening that occurs as the laser propagates toward the peak of the density

profile, consistent with the work of Zhang et al. [148].

To further investigate this discrepancy, the density profile (Fig. 4.10 row 1) was split into
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Figure 4.10: Comparison of laser driven shocks at t = 4360c/ω0 using a modification of the
initial ideal density profile shown in row 1 where Γ0 is the initial ratio between the peaks of
the density up-ramp and decay.
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two parts: the linear increase and exponential decay. The overall density of the exponential

decay was divided by an integer Γ0 creating a density ratio between the two parts of the

profile, analogous to large density steepening near the peak. This density ratio is not perfectly

equivalent to the Γ in the plasma slab case, because further density steeping can occur in

the laser driven case. As the laser interacts with the rising edge of the plasma it heats the

electrons allowing a double shock to form (Fig. 4.10) at the interface between the two regions

of the density profile just as in the slab simulations. The double shock forms prior to the

laser reaching the peak density, instead forming as a result of the charge separation at this

interface. This suggests that the formation of a double shock is allowed by the separation of

ion species which does not occur in the laser driven case using the ideal density profile (Fig.

4.10 row 1) because the ions are driven together at the hole boring velocity and upstream

electric fields are suppressed by the exponential decay of the density profile. Double shocks

may therefore be more prevalent in targets with sharp interfaces where strong electric fields

and ion separation can occur. Consistent with our results, a recent report by Kumar et al.

looked at larger laser intensities and showed that double shocks only form for a0 > 10 using

a density profile similar to that shown in figure 10 row 1 [141].

For the slab and laser driven cases we calculated the reflected proton energy spectra

(Fig. 4.11). In this case we have only shown the reflected protons from both the primary

and secondary shocks to study the change in ion energy, but one should note that in ex-

periment these spectra would also include the TNSA ions and those in the secondary shock

downstream. In the case of the plasma slabs (Fig. 4.11(a) and (b)) the spectra show that

the maximum proton energy increases with larger Γ, and a larger initial fraction of protons

as expected from the momentum plots. For Γ ≥ 5 we see the formation of two populations

of protons, a high energy population due to reflections from the primary shock, and a lower

energy population due to reflection and trapping between the secondary and primary shocks.

At Γ = 100 the high energy population (E > 6 MeV) is seen to be multi-peaked due to insta-

bilities and the addition of a proton bunch boosted from the primary shock downstream. The
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(a)

(b)

(c)

Figure 4.11: A comparison of reflected proton energies from (a-b) slab shocks (t = 2450ω−1
p ),

varying Γ (Fig. 4.3) and the ion fraction (Fig. 4.4) and (c) laser driven shocks (t =
13080ω−1

0 ), varying the ion fraction (Fig. 4.9)
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lower energy bunch has an energy of ∼3.6 MeV with a full-width half-maximum (FWHM)

energy spread ∆E/E ≈ 12%. This is much smaller than the low energy populations seen at

all other Γ. From Fig. 4.3 this is seen to be as a result of the reduced trapping between the

shocks in the Γ = 100 case.

Similar to the plasma slab case, as the fraction of protons is decreased the peak proton

energy also decreases. In the purely proton simulation (np = 2.5ncrit) a proton bunch

is formed at ∼27.5 MeV with ∆E/E ≈ 16%. The proton peak energy decreases with

approximate values of 25, 20, and 18.6 MeV for proton densities of 2, 1.25, and 0.5ncrit

respectively. In the anomalous case of an extremely low proton density (np = 0.01ncrit) an

∼20.6 MeV bunch with a energy spread of ∼ 14% is formed, giving it a similar energy to

the np = 1.25ncrit case.

To translate these results to experiments the effects of the many simplifications we have

made should be understood. Although these are 2D simulations, by using periodic boundaries

and infinite focal spots we have neglected effects due to the realistic focusing of a laser. In

near-critical plasmas instabilities such as hosing and filamentation are expected which may

greatly affect the shock front as seen in the results of Puyuelo-Valdes et al. [149]. The

significant density steepening in our simulations may only exist in a small region near the

focal spot and could potentially be broken up due to filamentation. In the realistic density

profile of a gas jet, transverse density gradients will exist which may also affect laser focusing

and the directionality of the shock. As noted by Fiuza et al. in 3D, TNSA field amplitudes

will be smaller, therefore energy spreading by TNSA will be reduced [57]. In the context of

multi-species plasmas this may result in reduced separation of ion species and therefore the

suppression of multiple shocks. In our work we included a second ion species and scanned

the ionization state in the plasma slab simulations, therefore we know that shock velocities

depend on the ion charge-to-mass ratio, and ions with similar charge-to-mass ratios will form

double shocks that propagate at similar speeds. From these results it is unclear how shocks

will form in experiments where several ionization states exist at the time of shock formation,
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although it is likely that at least a single shock will form due to the ion with the largest

charge-to-mass ratio. These results are then most applicable to experiments where only two

ions exist at the time of shock formation.

If only two ions exist in the plasma then we can use our results to make a couple experi-

mentally important statements. Firstly, density steepening is important to the generation of

strong shocks that can reflect protons to high energies. The slab shock simulations showed

that the highest proton energies were reached at large density ratios between the upstream

and downstream even with the appearance of a secondary shock. In fact, as seen in the slab

simulations the secondary shock may aid in accelerating more protons by boosting them in

the primary shock downstream to a velocity large enough that they can be accelerated by

the primary shock. Density steepening will depend on the initial density profile of the target

and the laser intensity [148]. Secondly, the target composition greatly impacts the maximum

energy reached by the protons. In both the slab and laser generated shock simulations, as

the secondary ion fraction increased, the peak proton energy decreased. In experiment, an

optimal target composition may exist where the fraction of the secondary ion is large enough

to create an overdense plasma, but small enough that it does not significantly impact the

energy of accelerated protons. Several target density profiles and compositions should be

tested to find the optimal conditions.

4.4 Conclusion

The numerical modeling presented here demonstrates that for large Mach numbers, in ex-

cess of the critical Mach number where reflections are significant, having multiple ion species

within the plasma means complex effects like double shocks and multiple stages of acceler-

ation can occur. We showed these effects cannot be described by the standard method of

shock analysis where ions are treated as a single fluid. Using a semi-infinite plasma slab

model, we built on the work of Fiuza et al. [57], expanding the parameter space to include a
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second ion species. Several simulations were performed varying the ratio of densities between

the slabs, the fraction of densities of the two ion species, and the charge-to-mass ratio of

the second ion. These simulations showed that the ratio of the velocities of the shocks is

approximately given by the square root of the inverse charge-to-mass ratio of the heavy ion.

Using the relativistic model of Stockem et al., we derived a simple model that allowed us to

calculate the velocities of the two shocks. This model was able to predict the primary shock

velocity quite accurately. The secondary shock model neglected important physics and was

therefore inaccurate, differing from the simulated velocity by a factor of 2-3. A kinetic model

including all populations of trapped and reflected ions is necessary. One promising basis for

this model is that of Malkov et al. where ions are treated kinetically [99].

To connect these slab-driven shocks to laboratory experiments we performed simulations

using the laser-driven shock conditions derived by Fiuza et al. [57]. These simulations showed

only single shock formation, reflecting the light ion species, contradictory to the double shocks

found in the slab simulations. To reconcile this discrepancy we modified the density profile

to include a steep drop in density after the peak, effectively increasing the density steepening

and therefore the shock strength. This showed the formation of a double shock, but this

shock was generated prior to the laser reaching the peak density, suggesting that it is the

separation of ion species that leads to double shock formation. In the context of experiments,

this means that the density profile and ion species are very important to the number and

strength of shocks formed. In gas jet targets where density transitions are smooth, density

steepening will depend on the laser parameters and therefore only a single shock may form,

reflecting the light ion species. In ablated solid targets like those used by Pak et al. [58],

double shocks may be driven due to the sharp density change at the back-surface of the

target.

The make up of the density profiles is also very important to the velocity of the reflected

ion species. By scanning the ratio of ions we found that an increased fraction of heavy ion

species will decrease the shock velocity and therefore the energy of the reflected protons. If
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one is optimizing for the maximum proton energy, there is likely an optimal target compo-

sition to be found that includes enough of a secondary ion species to create a dense enough

target to drive a strong shock, but not too much of that species such that it decreases the

shock velocity.

When considering the addition of a second, or multiple ion species there are still many ar-

eas that need to be investigated both theoretically and experimentally. Our analysis ignored

ionization effects which may be important to the formation of shocks if the plasma cannot

reach a state of uniform ionization prior to shock formation. Multiple ion species may also

affect instability formation rates, and therefore the shock formation time. In laser-driven

shocks, as also noted by Pak et al., one may be able to tailor density profiles to achieve

a required ion beam [58]. In multi-species shocks, the idea of what the “ideal profile” is

may differ from single species as the fraction of ion species can be varied and one may want

to suppress the formation of a second shock. In experiment, the composition of the target

may act as a tuning parameter, potentially allowing for the discovery of beneficial processes

such as multiple stages of acceleration, or at low proton densities, the acceleration of narrow

energy spread proton beams as we have shown.
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CHAPTER 5

Semi-Relativistic Magnetized Shock

Formation in the Laboratory

In this chapter, an experiment studying strongly magnetized quasi-perpendicular collisionless

shocks driven by relativistic electrons using proton deflectometry is presented. The shock

forms as energetic electrons and the associated strong magnetic field generated by a short-

pulse laser interaction impinges on a cooler plasma produced by a long-pulse laser. PIC

simulations reveal that this relativistic-electron-driven shock forms at an interface that is

unstable to shear and streaming instabilities. The shocks considered here are multispecies

as was discussed in the previous chapter, however only a single ion species is simulated as

the simulations are already computationally intensive with a single ion species. The shocks

driven in Chapter 4 were purely electrostatic and traveled parallel to the laser propagation

direction, however in this chapter the shock downstream is magnetized and forms > 1 mm

from the laser focal spot. Most notably, the shocks here are semi-relativistic in two ways:

firstly, they are driven by a flow of electrons with a fluid velocity of ∼ 0.5c, secondly, they

are so strongly magnetized that the magnetic energy per electron > mec
2 and the Alfvén

speed exceeds 0.7c along the interface.
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5.1 Introduction

As noted in Chapter 1 and shown in the previous chapter, high power lasers are a useful tool

for driving shocks in high-energy-density conditions with a broad range of applications, in-

cluding ion beam acceleration [16,50], compression of materials [150], and laboratory studies

of the underlying mechanisms governing astrophysical shock formation and particle acceler-

ation [35,69,77,151]. To date, experiments motivated by astrophysical shocks have primarily

focused on the non-relativistic regime. Charged particle and optical diagnostics can probe

the densities, temperatures, and electromagnetic fields around the shocks. For example, Fi-

uza et al. used high-power lasers to study particle energization in conditions relevant to the

shocks formed between young supernova remnants and the interstellar medium [35].

In the highest energy astrophysical systems, including active galactic nuclei jets, gamma

ray bursts, and PWNe, relativistic inflow velocities are expected [9]. Additionally, shock for-

mation can occur in the presence of extreme magnetic fields, as in PWNe where the magnetic

energy density may exceed the plasma energy density, σ = B2/µ0γ0ρc
2 > 1 [46]. However,

experimental exploration of shock formation in relativistic electron plasma conditions has

thus far been limited to laser-driven electrostatic shock ion acceleration concepts [16,132].

5.2 Experiment

In this work, experiments using two laser pulses with very different intensities and pulse

durations established plasma conditions for collisionless shock formation driven by relativistic

electrons and with magnetization, σ > 1. A schematic of the experimental setup at the

OMEGA EP laser facility is shown in Fig. 5.1.

First, a moderate intensity interaction was driven by a UV long pulse (LP) beam (λL

= 351 nm) with 1250 J of energy in a 1 ns square temporal profile focused on to thin foil

targets of either 50 µm thick CH plastic, 25 µm thick copper, or 25 µm thick aluminum.

The beam was focused using a Distributed Phase Plate (DPP) to produce an 819 µm di-
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Figure 5.1: Experimental setup and results (a) Laboratory semi-relativistic quasi-
perpendicular shock conditions were created by focusing a short-pulse (SP) laser next to
a long-pulse (LP) laser-solid interaction. The high-intensity SP laser arrives at the foil tar-
get (copper or CH) at t = t0, after the LP-produced magnetic fields had evolved for 750 ps.
Protons accelerated by a second high-intensity laser-plasma interaction probe the magnetic
field dynamics. A stack of Radiochromic film (RCF) recorded the proton images. (b)–(d)
Experimental proton images show the temporal dynamics for three shots: (b) face-on prob-
ing of the interactions on a copper foil, (c) face-on with a CH foil, and (d) side-on with
a CH foil (the main target rotated 90◦ with respect to the proton probe). Shock features
appear in the face-on images ∼ 10 ps after the SP-driven fields begin to evolve. The side-on
images capture the strong sheath electric field due to target charging, as well as late-time
field expansion from the shock region. Note that edges of the rectangular foil target are
visible in the copper-target results (b). Larger foils and lower magnification were used for
the CH-target shots in (c) and (d).
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ameter (diameter encircling 95% of the energy) super-Gaussian spot with an intensity of

approximately 2 × 1014 Wcm−2. As the laser pulse ablates the surface, perpendicular tem-

perature and density gradients in the plasma plume spontaneously generate an azimuthal

magnetic field O(MG) via the Biermann battery mechanism (∂B
∂t

= kB
ene
∇Te×∇ne) [14,152].

The self-generated magnetic field expands radially with a velocity near the plasma sound

speed (v ∼ 105 − 106 m/s) [19,153]. Nernst advection confines the fields to the high density

plasma near the target surface where the plasma pressure dominates the magnetic pressure

(β = nkBT/(B
2/2µ0) ∼ 1− 100) [154–156].

After the moderate intensity interaction had evolved for 0.75 ns, a high-intensity pulse

was focused nearby, with a center-to-center spot separation of 1.25 mm. This was an infrared

(IR) wavelength short-pulse (SP) containing 500 J in 10 ps was focused to a 15 µm (radius

encircling 80% of the energy) spot with an intensity of 5± 1× 1019 Wcm−2. At these inten-

sities, the laser accelerates electrons within the focal volume to relativistic velocities. The

rapid expansion of a relativistic surface current establishes a target-normal sheath electric

field [157] and generates an azimuthal magnetic field surrounding the focal spot. The mag-

netic field generated by the SP can be orders of magnitude stronger than the Biermann fields

in the LP-produced plasma O(100 MG) [20, 71]. Indeed, the SP magnetic fields can be so

strong that the magnetic energy density exceeds the rest mass energy density of the plasma

electrons (σcold,e > 1) [39]. The neighboring LP-produced plasma is effectively a quasi-static

obstacle to the flow of relativistic electrons and the associated magnetic field.

Protons accelerated by the target normal sheath acceleration (TNSA) mechanism [123,

158–160] were used to image the magnetic field dynamics under the asymmetric reconnection

setup in a point-projection geometry with geometric magnifications of ∼10–14. The second

OMEGA EP high-intensity laser with 300 J in a 0.7 ps pulse was focused to intensities

exceeding 1020 Wcm−2 on to 1 × 1 mm2 foils. The proton source foils, either 50 µm thick

copper or 20 µm thick gold, were mounted within a plastic tube capped by a 5 µm tantalum

foil in order to protect them from x-ray preheat and coronal plasma produced during the
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main interaction. After passing through the magnetic fields, the proton beams were detected

by stacks of radiochromic film (RCF). Deflections from fields will result in proton fluence

modulations on the film, and the relative distribution compared to the undisturbed beam

profile can provide a quantitative measurement of path-integrated field strengths [63, 107,

161].

During transit between the source and main interaction, time-of-flight dispersion of the

broad proton spectrum makes possible single shot, time-resolved measurements of ultrafast

dynamics with picosecond temporal resolution. The relative timing between laser pulses

could be adjusted with ±20 ps accuracy in order to measure the dynamics of more slowly

evolving features associated with the moderate intensity interactions. Based on the RCF

stack design, the relative time-of-flight between RCF layers was 3 ps to 6 ps.

The experimental results are summarized in Fig. 5.1(b)-(d) and analyzed in Fig. 5.2.

Each column in Fig. 5.1(b)-(d) shows single-shot proton imaging of the field generation and

interaction dynamics over picosecond-timescales for three configurations. The shots in Fig.

5.1(b) and (c) measured the fields in a face-on probing geometry (as illustrated in the setup

schematic Fig. 5.1(a)) for a copper or plastic (CH) foil target, respectively.

In both cases, the LP-produced plasma has already evolved for 750 ps and the Biermann

battery magnetic fields deflect protons inward to create a ring-shaped feature of proton

accumulation. The time t = t0 is defined by the onset of features associated with the SP

which evolve over the following time slices. As described in Sarri et al. [20], the SP-driven

fields produce a central spot surrounded by an expanding ring in the proton image. This

is evidence of a competition between the focusing magnetic field orientation generated on

the front surface (spot) and defocusing orientation on the rear surface fields (ring). While

the rear fields do not directly interact with the LP-produced plasma, the ring feature helps

delineate the extent of the relativistic electron flows which sweep across both surfaces with

similar speeds [20, 71]. Consistent with Ref. [20], tracking the ring-feature expansion yields

an estimated initial flow velocity of ∼0.5c, which slows to ∼0.1c as the ring reaches a radius
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for t = t0 + 9 ps shows the magnetic structure of the shock region between the LP fields
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∫
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exceeding 1 mm. The proton images for the CH foil also exhibit spoke-like features in the SP

fields likely caused by azimuthal perturbations due to the resistive filamentation instability

in the cold and dense parts of the insulating target [162] (this effect is not considered in the

forward modeling of the asymmetric reconnection dynamics shown in Fig. 5.2).

After t0+5 ps, the two plasmas collide and a cone-like feature develops at the discontinuity

as the SP fields are driven into the Biermann battery fields (highlighted by dashed lines in

Figs. 5.1(b) and (c)). Note that the image resolution for the shot with a copper foil is

degraded due to probe proton scattering in the target. In addition, the image contrast is

impacted by a non-uniform background signal of protons emitted by the main target itself.

Switching to a CH foil for the main target improved the image resolution, and facilitated

further analysis of the magnetic field profiles (summarized in Fig. 5.2).

The probing geometry was rotated 90◦ to enable side-on proton deflectometry of similar

times during the system evolution. The side-on measurement (Fig. 5.1(d)) is most sensitive

to the sheath electric fields generated by target charging during the SP interaction. Nev-

ertheless, the proton images capture the disruption of the sheath field at the discontinuity,

as well as evidence of an expanding front at later times. This likely indicates a build-up of

SP-generated fields at the discontinuity to cause the increased proton deflections.

To elucidate the magnetic field dynamics measured in the face-on geometry, a forward

modeling method was employed whereby the experimental proton radiographs are compared

to synthetic images generated using test magnetic field profiles. The path-integrated fields

were described by mathematical expressions, and the resulting proton deflections and syn-

thetic images were calculated based on the analysis presented in Ref. [63].

Each experimental image shown in Fig. 5.2(a) was normalized by an estimate of the

undisturbed proton profile. This helps isolate features due to fields from the background

beam shape. Undisturbed profiles were generated using a low-pass Fourier filtering. The

filter shape was a 2D-Gaussian with full width at half maximum (FWHM) of 2π/(1 mm).

Parameters of the test field profiles were varied to match key features between the ex-
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Figure 5.3: Evolution of reduced scale 3D OSIRIS simulation. (a) Slices at z = 0 show the
interaction of an a0 = 5 laser with the foil target and the subsequent flow of fast electrons
driving shear and streaming instabilities at a discontinuity seen in the electron density ne
and Bz. (b) 3D isosurface of electron density at t = 2667ω−1

0 cutout to show the highly
perturbed field lines of the SP that drape and warp due to vortices formed in the x-y plane.
The roll-up is associated with strong regions of Bz (-z wall) and complex structures in Bx

(+x wall). (c) A zoomed-in view of the current density in the x-y plane at the discontinuity
shows several vortices that grew from unstable waves at the discontinuity formed between the
hot SP accelerated electron flow and the strong return current seen here at x & −120c/ω0.
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perimental data and synthetic images (such as ring radius, cone position, and peak signal in

the SP position). The expression used to define the SP front surface fields is given:

Bf (rSP ) = B0,f

√
πlz,SP

rSP
af

exp
(
− (rSP/af )

2
)

(5.1)

where B0,f is the peak path-integrated strength on the front, lz,SP is the thickness of the

SP fields along the proton propagation direction (ẑ), rSP =
√
x2 + (y − y0,SP ) is the radial

coordinate centered at the SP vertical position, and af is the characteristic transverse width.

This expression is based on the ellipsoidal blob magnetic field profile discussed in Ref. [63].

The SP rear surface field is defined using a toroidal Gaussian profile:

Bb(rSP,b) = B0,b

√
πlz,SP exp

(
−
(
(rSP,b −R0,b)/lr,b

)2
)

(5.2)

where B0,b is the peak rear field (subscript b for ’back’ used to help distinguish between rear

and radial quantities), R0,b is the radial distance to the center the torus, and lr,b describes

the width. Note that the front and rear SP fields are not necessarily exactly concentric.

The toroidal profile is also used for the LP fields:

BLP (rLP ) = B0,LP

√
πlz,LP exp

(
−
(
(rLP −R0,LP )/lr,LP

)2
)

(5.3)

but here lz,LP is the thickness of the LP fields, and rLP =
√
x2 + (y − y0,LP ) is the radial

coordinate centered at the LP vertical position, R0,LP is the radial distance to the center the

torus, and lr,LP describes the width.

Finally, the draped field enhancement feature (subscript d below) is represented by a

truncated torus composed of an elliptical ring multiplied by a Gaussian in the angular di-

rection:

Bd(r
∗
LP , θLP ) = B0,d

√
πlz,d exp

(
−
(
(r∗LP − y0,d)/lr,d

)2
)

exp
(
−
(
θLP/θ0

)2
)
. (5.4)
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Here, r∗LP =
√
εx2 + (y − y0,LP )2, where ε defines the eccentricity of the ellipse centered

on the LP fields, and y0,d sets the vertical offset distance between the LP and draped field

features. The width is defined by lr,d, θ0 describes the angular extent of the draped field

around the LP, and θLP is the angular coordinate for the LP field with θLP = 0 along the

central axis between the two laser spots.

For each time slice in Fig. 5.2(a), the panel is split to compare experimental data (left

half) with synthetic proton images generated using the previously stated analytic expressions

to describe the magnetic fields. Key features of the experimental proton images can be

reproduced, including the cone feature at the discontinuity. Fig. 5.2(b) shows the horizontal

component of the path-integrated field profile at t0+9 ps. The LP-produced Biermann

battery fields are located in the upper half of the image, and the path-integrated field strength

is consistent with previous experimental measurements [18]. The fields associated with the

SP expand from the lower half of the target into the LP plasma obstacle. This also happens

to be an asymmetric magnetic reconnection geometry [163] that is formed between the

LP Biermann battery fields and the SP front surface fields. While the path-integrated

amplitudes appear similar between the LP and SP-produced fields, the SP fields are generated

in a thin layer along the surface (∆zSP � ∆zLP ), and the fields are significantly stronger

(BSP > 10×BLP ).

Fig. 5.2(c) shows the temporal evolution of the interacting fields from the forward model-

ing analysis (excluding rear surface fields for clarity). Over the picosecond-timescale, the SP

fields grow and expand, driving modulation and reduction of the near-side path-integrated

Biermann magnetic field profile. This modulation yields the cone feature in the proton images

and develops over super-sonic and super-Alfvénic timescales with respect to LP-produced

plasma. The zero-crossing point moves with v ∼ 0.07 – 0.1c, compared to characteristic LP

speeds vA = 5 × 104 m/s and cs = 2 × 105 m/s, calculated for fully-ionized CH ions using

nominal values of BLP = 1 MG, Te = 1 keV, and ne = Zni = 1 × 1021 cm−3 (the critical

density for the SP laser frequency).
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The cone-like modulation cannot be reproduced by a simple superposition of the LP

and SP fields, and the 2D projection (inset in Fig. 5.2(c)) suggests a pile-up and draping

of SP-driven magnetic fields at the discontinuity. The projected region thickness is 50 –

75 µm, which is comparable to the ion skin depth (di), where di = c/ωpi ∼ 10 to 100 µm

along the LP-produced plasma plume. This measurement represents an upper bound, and

the region may be thinner if the interface is tilted with respect to the proton probing path.

While face-on proton imaging is typically most sensitive to magnetic fields [161], the observed

features may also correspond to electric fields generated at the discontinuity. The formation

of electric fields or the pile-up of magnetic fields both point to the formation of a shock from

the discontinuity.

Due to the extremely high energy density and ultrafast timescales of feature evolution, it

is likely that the complete dynamics would not be captured by the proton images which have

∼ps temporal resolution. In addition, the proton images are path-integrated measurements.

Information about fast dynamics driven by relativistic electrons could be lost during the

relatively slow transit of protons across the fields. The relatively thin shock region also

indicates that electron-scale microphysics could influence the dynamics below the spatial

resolution of the proton source (∼15 µm).

5.3 Simulations

To study the relativistic electron-driven shock microphysics, a reduced scale 3D simulation

was performed using the fully relativistic particle-in-cell code OSIRIS 4.0 [109, 110]. A

convergence tested, full-scale 3D PIC simulation of the interaction with box dimensions

O(mm) and time duration O(ns) is not possible on currently available supercomputers,

therefore several simplifications were made. The LP-generated plasma plume was initialized

in OSIRIS based on fits to extended-MHD simulation results at t = 750 ps. The density,

temperature, and fields of the long-pulse generated plume were informed by the results
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of extended-magnetohydrodynamics (MHD) simulations using realistic laser parameters and

target densities performed with the code GORGON [164–166]. Details of the extended-MHD

modeling discussed in Ref. [18]. Fits were performed to the GORGON data and input into

OSIRIS at 1/25th reduced scale. The spatial scale and SP duration were reduced by 25 times,

however, the peak magnetic field strength, temperature, and density of the LP-generated

plume near the interaction region were maintained to preserve β. A relativistic intensity

laser pulse (SP a0 ≈
√
Iλ2

µm/1.4× 1018(Wcm−2µm2) = 5) was injected from the positive

y-boundary and focused onto a target. The target consisted of electrons and ions with a

normalized mass-to-charge ratio mi/Zme = 3672.3, and the peak density was set to 40nc. A

thickness of 15 c/ω0 was found to be sufficient to stop the laser pulse from hole boring through

the target. The target density profile was tapered to the boundaries to reduce boundary

effects. The simulation box was initialized with dimensions of 768 × 256 × 600 (c/ω0)3, a

resolution of 3 cells/(c/ω0), 64 and 27 particles per cell for electrons and ions, respectively.

A laser pulse polarized in the x-direction was injected from the +y-boundary and focused

onto the surface of the target at (x, y) = (−298.06c/ω0, 23.845c/ω0) with a Gaussian focal

spot (FWHM = 19.74c/ω0, a0 = 5), and Gaussian temporal profile (tFWHM = 715.4ω−1
0 ).

Open boundary conditions were used for both electric and magnetic fields and particles. The

simulation was run on the NASA Aitken Supercomputer using 51200 cores and ∼ 2.5M CPU

core hours. The evolution of this system is summarized in Fig. 5.3(a).

During the high-intensity laser interaction, strong azimuthal B-fields (∼ 0.3 (meω0/e) or

3 kT) are generated by the expanding relativistic electrons along the target surface. These

fields propagate out radially at ∼ 0.2 − 0.4c, similar to the experimental expansion veloc-

ity. As the hot magnetized electron flow approaches the LP-generated plume, it induces a

fast diamagnetic return current consisting of LP plume electrons in a thin layer that falls

off exponentially with a characteristic length consistent with the LP plume electron skin

depth, de. This return current shields the LP plasma, diverts the hot magnetized electron

flow around the plume and causes the SP-driven B-fields to drape around the LP plume
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Figure 5.4: Electron momentum before interacting at the discontinuity. Electron phase space
at early times integrated over the simulation box in y and z shows an inflow of electrons
before interacting with the LP-generated plume. This inflow is at a large fraction of c,
therefore relativistic effects will be important to the shock interaction.

(illustrated by streamlines in Fig. 5.3(b)). Along this discontinuity σcold,e > 1 within the

SP-accelerated plasma. The electron inflow initially appears as a beam with a normalized

momentum γvx/c ∼ 0.6, before becoming a thermal distribution as the laser continues to

heat the target and the electrons interact with the LP-generated plume (Fig. 5.4). Con-

sidering a lineout of electron density at y = 95c/ω0 and z = 0, the LP-generated plume

initially compresses rapidly at a velocity of ∼ 0.03c generating a shock for t ≥ 2500ω−1
0

that propagates at ∼ 0.006c into the LP plume (+x-direction) in the simulation frame. The

compression velocity is similar to the velocity of the zero crossing point extracted from the

experimental proton images through the forward model. Compared to the nominal sound

speed in the LP plume (cs ≈ 5× 105 m/s) the late-time shock propagation corresponds to a

Mach number M ≈ 4.

This is a quasi-perpendicular shock where the magnetic fields are perpendicular to the

shock normal, however, this is a special case where the fields also form a reconnection geom-

etry at positions in y where the LP fields exist. Additionally, this system has a large shear

at the discontinuity facilitating the formation of an unstable interface (Fig. 5.3(c)) likely

due to the combination of magnetized electron-scale Kelvin Helmholtz instability (ESKHI)

and the lower-hybrid drift instability (LHDI) [167,168].
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The instability initially appears as oscillations in Bz and ne along the LP-generated

plasma plume pedestal in the x-y plane. This unstable mode grows with a wavelength

∼ 6.5− 14(c/ω0) and a phase velocity 0.05c to 0.07c. Eventually, the wave grows into tight

spirals of current density that surround Bz stronger than the SP-generated B-fields (Fig. 5.3

(c)). The instability develops ripples in the draped magnetic fields along the discontinuity

and causes the field lines to twist (Fig. 5.3 (b)). These features evolve rapidly and are too

small to be resolved in the side-on proton radiographs, however the late-time expansion of

the unstable interface (Fig. 5.3 (a) t = 3334ω−1
0 ) may be captured in Fig. 5.1 (d) at t0 + 16

ps and t0 +24 ps. Specifically, the position labeled “interface” at t0 +16 ps may be associated

with the plasma near the SP focal spot expanding into the expanding LP-generated plume,

forming a higher density region with an angle similar to that of the initial LP plume magnetic

fields.

To investigate the instability developed at the discontinuity, two 2D simulations were

performed recreating the x-y plane at z = 0 from the 3D simulation except at a larger 1/10th

scale, with a higher resolution. The SP laser pulse duration was also scaled accordingly

(tFWHM = 1790.1ω−1
0 ≈ 1 ps for a 1-µm laser wavelength). The simulation box was ini-

tialized with dimensions of 1920 × 640(c/ω0)2, and a resolution of 10 cells/(c/ω0). Other

parameters, like laser intensity, peak density, or ion charge-to-mass ratio, were identical to

the 3D simulation.

The LHDI growth is suppressed in the case of stationary ions where ion mass is effec-

tively infinite [169]. Therefore, one simulation was performed with mobile ions, like the 3D

simulation, and the other was performed with stationary ions. The results are compared in

Fig. 5.5(a) and (b). Instabilities still form in the stationary ion simulation and generate

large spirals, a characteristic feature of ESKHI. In the mobile ions simulation, some vor-

tices are observed, however, the largest change is the appearance of a shock that propagates

into the LP plume. Overall, the large-scale vortices are suppressed with mobile ions and

other wave-like features along the shock could be related to the interplay between ESKHI
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Figure 5.5: Unstable interface and particle energization. 2D simulations at 1/10th scale with
(a) mobile ions and (b) immobile ions. Immobile ions simulation shows characteristic ESKHI
vortices. These vortices are largely suppressed in the mobile ions simulation. (c) Particle
tracking in the mobile ions simulation shows a magnetized electron gaining energy as it drifts
along the shock. (d) The evolution of the tracked electron’s energy.
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and LHDI [167]. The shock front is much smoother in 2D than 3D. This is likely because

electrons are confined to the x-y plane in 2D and therefore must propagate along the LP

interface while in 3D they can propagate out-of-plane, creating a non-uniform compression.

To explore electron energization near the shock front, the simulation tracked 200 particles

that were randomly selected from the subset of electrons with γ > 1.49 located within

(−500 < x < −200(c/ω0)) and (66 < y < 280(c/ω0)). Half of the tracked electrons were

selected at t = 2599.8 ω−1
0 (near the beginning of shock formation) and the other half at t

= 3899.7 ω−1
0 (after the instability developed) in an attempt to capture temporal changes to

the acceleration. An example of electron particle tracking is plotted in Fig. 5.5(c) and (d).

Following a trajectory characteristic of shock drift acceleration (SDA), the electron gains

energy while gyrating along the shock front. SDA can play a critical role in pre-energizing

particles from the thermal background for injection into diffusive shock acceleration, the

mechanism widely invoked to explain energetic cosmic rays and non-thermal emission from

supernova remnants [170, 171]. Although some electrons follow similar trajectories, they

make up a small fraction of the total hot electron population including electrons from the

SP focal region. In experiments, global electron acceleration will likely be dominated by

laser-plasma interactions, therefore signatures of SDA may be challenging to distinguish.

However, future laser-driven shock experiments built on this work could enable laboratory

measurements of electron energization at quasi-perpendicular shocks.

Analyzing the dynamics of the anti-parallel magnetic fields that may reconnect at the

discontinuity is non-trivial. Quadrupolar Hall-type magnetic fields are formed in 2D slices

of the x-z plane indicative of collisionless reconnection, however, these fields could also be

generated by the shear flow at the discontinuity (Fig. 5.6). The formation of large target-

normal electric fields around the unstable discontinuity precludes the use of standard 2D

analysis where the reconnection rate is extracted from the out-of-plane electric field inside

the current sheet. Therefore, reconnection cannot be conclusively demonstrated from this

simulation. The many filaments that form in the x-z plane, and the current density vortices
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Figure 5.6: Dynamics of anti-parallel fields at the discontinuity. Slices at y = 43.8c/ω0,
t = 1524ω−1

0 , colormaps show the diagnostic noted in the title of each plot. Streamlines
depict the Bx − Bz field lines which form an asymmetric reconnection geometry at the
discontinuity. Hall-type field patterns are seen in By with associated current density jz,
however, these field and current density patterns may also be regulated by the shear flow at
this discontinuity.

at the discontinuity (Fig. 5.3(c)) may prevent relatively simple x-point reconnection in

the experiment. Instead, the reconnection dynamics are likely impacted by 3D effects, and

potentially more relevant to reconnection in turbulent systems forming on electron scales

[172].

5.4 Conclusions

This work demonstrates experimental evidence of a collisionless shock driven by strongly

magnetized relativistic electrons, and marks an important step towards the detailed study

of shocks in conditions relevant to extreme astrophysical environments. As in-situ mea-

surements are currently unattainable, laboratory experiments can provide critical insights

into the microphysics of such shocks. Future experiments may focus on the instabilities at

the discontinuity, including ESKHI which has been suggested as a possible mechanism for
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broadening of spectral lines used for measuring shock velocities in a pulsar binary [173].

Next-generation ultra-intense laser facilities may also extend this experimental platform to

much more energetic interactions where inflowing particle energies and fields are larger and

quantum-electrodynamics processes may become important to shock physics.
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CHAPTER 6

Magnetic Field Generation at Extreme Laser

Intensities

In this chapter magnetic field generation in ultra-intense laser-solid interactions is studied

over a range of laser intensities relevant to next-generation laser facilities (a0 = 50 − 500)

using 2D particle-in-cell simulations. It is found that fields O(0.1) MT (1 GigaGauss) may

be generated. However a significant fraction of the energy budget is converted to high-energy

photons, ∼ 38% at a0 = 500, greatly reducing the available energy for field generation. A

model for the evolution of the target-surface fields and their scaling with a0 is developed

using laser parameters and assumed values for the average radial velocity and reflectivity.

The model and empirical scaling allow for the estimation of field strengths on the next

generation of laser facilities, a necessary component to the proposal of any future magnetized

experiment.

6.1 Introduction

Magnetic fields are an important component of many high energy density physics (HEDP)

laboratory experiments e.g. the study of magnetized shocks [69], magnetic reconnection

[34, 39, 174], and magnetized turbulence [78]. These studies are generally motivated by as-

trophysical systems where the magnetic fields have been theorized to be produced by the

Biermann battery [14], magnetic dynamos [175], or instabilities [176]. In the laboratory,
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magnetic fields can be produced external to the interacting plasma though the use of con-

ducting coils [177] or they can be self generated by the movement of the plasma. Lasers are

commonly used as a tool to generate the plasma conditions where strong magnetic fields can

be generated.

In the simple interaction of a single laser pulse with a solid target strong magnetic fields

can be generated. These fields are carried by the hot electrons that expand radially from the

laser spot on the target. The strength and spatial profile of the fields varies greatly depending

on the target material, density profile, and laser parameters. Various experiments have been

performed at moderate laser intensities (∼ 1014 − 1015 W/cm2) using long-pulse (ns) lasers

and have generated fields O (100 T) [19, 34]. Simulations have shown that field generation

in this non-relativistic regime is well characterized by the Biermann battery effect where

perpendicular electron density and temperature gradients are responsible for field generation,

∂B/∂t ∝ ∇Te ×∇ne [14, 18,178].

In the higher intensity relativistic regime, where laser field strengths become large

enough to accelerate electrons to energies in excess of their rest mass (a0 = eE/meωLc ≈√
Iλ2

µm/1.4× 1018(Wcm−2µm2) > 1), field generation is not well understood. Solid target

laser experiments have been performed in this regime, measuring generated magnetic field

strengths O (10 kT) using particle deflectometry [20, 71, 174]. Shukla et al. performed

particle-in-cell (PIC) simulations studying field generation with a0 ≈ 1 and found that Bier-

mann magnetic field generation was dominant in the outer expanding plasma [103]. Recently,

other schemes for field generation have been studied including the amplification of seed mag-

netic fields [179], and the formation of strong magnetic fields along a channel wall formed

by an intense > 1022 W/cm2 pulse interacting with an overdense target with a tailored

density profile [180]. A method for measuring fields in even higher intensity > 1023 W/cm2

interactions with near-critical density targets using the spin of ejected electrons has been

proposed [181].

As the next generation of laser facilities comes online and push to even higher laser
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Figure 6.1: Evolution of electron density ne, out-of-plane B-field Bz, and photon density nph
for photons with energies > 2mec

2 from the interaction of a 20 fs, a0 = 500 laser pulse with
solid density target consisting of electrons and Al13+ in a 2D OSIRIS simulation.

intensities, perhaps > 1023 W/cm2, field generation may become more complex as quantum

electrodynamic (QED) effects, i.e. nonlinear Compton emission and pair creation, could

affect the dynamics of the system [2, 93]. Understanding how magnetic fields form and

how the resulting field strength scales with laser intensity in this ultra-intense regime will

be fundamental to any magnetized experiment performed using solid targets at these laser

facilities. Here, we study the field generation in this regime using QED PIC simulations over

a large range of laser intensities (a0 = 50 − 500). A scaling for the surface fields formed

outside the focal volume as a function of a0 is found and equations are derived to model the

interaction allowing for the estimation of field strengths from experimental parameters.
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6.2 Simulations

Simulations were performed in a 2D rectangular box using the particle-in-cell code OSIRIS,

which includes a Monte-Carlo model for the nonlinear Compton and Breit-Wheeler strong-

field QED processes in the locally constant field approximation [182, 183]. A box with

dimensions 37.4 µm× 36 µm was used. A 20 fs full-width-half-max (FWHM), 1 µm central

wavelength, laser pulse linearly polarized in the y-direction was initialized in the simulation

box and propagated in the +x-direction . The pulse was focused with a FWHM of 3 µm onto

a target consisting of electrons and Al13+ at x ≈ 31.8 µm. Open boundary conditions were

used for particles and fields on all boundaries. The particles were initialized with a peak

charge density of a fully ionized solid target (700.3ncrit or ∼ 7.8×1023 cm−3) over a thickness

of 2.5 µm. At this density the collisionless skin depth c/ωp ≈ 6 nm. An exponentially

decaying density ramp was initialized as the front edge of the target with a characteristic

decay length of 1 µm to approximate a pre-plasma. It is unclear what this scale length will

be because pre-plasma at these extreme intensities has not been previously characterized

and will be laser-facility dependent. However, at the simulated intensities, extreme laser

contrasts would be required to not have a pre-plasma, therefore simulations without a pre-

plasma are not realistic. The target was tapered to the boundary in the y-direction to

minimize boundary effects. The box was initialized with resolutions ∆x = 10.6 nm and

∆y = 22.7 nm, generating a grid with 3525×1582 cells. Each particle species was initialized

with 400 particles-per-cell. Simulations were performed with a range of a0 from 50 to 500.

The timestep was set to 1/500ω−1
L for a0 = 400 and 500, and 1/267ω−1

L for a0 ≤ 267, where

the laser frequency ωL = 1.885 × 1015 rad/s. These values are smaller than the time step

required for the CFL condition (0.06ω−1
L ) [113].
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6.3 Results

The dynamics of the a0 = 500 simulation are shown in Fig. 6.1 which shows 2D maps of

plasma density, magnetic field, and emitted photon density at 3 time snapshots. As the

laser pulse interacts with the target, it rapidly accelerates the electrons from the central

part of the target in all directions with electron fluid velocities approaching c. The hot

electrons generate strong out-of-plane magnetic fields Bz on the front and back surfaces of

the target. The spatial profile of the front-surface magnetic fields are not smooth. This

is due to a combination of the modulation of the electron density by the laser and shear

or streaming instabilities due to the large return current. The target is shielded from the

magnetic fields by a fast moving cold return current that exists in a thin layer at the surface

of the target. Due to the finite charge of the target, as the return current moves toward

y = 0, the target electron density depletes, causing it to shrink in the x-direction. This

leaves behind ions which are approximately stationary outside the focal volume. The laser-

accelerated electrons flow into this depleted region, forming a density profile similar to that

of the initial ion profile.

Once the laser pulse reaches the relativistic critical density given by ncrit = 〈γ〉meε0ω
2
L/e

2,

a fraction of the pulse is reflected. As the laser reflects from the target, it sets up a stand-

ing wave that interacts with the hot electrons that exist within the channel formed by

hole-boring, creating the conditions for radiation to be produced on the timescale of the

interaction. Electrons begin strongly radiating within the focal volume at ∼ 53 fs (Fig. 6.1

row 3). The photons shown have energies > 2mec
2 (see Fig. 6.2 for electron and photon

spectra). While radiation is emitted in all directions, there is a bias towards the reflected

laser direction. Since highly-relativistic electrons emit photons along their direction of mo-

tion, this radiation pattern reflects the underlying angular distribution of the accelerated

electrons.

Fig. 6.3 shows the time evolution of the energy budget for a0 = 50 and 500 and the trends

of the energy components for various a0. The laser pulse is initialized in the simulation
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Figure 6.2: Time evolution of photon and electron energy spectra integrated over the simu-
lation box for a0 = 500. Here, Eph is the photon energy normalized to the electron rest mass
energy (mec

2).
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domain and defines the initial total energy of the system. As it interacts with the target,

the laser energy is initially converted into electron kinetic energy, which is subsequently

converted to ion kinetic energy, radiated energy (high energy photons), and forms the electric

and magnetic fields on the target. The final electromagnetic field energy (E. M. in the plot

legend) is made up of the contributions from all electromagnetic fields in the simulation

box. To decouple the laser field from the target fields, the fields outside the target surface

were integrated at a time after the interaction was over and before the reflected laser exited

the box. This gave a reflectivity of ∼ 22% at a0 = 100, and ∼ 14% at a0 = 400, showing

that the reflectivity scales weakly with a0 over the simulated range. The % Energy trends

are taken at t = 90.2 fs, a time when the majority of energy still exists in the simulation

box, i.e. %Etotal ≈ 100 [Fig. 6.3(a-b)]. These trends show an increase in radiated energy

with increasing a0. Conversely, the electron kinetic energy decreases with increasing a0 due

to radiative cooling and makes up a smaller fraction of the total energy than radiation at

t = 90.2 fs for a0 = 500. Pair creation makes up a negligible fraction of the energy budget

with only 0.054% at a0 = 500.

To understand how surface magnetic field generation (Bz) scales with a0, we extracted

maximum values along the x-direction and averaged along the surface of the target in the y-

direction outside the focal volume and plotted them in Fig. 6.4. These fields outside the focal

volume have historically been used for characterizing the initial configuration for magnetic

reconnection experiments in the standard two-pulse geometry and are therefore the most

relevant for future experiments. The black circles in Fig. 6.4 are calculated by finding the

maximum Bz in the x-direction and taking the mean of these values in the y-direction along

the target surface between y = 8 to 12 µm. Error bars show the standard deviation in this

region. The position of the surface where the maximum B-fields are generated is pushed

to the positive x-direction as a0 increases. For reference, lines of Bz ∝ a0 and Bz ∝
√
a0

are shown. The scaling of Bz appears to reside between these two reference lines, however

it is more similar to Bz ∝
√
a0. Even with QED effects, for the range of simulated a0,
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Figure 6.4: Scaling of the maximum magnetic field Bz,max as a function of a0. The black
circles are calculated from simulations including QED effects, taking an average of maximum
Bz along the target surface from y = 8 − 12 µm. Error bars are the standard deviation of
Bz. Red circles are the mean values in simulations without radiation effects. Eqn. 6.2 was
used with values of xB,max and 〈uy〉 extracted from the simulation (blue diamonds).

Bz continues to grow, reaching maximum values > 0.25 MT or 2.5 GG. If a0 were to be

increased further it is unclear how the the scaling would change as pair production may

become significant.

The effect of radiation reaction on field generation can be elucidated by running the

simulations where photons make up a significant fraction of the energy budget, i.e. a0 = 400

and 500, with QED effects switched off. The results are plotted as red circles in Fig. 6.4,

which show a ∼ 29% and ∼ 23% increase in Bz,max compared to the QED simulations for

a0 = 400 and 500 respectively. The dynamics of the interaction are quite similar outside the

focal volume, however an interesting phenomenon is seen near the focal spot (see Fig. 6.5).

Weibel filaments grow near the focal spot in the classical simulation, a processes previously

noted by Shukla et al. for a0 ≈ 1 [103], whereas in the QED simulation these filaments

are suppressed. Understanding the effects of radiation on the Weibel instability will be the

subject of a future study.

117



-5

0

5

-2

-1

0

1

2

B
z (M

T)

26 28 30 32 34 36
-5

0

5

10-3

10-2

10-1

100
-5

0

5

-2

-1

0

1

2

B
z (M

T)

28 30 32 34 36
-5

0

5

10-3

10-2

10-1

100

Classical QED

Figure 6.5: Magnetic field and χ at t = 85 fs in simulations of a0 = 400 with (QED) and
without (Classical) radiation showing the radiative suppression of the Weibel instability
near the focal spot. χ = |F µνpν |/meEcr is the ratio of the field strength in the frame of
the electrons to the critical field Ecr = m2

ec
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6.3.1 Theoretical Model

To model the evolution of the fields and their scaling with a0, we started from the following

equation obtained by Schumaker et al. [71]:

Bz(x, y, t) ≈ −µ0

∫ x

−∞
jy(x

′, y, t)dx′. (6.1)

This equation is derived from a combination of the Ampère-Maxwell equation, Gauss’s law,

and the continuity equation assuming negligible current normal to the target and radial

electric field. Numerically integrating jy from the -x boundary to a position x was found to

give a good approximation of Bz at that position. As the laser interacts with the target, it

channels and hole-bores, accelerating electrons outward, inducing a return current along the

surface of the target. This causes the target to contract, leaving behind the quasi-stationary

ions. The outward flowing electrons respond to the target-normal electric fields, forming a

density profile similar to the initial ion density profile. The current can then be approximated
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circles) within ±1 µm of the line in (c) and the result of Eqn. 6.2 (black line) calculated along
this line with 〈uy〉 = 0.12c. An additional blue line is shown for a lineout at y = 10 µm.
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using a spatially averaged velocity 〈uy〉 = 〈jy/ne〉 multiplied by the initial ion charge density

profile ρi0 = en0 exp [(x− x0)/L]. Substituting into Eqn. 6.1 and integrating this current to

the position xB,max of the magnetic field maximum gives:

Bz,max(y, t) ≈ eµ0〈uy〉n0L exp

(
xB,max(y, t)− x0

L

)
, (6.2)

where L is the characteristic scalelength of the pre-plasma and x0 marks the transition point

from pre-plasma to bulk density. This equation is only valid for targets with a pre-plasma,

however this is the realistic case because ultra-intense laser pulses are likely to have a pre-

pulse.

The position xB,max can be approximated by noting that the laser drives the electrons

outward at ∼ c and an approximately linear surface is formed as the channel expands. This

surface is defined by two points, one at a position xf that propagates outward at c, and the

other fixed at the point the laser hole bores to xHB [see Fig. 6.6(a) for diagram]:

xB,max(y, t) = xf −
[y − c(t− t0)](xHB − xf )

c(t− t0)
, (6.3)

xHB = x0 + L ln

(
γosc
n0

)
+ 2L ln

[
1 +

c

L

√
ln(2)τ 2γosc

4Rqm

]
, (6.4)

where Rqm = Mi/Zme, γosc =
√

1 + (1 +R)a2
0/2, R is the reflectivity, xf and t0 are fitting

parameters, and γosc � 1 has been assumed. Eqn. 6.4 describes the hole boring position for

a laser with the envelope a(t) ∝ exp(−2t2/τ 2) and is modified from the equation of Kemp et

al. [90]. Eqn. 6.3 is a linear fit to the maximum-Bz surface. The modification was made by

assuming the laser hole bores with a constant a = a0 for the FWHM duration of the pulse.

Additionally the pulse is assumed to hole bore into an exponential density profile. If the

pulse reaches the bulk target, another term must be added to the integral from which Eqn.

6.4 is derived.

An example calculation for a0 = 100 is shown in Fig. 6.6. The position xB,max is ac-
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Figure 6.7: Velocity in the y-direction calculated by taking the mean of jy/ne in the region
y = [8, 12]µm and x = [xB,max − 1 µm, xB,max].

curately fit through Eqn. 6.3 where xf is taken to be the position where the exponential

preplasma is truncated, and t0 was varied until a rough fit was achieved. The value used

for t0 (20 fs) is close to the time at which the laser begins to interact with the pre-plasma.

These same fitting parameter values could be used with good accuracy for all tested a0. The

maximum Bz along this line was calculated from Eqn. 6.2 and compared to the simulated

values in Fig. 6.6(b). The average y velocity 〈uy〉 was calculated by taking an average of

jy/ne over the area defined by the positions in the y-direction from y = 8 to 12 µm and in

the x-direction from xB,max − 1 µm to xB,max. This y velocity scales weakly with a0 as seen

in Fig. 6.7. Similar Bz,max magnitudes are seen outside of the focal volume; however, inside

the focal volume the fields are overestimated. The equations become invalid in this region

as ion motion becomes important and the surface is curved and cannot be approximated by

a linear fit. However, outside the focal volume the equations provide an accurate estimate

for the position [Fig. 6.6(c)] and magnitude [Fig. 6.6(d)] of the evolving fields. Additionally

using Eqn. 6.2 with simulated values for xB,max and 〈uy〉 a similar scaling with a0 is found

(Fig. 6.4 blue diamonds).

Additional simulations were performed with varying scale lengths (L = [1 µm, 0.5 µm,
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t = 133 fs
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Figure 6.8: An example of the simple model being used to calculate the surface magnetic
fields for a0 = 100 with a 0.5 µm scale-length. (a) fit to surface where Bz is maximum from
Eqn. 6.3 at t = 117 fs. (b) blue line shows Bz,max along y at t = 117 fs, dash-dot black line
shows the result of Eqn. 6.2 from the surface in (a). (c-d) are the same as (a-b) except at t =
133 fs. At this time the fields which appear pulse-like for this scale-length begin exiting the
box and no longer match the theory. (e) space-time plot of Bz at y = 8 µm and the result of
Eqn. 6.3 (black line) show that the surface is still well approximately by a linear fit at this
smaller scale-length. (d) Evolution of Bz,max (black circles) within ±1µm of the line in (c)
and the result of Eqn. 6.2 (black line) calculated along this line with 〈uy〉 = 0.26c along with
values calculated from a lineout at y = 10 µm. This again shows that the evolution is well
approximated by the equations, however at late times the theory begins to over-estimate the
maximum field strength.
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0.25 µm] at a0 = 100). For these simulations the early evolution of the fields can be accu-

rately calculated using the same t0 and changing the position xf to the position where each

simulated preplasma is truncated. However the field generation in the short scale-length

simulations is similar to the rear-surface field generation where the fields form as a pulse as

shown in Fig. 6.8.

6.4 Conclusions

Taken together, Eqns. 6.2, 6.3, and 6.4 provide a way to estimate the maximum Bz at some

radial position y on the target surface at some time t during the expansion. This estimate

can be made directly from laser parameters a0 and pulse duration τ , therefore this equation

set provides significant utility in estimating field strengths for future experiments on the

next generation of lasers. Aside from the laser parameters, one must use assumed values for

〈uy〉 which can be taken to be in the range of 0.2c to 0.1c for increasing a0 from 50 to 500.

Additionally R may be measured experimentally or calculated from the equations presented

by Zhang et al. [93].

With the> 0.1 MT fields produced outside the focal volume, it may be possible to perform

experiments studying magnetized processes, e.g. reconnection, shock formation, turbulence,

in a regime that is relevant to the extreme plasma environments around relativistic compact

objects such as neutron stars and black holes. For example, two ultra-intense lasers may be

used in the standard 2-beam geometry [34] to study highly energetic laser-driven magnetic

reconnection. The regime accessed by such an experiment can be parametrized using σ as

discussed in Section 2.11. For a0 = 400, σhot,e, the hot electron-only σ calculated in the

co-moving frame of hot electron outflow from the focal volume is in the range of 0.1-0.5

along the surface of the target. This is quite large, allowing for semi-relativistic outflows

from the reconnection region, giving the already ultra-relativistically hot electron inflow a

modest amount of additional energy. With the production of such energetic conditions,
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next generation laser facilities will be promising platforms for the study of the magnetized

processes that occur in extreme astrophysical environments.

6.5 Measuring Extreme Magnetic Fields

In this chapter we have predicted that magnetic fields generated in laser-solid interactions

on next generation laser facilities should exceed 0.1 MT. Measuring fields of this strength

is nontrivial. Currently the main types of field measurement rely on optical or particle

probing. Optical methods rely on the use of a diagnostic laser to probe the plasma. By

probing the plasma with a laser, magnetic field information is encoded into the polarization

of the laser through the Faraday effect [184]. Other experiments have used polarimetry of

self-generated harmonics to estimate the range of field strengths [185]. Using an optical laser

as a probe suffers from the inability to probe plasmas with densities greater than the critical

density for the laser used. Most experiments will use a higher-order harmonic of the driving

pulse to probe the plasma such that it can probe further into the dense plasma which would

otherwise be inaccessible for the fundamental. Even with higher-order harmonics, at the

standard wavelength of most high-powered laser facilities (∼ 1 µm) the fields generated in

laser-solid interactions cannot be probed. Faraday rotation using x-rays has been proposed

as a solution [180], but a source of well characterized x-rays co-located with a high-intensity

laser source cannot be easily found.

Protons are the most common particle used for probing magnetic fields. Features in the

image are compared to simulation or simple models and synthetic radiographs as was done

in Chapter 5. Quantitative measurements of path integrated electric and magnetic fields

can be extracted from the relative deflections of protons in the image [63]. One of the main

assumptions made in proton deflectometry analysis techniques is that the deflection angle

due to fields is small compared to the initial angular spread of the protons passing through

the fields, therefore the paths of deflected protons do not cross. If trajectories cross then a
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Figure 6.9: Comparison of electron and proton deflection angle in a magnetic field normalized
to the deflection of a 1 MeV proton.

unique solution cannot be found when solving for the path integrated fields. To quantify the

breakdown of this assumption the following parameter is used:

µ ≡ lα/a, (6.5)

where l is the distance from the particle source to the object plane where the fields exist, α

is the deflection angle, and a is the characteristic size of the fields. If µ > 1 deflections are

larger than the initial angle of particles probing the fields and quantitative analysis breaks

down. TNSA protons used for radiography typically have energies are on the order of 10

MeV. At these energies deflection angles can be large in the ∼10 kT magnetic fields seen

in relativistic laser-plasma interactions. For example, in Fig. 5.1 the front surface fields

generated by the short pulse laser strongly focus the protons to a dot, therefore quantitative

information about these fields cannot be extracted.

A possible solution is to use a different particle. A potential candidate is electrons

accelerated by laser-wakefield acceleration (LWFA) [25]. Ion acceleration mechanisms are
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inherently secondary to those of electrons, therefore electron acceleration is much more

efficient. This allows electrons to reach much higher energies of ∼ 8 GeV [186], compared to

peak energies of ∼ 100 MeV for protons [62]. To understand how this translates to particle

deflectometry we can consider the relative deflection of particles. In Fig. 6.9 the deflections

of electrons αe and protons αp in magnetic fields are normalized to the deflection of a 1 MeV

proton. Although protons experience smaller deflections than electrons for the same energy,

electrons can be produced at much higher energies allowing for smaller deflections. Electrons

need to be produced with energies > 450 MeV to have a smaller deflection than a 100 MeV

proton, which is routinely done.

LWFA electrons have previously been used to probe magnetic fields [71]. Many additional

considerations must be made when using LWFA electrons to probe strong fields, some of

which will be discussed here.

6.5.1 Divergence Angle

The first property to note is the divergence angle of electrons and protons. TNSA protons

have large divergence angles > 30 degrees or 0.5 rad allowing them to probe the complete

magnetic fields on the surface of a target with scales of a few mm and source to target

distances of ∼ 10 mm. LWFA electrons have much smaller divergence angles of only a few

mrad [187] and therefore the source needs to be placed ∼1 m from the target to capture the

full picture of the target fields. If this difference in probing distances is taken into account,

µ is much larger for electrons. To combat this issue Schumaker et al. placed a thin foil

between the source and target to scatter the beam and increase the divergence angle [71].

This solution greatly reduces the resolution of the probe as the transverse emittance increases,

hence the effective source size of the beam increases. A better solution could be to use beam

optics which can increase the divergence angle of the beam without increasing the source

size [188,189].
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Figure 6.10: Spread in image plane of an electron beam calculated from a particle tracking
code assuming deflections in a single plane (solid lines) and Eqn. 6.9 (dashed lines). The
following parameters were used: E0 = 1 GeV, l = 1 cm, L = 1 m, B = 0.01 Tm, σE varied as
shown in the legend. The particle tracking code and plot were created by Paul T. Campbell.

6.5.2 Energy Spread

Just as the source size of the beam can affect the resolution of the probe, the energy spread

of the beam will also place an limit on the minimum feature size that can be resolved. For

proton radiography using RCF the energy spread is generally not an issue because the spread

of proton energies absorbed by a piece of RCF is very narrow. For relativistic electrons which

will likely be detected by LANEX [190], all electron signal will be integrated. Deflection angle

varies with particle energy, therefore features will be blurred due to the beam energy spread.

If we assume that the particle energies are not changing during the propagation of the beam

through the fields, and the beam is propagating along the z-direction with magnetic field in

the y-direction, then the deflections are given by,

αx(x0, E) =
ec

E +mc2

∫ ∞
0

By(x0) dz0, (6.6)
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which is derived from the ratio of vx/vz where vz ≈ c and E is the relativistic kinetic energy.

From Eqn. 6.6 we can see that particles of different energies will be deflected to different

angles with the highest energy particles seeing the smallest deflection. For the purpose of

finding a resolution criteria based on energy spread we need to know the width of this angular

spread in the image plane.

If the electrons have a Gaussian energy distribution and propagate to the object plane

from a point source, they will have a distribution at the object plane of,

∂2N

∂x0∂E
∝ exp

(
−(E − E0)2

2σE

)
. (6.7)

At the object plane the electrons are deflected to a point in the image plane given by

x = x0 + x0L/l + αx(x0, E)L. Rearranging this equation gives,

E =
ecL

x−Mx0

B −mc2, (6.8)

where B =
∫∞

0
By(x0) dz0 and M = (l + L)/l is the magnification. To find the distribution

function in the image plane we multiply Eqn. 6.7 by ∂E/∂x and substitute Eqn. 6.8 for E.

This gives the distribution function in the image plane,

∂2N

∂x0∂x
∝ −ecLB

(x−Mx0)2
exp

(
−

( ecL
x−Mx0

B −mc2 − E0)2

2σE

)
. (6.9)

This equation is only valid for a relativistic beam where vz ≈ c and therefore only valid for

small x−Mx0 where Eqn. 6.8 is positive. A plot of this equation compared to results from a

particle tracking code assuming deflections in a single plane is shown in Fig. 6.10. Particles

are only deflected to one side of the position of a particle experiencing no deflection, i.e.

x = Mx0. If σE � (E+mc2)2 then the maximum of this distribution occurs at the position,

xmax =
ecLB

E0 +mc2
+Mx0. (6.10)
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The value of Eqn. 6.9 at this position is given by,

∂2N(xmax)

∂x0∂x
= −(E0 +mc2)2

ecLB
, (6.11)

therefore Eqn. 6.9 can be normalized by this value to give a maximum of 1. This is simply

the peak position of the exponential because the shape of the beam spread in the image

plane is dominated by the exponential term for small energy spreads. We can therefore take

the full-width half-maximum (FWHM) of the exponential to define a resolution criterion

based on energy spread. This FWHM is given by,

∆xenergy = ecLB

(
2
√

2 ln(2)σE
(E0 +mc2)2 − (2 ln(2)σE)2

)
. (6.12)

Similar to the Rayleigh resolution criterion we can note that only features with sizes greater

than ∆xenergy in the image plane will be resolved.

6.5.3 Temporal Blurring

If a highly relativistic electron beam is used to probe rapidly expanding fields on the surface

of a flat target then there will be a difference in probing time between the center and edge

of the target. If we consider a spherical front moving at c from a point source, the center of

the front will reach target first. A ray on this front passing through the position x0 in the

object plane will arrive at a time ∆t later given by,

∆t =

√
l2 + x2

0 − l
c

. (6.13)

This blurring is therefore not constant and varies across the object plane as,

∂∆t

∂x0

=
x0

c
√
l2 + x2

0

. (6.14)
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This is only a small correction and is especially small for l� x0.

6.5.4 QED considerations

As high energy electrons of the probe beam are deflected by the strong fields on the target

surface they will generate photons. By emitting photons the electron beam gives up energy

thereby shifting the mean energy of the beam and causing the energy spread of the beam to

increase. These effects are given by the equations [91],

(
d〈p〉
dt

)
mod cl

= −〈gPclp̂〉
c

, (6.15)

(
dσ2

dt

)
st

= −2
〈∆γgPcl〉
mec2

+
〈S〉
m2
ec

4
, (6.16)

S(η) =
55αfc

24
√

3λcb
m2
ec

4η4g2(η), (6.17)

where Eqn. 6.15 gives the change in expectation value of the momentum and Eqn. 6.16 gives

the change in the variance of a beam with σ2 = 〈γ2〉 − 〈γ〉2 and ∆γ = γ − 〈γ〉. Pcl is the

classical power emission to synchrotron radiation given by,

Pcl =
2αfc

3λc
mec

2η2, (6.18)

where αf is the fine structure constant, and η is the quantum efficiency parameter defined

as the ratio of the field strength in the rest frame of the electron beam to the Schwinger

field Es = 1.38 × 1018 Vm−1. For a highly relativistic beam where γ � 1, η ≈ γb =

γ|E⊥ + v ×B|/Es. The Gaunt factor g(η) acts as a quantum correction to the classical

emission spectrum for large η and has been fit to g(η) ≈ [1+4.8(1+η)ln(1+1.7η)+2.44η2]−2/3.

The factor g2(η) also has been fit to a function given by, g2(η) ≈ [1 + (1 + 4.528η)ln(1 +

12.29η)+4.632η2]−7/6. These equations were given in Section 2.8 and have been written here

for convenience.
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If we consider an electron beam with a Gaussian energy spread propagating through

a constant magnetic field that is perpendicular to the propagation direction we can solve

analytically for the decay in the expectation value of the momentum using Eqn. 6.15,

〈p〉 ≈
(

1

〈p0〉
+ µt

)−1

, (6.19)

µ =
2αfc

2B2
⊥

3λcmeE2
s

, (6.20)

where 〈p0〉 is the moment of the initial momentum. Here we have assumed η � 1 so g ≈ 1,

and additionally σ2m2
ec

2 � 〈p〉2. This can be rearranged to solve for the perpendicular

magnetic field,

B⊥ =

√
3λcmeE2

s

2αfclB

(
1

〈p〉
− 1

〈p0〉

)
, (6.21)

where lB = ct is the length of the magnetic field assuming highly relativistic electrons. Eqn.

6.19 can be substituted into Eqn. 6.16 assuming 〈p〉 = mec〈γ〉,

σ = 〈γ〉2
√

σ2
0

〈γ0〉4
+ At, (6.22)

where A = αfc
4B3
⊥55/24E3

s

√
3λc. We can note an interesting result here. If the initial and

final mean γ and energy spread can be measured then Eqn. 6.19 will give B2
⊥lB while Eqn.

6.22 will give B3
⊥lB. Additionally if the deflected image can be inverted the solution will give

B⊥lB, therefore if at least two of the three measurements can be made then B⊥ and lB can

be found uniquely.

If η is not � 1, then g will not be constant and cannot be removed from the integrals

solved to get Eqns. 6.19 and 6.22. An analytical solution can be found by Taylor expanding

g, however it is not simple to manipulate the solutions to obtain B⊥. If necessary, the best

option may be to solve Eqns. 6.15 and 6.16 numerically to fit experimental data.

To determine whether this technique is viable in experiments I have been working with
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Jason Cardarelli [191]. He has written a particle tracking code for electron spectrometers

that will allow us to estimate the error in measurements of σ and 〈γ〉, and therefore the error

in the calculated B⊥ and lB. This work is ongoing.

It is possible that even with extremely energetic multi-GeV LWFA electron beams, mag-

netic fields may be so strong that µ > 1. In this case, the mean energy and energy spread

of the beam may be used to determine the field strengths, however it may also be possible

to estimate field strengths at specific points on the target using a small divergence electron

beam, looking at the profile of the deflected beam. If the initial energy spread and mean

energy of the beam is known, then either Eqn. 6.10 or 6.12 may be used to determine the

path integrated magnetic field from the shift in the position of maximum flux and FWHM

in the image plane respectively. To do this, the change in energy spread from radiation

reaction may also need to be accounted for. Using this concept in the initial magnetic field

measurement experiments on the next generation of laser facilities may be a good idea as it

removes the complexity of beam optics and can give rough estimates of the field strengths.
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CHAPTER 7

Conclusions and Future Work

This thesis studied two of the most fundamental phenomena in our universe, shock formation

and magnetic field generation, over a large range of energetic regimes. The work focused on

laser-driven shocks with multiple ion species, semi-relativistic magnetized shock formation,

magnetic field generation at strong-field QED relevant laser intensities and the measurement

of these fields. These sections will be summarized in this chapter and future diections for

each topic will be discussed.

7.1 Multiple Species Ion Shock Acceleration

In Chapter 4 PIC simulations were performed and theory was developed to study the for-

mation of shocks in a plasma with multiple ion species. This differs from the majority of

shock theory which has been performed only accounting for a single ion species. However,

it is more realistic as shocks in experiments and those that develop throughout the universe

generally include multiple ion species or at least multiple ionization states. It was shown that

the basic equations commonly used to model collisionless shocks break down when a second

ion species is included. This occurs because ions are generally modeled as a fluid, however

reflections which become important to the dynamics of high Mach number multi-species

shock require a kinetic description.

Parameter scans were performed to study how density ratios across the shock, relative

ion fraction and ionization state affect the shock dynamics. It was found that as the density
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ratio increased a proton shock was generated and as the ratio was further increased double

shocks could form. This double shock is not predicted by standard shock theory which

breaks down after the first shock forms. The second shock is allowed to form as protons

are reflected by the primary shock, creating a shock upstream that is dominated by the

lower charge-to-mass ratio ion. The formation of a double shock allows for multiple stages

of acceleration as ions reflected to sufficient energies can propagate from the primary shock

downstream to upstream, gaining energy.

Simulations were also performed using lasers to drive the shock. Using the “ideal” density

profile defined by Fiuza et al. [96], only a single shock that reflects protons was produced.

A double shock could be formed using a modified density profile with a stepped profile,

effectively increasing the density steepening. This suggests that density steepening and the

resulting separation of ion species that occurs near the steepened density is required to drive

a double shock. In general, the addition of a second ion species reduced the maximum energy

of the accelerated high charge-to-mass ratio ion.

These results demonstrate the need for improvement in both the theoretical models and

experiments performed on laser-driven collisionless shocks. One potential model to build

from is that of Malkov et al. [99] which includes ion reflections. Additionally, the simulations

that were performed assumed complete ionization of the plasma and the existence of at most

two ion species. In experiment, it is possible that multiple ionization states may exist

during shock formation which could greatly affect the acceleration of ions and the number

of shocks that form. The simulations reported here were performed in 2D with infinite focal

spots, however 3D effects including instability formation from realistic laser focusing may

greatly affect shock formation. Due to the massive parameter space (target material, laser

energy, target density profile, etc.) that must be studied to optimize and fully understand

ion shock acceleration there is still a significant amount of work to do. Simulations are

currently the best tool for rigorously understanding collisionless shock physics as the amount

of experimental data studying this acceleration is quite limited. Next-generation high-energy
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high rep-rate laser facilties may allow for significant progress in this field as parameters can

be rapidly explored. Additionally, new target fabrication techniques may allow for tailored

density profiles that can be optimized to provide more favorable acceleration conditions for

generating high energy, narrow energy spread proton beams.

7.2 Semi-Relativistic Magnetized Shock Formation in

the Laboratory

In Chapter 5 an experiment studying semi-relativistic magnetized shocks and a massive

3D particle-in-cell simulation performed to support this experiment were presented. The

experiment was performed on the OMEGA EP laser system at the University of Rochester

Laboratory for Laser Energetics. This is a massive laser facility with the capability to run

experiments involving multiple high-energy and high-intensity laser pulses. We used two

lasers to drive a highly asymmetric interaction between a long-pulse ns duration laser and a

relativistic intensity short pulse ps duration laser. The interaction was probed using protons

to generate images of the fields in the interaction.

The resultant proton images showed the expansion of strong magnetic fields from the

short-pulse focal spot and the interaction of these fields with the quasi-static fields of the

long-pulse generated plasma plume. The fields expanding from the short pulse focal spot

propagate out at speeds of 0.1-0.6c, and are therefore carried by semi-relativistic electrons.

At the point of interaction between the fields of the two laser-generated plasma plumes, a

cone-like feature was observed. Forward modeling was used to construct synthetic proton

images. This modeling showed that the cone-like feature cannot be generated by a simple

superposition of the fields and must correspond to an additional modification to the fields.

Proton deflectometry only allows for the measurement of path-integrated fields, therefore it

cannot find a unique solution to the feature, however possible solutions are the annihilation of

fields, or the build up of short-pulse generated magnetic fields in the region of the long-pulse
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plume magnetic fields.

A massive 3D particle-in-cell simulation was run to understand the features observed in

the experiment and to obtain insight into what features may not be captured by the di-

agnostics. This simulation was performed at 25x reduced scale and the fields and density

profile of the long-pulse generated plasma plume were imported as initial conditions based

on fits to simulation data from the extended-MHD code GORGON. Even with these sim-

plifications the simulation still required >50000 cores and ∼ 2.5 million core hours. The

resultant simulation data provided a wealth of information about the interaction between

the laser-gererated plasma plumes. It was found the the electrons rapidly expand carrying

strong magnetic fields ∼ 3kT. These electrons do not simply pass through the long-pulse

generated plasma plume, instead they are diverted around the plume, forming a discon-

tinuity. The long-pulse side of the discontinuity rapidly compresses and is followed by the

formation of a shock. A large shear is setup at the discontinuity between the semi-relativistic

electrons accelerated by the short-pulse and a return current formed on the long-pulse side

of the discontinuity. This shear becomes unstable forming vortices and unstable wave-like

structures. 2D simulations were performed to understand these instabilities which showed

that some features are likely formed by the electron-scale Kelvin-Helmholtz instability and

others may be generated by the lower-hybrid drift or the modified two stream instability.

These features are too small and fast to be captured by proton deflectometry. The main

cone feature that is seen in the experimental data is likely due to the draping and build-up

of magnetic field at the contact discontinuity.

From the setup for this experiment one can note that it is similar to the standard two-

beam magnetic reconnection geometry, and this was in fact the initial motivation for this

experiment. The cone feature observed in the experiment could be a signature that a highly-

asymmetric reconnection occurred, however diagnosing this potential reconnection in ex-

periment and simulation is non-trivial. In the simulation, signatures of reconnection are

observed: interaction of oppositely directed fields with associated Hall-type quadrupolar
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magnetic fields, electron outflows and a current-sheet normal electric field. However these

features could also be generated by the complex interaction at the contact discontinuity. The

electron outflows can be caused by the electrons draping around the curved interface of the

long-pulse generated plume. The quadrupolar fields can be caused by the electrons bending

the field lines as they form a shear at the contact discontinuity. The electric field normal to

the current sheet is generally used to calculate the reconnection rate, however target normal

electric fields already exist due to charge separation and complex fields are generated by

instabilities near the current sheet, making it very difficult to extract a reconnection rate.

If reconnection does occur in the experiment due to the complex filaments and vortices it is

likely that reconnection would not form as a single x-point. Additionally the reconnection

would be driven primarily by electrons and would be highly asymmetric.

The observed features in the experiment and those that cannot be resolved but are

predicted by the simulation create the potential for numerous future experiments. By using

alternative diagnostics, e.g. 4ω-probe or some alternative probing geometry one may be able

to observe some of the faster unstable features or obtain measurements of the shock and

contact discontinuity. We can also envision modifying the experiment to isolate or change

the properties of some of the features such that they can be more easily probed and studied

in greater detail. The observation of highly asymmetric relativistic reconnection would also

be very interesting as it has only been studied theoretically [192], however the experiment

will need to be carefully designed such that there is clear evidence of reconnection.

7.3 Magnetic Field Generation at Extreme Laser In-

tensities

In Chapter 6 the generation of magnetic fields in solid target interactions with laser intensi-

ties where strong-field QED processes become important was studied. This was done through

a series of 2D simulations using the QED module of the particle-in-cell code OSIRIS which
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includes the dominant processes of nonlinear Compton emission and pair creation. Simula-

tions were performed from a0 = 50 to 500, covering a large range of intensities from what

can be currently achieved to intensities just greater than what may be achieved by next-

generation laser facilities. Studying field generation in this range of intensities is important

as the possible magnetic field strengths that may be reached by next-generation facilities is

currently not well understood. It is expected that QED effects will become important at

these extreme intensities and may limit the energy available for field generation.

The fields on the surface of the target form rapidly as electrons are accelerated radially by

the laser field. The laser pulse channels through to the relativistic critical density before it

begins to hole bore and reflect. This sets up a standing wave that interacts with hot electrons

in the channel forming the conditions for energetic photon production. The electrons are

accelerated from the focal volume in all directions, however target normal electric fields

confine the majority of the electrons to travel near the surface of the target. These target

normal fields are setup by the outward propagating electrons and the return current they

drive that causes a depletion of the target electrons and therefore a net positive charge

along the target surface. The outward moving current is what drives the strong O(0.1 MT)

magnetic fields. These fields are canceled within the target by the return current.

The magnetic field scaling with laser intensity was extracted by taking an average of the

maximum magnetic fields along the surface of the target. It was found that the maximum

fields scale non-linearly with a0, scaling closer to
√
a0. Additional simulation were run

without radiation reaction and pair creation at a0 = 400 and 500 which showed an increase

in magnetic field strength. The reason for this was elucidated through the energy budgets

of the simulations. As a0 increases, more of the energy is converted from electron kinetic

energy to photons, almost 40% at a0 = 500. Although many of these photons are produced

with large energies > 2mec
2, very few electron-positron pairs are produced.

The evolution of these fields and the scaling with a0 was modeled using a simple analytic

model. Starting from the equation of Schumaker et al. [71] additional equations were derived
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allowing for the estimation of field strength starting from laser parameters. This involves

approximating the target surface as an approximately linear channel that unfolds at the

speed of light. This model is quite accurate and can predict both the scaling of the fields

with a0 and how the maximum field strength evolves in time along the surface. The equations

were tested for a few pre-plasma scale-lengths which showed good agreement during early

times, however at late times in the evolution the model overestimated the field strength for

the shortest scale-lengths. This is due to the fields appearing as a pulse that propagates away

from the laser focal spot, causing the fields at a particular position on the front surface of the

target to decrease at late times. The model is also only accurate outside the focal volume

where ion motion is negligible. However these fields are the most important for magnetized

experiments like those in the two-beam reconnection geometry. This model is therefore a

fundamentally useful tool for the proposal of any future magnetized experiment using these

target surface fields. However, it is important to note that the model was based on the

results of 2D simulations. In 3D it is likely that the heating and expansion of electrons from

the focal volume will be different, resulting in an average radially velocity that differs from

the values found in 2D. Additionally, instabilities may form causing a non-uniform radial

expansion of the fields. This was observed in Chapter 5 as a set of spoke-like features in the

proton images.

Finally, in this chapter we briefly considered how these fields may be measured. It was

shown that quantitative proton deflectometry techniques breakdown as the probing becomes

highly nonlinear at currently available proton energies. A possible solution is to use laser

wakefield accelerated electrons. Although these particles have a much larger charge-to-

mass ratio they can be produced at much higher energies with narrow energy spreads [186].

Using electrons as a probe brings about many other classical considerations including the

beam divergence, the detection method, and energy spread. Additionally, by probing such

strong fields the probe beam may experience QED effects. It was shown that the mean

energy of the beam will decrease and the energy spread will increase when passing through
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Figure 7.1: Concept for radiative reconnection using two ultra-intense lasers.

the fields due to radiation reaction. Assuming constant magnetic fields and relatively small

nonlinearity, analytic expressions for the mean energy and energy spread of the probe electron

beam can be derived which shows a different scaling with the length and magnitude of the

fields. Magnetic field strength and length can be solved for with this method, compared to

deflectometry that can only solve for the path integrated fields. Determining whether this

method is experimentally feasible is a work in progress.

7.4 Perspective

This thesis is being written at a very interesting time in the development of laser-plasma

physics. In the time that I have been a graduate student several major changes have taken

place. New multi-petawatt laser facilities are under development in Europe (ELI [193],

Apollon [194]) and Asia (SULF [195], Corels [196]). In response, LasernetUS was formed

allowing for scientists to propose experiments at the many mid-scale terawatt and petawatt

class facilities throughout North America. Additionally, this coalition created a unified voice

to advocate to the United States government for laser facilities that could compete with those
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elsewhere in the world and provide the greatest opportunity for progress in plasma physics

research [197,198]. A direct or indirect byproduct of this is the recent funding of ZEUS at the

University of Michigan [30], MTW-OPAL at the University of Rochester [199], and a multi-

petawatt facility at the Stanford Linear Accelerator National Laboratory (SLAC) [200].

These facilities are expected to achieve intensities > 1023 W/cm2. At these intensities it

is expected that QED effects will become important as demonstrated in Chapter 6. In

the context of the work in this thesis this brings about the question: what should future

experimental and theoretical efforts at these laser facilities focus on?

From the current state of laboratory astrophysics research there appears to be two logical

frontiers for progress to be made on: rigorous studies of microphysics (e.g. reconnection,

instabilities, etc.) using high rep-rate lasers, and studying the highest energy interactions

possible. For the former frontier we must first consider consider the current state of high-

energy experiments studying collisionless shocks or magnetic fields. These experiments are

generally performed on large-scale facilities such as OMEGA or NIF. Time on these facilities

is very limited, for example one may only get a couple shot days a year on OMEGA EP

with ∼ 7 shots being taken on an average day. This limitation greatly restricts the amount

of parameter space that can be sampled. It also makes it very difficult to measure processes

that are not the dominant effect in a system. This has been a serious limiting factor in

the progress of laser-driven magnetic reconnection as signatures of electron acceleration by

reconnection are lost in the background of dominant laser accelerated electrons. Given

enough data this laser background could be understood and subtracted to see the effects of

reconnection.

With the number of shots taken currently and the limited diagnostics it is also highly

non-trivial to analyze data. Looking at the work in Chapter 5 the small number of shots, and

having proton deflectometry as the only diagnostic, placed a significant burden on simulations

to provide insight into the interaction. Additionally, the ambiguity of what fields cause the

deflections makes it very difficult to analyze data as features must be interpreted, opening
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analysis up to potential error due to biases. High rep-rate systems will provide more rigorous

studies that require less interpretation. These experiments must also be well diagnosed,

potentially requiring the development of new diagnostics. With the generation of large

datasets from these diagnostics it is likely that machine learning will be applied, allowing

for more sophisticated models to be produced. The application of high rep-rate lasers to

laboratory astrophysics should greatly increase the accuracy of experiments and allow for

a shift in the experimental paradigm from experiments with small data sets demonstrating

signatures of interesting physics, to rigorous large dataset experiments where these signatures

are well understood.

Although a significant amount of effort should be put into rigorously studying the regimes

that can already be accessed by current laser systems, we must also explore the highest in-

tensity interactions possible to access new physics regimes. In Chapter 6 we showed that

at the upper end of expected intensities, magnetic fields should exceed 0.1 MT and a sig-

nificant fraction of energy will be converted to photons with enough energy to create pairs.

Additionally, in Chapter 5 we showed that semi-relativistic shocks can already be studied

at current available laser intensities. A simple combination of these two ideas suggests that

we may be able to achieve relativistic magnetized shocks where radiation reaction and QED

effects become important. In addition, with the combination of two ultra intense laser pulses

it is possible that radiative reconnection may be studied (Fig. 7.1). Although likely not a

perfect analog for the environments theorized in extreme astrophysics, experiments studying

these processes will give insight into physics that can only be studied in idealized simulations

currently. Achieving these experiments will not be trivial and will likely require the devel-

opment of new diagnostics that can probe the extreme conditions and measure the emitted

radiation. As shown in Chapter 6 it is possible that radiation reaction may be leveraged

to create new diagnostics. These experiments will likely exist in the current small data set

paradigm and will require huge simulations to gain insight into the physics of the interaction.

Even without QED effects, such simulations are computationally intensive as demonstrated
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in Chapter 5, therefore QED effects must be implemented in a very efficient way in future

particle-in-cell codes.
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S. Karsch, and F. Grüner, Imaging laser-wakefield-accelerated electrons using miniature
magnetic quadrupole lenses, Physical Review Special Topics-Accelerators and Beams
14, 052801 (2011).
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