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ABSTRACT

Conventional compute and memory systems scaling to achieve higher performance and

lower cost and power have diminished. Concurrently, we have diverse compute and memory-

demanding workloads that continue to grow and stress traditional systems with only CPUs

and DRAM. Heterogeneous compute and memory systems establish the opportunity to

boost performance for these demanding workloads by providing hardware units with spe-

cialized characteristics. Specialized compute platforms such as GPUs, FPGAs, and acceler-

ators execute specific tasks faster than CPUs, increasing performance and energy efficiency

for the particular task. Heterogeneity in the memory systems, such as incorporating var-

ious memory technologies like storage class memories (SCMs) alongside DRAM, allows

for denser, low-power, and low-cost memories to accommodate data-intensive applications.

However, heterogeneous systems have unique characteristics compared to traditional sys-

tems. We must carefully design how workloads utilize these units to harness their full

benefits. This dissertation presents software and hardware techniques that maximize the

performance, energy, and cost-efficiency of heterogeneous systems based on the compute

and memory access patterns of various application domains.

First, this thesis proposes ChipAdvisor, a machine learning-based framework, to iden-

tify the best platform for an application in the early steps of systems design. ChipAdvisor

considers the intrinsic characteristics of applications such as parallelism, locality, and syn-

chronization patterns and archives 98% and 94% accuracy in predicting the best performant

and energy-efficient platform, respectively, for diverse workloads when considering a sys-

tem with CPU, GPU, and FPGA. Second, we propose a heterogeneous memory-enabled
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system design with DRAM and storage class memory (SCM) for key-value stores, one of

the largest workloads in data centers. We characterize an extensive deployment of key-

value stores in a commercial data center and design optimal server configurations with het-

erogeneous memories. We achieve 80% performance increase compared to a single socket

platform while reducing the total cost of ownership (TCO) by 43-48% compared to a two

socket platform. Third, this dissertation designs MTrainS, an end-to-end recommendation

system trainer that utilizes heterogeneous compute and memory systems. MTrainSeffi-

ciently divides recommendation model training tasks between CPUs and GPUs based on

the compute patterns. It then hierarchically utilizes various memory types, such as HBM,

DRAM, and SCMs, by studying the temporal locality and bandwidth requirements of rec-

ommendation system models in data centers. MTrainS reduces the number of hosts used

for training by up to 8×, decreasing the power and cost of training. Lastly, this dissertation

proposes CoACT, which designs fine-grain cache and memory sharing for collaborative

workloads running in integrated CPU-GPU systems. CoACT uses the collaborative pat-

tern of applications to fine-tune cache partitioning and interconnect and memory controller

utilization for CPU and GPU, improving performance by 25%.
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CHAPTER 1

Introduction

The slowing down of Moore’s law and Dennard’s scaling have led to diminished performance,
cost, and power improvement of general-purpose processors by transistor scaling only.
Hence, we require heterogeneous systems with specialized processors, such as GPUs, to
increase performance and power efficiency. Similarly, the difficulty of scaling the cost,
power, and density of DRAM led to the evolution of new memory technologies, such as
storage class memories (SCMs), to operate alongside DRAM. While heterogeneous systems
complement the traditional CPUs and DRAM, they have distinct characteristics. These
characteristics include differences in processor designs, differences in memory hierarchies,
and differences in memory access latencies and bandwidth. Thus, workloads that run
on traditional systems might not run or gain performance when ported to heterogeneous
platforms. To fully utilize heterogeneous platforms, we first need to understand the design
and characteristics of these new devices and how they fit with standard system components.
Second, it is critical to study the characteristics of applications that make them suitable
for a particular compute or memory platform. This dissertation studies the computation,
communication, and memory characteristics of emerging compute and memory components
and workloads to effectively design and utilize heterogeneous systems.

1.1 Compute and memory scaling

Moore’s law observed that the number of transistors packed per area doubles every two
years, providing continuous processor performance improvement. Dennard scaling remarks
that as transistors become smaller, the operation voltage and current reduce; hence, we can
increase processor frequency and still maintain the same power consumption per area. These
scalings have served chip manufacturers to deliver faster and cheaper processors at constant
power consumption for decades. However, starting in the 2000s, Dennard scaling ended,
and Moore’s law is slowing down, leading to dormant single-core processor performance
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improvement. Multi-core processors were the next best solution to maintain the continuous
performance improvement of processors, but power consumption and their difficulties in
programming limit their performance enhancement. Currently, the most renowned solutions
are specialized architectures or accelerators that are tailored to specific applications.

Scaling for semiconductor memory (DRAM) also closely followed Moore’s law for
a long time, providing denser and faster memory at a lower cost per bit. However, it
is becoming expensive and challenging to scale down DRAM cells because of capacitor
reliability and interference, leading to a surge in DRAM cost. These difficulties drove ample
research focusing on new memory technologies, such as storage class memory (SCM),
phase-change memory (PCM), magnetic random-access memory (MRAM), and resistive-
RAM (RRAM). These technologies provide dense memory at low cost and power compared
to DRAM, with higher latency and lower bandwidth than DRAM.

The trends of introducing specialized hardware units in the compute and memory
systems present heterogeneity in system designs. Heterogeneous compute units provide
significant performance and energy consumption improvement for a specific task by utilizing
specialized units. Similarly, new memory technologies in the memory system hierarchy
deliver very dense and cheap memory, which is impossible with DRAM alone. Nevertheless,
such designs come at a cost for hardware and software designers. Specialized compute units
(accelerators) tailored to individual applications are challenging to design, manufacture,
and test. Especially with the emergence of compute and data-intensive applications such
as machine learning, graph analytics, and genomics, we can not continue designing new
accelerators for every application. The practical solution, in this case, is to have specialized
units that can be repurposed for multiple application domains such as GPUs and FPGAs.
Yet, this also comes with its own issues for software and system designers because it requires
extensive expertise in every hardware unit to understand the system configurations that best
fit each application. Heterogenous memory creates a similar problem because these new
technologies have different memory latency and bandwidth characteristics than DRAM. For
example, commercially available new memory technology, Intel optane persistent memory,
provides 128-512GB of memory per DIMM module in contrast to DRAM, which is usually
4-32GB. However, it has 100-400ns latency and 5× less bandwidth than DRAM. Given
these characteristics, we need to understand if we can replace DRAM with new memory
technologies, if we should utilize these memories hierarchically or at the same level as
DRAM, and what type of workloads can benefit from them.

2



1.2 Efficient utilization of heterogeneous systems

This thesis identifies the challenges in effectively implementing heterogeneous compute
and memory platforms in different system types, such as integrated and discrete systems. It
then studies the characteristics of diverse workloads running in various system types and
presents software, system, and hardware mechanisms for efficient heterogeneous compute
and memory utilization.

1.2.1 System types

The system type determines the classifications of heterogenous compute and memory units
present in the system and how these units interact with one another. We consider two classes
of systems; discrete server-grade systems and integrated heterogeneous architecture, primar-
ily present in mobile and embedding systems. In server-grade systems, we have various
compute and memory-intensive workloads that demand heterogeneity in both compute and
memory. In integrated systems, we have compute units such as CPUs and GPUs sharing
memory and cache in the future. In these systems, frequent and fine-grain communication
between compute units is possible. Integrated systems are cost-constrained and hence have
lower core counts in both CPUs and GPUs and have limited memory availability that does
not demand different memory technologies.

1.2.2 Workloads

We took two approaches to characterize and evaluate workloads for heterogeneous systems
based on the above system classes. First, we studied various stand-alone and collaborative
algorithmic patterns that can represent repeatedly existing patterns in most applications.
We use these studies to explore effective heterogeneous system utilization in server and
integrated architecture. We use this approach to enable efficiency in general-purpose
system configurations with one system running diverse applications. Second, we studied
heterogeneity in server-grade systems in data centers. Our studies revealed that database
and AI workloads in data centers consume significant resources. In this case, focusing on a
single workload and optimizing its performance with heterogeneous systems provides high
performance and cost and power improvements.
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1.3 Dissertation approaches and contributions

This thesis proposes a series of techniques that improve the performance and utilization
of heterogeneous compute and memory systems while still considering energy and cost
efficiency for the above systems and workload configurations. We study the compute and
memory access characteristics of applications to efficiently map applications to heteroge-
neous systems. Our solutions and contributions are summarized below.

• In the first work, ChipAdvisor, we build a framework that identifies the best compute
platform for an application in early system design steps for discrete and integrated
architecture. To perform this study, we first characterize the computation, communi-
cation, and data access pattern of a wide range of applications and identify intrinsic
properties of applications (properties that are not influenced by how applications run
on a particular platform). Based on these properties, we build an ensemble learning
algorithm that comprehends representative applications’ properties and predicts the
best platform for applications when considering CPU, GPU, and FPGA. ChipAdvisor
achieves an accuracy of up to 98% in predicting the best performing platform and
94% in predicting the most energy-efficient one, compared to an oracle analysis, that
is, one which always selects the best platform for all applications.

• In the second work, we study how to utilize heterogeneous memory systems com-
posed of DRAM and storage-class memory (SCM) for server-grade systems in data
centers. In this work, we first analyzed one of the most significant memory-consuming
applications in data centers: RocksDB, a key-value store designed for fast storage
technologies. We then characterized the memory-consuming components and tem-
poral locality of RocksDB, and we implemented a hybrid DRAM and SCM server
configuration that efficiently utilizes these memories hierarchically. We analyzed the
benefit of hierarchical heterogeneous memory in a small DRAM single-socket plat-
form with SCM addition and compared it with a large DRAM dual-socket platform.
Our results demonstrate that we can achieve up to 80% improvement in throughput and
20% improvement in P95 latency over a small DRAM single-socket platform while
maintaining a 43-48% cost improvement over a large DRAM dual-socket platform.

• Further, this dissertation explores the efficient utilization of heterogeneous compute
and memory systems for recommendation systems training. Recommendation systems
are one of the fastest-growing workloads in data centers recently. These workloads
require multiple GPUs and TBs of memory for training. This large memory con-
sumption makes recommendation systems power-hungry, and scaling memory with
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DRAM only is expensive. To solve this problem, we design MTrainS, an end-to-end
deep learning recommendation model (DLRM) trainer that hierarchically uses HBM,
DRAM, and byte and block-addressable SCMs. In our design, we first characterize
the locality and the bandwidth requirements of data center deployed DLRM models
to achieve a desired query per second (QPS). Based on this study, we implement
memory assignment and caching strategies to map the model in these different kinds
of memories to take advantage of the large sizes in SCMs without compromising
performance. By optimizing the platform memory hierarchy, we are able to reduce
the number of nodes for training by up to 8×, saving power and cost of training while
meeting our target training performance.

• We then propose lightweight software and hardware co-design, CoACT that manages
cache, interconnect, and memory utilization for CPU and GPU integrated on the same
die running collaborative workloads. Collaborative workloads have tasks divided be-
tween different compute units. CoACT studies the collaborative pattern of application
such as workload partitioning types, percentage of data shared between CPU and GPU,
and locality, then designs cache partitioning, interconnect, and memory controller
sharing mechanisms in the hardware. It then implements an analytical model that
chooses the best mechanism for a particular application based on its collaborative
pattern. CoACT achieves 25% performance improvements on average across diverse
application domains.

1.4 Dissertation organization

The rest of this dissertation is organized as follows. In Chapter 2 we present the vital
intrinsic properties across a diverse set of applications and how we can use these properties
to build ChipAdvisor [2] and predict the best platform for application in different domains.
In Chapter 3 we discuss various server configurations in commercial data centers and
how we can build new server variants with heterogeneous memories to improve server
deployment efficiency for key-value store workloads [3, 4]. Chapter 4 presents locality
and bandwidth-aware heterogenous memory organization for recommendation systems
training to reduce the number of hosts used for training. Chapter 5 presents the design
of a collaborative pattern-based cache, memory, and interconnect sharing strategies for
an integrated heterogeneous system with CPU and GPU. In Chapter 6 we conclude the
dissertation.

All the work proposed in the dissertation is done in collaboration with Prof. Valeria
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Bertacco, Prof. Todd Austin, Tarunesh Verma, Yichen Yang, Vaibhav Gogte from the
University of Michigan, and Jason Akers, Mrinmoy Ghosh, Zhichao Cao, Paul Johnson, and
Ehsan K. Ardestani from Meta, inc.
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CHAPTER 2

Mapping Applications to Heterogeneous Compute
Platforms

While hardware accelerators provide significant performance and energy improvements
over general-purpose processors, their limited reusability incurs high design costs. It is
thus impractical to have a unique accelerator for each application. Hence, it is critical to
develop solutions that can leverage the accelerators available to the best of their capabilities
for a wide range of applications. In this paper, we note the common computation, data
access, and communication patterns of applications, and based on these patterns, we identify
significant intrinsic properties across applications. We then correlate these properties with
the unique microarchitectural properties of the compute platforms available and develop a
framework, ChipAdvisor, to predict the platform that provides the best performance and
energy efficiency for an application. We evaluate ChipAdvisor for applications from several
domains, targeting CPUs, GPUs, and FPGAs as example compute platforms. ChipAdvisor
achieves an accuracy of up to 98% in predicting the best performing platform, and 94% in
predicting the most energy-efficient one, compared to an oracle analysis, that is, one which
always selects the best platform for all applications.

2.1 Introduction

Moore’s Law and Dennard Scaling have served chip designers well in the past to achieve
faster and lower energy general-purpose computing. The slowdown of these trends has led
to the search for alternative solutions to continue the performance and energy improvement
in new computing systems. Currently, the most promising solutions are application-specific
architectures (accelerators), which target narrow application domains to achieve performance
gains and energy efficiencies through specializations based on applications’ characteristics.
These explorations have been very successful, delivering high performance over a diverse set
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Figure 2.1: (a) CNN’s execution time with two data sizes. (b) FFT’s execution time with different
FPGA optimizations. (c) BFS’s execution time with two different algorithms (code structure). The
best target platform selections are shown on top of the graph.

of applications. Nevertheless, because these solutions are tailored to specific applications,
they cannot be deployed in accelerating other applications, necessitating high design costs.
Hence, it is impractical to have a one-to-one mapping of applications to accelerators.

On the other hand, applications, while they seem distinct from each other, share common
computation, communication, and data access patterns [5, 6]. A practical approach to
accelerator design is to build a small set of accelerators, where each accelerator is optimized
for a specific pattern, and together they cover wide application domains. The feasibility
of this approach has led accelerator design efforts to shift to programmable/reconfigurable
architectures based on the common patterns in applications. Going forward, systems are
going to embrace existing compute platforms, such as CPUs and GPUs, and programmable
accelerators. In such systems, the benefit of custom architectures cannot be unlocked
unless we design solutions that can leverage the compute platforms/accelerators available
to the best of their capabilities for multiple applications. This is achieved by providing
techniques that can correctly choose where an application should be mapped given a set
of platforms/accelerators. This choice is profoundly influenced not just by the type of
application but also by the nature of the input, choice of algorithm for a particular application,
detailed micro-architecture of the platforms, and implementation of the applications onto
the platforms. Figure 2.1 demonstrates how best target selection changes with different
parameters. As a result, the process of mapping becomes intricate and time consuming
for end users. Hence, it is crucial to design frameworks that can quickly identify the best
platform for a given application.

In this work, we undertake the challenge of automatically mapping applications to
reusable compute platforms. We first characterize the computation, communication, and
data access patterns of common application kernels [5, 7] to discover which computation
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components can best serve efficient application kernel execution. We then identify key traits
that differentiate the execution characteristics of these kernels, and we define quantitative
metrics that are intrinsic, platform-independent properties of applications to evaluate each
trait. We next map each kernel to three distinct compute units: CPU, GPU, and FPGA.
Using the correlation between the kernel’s performance and energy usage on each target and
our application metrics, we develop a novel tool, ChipAdvisor, to predict where applications
should be mapped based on machine learning approaches. Figure 2.2 presents an outline of
the mapping process, highlighting our contributions to it, including the analytical predictive
model and the optimized mapping to existing platforms. ChipAdvisor aids with design
space exploration of an application’s performance and energy usage on multiple compute
platforms easily and quickly by just measuring its intrinsic properties. It guides users in
understanding which platform to use for an application, to examine the benefit we get from
a platform, and to check if our performance requirements are met by these platforms.

In summary, we make the following contributions:

• We characterize the intrinsic, platform-independent properties of a range of applica-
tions by analyzing the execution of several diverse kernels on CPU, GPU, and FPGA
targets.

• We develop a novel predictive model using decision-tree algorithms with AdaBoost.
Given a set of compute units and the measured intrinsic properties of an application,
the model predicts which platform provides the best performance and energy efficiency,
and estimates performance for an application.

• To evaluate ChipAdvisor, we deployed it on several applications, predicted their best
target platform, and estimated performance and found the accuracy to be 98% and
94% when targeting performance and energy, respectively (compared to an expert
programmer), while remaining agnostic to the domain of applications.

2.2 Background and related works

Mapping applications to heterogeneous systems involves running target applications on all
available platforms to find the best fitting one. When doing so, the burden of exploiting
efficient mapping techniques and optimizations for an application per compute platform [8,9]
falls on the software/hardware developers. This process is time-consuming, even for expert
developers, because it requires extensive analysis on all platforms to find the optimal one.
For example, as shown in Figure 2.1 (b) for the FFT algorithm, designs with different
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Figure 2.2: Given a set of applications and computation platforms, our proposed solution considers
the key characteristics of each application and maps it to the best fitting compute device/accelerator
to attain the best possible performance.

optimizations give different speedup on the FPGA. The number of optimizations we can
perform per platform to find the best speedup is abundant; accordingly finding the best
platform becomes difficult. To help with implementations and optimizations processes,
previous works have shown the benefits of specific platform targeted optimizations tools
[10, 11], and architectural differences of platforms, such as GPU and FPGA [12, 13].
However, these works are limited to comparing the platforms either for a small set of
applications, or targeting only a specific platform. In contrast, we study multiple platforms
with different micro-architectural properties and use a diverse set of applications.

Previous works use parallel patterns to efficiently map applications to re-configurable
fabrics [14], but focus on efficiently utilizing a single platform. Our model alternatively
predicts where to map applications by comparing the benefits of multiple platforms. [15]
map applications to a system that is comprised of GPU and FPGA, but their methods rely on
the correct annotation of parallel patterns in the code by a programmer, which is error-prone.
In contrast, our method measures intrinsic properties from profiling an application and
decides what compute unit to use without requiring the programmer to correctly annotate
the code. Recent work has shown [16] how to choose components for SOC in early design
but focuses more on the accelerators’ maximum computation capacity rather than how the
properties of applications will influence their performance on the accelerators. Alternatively,
ChipAdvisor helps to minimize the effort of deciding the best component for an application
in early design space exploration based on the characteristics of the applications.

Intrinsic properties of applications have been studied as important features to design
application-specific architectures [7, 17]. [5] shows applications that we use today, even if
they are from diverse domains, share common computation, compunction, and data access
patterns that can be generalized by a set of unique kernels. In this work, we build on these
works and identify the key intrinsic properties that give us an accurate mapping; we then
characterize the well-studied common patterns [5] using the intrinsic proprieties and build a
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Figure 2.3: TMAM [1] based execution time breakdown for the benchmarks reported in Table 2.4.

model that can cover most application patterns.
Previous work [18, 19] uses predictive models to find inefficiencies within the CPU,

to decide where to run applications (CPU or GPU) using hardware-specific properties. In
contrast, we use application intrinsic properties that do not depend on how applications run
on particular hardware. This enables us to map to more computational targets. Based on
this approach we build a general pattern-based design space exploration tool that works for
multiple platforms and applications, providing the best target in terms of execution time,
energy, and expected speedup/slowdown over CPU, without needing to run the application
on all platforms.

2.3 ChipAdvisor design

ChipAdvisor has two main components, intrinsic properties measurements and machine
learning-based prediction model. To develop these two components, we first studied
inefficiencies in a CPU-bound code, using representative applications, to identify significant
intrinsic properties and strategies of how to quantify them. Later, using these properties
and performance analysis on all compute platforms in our system, we build the machine
learning-based prediction model. The design process is described below.

2.3.1 Identifying inefficiencies in applications

In developing our framework, we assume a heterogeneous system where CPUs are host
units with multiple compute devices/accelerators attached to them. We consider the main
kernel of the application where the core part of the computation takes place, and evaluate
whether the CPU is the best fit for its execution, or if other platforms can outperform
the CPU. As a result, an analysis of inefficiencies based on the CPU-bound execution of
an application offers direction for choosing the best device. To this end, we deployed a
TMAM analysis [1], using the Intel VTune tool [20], of several applications with different
characteristics [7], listed in Table 2.4. A TMAM analysis utilizes micro-architectural
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performance counters to correlate performance bottlenecks with application code. As seen
in Figure 2.3, the bottlenecks for many of the applications evaluated are due to computation
and/or memory access inefficiencies (minimal inefficiencies in the front-end parts, such
as fetching instructions and branch speculations). Using the TMAM analysis’s hardware
counter values, the most significant inefficiencies within the compute and/or memory-bound
code are shown in Table 2.1. From Table 2.1 we see that compute bound applications
suffer from insufficient computation capabilities, or they have control/data dependencies
that hinder compute unit utilization. Whereas, memory bound applications are limited
by insufficient memory bandwidth or excessive memory-access latency. These results
demonstrate that, while some applications (GEMM, STENCIL, and MD) are dominated
by compute inefficiencies, others (BFS and HMM) incline more to memory inefficiencies.
The rest of the applications manifest both compute and memory inefficiencies to a varying
degree.

Once the critical bottlenecks are identified, to determine the best platform, we consid-
ered which architectural properties of the compute platforms support optimizations such
as Parallelization, exploiting spatial and temporal data locality, to overcome the above
inefficiencies. We then studied the characteristics of applications that make them amenable
to the specific optimizations. Here note that the bottlenecks reported above are with respect
to the shortcomings of the underlying hardware, as analysis results are based on the perfor-
mance counters of a specific architecture. In other words, these are architecture-specific
manifestations of intrinsic characteristics of an application. To gather measures that help
us identify the best fitting compute unit for an application, we took the critical bottlenecks
identified above and studied what inherent characteristics of applications would create the
opportunity to overcome the bottlenecks. To illustrate with an example, when an application
runs in CPU, if the bottleneck is high memory latency due to a low cache hit rate, and if the
application has locality, then mapping the application with a platform with a larger cache
will solve the issue, whereas if the application does not have locality, then mapping it to
a platform that can better handle irregularity will give better performance. Similarly, for
the significant inefficiencies identified by TMAM analysis (in Table 2.1) we studied which
properties of applications provide an opportunity for acceleration so that we can use it as a
guide in selecting the best platform. From these, we derived a set of core properties of both
compute platforms and applications, which are responsible for efficient execution.

2.3.2 Intrinsic application properties

We identify a set of intrinsic properties to map an application to compute platforms:
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Table 2.1: TMAM’s inefficiencies breakdown based on hardware counter
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Comp bound* ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Insufficient comp-units* ✓ ✓ ✓ ✓ ✓ ✓ ✓
deps* ✓ ✓ ✓ ✓ ✓
Mem bound+ ✓ ✓ ✓ ✓ ✓ ✓ ✓
High mem latency+ ✓ ✓ ✓ ✓ ✓
Insufficient mem bw+ ✓ ✓ ✓

’*’ shows compute related inefficiencies and ’+’ show memory inefficiencies.

2.3.2.1 Parallelism

To quantify parallelism we considered properties of both regular and irregular applications
and measured it based on the number of active elements that can be execute concurrently
given unlimited resources (the theoretical maximum parallelism). If we, for example, take
an application running a "for" loop, parallelism denotes the maximum amount of time the
loop can be unrolled. For an irregular application or nested loops with different unroll
factors, we took the average of the unroll factor. This number is collected by running the
application on CPU and counting the number of possible independent works.

parallelism =
∑

i=N
i=0 unroll_ f actori

N
(2.1)

Where N is the number of loops in the application and unroll_ f actori is the maximum times
loop i can be unrolled.

2.3.2.2 Synchronization/data dependencies

Applications that require synchronization should favor platforms that resolve these tasks
quickly. We measured these by counting the number of synchronization instructions an
application requires, given its theoretical maximum parallelism. For example, for an
application running a for loop, synchronization determines the number of times the threads
communicate after the loop is unrolled.

sync = #synchronization_insts (2.2)
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Table 2.2: Resources available in compute platforms.

Hardware Props CPU GPU FPGA
Parallelism 48 3584 1518
locality 2 MB 0.144 MB 6.62 MB
Sync/data dep. Atomic insts, Barrier, Fences, Interconnects

fences,barriers, multi-kernel
Control dep. Branch Both branch Longest branch

prediction directions direction

2.3.2.3 Control dependencies

Control dependencies are a source of inefficiency if a significant portion of the single-thread
execution is delayed by them. Applications that present a lot of control dependencies are
more efficient when running on platforms that resolve dependencies faster. We quantified
this metric as the percentage of control instructions in the application’s execution. Here we
did not consider loop carried dependency instructions because these instructions are not the
algorithmic properties of the application:

cd =
#control_insts

#control_insts+#memory_insts+#compute_insts
(2.3)

2.3.2.4 Temporal locality

Temporal locality [6] can be quantified by the number of memory accesses between two
accesses to the same address, which is called reuse distance. When an application has
a short reuse distance, memory latency can be hidden by leveraging even small on-chip
storage. As the reuse distance gets longer, the size of the on-chip storage required increases.
For applications with large reuse distance, mapping to a platform with large local storage
provides better performance because it can fully exploit the application’s temporal locality.
We quantified temporal locality as:

tl =
i=log2(N)−1

∑
i=0

(reuse2(i+1)− reuse2i)∗ (log2N−1)
log2N

(2.4)

Where N is the size of the local storage in bytes and reuse2i is the number of memory
access with reuse distance 2i. The larger the value of N, the larger the temporal locality
because large local storage can extract high temporal locality. The temporal locality value tl

ranges between 0 and 1. tl gets closer to 1 when the temporal locality is high, and it is 0
when memory accesses follow a streaming pattern or are very irregular. In our analysis, we
set N to 2MB, an amount we deemed realistic for modern accelerating hardware.
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2.3.2.5 Spatial locality

This determines the predictability of memory accesses, a trait that benefits from prefetching
and bringing larger data blocks near compute units. For applications with low spatial locality,
an ideal platform would provide a specialized memory system that accommodates irregular
memory accesses, so as to best leverage the application’s memory bandwidth. Spatial
locality depends on the application’s data types and its data accesses predictability. To
quantify it, we adopted the metric proposed in [6]:

sl =
i=∞

∑
i=0

stridei

i
(2.5)

In this equation, we measure strides in the same units as the granularity of data access
in the application. The equation generates values ranging from 0 to 1: 1 corresponds to
applications presenting contiguous memory accesses and 0 when the memory accesses in
the application do not follow any discernible stride pattern.
Resources available in the target platforms. As we see in Table 2.2, the platforms we
use exhibit specific hardware characteristics in terms of our mapping metrics. The intrinsic
properties values of the applications would prefer one hardware over another based on what
the platform can provide, which we incorporate in our model.
Completeness of the intrinsic properties identified. The properties discussed characterize
the compute and memory characteristics of most applications. Individual property values and
their combination allow us to fully differentiate applications among each other. In a sense,
the properties are a set of eigenvalues for the application’s traits: in combination, they inform
a rich set of characteristics for any application. For example, different combinations of tem-
poral and spatial locality provide varied memory accesses characteristics, such as continuous,
stride, streaming, and irregular; they even inform the degree of irregularity. Parallelism,
combined with memory characteristic, reveals if an application is more computation- or
memory-heavy. Parallelism with synchronization can characterize applications ranging from
serial to embarrassingly parallel. In conclusion, the set of properties we identified is capable
of distinguishing all the applications we considered from each other. If an application were
to arise that we could not distinguish from an existing one, based on the properties described,
we would have to identify an additional property to add to our pool.

2.3.3 Prediction model design

When working with a specific CPU’s microarchitecture, it is possible to identify performance
bottlenecks with straightforward analysis to help increase performance [21]. However, in
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the context of heterogeneous systems, where there are multiple microarchitectures available,
grasping all the relevant traits of hardware units and matching them with the properties of
the application to be executed entails a complex relationship among many variables. Each
of the above given intrinsic parameters can take a large range of values. The combination of
the five intrinsic parameters creates a large space within which to differentiate applications.
To identify the best platform for applications in this large space, we deployed a machine
learning solution. Machine learning also facilitates the addition of new intrinsic parameters
or new compute platforms.

2.3.3.1 Training phase

The training phase of the prediction model is illustrated on the top right of Figure 2.4. We
first measured the intrinsic properties (discussed above) of the training kernels (see Table
2.4). We then measured the execution time and energy usage of the kernels on CPU, GPU,
and FPGA. Based on these measurements per application, we generated the training data.
Using these data, we trained several machine learning models as discussed in Section 2.4.3,
with our intrinsic properties’ measurements as features; the execution time and energy usage
analysis on the three platforms as output prediction targets of the model. We used the scikit-

learn machine learning library [22] to evaluate several existing machine learning algorithms
and chose the one with the best accuracy, as discussed in Section 2.4.3. This effort clearly
indicated that the regression decision-tree delivers the best results hence we adopted it to
create the prediction model. We then added ensemble learning AdaBoost with decision-tree
to increase the accuracy of prediction. The output model from the training process is a
decision-tree like the one on the left of Figure 2.4. The output from training includes all
the nodes, edges, and thresholds of the decision-tree algorithm. The decision-tree presented
in Figure 2.4 is a simplified representation of the overall relationship between the intrinsic
properties of applications and the characteristics of our target platforms. In a decision-tree
algorithm, selections are made by traversing a tree data structure from root to a leaf. The
path is selected based on thresholds at each internal node. In the context of our model design,
the internal nodes correspond to the intrinsic properties of the application and the leaves
provide the best-fitting platform.

To generate a well representative dataset of the unique application patterns and the
architecture specifications of the platforms, we analyzed the performance and energy usage
of the kernels on CPU, GPU, and FPGA using target-specific optimizations [8, 9] and varied
dataset types and sizes for each application. The target-specific optimization revealed the
maximum capacity of the platforms per application. We chose to vary the input datasets
to limit their impact on our intrinsic properties’ measurements. For example, the input
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Figure 2.4: On left is a simplified decision-tree based model used for mapping applications to
CPU/GPU/FPGA. On the right is overall ChipAdvisor framework (training process done offline and
the online process for using it).

datasets of highly parallel applications, such as matrix multiplication (GEMM), have a
strong influence on the parallelism that can be attained, while the memory’s temporal and
spatial locality traits of irregular applications, such as SPMV and BFS, are directly impacted
by the input data’s sparsity.

From Figure 2.4 it can be noted that the ideal platform is selected based on different
combinations of the intrinsic properties of an application. For instance, breadth-first search
(BFS) presents a high level of parallelism and requires frequent synchronization; thus,
it provides the best performance when running on FPGA. In contrast, the low level of
parallelism and high control dependency level of applications like Knuth-Morris-Pratt
(KMP) map best to CPU. Note that the tree shown in Figure 2.4 is trained on a relatively
small set of data points (applications). As we included more applications, the tree has
become richer and more complex to accommodate the intricate relationships among the
properties. We do not show it here for reasons of readability.

2.3.3.2 Deployment phase

After the model is trained, applications are mapped onto the platforms using the process
shown on the bottom right of Figure 2.4. The mapping is completed by taking applications
as input and then measuring their intrinsic properties using the formulas described in Section
2.3.2; the intrinsic properties are then run in the model as input, traversing the tree until a
leaf node is reached. If the leaf node provides one target platform, that platform will be the
one that provides the best performance for that application. If more than one platform is

17



Table 2.3: Compute platforms - hardware specification.

CPU GPU FPGA
Model Intel Xeon Gold 6126 NVIDIA GTX 1080 TI Arria 10 GX 1150
Frequency 2.6 GHz 1.582 GHz 0.8 GHz
#cores 24 3584 1518
Memory size 256GB 11GB 8GB
Memory bandwidth 17GB/s 484GB/s 17GB/s

recommended, both are suitable candidates for optimal performance.
In this work we target CPU, GPU, and FPGA; however, we note that it is straightforward

to add other current or future application-specific platforms, by using the same methodology
we presented. To add a new platform/accelerator, one needs only to carry out the correspond-
ing performance analysis on representative kernels and conduct training to build the new
model.

2.4 Experimental evaluation

2.4.1 Evaluation setups

Compute platforms: To evaluate ChipAdvisor, we studied three compute platforms: CPU,
GPU, and FPGA, spec details listed in Table 2.3. Our baseline for evaluating ChipAdvisor
is a manual best platform selection (oracle analysis) based on extensive optimizations on
each platform, which is equivalent to an expert programmer. The oracle analysis always
selects the best platform.

Training and testing kernels: For training, we used micro-benchmarks that enabled
us to sweep one of the intrinsic properties while keeping others constant; this allowed us
to study the impact of varying an intrinsic property. In addition, we trained the model
with MachSuite [7] kernels for their varied pattern implementations presented in [5]. For
testing the validity of our model, we chose applications from different emerging application
domains. Note that the testing applications are never used for training the model. From
machine learning, we looked at kernels in recommendation systems [23] and reinforcement
learning [24], and we implemented a simplified C++ inference algorithm. For genome
sequencing, we analyzed the Smith-Waterman algorithm [25]; for n-body simulation, we
used the Barnes-Hut algorithm [26]. Finally, we also examined k-means from the Rodinia
benchmarks [27]. All these applications are summarized in Tables 2.4 and 2.5. We used two
different implementations of BFS for training and testing to evaluate our model’s dependence
on kernel implementation. For all kernels, we measured the intrinsic properties with varying
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Table 2.4: Decision-tree training kernels.

Dwarf name Kernel footprint
(MB)

Combinational logic AES encryption (AES) 256KB-0.64
Graph traversal Breadth first search (BFS) 0.24-100
Unstructured grid Backprop (BP) 0.64-135
Spectral method Fast fourier transform (FFT) 0.06-0.4
Dense linear algebra Matrix multiplication (GEMM) 0.06-0.4
Graphical model Hidden markov model (HMM) 0.68-1
Finite state machine Knuth-Morris-Pratt (KMP) 192KB-25
N-body method Molecular dynamics (MD) 0.18-43
Map reduce Merge sort (MergeSort) 256KB-0.13
Dynamic programming Needleman-Wunsch (NW) 0.18-13
Sparse linear algebra Sparse matrix/vector mult (SPMV) 0.02-23
Structured grid STENCIL2D 0.04-20
Micro-benchmarks
Dense linear algebra DotProduct/Reducer/Irregular adder 0.09-1
Structured grid Stencil1D (STENCIL1D) 0.8-1
Finite state machine Insertion sort (InsertSort) 4KB-0.4

Table 2.5: Decision-tree testing kernels.

Domain Kernel Memory FP
Graph traversal Breadth-first search queue (BFS_q) 0.24-100
Simulation Barnes-Hut tree (BHtree)/force (BHforce) 0.02-100
Machine learning Convolutional neural network (CNN) 0.01-100
Linear algebra General matrix factorization (GMF) 0.16-30
Data mining Kmeans (KMEANS) 0.16 - 100
Machine learning Monte-carlo tree search (MCTS) 0.012-2
Machine learning Multi-layer preceptron (MLP) 0.16-100
Genomics Smith-Waterman (SW) 0.1-0.16

dataset types and sizes (see Tables 2.4 and 2.5), since these properties influence the values
of the intrinsic properties and target mappings.

We implemented kernels in C++ for CPU using OpenMP, and OpenCL for GPU and
FPGA. We followed optimisations provided in [9] for FPGA, and those in [8] for GPU to
perform target specific optimizations for the kernels.

Measuring intrinsic properties: We measured a variety of intrinsic properties to
identify the most relevant ones. To measure these properties we added counters in our
CPU-bound code for the flexibility of measuring any intrinsic property. The same metrics
could also be collected from instrumentation and profiling tools, such as pin.
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2.4.2 Performance analysis for training kernels

We implemented the training kernels for various data types and sizes to train ChipAdvisor.
We show a snapshot of the data with comparable Memory Footprint that are representative of
application properties’ influence on mappings. Figures 2.5 and 2.6 provide the speedups for
GPU/FPGA over CPU and measured intrinsic properties of the training kernels, respectively.
For applications like dot product, reducer, and GEMM, that have high parallelism and low
temporal locality, as seen in Figure 2.6, which results in higher bandwidth requirements,
the GPU has a better speedup because it is best suited to provide these properties. But
for STENCIL and MD (applications which also require high bandwidth), because of their
high temporal locality, the FPGA can provide the bandwidth using better on-chip storage;
these applications have speed-ups close to those of GPU. Applications like merge sort,
FFT, HMM, and NW, which have irregular memory accesses, require synchronization, and
have control-flow dependencies, the FPGA provides a better speedup. Kernels like KMP

and insertion sort have low inherent parallelism; thus the single-threaded optimized CPU
performs best. From these relationships, we observe that there is a correlation between
intrinsic properties and the capabilities of the platforms.

2.4.3 Accuracy of the machine learning models

The above analysis shows that different combinations of intrinsic properties indicate differ-
ent patterns, which influence the best platform selection for kernels. To study the correlation
between applications’ intrinsic properties and platforms’ microarchitectural properties, we
used various machine learning models from the scikit-learn library [22]. We divided the
collected training data, which includes the intrinsic properties measurements and perfor-
mance analysis of all of the training kernels (see Table 2.4) in CPU, GPU, and FPGA, into
training and testing sets. To measure the accuracy of prediction, we then train the model on
the training set, which is 50%-70% of the dataset, and tested the model on how accurately it
predicts the best platform for the remaining testing set. Despite limiting the training kernels,
we used multiple datasets per application. The median results after running with randomly
selected training and testing datasets 50 times are shown in Table 2.6. Our analysis shows the
algorithms that capture the relationship best is decision-tree. This outcome is likely because
the data are nonlinear and have correlation within the training features (intrinsic properties),
creating a subtle relationship that makes SVM, KNN, and Naive Bayes less accurate. For
decision-tree, using an ensemble learning algorithm Adaboost further increased the accuracy.
We did not implement any neural nets because we have a satisfactory 98% accuracy with
the decision-tree.
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Figure 2.5: Training kernels’ speedup over CPU. Y-axis is in log10 scale.

Parallelism Sync Control Temporal Spatial 

AES 512 0 0.004 0.720 0.800

BFS 8192 10 0.282 0.304 0.329

BP 16417 1 0.000 0.619 0.672

FFT 4096 13 0.045 0.752 1.000

GEMM 16384 0 0.000 0.496 0.508

HMM 192 422 0.143 0.632 0.332

KMP 1 1 0.500 0.500 1.000

MD 4096 0 0.000 0.662 0.984

MergeSort 630 13 0.350 0.396 1.000

NW 85 3 0.150 0.418 0.999

SPMV 16384 0 0.000 0.112 0.667

STENCIL2D 32004 0 0.000 0.771 0.834

DotProduct 102400 0 0.000 0.000 1.000

Reducer 256000 0 0.000 0.000 1.000

IrregularAdd 8500 0 0.000 0.571 0.500

STENCIL1D 10000 0 0.000 0.665 0.997

InsertSort 1 1 0.250 0.294 1.000

High

Low

Figure 2.6: Values of intrinsic properties for decision-tree training.

2.4.4 Results for the testing kernels

2.4.4.1 Performance analysis on testing kernels

Figure 2.7 shows a comparison between performance gained of ChipAdvisor and oracle
analysis for the testing applications shown in Table 2.5. Note that these workloads are not
used for training the model. This figure demonstrates that ChipAdvisor selects the best
target platform with accuracy that is close to the oracle best target. These show that using
ChipAdvisor will give a higher performance (7x over CPU, oracle is 7.3x) than running
all applications on a single target (CPU, GPU, or FPGA), as a result of accurate target
platform selection, hence increasing efficient resource utilization in heterogeneous systems.
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Table 2.6: ML algorithms accuracy for training based on intrinsic properties as features and compute
platforms (CPU/GPU/FPGA) as targets.

Algorithm NB SVM KNN Decision-t Random-f ada(DT)
Accuracy 80 88 92 95 96 98
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Figure 2.7: Testing kernels’ speedup over CPU for GPU, FPGA, oracle (hand optimized best
selection) and ChipAdvisor.

High

Low

Parallelism Sync Control Temporal Spatial

BFS_q 10 255 0.2293 0.3663 0.4120

BHtree 25 9998 0.4482 0.6343 0.9650

BHforce 10000 0 0.0625 0.0000 0.5000

CNN 229376 0 0.0000 0.7975 0.7824

GMF 512000 0 0.0000 0.0000 1.0000

KMEANS 204800 0 0.0058 0.5524 0.9783

MCTS 5000 200 0.1250 0.0000 0.1718

MLP 16384 0 0.0000 0.4955 0.9961

SW 526 19 0.0260 0.8333 0.5010

Figure 2.8: Measured values of intrinsic properties for decision-tree testing.

Figure 2.7 also provides the speedup over CPU for GPU/FPGA and Figure 2.8 shows the
measured intrinsic properties. Similar to the analysis for the training kernel, we observe
a correlation between the best performance achieved on the compute platforms and the
intrinsic properties of the kernels. For example, applications like MCTS and SW have high
parallelism, high synchronization, and irregular memory accesses, making FPGA the best
platform because it provides high compute capabilities, fast synchronization, and because
it allows flexible implementation of local storage that handles irregularities better than the
CPU and GPU. Another example is CNN, which perform best on GPU because of its high
parallelism, regular memory accesses, and high bandwidth requirements, which are satisfied
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Table 2.7: Comparison of kernels’ best target platform (performance analysis) vs. predictions
(ChipAdvisor), incorrect predictions highlighted.

Apps
Oracle best ChipAdvisor best Oracle ChipAdvisor

performance performance best energy best energy
BFS_q cpu cpu cpu fpga
BHtree cpu cpu cpu cpu
BHforce gpu gpu/cpu fpga fpga
CNN gpu gpu gpu gpu
GMF gpu gpu gpu gpu
KMEANS gpu gpu gpu gpu
MCTS fpga fpga fpga fpga
MLP gpu gpu fpga fpga
SW fpga fpga fpga fpga

by GPU’s architecture. Note that the results shown in Figure 2.7 and 2.8 are not the only data
points for the kernels; depending on the dataset, kernels’ intrinsic property measurements
might change which influence the best platform for it. For example, for CNN, when the
data size is medium, the bandwidth requirements of the application can be alleviated by the
application’s high temporal locality; hence the FPGA can perform as good as the GPU.

2.4.4.2 Best performing target prediction

Table 2.7 shows that ChipAdvisor accurately predicts the best target for kernels that are not
part of training. This is because each kernel we used for training belongs to unique classes
of application defined by similarities in computation, communication, and data access
patterns. ChipAdvisor predicts BFS_q and BHtree, with low parallelism and high control
flow dependency, run best on the CPU. This pattern is captured by irregular applications like
KMP and insertion sort. MCTS is predicted accurately to perform best on the FPGA because
of the high parallelism, high synchronization, and irregular accesses. This kernel’s property
correlates to the training kernels like HMM and BFS. BHforce is predicted inaccurately to
run efficiently on the CPU and GPU for medium dataset because it has moderate parallelism
that can be satisfied by both CPU and GPU. But because BHforce also has small irregularity,
it is incorrectly classified to fit best on CPU and GPU, but BHforce requires more compute
resources than a platform that handles irregularity; hence GPU is the best platform. This
error can be prevented by adding more training data, which we will explore in the future.
Prediction is done by first running the applications once on CPU to measure intrinsic
properties, followed by running the model. Prediction takes an average of 0.3 ms, therefore
this process incurs minimal overhead, making ChipAdvisor a sound tool for early design
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Figure 2.9: Comparison of measured and predicted performance using ChipAdvisor. Comparison is
based on the best target platform per application.

space exploration.

2.4.4.3 Approximate performance prediction

From our analysis, we learned that, although we cannot predict the exact speedup/slowdown
over CPU, we can estimate the performance with some error margin. Figure 2.9 shows a
comparison of the best measured and predicted performance; the circle’s area represents
error margin. The smaller the circle’s area, the smaller the error margin. In the figure, we
see that for most of the applications, the measured and the predicted performance overlap,
which suggests that our model can estimate expected approximate performance. This result
is promising because in early design space exploration, when trying to find the best platform
for an application, we are eager to estimate if the performance of a platform lies within a
window of speedup over CPU. For example, can we get 2x, 5x speed up and so on? The plot
shows that all except KMEANS overlap; KMEANS follows a dense linear algebra pattern,
but it also has control flow irregularity. Nevertheless, because decision-tree decides which
edge to traverse from a node based on threshold and because the control flow irregularity
is not high enough to change the decision, the accuracy is estimated with applications like
CNN. Note that the best platform is still predicted accurately because the small irregularity
is not high enough to change the prediction.

2.4.4.4 Energy analysis

To get the energy-efficient platform, we trained our model using intrinsic property measure-
ments and energy analysis of the kernels listed in Table 2.4 in CPU, GPU, and FPGA. For
energy, we achieve 94% accuracy in predicting the best platform. This accuracy is measured
by randomly selecting training and testing datasets using the training data and then by
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Figure 2.10: Testing kernels’ energy efficiency over CPU for GPU, FPGA, oracle (hand optimized
best selection) and ChipAdvisor.

performing multiple training (50 runs) and selecting the median accuracy, similar to Section
2.4.3. Prediction for applications that are not part of training is shown in Table 2.7. From the
table, we can see that ChipAdvisor predicts the most energy-efficient platform even when
the energy-efficient target is different from the best target for execution time. Figure 2.10
plots the energy efficiency of GPU and FPGA over CPU. The figure shows that ChipAdvisor
selects the most energy-efficient platform for a specific application with accuracy close to
the oracle analysis. This shows that ChipAdvisor provides higher energy efficiency than
running all applications on a single target (CPU, GPU, or FPGA). The approximation energy
number follows the same trend as the approximate performance prediction.

2.5 Conclusion

In this paper, we analyze the computation, communication, and data access characteristics in
diverse applications to identify the important intrinsic properties that make these applications
suitable for hardware acceleration. Then, based on these measured properties, we built the
framework ChipAdvisor that predicts where the application will perform best among the
available compute platforms when targeting best execution time and energy efficiency. Our
framework captures the correlation between the intrinsic properties of applications and the
microarchitecture of the compute platforms (CPU, GPU, and FPGA). By identifying the most
potent application-intrinsic properties, we can predict the best platform and approximate
performance benefit achievable from all available platforms. Our framework achieves an
accuracy of up to 98% in performance improvements and 94% in energy efficiency compared
to an oracle analysis.

25



CHAPTER 3

Optimized Deployment of Key-Value Stores Using
Heterogeneous Memories

High-performance flash-based key-value stores in data-centers utilize large amounts of
DRAM to cache hot data. However, motivated by the high cost and power consumption of
DRAM, server designs with lower DRAM per compute ratio are becoming popular. These
low-cost servers enable scale-out services by reducing server workload densities. This
results in improvements to overall service reliability, leading to a decrease in the total cost
of ownership (TCO) for scalable workloads. Nevertheless, for key-value stores with large
memory footprints, these reduced DRAM servers degrade performance due to an increase in
both IO utilization and data access latency. In this scenario, a standard practice to improve
performance for sharded databases is to reduce the number of shards per machine, which
degrades the TCO benefits of reduced DRAM low-cost servers. In this work, we explore a
practical solution to improve performance and reduce the costs and power consumption of
key-value stores running on DRAM-constrained servers by using Storage Class Memories
(SCM).

SCMs in a DIMM form factor, although slower than DRAM, are sufficiently faster than
flash when serving as a large extension to DRAM. With new technologies like Compute
Express Link (CXL) we can expand the memory capacity of servers with high bandwidth
and low latency connectivity with SCM. In this paper, we use Intel® Optane™ PMem
100 Series SCMs (DCPMM) in AppDirect mode to extend the available memory of our
existing single-socket platform deployment of RocksDB (one of the largest key-value stores
at Meta). We first designed a hybrid cache in RocksDB to harness both DRAM and SCM
hierarchically. We then characterized the performance of the hybrid cache for 3 of the
largest RocksDB use cases at Meta (ChatApp, BLOB Metadata, and Hive Cache). Our
results demonstrate that we can achieve up to 80% improvement in throughput and 20%
improvement in P95 latency over the existing small DRAM single-socket platform, while
maintaining a 43-48% cost improvement over our large DRAM dual-socket platform. To
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the best of our knowledge, this is the first study of the DCPMM platform in a commercial
data center.

3.1 Introduction

High-performance storage servers at Meta come in two flavors. The first, 2P server, has
two sockets of compute and a large DRAM capacity, as shown in Figure 3.1a, and provides
excellent performance at the expense of high power and cost. In contrast, 1P server (Figure
3.1b), has one socket of compute and the DRAM-to-compute ratio is half of the 2P server.
The advantages of 1P server are reduced cost, power, and increased rack density [28]. For
services with a small DRAM footprint, 1P server is the obvious choice. A large number of
services at Meta fit in this category.

However, a class of workloads that may not perform adequately on a reduced DRAM
server and may not take advantage of the cost and power benefits of 1P server at Meta
are flash-based key-value stores. Many of these workloads use RocksDB [29] as their
underlying storage engine. RocksDB utilizes DRAM for caching frequently referenced
data for faster access. A low DRAM to storage capacity ratio for these workloads will
lead to high DRAM cache misses, resulting in increased flash IO pressure, longer data
access latency, and reduced overall application throughput. Flash-based key-value stores
in Meta are organized into shards. An approach to improve the performance of each shard
on DRAM constrained servers is to reduce the number of shards per server. However, this
approach can lead to an increase in the total number of servers required, lower storage
utilization per server, and dilutes the TCO benefits of the 1P server. This leaves us with the
difficult decision between 1P server, which is cost-effective while sacrificing performance,
or 2P server with outstanding performance at high cost and power. An alternative solution
that we explore in this paper is using recent Intel® Optane™ PMem 100 Series SCMs
(DCPMM) [30] to efficiently expand the volatile memory capacity for 1P server platforms.
We use SCM to build new variants of the 1P server platforms as shown in Figure 3.1c. In
1P server variants, the memory capacity of 1P server is extended by providing large SCM
DIMMs alongside DRAM on the same DDR bus attached to the CPU memory controller.

Storage Class Memory (SCM) is a technology with the properties of both DRAM and
storage. SCMs in DIMM form factor have been studied extensively in the past because of
their attractive benefits including byte-addressability, data persistence, cheaper cost/GB than
DRAM, high density, and their relatively low power consumption. This led to abundant
research focusing on the use cases of SCM as memory and persistent storage. The works
range from optimizations with varying memory hierarchy configurations [31–35], novel
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Figure 3.1: Server configurations with different DRAM sizes: (a) Server with 256GB memory, high
hit rate to DRAM and low IO utilization (b) Server with reduced (64GB) memory, lower DRAM
hit rate and increased in IO utilization and (c) Server with reduced memory and SCM added to the
memory controller, high hit rate to DRAM & SCM due to optimized data placement, which decreases
IO utilization.

Table 3.1: Example of memory characteristics of DRAM, SCM and flash per module taken from
product specifications.

Characteristics DRAM SCM Flash
Idle read latency (ns) 75 170 85,000
Read bandwidth (GB/s) 15 2.4 1.6
Power (mW / GB) 375 98 5.7
DRAM Relative Cost per GB 1 0.38 0.017
Granularity byte addressable byte addressable blockbased
Device Capacity (GB) 32 128 2048

programming models and libraries [36–38], and file system designs [39–41] to adopt this
emerging technology. Past research was focused primarily on theoretical or simulated
systems, but the recent release of DCPMM-enabled platforms from Intel motivates studies
based on production-ready platforms [42–51]. The memory characteristics of DRAM,
DCPMM, and flash are shown in Table 3.1. Even though DCPMM has higher access latency
and lower bandwidth than DRAM, it has a much larger density, lower cost, lower power
consumption, and its access latency is two orders of magnitude lower than flash. Currently,
DCPMM modules come in 128GB, 256GB, and 512GB capacities, much larger than DRAM
that typically ranges from 4GB to 32GB in a data-center environment. Hence, we can
get a tremendously larger density with DCPMM. In addition to using DDR bus for SCM,
with recent high bandwidth and low latency IO interconnect like Compute Express Link
(CXL) [52, 53], we can expand the memory capacity of our servers with SCM without the
limitations of DDR bus. If we efficiently (cost, power, and performance) use this memory
as an extension to DRAM, this would enable us to build dense, flexible, servers with large
memory and storage, while using fewer DIMMs and lowering the total cost of ownership
(TCO).
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Although recent works demonstrated the characteristics of SCM [42,45], the performance
gain achieved in large commercial data-centers by utilizing SCM remains unanswered. There
are open questions on how to efficiently configure DRAM and SCM to benefit large scale
service deployments in terms of cost, power and performance. Discovering the use cases
within a large scale deployment that profit from SCM has also been challenging. To address
these challenges for RocksDB, we first profiled all flashed-based KV store deployments
at Meta to identify where SCM fits in our environment. These studies revealed that we
have abundant read-dominated workloads, which focused our design efforts on better read
performance. This has also been established in previous work [54–56] where faster reads
improved overall performance for workloads serving billions of reads every second. Then,
we identified the largest memory consuming component of RocksDB, the block cache used
for serving read requests, and redesigned it to implement a hybrid tiered cache that leverages
the latency difference of DRAM and SCM. In the hybrid cache, DRAM serves as the first tier
cache accommodating frequently accessed data for fastest read access, while SCM serves
as a large second tier cache to store less frequently accessed data. Then, we implemented
cache admission and memory allocation policies that manage the data transfer between
DRAM and SCM. To evaluate the tiered cache implementations we characterize three large
production RocksDB use cases at Meta using the methods described in [57] and distilled the
data into new benchmark profiles for db_bench [58]. Our results show that we can achieve
80% improvement to throughput, 20% improvement in P95 latency, and 43-48% reduction
in cost for these workloads when we add SCM to existing server configurations. In summary,
we make the following contributions:

• We characterized real production workloads, identified the most benefiting SCM
use case in our environment, and developed new db_bench profiles for accurately
benchmarking RocksDB performance improvement.

• We designed and implemented a new hybrid tiered cache module in RocksDB that can
manage DRAM and SCM based caches hierarchically, based on the characteristics
of these memories. We implemented three admission policies for handling data
transfer between DRAM and SCM cache to efficiently utilize both memories. This
implementation enables any application that uses RocksDB as its KV Store back-end
to be able to easily use DCPMM.

• We evaluated our cache implementations on a newly released DCPMM platform, using
commercial data center workloads. We compared different DRAM/SCM size server
configurations and determined the cost, power and performance of each configuration
compared to existing production platforms.
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• We were able to match the performance of large DRAM footprint servers using small
DRAM and additional SCM while decreasing the TCO of read dominated services in
a production environment.

The rest of the paper proceeds as follows. In Section 3.2 we provide a background of
RocksDB, the DCPMM hardware platforms, and brief description of our workloads. Sections
3.3 and 3.4 explain the designs and implementation of the hybrid cache we developed. In
Section 4.6 we explain the configurations of our systems and the experimental setup. Our
experimental evaluations and results are provided in Section 3.6. We then discuss future
directions and related works in Section 4.8 and Section 4.9 respectively, and conclude in
Section 4.10.

3.2 Background

3.2.1 RocksDB architecture

A Key-value database is a storage mechanism that uses key-value pairs to store data where the
key uniquely identifies values stored in the database. The high performance and scalability
of key-value databases promote their widespread use in large data centers [29, 59–61].
RocksDB is a log-structured-merge [62] key-value store engine developed based on the
implementation of LevelDB [59]. RocksDB is an industry standard for high performance
key-value stores [63]. At Meta RocksDB is used as the storage engine for several data
storage services.

3.2.1.1 RocksDB components and memory usage

RocksDB stores key-value pairs in a Sorted String Table (SST) format. Adjacent key-value
data in SST files are partitioned into data blocks. Other than the data block, each SST files
contains Index and Filter blocks that help to facilitate efficient lookups in the database. SST
files are organized in levels, for example, Level0 - LevelN, where each level comprises
multiple SST files. Write operations in RocksDB first go to an in-memory write buffer
residing in DRAM called the memtable. When the buffered data size in the memtable
reaches a preset size limit RocksDB flushes recent writes to SST files in the lowest level
(Level0). Similarly, when Level0 exhausts its size limit, its SST files are merged with
SST files with overlapping key-values in the next level and so on. This process is called
compaction. Data blocks, and optionally, index and filter blocks are cached (typically
uncompressed) in an in-memory component called the Block Cache that serves read requests
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Figure 3.2: Intel® Optane™ memory operation modes overview.

from RocksDB. The size of the Block Cache is managed by global RocksDB parameters.
Reads from the database are attempted to be serviced first from the memtable, then next
from the Block Cache(s) in DRAM, and finally from the SST files if the key is not found in
memory. Further details about RocksDB are found in [29]. The largest use of memory in
RocksDB comes from the Block Cache, used for reads. Therefore, in this work we optimize
the RocksDB using SCM as volatile memory for the Block Cache.

3.2.1.2 Benchmarking RocksDB

One of the main tools to benchmark RocksDB is db_bench [58]. Db_bench allows us to
mock production RocksDB runs by providing features such as multiple databases, multiple
readers, and different key-value distributions. Recent work [57] has shown how we can
create realistic db_bench workloads from production workloads. To create evaluation
benchmarks for SCM we followed the procedures given in [57, 64].

3.2.2 Intel® Optane™ DC Persistent Memory

Intel® Optane™ DC Persistent Memory based on 3D XPoint technology [65, 66], is the
first commercially available non-volatile memory in the DIMM form factor and resides on
the same DDR bus as DRAM [30]. DCPMM provides byte-addressable access granularity
which differentiates it from similar technologies which were limited to larger block-based
accesses. This creates new opportunities for low latency SCM usage in data centers as either
a volatile memory extension to DRAM or as a low latency persistent storage media.

3.2.2.1 Operation mode overview

DCPMM can be configured to operate in one of two different modes: Memory Mode and
App Direct Mode [67]. Illustrations of the modes are shown in Figure 3.2.

In Memory Mode, as shown in Figure 3.2, the DRAM capacity is hidden from appli-
cations and serves as a cache for the most frequently accessed addresses, while DCPMM
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capacity is exposed as a single large volatile memory region. Management of the DRAM
cache and access to the DCPMM is handled exclusively by the CPU’s memory controller.
In this mode applications have no control of where their memory allocations are physically
placed (DRAM cache or DCPMM).

In App Direct Mode, DRAM and DCPMM will be configured as two distinct memories
in the system and are exposed separately to the application and operating system. In this
case, the application and OS have full control of read and write accesses to each media. In
this mode, DCPMM can be configured as block-based storage with legacy file systems or
can be directly accessed (via DAX) by applications using memory-mapped files [68].

3.2.3 Meta RocksDB workloads

For our experiments and evaluation we chose the largest RocksDB use cases at Meta,
which demonstrate typical uses of key-value storage ranging from messaging services to
large storage for processing realtime data and metadata. Note than these are not the only
workloads that benefit from our designs. The descriptions of the services are as follows:

3.2.3.1 ChatApp

With over a billion active users, ChatApp is one of the most popular messaging applications
in the world [69]. ChatApp utilizes ZippyDB as its remote data store. ZippyDB [70] is a
distributed KV-store that implements Paxos on top of RocksDB to achieve data reliability
and persistence.

3.2.3.2 BLOB Metadata

The BLOB Metadata databases are also stored in ZippyDB and are an integral part of the
large blob storage service of Meta that serves billions of photos, videos, documents, traces,
heap dumps, and source code [71–73]. BLOB Metadata maintains the mappings between
file names, data blocks and parity blocks, and the storage nodes that hold the actual blocks.
These databases are distributed and fault-tolerant.

3.2.3.3 Hive Cache

Hive Cache is a high query throughput, low (millisecond) latency, peta-byte scale key-value
storage service built on top of RocksDB [74]. Hive Cache reads from any category of Meta’s
real-time data aggregation services [75] in real-time or from a Hadoop Distributed File
System [76] table daily.
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(c) Sequential read-write (1:1)

0
200
400
600
800
1000
1200
1400
1600

0

1000

2000

3000

4000

5000

6000

7000

0 0 1 10 100 1000

SS
D 

la
te

nc
y 

(u
s)

DR
AM

 a
nd

 S
CM

 la
te

nc
y 

(n
s)

BW (MB/S/GB)

DRAM SCM SSD

(d) Random read-write (1:1)

Figure 3.3: DRAM, SCM, and SSD latency and BW characteristics. x-axis in log scale.

3.2.3.4 Inventory Cache

Inventory Cache contains a diverse collection of objects that might be displayed on a content
feed [77]. It is updated rapidly and exhibits more writes than reads.

3.3 Hybrid cache design choices

3.3.1 Storage and memory characteristics

Our 1p and 2p servers are composed of DRAM memory with SSDs for storage. Our goal
is to include SCM in our server designs and evaluate its performance benefits. Before
introducing SCM into our systems, we studied the latency and bandwidth characteristics of
the three components (DRAM, SCM, and SSD). We used Intel Memory Latency Checker
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(MLC [78]) to study DRAM and SCM characteristics and Flexible IO tester (FIO [79]) to
study SSD characteristics. For all units, we measured the latency vs BW for a single core
machine with 32 GB DRAM, 128 GB SCM, and 2TB SSD. We evaluated sequential read,
random read, sequential read-write, and random read-write with 1:1 ratio access patterns. To
study DRAM and SCM latency we used a 500MB workload and characterized latency and
bandwidth using different memory access delays to increase the BW and for SSD we used
a 500MB workload with 4KB access granularity using different queue depths to increase
the bandwidth. We observe that DRAM latency scales approximately linearly with BW and
has similar absolute latencies (75-120ns) across both sequential (Figure 3.3a) and random
(Figure 3.3b) read access patterns. Likewise, SSDs, although the latency scales are different
(100-750 µs), the latency vs BW characteristics follow the same trend for the sequential
and random read. However, for SSDs as the BW utilization increases latency increases
exponentially. Hence, optimizing the BW usage of SSDs to decrease latency will improve
overall performance for latency-sensitive applications such as RocksDB. For SCMs, we
have 190-500 ns latency for sequential access and 350-1400 ns for random access. SCMs
BW vs latency curve is also exponential, with the latency increasing exponentially, as we
utilize higher BW. SCM shows unique characteristics in that the granularity of access is a
critical factor to bandwidth. So 256B sequential access is significantly more performant
than 64B random accesses. For mixed read and write (Figure 3.3c and 3.3d), SSDs and
SCMs have much lower BW and higher latency than all read workloads. In general, each
media has a "knee of the curve" bandwidth target where it can be accessed with reasonable
latency. We want to target our usage to this ideal bandwidth for each media to maximize
system performance. It will also be beneficial to use SCMs for read-dominated workloads
because of the asymmetric read and write latencies/BW.

3.3.2 The challenges of SCM deployment

The first challenge of introducing SCM in RocksDB is identifying which of its components
to map to SCM. We chose the uncompressed block cache because it has the largest memory
usage in our RocksDB workloads and because our studies reveal that a number of our
production workloads, which are read-dominated, benefit from optimizing read operations
by block cache extension. We also focused on the uncompressed block cache instead of
the compressed ones, so that we can minimize CPU utilization increase when performing
compression/decompression. This allowed us to increase the size of SCM (block cache)
without requiring additional CPU resources. We also chose block cache over memtable
because SCM provides better read bandwidth than writes, hence helping our read-demanding
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Figure 3.4: Throughput and latency comparison for memory mode and our optimized hybrid-cache
in app-direct mode for ChatApp.
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Figure 3.5: Throughput of ChatApp for DRAM vs SCM block cache (a) and for Naive SCM vs
optimized hybrid-cache (b).

workloads. We then expanded the block cache size by utilizing SCM as volatile memory.
We chose this approach because extending the memory capacity while reducing the size
of DRAM and the cost of our servers is the primary goal. Although we can benefit from
persisting block cache and memtable in SCM for fast cache warmup and fast write access,
we left this for future work.

The next challenge is, how we should configure SCM to get the best performance.
We have the options of using memory mode, that does not require software architecture
changes or app-direct mode that necessitates modification in RocksDB but provides control
of DRAM and SCM usage. Figure 3.4 demonstrates how memory-mode compares to our
optimized app-direct mode. Optimized app-direct mode with various DRAM and SCM
sizes, renders 20-60% throughput improvement and 14-49% lower latency compared with
memory mode. This insight supports that our optimized implementation has a better caching
mechanism than memory mode, hence we focused our analysis on app-direct mode.

With app-direct we can manage the allocation of RocksDB’s components (memtable,
data, filter, and index blocks) to DRAM or SCM. But since we know the data access latency
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Figure 3.6: DB read and writes and throughput/cost comparison of read dominated and write
dominated workloads.

of SCM is slower than DRAM (see Table 4.1), we have to consider its effect. We compared
the throughput of allocating the block cache to DRAM or SCM in app-direct mode in vanilla
RocksDB to understand the impact of the higher SCM access latency. As seen in Figure
3.5a, the slower SCM latency creates 13%-57% difference in throughput when we compare
DRAM based block cache to a naive SCM block cache using app-direct mode. This result
guided us to carefully utilize DRAM and SCM in our designs. In single-socket machines
such as 1P servers, we have one CPU and 32GB - 64GB DRAM capacity. Out of this
DRAM, memtable, index, and filter blocks consume 10-15 GBs. The rest of DRAM and
the additional SCM can be allocated for block cache. We compared the naive SCM block
cache implementation (all block cache allocated to SCM using app-direct) to a smarter and
optimized hybrid cache, where highly accessed data is allocated in DRAM and the least
frequently access in SCM. The results in Figure 3.5b show with optimized app-direct we
achieve up to 45% better throughput compared to a naive SCM block cache. From this, we
can determine that implementing a hybrid cache compensates for the performance loss due
to the higher SCM access latency. These results together with the high temporal locality of
our workloads (as discussed below) motivated us to investigate a hybrid cache.

3.3.3 Metrics for identifying workloads

Below we scrutinize the characteristics of our largest RocksDB workloads that guided our
hybrid cache design.
Reads and writes to DB: As we discussed earlier, prior work showed that optimizing reads
provides large impact in commercial data center workloads [54–56]. Our studies also show
that we have a large number of read-dominated workloads, therefore optimizing the block
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cache, used for storing data for fast read access, will benefit a number of our workloads. In
RocksDB, when a key is updated in memtable it will be invalid in the block cache. Hence,
if the workload has more write queries than reads, then the data in the cache will become
stale. Note that write-dominated workloads will not be affected by our hybrid cache designs
because we did not reduce any DRAM buffer (memtable) in the write path. In our studies,
we profiled deployed RocksDB workloads for 24 hours using an internal metrics collection
tool to comprehend the read and write characteristics. Figure 3.6a shows the workloads
described in Section 3.3.1 reads more bytes from the DB than it writes. To contrast, we
evaluated one of our write-dominated workloads, Inventory Cache, also seen in Figure 3.6a.
In Figure 3.6b, we calculated the throughput per cost of 1P server variants with 32 GB
DRAM and 256 GB SCM capacity normalized to throughput/cost of 1P server with 64
GB DRAM capacity. The throughput/cost improvement of Inventory Cache for our largest
DRAM-SCM system cannot offset the additional cost due of SCM. Hence, we focus on
exporting read-dominated workloads to our hybrid systems.
Key-value temporal locality: Locality determines the cacheability of block data given a
limited cache size. A hybrid cache with a small DRAM size will only benefit us if we have
a high temporal locality in the workloads. In this case, significant access to the block cache
will come from the DRAM cache, and SCM will hold the bulk of less frequently accessed
blocks. We used RocksDB trace analyzer [64] to investigate up to 24 hours query statistics
of workloads running on production 2P server and evaluate locality as the distribution of
the total database access counts to the total keys accessed per database. Figure 3.7a shows
that our workloads possess a power-law relationship [80] between the number of key-value
pair access counts and the number of keys accessed. We can observe in the figure that 10%
of the key-value pairs carry ~50% of the key-value accesses. This makes a hybrid cache
design with small DRAM practical for deployment.
Workload cache utilization: For workloads even with high key-value access locality per
database, factors such as reuse distance (number of data access between accessing similar
keys) and cache pollution from sharing block cache among multiple shards within a workload
can hinder usage of block cache. While improving workloads for better cache utilization is
outside of the scope of our project, we studied the current cache utilization of our workloads
to understand if a large SCM block cache will give us performance benefits. High block
cache hit rate and high read to write ratio in the block cache show the workload is effectively
using the caching mechanism. Another circumstance to consider is, despite high key-value
locality, if frequently accessed blocks are written to repeatedly then the data will live in the
memtable. Here, the workload will not benefit from optimizing the block cache. To study
this factor, we looked at the percentage of database accesses that are served from block
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Figure 3.7: Characteristics of ChatApp, BLOB Metadata, and Hive Cache. (a) Key-value access
locality shows power-law distribution. (b) Workloads have high cache hit rate and are performing
more read that write to the cache. (c) Workloads have more cache access than memtable.

cache and memtable and chose workloads with dominating block cache accesses. Figure
3.7b shows the cache hit rate and read/write ratio of the cache. We can observe from the
figure that all workloads have a cache hit rate >90% and have more reads to the cache than
writes. Figure 3.7c shows that all workloads have more access to cache than memtable.
DB and cache sizes: The desirable DRAM and SCM cache sizes required to capture
workload’s locality is proportional to the size of the DB. Workloads with high key-value
locality and large DB sizes can achieve a high cache hit rate with limited cache sizes. But as
the locality decreases for large DB sizes, the required cache sizes will grow. In the extreme
case of random key-value accesses, all blocks will have similar heat, diluting the value of the
DRAM cache and reducing overall hybrid cache performance asymptotically toward that of
the SCM-only block cache. For small DBs, locality might not play a significant role because
the majority of the DB accesses fit in a small cache. Such types of workloads will not be
severely affected by DRAM size reduction, and choosing the 1P server variants with large
SCM capacity will be a waste of resources. In our studies, after looking at various workloads
in production, we choose our hybrid DRAM-SCM cache configuration to accommodate
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Figure 3.8: RocksDB components and memory allocation.

several workloads with larger DB sizes (∼2TB total KVstorage per server).

3.4 DRAM-SCM hybrid cache module

In our RocksDB deployment, we placed the memtables, index blocks, and filter blocks in
DRAM. We then designed a new hybrid cache module that allocates the block cache in
DRAM and SCM. The database SST files and logs are located in Flash. The overview of
RocksDB components allocation in the memory system is shown in Figure 3.8a. Our goal in
designing the new hybrid cache module is to utilize DRAM and SCM hierarchically based
on their read access latency and bandwidth characteristics. In our design, we aim to place hot
blocks in DRAM for the lowest latency data access, and colder blocks in SCM as a second
tier. The dense SCM based hybrid block cache provides a larger effective capacity than
practical with DRAM alone leading to higher cache hit rates. This dramatically decreases
IO bandwidth requirements to the SST files on slower underlying flash media.

The block cache is an integral data structure that is completely managed by RocksDB.
Similarly, in our implementations, the new hybrid cache module is fully managed by
RocksDB. This module then is an interface between RocksDB and the DRAM and SCM
block caches, and fully manages the caches’ operations. The overall architecture of the
hybrid cache is shown in Figure 3.8c. The details of its internal components are as follows:

3.4.1 Block cache lists

The hybrid cache is a new top-level module in RocksDB that maintains a list of underlying
block caches in different tiers. The list of caches are extended from the existing RocksDB
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block cache with LRU replacement policy. Note that in our implementations we have
DRAM and SCM cache, but the module can manage more than these two caches such as
multiple DRAM and SCM caches in a complex hierarchy.

3.4.1.1 Block cache architecture and components

The internal structures of DRAM and SCM caches, which are both derived from the block
cache, are shown in Figure 3.8c. The block cache storage is divided into cache entries and
tracked in a hashtable. Each cache entry holds a key, data block, metadata such as key size,
hash, current cache usage, and a reference count of the cache entry outside of the block
cache. The data block is composed of multiple key-value pairs as shown in Figure 3.8b.
Binary searches are performed to find a key-value pair in a data block. The data block size
is configurable in RocksDB. In our case, the optimal size was 16KB. As the number of
index blocks decreases we can increase the data block size. As a result, with 16KB we were
able to reduce the number of index blocks making room for data blocks within our limited
DRAM capacity. Every block cache has configs that are configured externally. This includes
size, a threshold for moving data, a pointer to all other caches for data movement, and the
memory allocator for the cache. The cache maintains an LRU list that tracks cache entries
in order from most to least recently used. The helper functions are used for incrementing
references, checking against the reference threshold, transferring blocks from one cache
to another, checking size limits, and so on. For the components listed above we extended
and modified RocksDB to support tiered structure, different kinds of admission policies and
we designed new methodologies to enable data movement between different caches and to
support memory allocation to different memory types.

3.4.1.2 Data access in the block cache

A block is accessed by a number of external components to the block cache, such as multiple
reader clients of the RocksDB database. The number of external referencers is tracked by
the reference count. Mapping to a block is created when it is referenced externally, this
will increment the reference count. Whereas when the referencer no longer needs a block,
mapping is released, and the reference count is decremented. If a block has zero external
references, it will be in the hashtable and tracked by the LRU list. If a block gets referenced
again, then it will be removed from the LRU list. Note that in the LRU list, newly released
blocks with no external references are on the top of the LRU list as the most recently used
blocks, and when blocks are evicted, the bottom least recently used blocks are evicted
first. The block cache is used for read-only data, hence it doesn’t deal with any dirty data

40



management. Therefore, when transferring data between DRAM and SCM we do not have
to deal with dirty data.

3.4.2 Cache admission policies

Identifying and retaining blocks in DRAM/SCM based on their access frequencies requires
proactive management of data transfer between DRAM, SCM, and flash. Hence, we
developed the following block cache admission policies.

3.4.2.1 DRAM first admission policy

In this admission policy, new blocks read from flash are first inserted into the hashtable
of the DRAM cache. The block cache data structures are size limited. Hence when the
size of the blocks allocated in the DRAM cache exceeds the size limits, the oldest entries
tracked by the DRAM LRU list are moved to the next tier cache (SCM cache) by the data
mover function of the DRAM cache, using the SCM cache’s memory allocator. On lookups,
both the DRAM and SCM caches are searched until the cache block is found. If it is not
found, it will initiate a flash read. Similar to the DRAM cache when the capacity of the
SCM cache exceeds the limit, the oldest entries in the LRU list of the SCM cache are freed
to accommodate new cache blocks evicted from the DRAM cache.

3.4.2.2 SCM first admission policy

In this admission policy, new blocks read from flash are first inserted in the hashtable of
the SCM cache. Unlike the DRAM first admission policy, this policy has a configurable
threshold for moving data from the SCM cache to the DRAM cache. When the external
references of cache entries in the SCM cache surpasses the reference threshold, blocks are
considered to be hot and will be migrated to the DRAM cache for faster access. The data
movement, in this case, is handled by the data mover function of the SCM cache. When the
capacity of both the DRAM and SCM caches are full, the oldest LRU blocks are evicted
from both caches. In the DRAM cache, LRU entries are moved back to the SCM cache,
whereas in the SCM cache, the LRU entries are freed to accommodate new block insertions.
On lookup, both the DRAM and SCM caches are searched until the cache block is found.

3.4.2.3 Bidirectional admission policy

In Bidirectional admission policy, similar to the DRAM first admission policy, new data
blocks are inserted into the DRAM cache. As the capacity of DRAM and SCM cache reach
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the limit, the oldest LRU entries are evicted to SCM cache from the DRAM cache and are
freed for the case of SCM cache. The difference between DRAM-first and Bidirectional
cache is, after the oldest LRU entries are evicted from DRAM to SCM cache, if the external
reference to an entry surpasses a preset threshold it is transferred back to the DRAM cache.
This property allows us to re-capture fast access performance for blocks with inconsistent
temporal access patterns.

In the hybrid cache, we can set the three of the admission policies or we can easily
extend a new policy by configuring how to insert, lookup, and move data in the list of block
caches. These configs are global parameters in the top-level hybrid cache and are used by
the block cache operations manager and list of block caches. Optionally the thresholds for
moving data in SCM first and Bidirectional policies can be set to change values based on
the current usage of the caches. But in our experiments, we didn’t see benefit with changing
values. We also performed an analysis with different sizes of cache thresholds and we show
the optimal threshold for SCM first and Bidirectional in our evaluations.

3.4.3 Hybrid cache configs

The hybrid cache configurations are set outside of the module by RocksDB, and include
pointers to configs of all block caches, the number of block caches, ids, tier numbers of the
caches, and admission policy to use. Configs are used during instantiation and at run time to
manage database operations.

3.4.4 Block cache operation management

This unit redirects external RocksDB operations such as insert, lookup, update, and so on to
the target block cache based on the admission policy. For example, it decides if an incoming
insert request should go to the DRAM or SCM cache.

3.5 Systems setup and implementation

3.5.1 DRAM-SCM cache implementation

We configured Intel DCPMMs in App Direct mode using the IPMCTL [81] tool in our
experiments. We used Linux Kernel 5.2 that brings support for a volatile use of DCPMM by
configuring a hot-pluggable memory region called KMEM DAX. We then used NDCTL
6.7 [82], a utility for managing SCM in the Linux Kernel, to create namespaces in DCPMM
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in devdax mode. This mode provides direct access to DCPMM and is faster than filesystem-
based access. We then used DAXCTL [82] utility for configuring DCPMM in system-ram
mode so that DCPMM will be available in its own volatile memory NUMA node. To
implement a hybrid DRAM-SCM cache we used memkind library [83], which enables
partitioning of the heap between multiple kinds of memories such as DRAM and SCM in
the application space. After the system is configured with DRAM and DCPMM memory
types, we modified RocksDB block cache to take two types of memory allocators using
memkind. We use MEM_KIND_DAX_KMEM kind for SCM cache and a regular memory
allocator for DRAM. The overview of our implementation is shown in Figure 3.9.

3.5.2 Evaluation hardware description

In our evaluations we used a Intel Wolf Pass [84] based system, utilizing 2 CPU sockets
populated with Intel Cascade Lake processors [85]. Each CPU has 2 memory controllers
with 3 channels each, and 2 DIMM slots per channel, for a total of 24 DIMM slots. DIMM
slots were populated by default in a 2-2-2 configuration, with 12 total 16GB PC4-23400 ECC

Registered DDR4 DRAM DIMMs and 12 total 128GB Intel® Optane™ PMem 100 DIMMs.
This makes up a total of 192GB DRAM and 1.5TB of SCM per system. Backing storage
for the RocksDB database was a Samsung 983 DCT M.2 SSD. The detailed specification is
listed in Table 5.1.

3.5.3 Meta server designs

The Meta platforms used for TCO analysis are the 2P server platform based on the OCP
Tioga Pass specification [86], and the 1P server platform based on the OCP Twin Lakes
specification [87]. In addition, we propose several 1P server variants utilizing differing
capacities of DRAM and SCM. The detailed specifications and relative costs of these
platforms compared to the baseline 2P server platform are listed in Table 3.3 and 3.4.
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Figure 3.9: DRAM-SCM cache configuration with libmemkind.
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Table 3.2: System setup: hardware specs and software configs.

Specification System config

Application version RocksDB 6.10
OS CentOS-8

Linux kernel version 5.2.9
CPU model Intel(R) Xeon(R) Gold 6252 @ 2.10GHz

Socket/Cores per socket 2/24
Threads total 96

L1I/L1D cache 32 KB
L2/L3 cache 1 MB/35.75 MB

Memory controllers total 4
Channels per controller 3

Slots per channel 2
DRAM size DDR4 192 GB (16 GB X 12 DIMM slots)
SCM size DDR-T 1.5 TB (128 GB X 12 DIMM slots)

SSD model Samsung 983 DCT M.2 NVMe SSD
SSD size/filesystem 2 TB / xfs

Table 3.3: OCP Tioga Pass (2P server) and OCP Twin Lakes Platforms (1P server) details.

Specification OCP Tioga Pass Config OCP Twin Lakes Config

CPU model Xeon(R) Gold 6138 Xeon(R) D-2191
Sockets/cores per socket 2/20 1/18

Threads total 80 36
Memory controllers total 4 2
Channels per controller 3 4

DRAM size DDR4 256 GB DDR4 64 GB
SSD size 2 TB 2 TB

Platform costs are calculated based on current OCP solution provider data [88, 89] and
DCPMM cost relative to DRAM provided in [90, 91]. The relative cost of DRAM and
DCPMM are predicted to maintain similar trends over time [90]. We calculated the cost by
adding the cost of individual modules. For DRAM and SCM, we used 16GB and 128GB
modules, respectively. In the TCO calculations although introducing SCM adds additional
power cost, when we consider the overall power of the system including CPU, NIC, and
SSD, the increase of power even for our largest 1P server becomes minimal. We have a
power budget for a rack of servers with some power slack and the slight rise in power for
SCM is sufficiently below our rack power budget.
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Table 3.4: DRAM and SCM cache in server configuration and memory sizes used block cache in our
experiments.

Configuration 2P serv. 1P serv. 64-128 32-128 32-256

DRAM size 256 64 64 32 32
SCM size 0 0 128 128 256

DRAM Block cache size 150 40 40 12 12
SCM Block cache size 0 0 100 100 200

Other Rocksdb components 10-15 10 -15 10 - 15 10 -15 10 -15
Codebase 5 5 5 5 5

2P rel. cost 1 0.43 0.5 0.46 0.53

3.5.4 Cache and memory configurations

To experiment with SCM benefits when added to existing configurations we examined server
configurations with different sizes of DRAM and SCM. The configurations we used are
shown in Table 3.4. Our experiments verified that 1P server has significant performance loss
compared to 2P server. The prominent questions here are how much benefit can we achieve
by adding SCM to 1P servers, and can we still maintain the TCO benefits of 1P server

platform. Hence we used the 1P server with 64 DRAM and no SCM as the baseline for our
evaluations. We then evaluated how much performance we can gain by adding 128 GB SCM
to the baseline. Since we are interested in DRAM constrained server configurations, we
also evaluate the performance gain when we further reduce DRAM to 32 GB while adding
128 or 256 GB SCM. This gives us the four server configurations provided in Table 3.4.
Although we experimented with 64GB of SCM, as seen in Section 3.3, to understand the
performance of different SCM sizes, DCPMM is not available as a 64GB module, so we
didn’t consider it in the evaluation below. To run all of the server configurations, we limited
the memory usage of the DRAM and SCM for the workloads to the sizes given in Table 3.4.
We also use 1 CPU in our experiments because 1P servers are single-socket machines. We
aimed to maximize block cache allocation to evaluate our DRAM-SCM hybrid cache. To
do this we studied the memory usage of other components in RocksDB when it runs in our
production servers. We then subtracted these usages from total memory and assigned the
rest of the memory for the Block cache. The block cache sizes we used in our evaluations
are illustrated in Table 3.4.

3.5.5 Workload generation

To generate workloads, we first selected random sample hosts running ChatApp, BLOB
Metadata, and Hive Cache in production deployments to collect query statistics traces, being
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careful to select leaders for use cases relying on Paxos. Note that hosts running the same
services manifest similar statistics. Then we followed the methodology in [57, 64] to model
the workloads. We also extended these methodologies [57, 64] to scale workloads to match
the production deployments. The db_bench workloads we developed mirror the following
characteristics of production RocksDB workloads.

3.5.5.1 KV-pair locality

This is characterized by fitting real workload trace profiles to a probability cumulative
function using power distributions in MATLAB [92] based on the power-law characteristics
of the workloads (see Figure 3.7a).

3.5.5.2 Value distribution

The granularity of value accessed is modeled using Pareto distribution from workload
statistics in MATLAB [93].

3.5.5.3 Query composition

The percentage of get, put, and seek quires are incorporated in the db_bench profiles.

3.5.5.4 DB, key, and value sizes

We added the average values of the number of keys per database, key, and value size from
collecting data from our production servers to create a realistic DB sizes in the db_bench
profile.

3.5.5.5 QPS

The QPS in db_bench is modeled using sine distributions [94] based on trace collected in
the production host.

3.5.5.6 Scaled db_bench profiles

After generating the workloads db_bench profile for a singe database we scaled the work-
loads by running multiple RocksDB instances, simulating the number of production shards
per workload on a single host. These shards share the same block cache. In RocksDB there
exists multiple readers and writers to the database. To imitate this property we run multiple
threads reading and writing to the set of shards in the db_bench process.

46



0

0.5

1

1.5

2

64-128 32-128 32-256

Th
ro

u
gh

p
u

t 
re

la
ti

ve
 t

o
 6

4
 -

0

DRAM (GB) - SCM(GB)

DRAM only SCM only DRAM 1st SCM 1st 1 SCM 1st 2 Bidirectional

(a) Throughput comparison of admission policies.

MEMORY MODE APP DIRECT MODE

APPLICATIONAPPLICATION

DRAM AS CACHE

OPTANE MEMORY

DRAM
OPTANE MEMORY

0.5

1

1.5

2

2.5

P50 P95 P99 P50 P95 P99 P50 P95 P99

64-128 32-128 32-256

La
te

n
cy

 r
el

at
iv

e 
to

 6
4

 -
0

  

DRAM (GB) - SCM(GB)

DRAM only SCM only DRAM 1st SCM 1st 1 SCM 1st 2 Bidirectional

4.12 4
3.21

3.19

(b) Latency comparison of admission policies.

Figure 3.10: Throughput and application read latency comparison using only DRAM for block cache,
using only SCM for block cache, and hybrid DRAM-SCM admission policies (DRAM first, SCM
first, and Bidirectional) for ChatApp using all server configurations in Table 3.4. (a) Throughput
comparisons (db operations/sec ) for admission policies. Here the baseline is 64 - 0 configs. (b) P50,
P95, and P99 latencies for all admission policies and server configs compared to 64 - 0 server.

3.6 Evaluation

3.6.1 Throughput and latency comparison for admission policies

In Figure 3.10 we compare the throughput achieved for 5 different categories: DRAM
Only: The Block Cache is only allocated in DRAM. SCM Only: The Block Cache is only
allocated in SCM using app-direct mode. DRAM First: The DRAM first policy discussed
in Section 3.4. SCM First 1 and 2: The SCM first policy discussed in Section 3.4 with two
threshold values. SCM 1st 1, with threshold value of 2 and SCM 1st 2 with the optimal
threshold which is 6. Bidirectional: The Bidirectional policy discussed in Section 3.4 with
the optimal threshold value which is 4.

In Figure 3.10a, we demonstrate the throughput differences of all admission policies for
ChatApp. The results show that using only SCM for block cache provides 15% throughput

47



improvement for the 128 GB SCM configurations and 25% improvement for the 256GB
SCM compared to the baseline (a server configuration with 64GB DRAM and no SCM). If
we look at Figure 3.10b, because of latency differences between SCM and DRAM, getting
data only from SCM worsens the P50 application read latencies. Therefore we conclude
that while the default RocksDB SCM implementation may decrease flash IO utilization, it
will have a net negative impact on Meta application performance due to the 2× - 4× worse
P50 latency observed. We can also see in the figure for all the server configurations DRAM
first policy achieves the best performance. For 64 - 128 and 32 - 128 configurations, SCM
first and Bidirectional get close in throughput benefit to DRAM first, but when there is a
large block cache, like in the 32 - 256 configuration DRAM first attains the best result. This
is because, in DRAM-first, data transfer between DRAM and SCM cache only occurs once,
when DRAM cache evicts data to SCM. But in the case of SCM and Bidirectional policies,
data transfer occurs when DRAM evicts data to SCM and when hot blocks are transferred
from SCM to DRAM. This creates more bandwidth consumption across the DDR bus
resulting in performance degradation, especially for configurations with large block cache
sizes. For larger DRAM capacities, SCM first 1, SCM first 2, and Bidirectional policies have
comparable throughput because the large DRAM size reduces data evictions to SCM. But
as DRAM is reduced (in 32 -128), SCM 1st throughput falls quickly because it will move
data from SCM to DRAM with a low activation threshold. When we increase DCPMM
capacity in the 32 - 256 case, data transfer increases even for SCM 2 and Bidirectional
policies, hence the DRAM first policy is the overall performance winner. If we look at read
latencies shown in Figure 3.10b, the P50 latency remains similar for DRAM first compared
to 64 - 0 configurations. The reason for this is that P50 latencies are primarily governed by
DRAM accesses. The effect of data transfer from flash instead of SCM can be observed in
the P95 and P99 latencies, where the DRAM First policy does significantly better than other
policies and the default configuration with no SCM. BLOB Metadata and Hive Cache (not
shown here) also attain the best performance with DRAM first policy.

3.6.2 Performance comparison of DRAM first policy for all workloads

Figure 3.11 shows the throughput and latency comparison of ChatApp, BLOB Metadata,
and Hive Cache for DRAM first admission policy (the best admission policy for all
workloads) for all server configurations. As seen in the figure, our hybrid block cache
implementation provides throughput improvement for all the workloads. As seen in Figure
3.11a, 3.11b, and 3.11c throughput is increased up to 50 - 80% compared to the baseline
1P server’s 64 - 0 due to the addition of SCM. The throughput increase is correlated to
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Figure 3.11: Throughput and application read latency comparison for ChatApp, BLOB Metadata
and Hive Cache for DRAM first admission policy using all server configurations shown in Table 3.4.
(a,b, and c) Throughput comparisons (db operations/sec). Here the baseline is 64 - 0 configs. (d, e
and f) absolute P50, P95, and P99 latencies for all workloads and server configs.

the total size of the block cache. Note that increasing the SCM or DRAM capacity further
than 256GB will require either more DIMM slots or higher density DIMMs, with different
price/performance/reliability considerations. The size of the database also impacts locality
and the maximum throughput benefit, as discussed in Section 3.3. Because BLOB Metadata
has a larger DB size than ChatApp or Hive Cache the throughput benefit is expected to be
smaller for each configuration. Looking at application level read latency in Figure 3.11d,
3.11e, and 3.11f, we observe that P50 latency is relatively stable for ChatApp and BLOB
Metadata. While P50 latency does improve for Hive Cache, the absolute magnitude of the
improvement is less significant than the improvements to tail latency. P95 and P99 show
an overall improvement of 20% and 10% respectively for all services. The P50 latencies
primarily reflect situations where the data is obtained from DRAM. The benefit of SCM is
reflected in P95 and P99 scenarios where in one case the data is in SCM, while the default
case the data is in flash storage.

P50 Write latencies for all workloads is shown in Figure 3.12. In all cases, P50 write
latency stays similar since we are only optimizing the block cache used for reads, while
writes always go to the memtables, residing in DRAM. We see a slight increase in 64-128
configuration because, in this size of DRAM, we have an extra copy of blocks between
DRAM and SCM that increases bandwidth utilization and hence slightly increases the
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Figure 3.12: P50 write latency for all workloads.

latency. P95 and P99 latency also stay similar for all configurations.

3.6.3 IO bandwidth, cache and CPU utilization

Figure 3.13 illustrates the cache hit rate, IO bandwidth, and latency improvement of DRAM
first policy for ChatApp. As seen in Figure 3.13a, the higher capacity of the block cache
(sum of DRAM and SCM cache) leads to a higher cache hit rate. We show in Figure 3.13a,
that for ChatApp the hit rate increases up to 30% and the increase is correlated to the cache
size. BLOB Metadata and Hive Cache (not shown here) also follow a similar pattern of
increasing hit rates.

Another important indicator explaining throughput gain is SSD bandwidth utilization.
As the cache hit rate increases for the server configurations with SCM it translates to less
demand for read access from the SSD, and therefore decreased IO read bandwidth. Figure
3.13b shows for ChatApp adding SCM reduces SSD read bandwidth by up to 0.8 GB/s, or
roughly 25% of the SSD’s datasheet max read bandwidth. Figure 3.13c shows the file read
latency improvement for all server configurations relative to 64 - 0. Decreased demand for
read IO bandwidth improves the P50 latency by up to 20%. Latencies at higher percentiles
stay the same because there are still scenarios where the IO queue will be saturated with
reads, which drives worst-case latency. But for the majority of the requests, latencies are
improved because of the decrease in IO bandwidth. The other workloads also show similar
patterns. Figure 3.13d shows the CPU utilization for all server configurations. We observe
that the CPU utilization increases as the block cache size increases. This is due to the
increase in CPU activity as we increase amount of data accessed with low IO wait latency
from the cache. One thing to note is, even though CPU utilization increase for our new 1P

server variants, we can still safely service the workloads with 1 CPU even in the largest 256
SCM configuration.

50



0.5

0.6

0.7

0.8

0.9

1

64 - 0 64 - 128 32 - 128 32 - 256

C
ac

h
e 

h
it

 r
at

e 

DRAM (GB) - SCM(GB)

(a) Cache hit rate.

0.5

1.0

1.5

2.0

64 - 0 64 - 128 32 - 128 32 - 256

SS
D

 r
ea

d
 b

an
d

w
id

th
 (

G
B

/S
)

DRAM (GB) - SCM(GB)

(b) SSD read bandwidth.

0.5

0.6

0.7

0.8

0.9

1

64 - 0 64 - 128 32 - 128 32 - 256

P
5

0
 f

ile
 r

ea
d

 la
te

n
cy

 
re

la
ti

ve
 t

o
 6

4
 -

0
 

DRAM (GB) - SCM(GB)

(c) File read latency.

20

35

50

65

64 - 0 64 - 128 32 - 128 32 - 256
IO

 w
ai

t 
an

d
 C

P
U

 u
ti

liz
at

io
n

 %
DRAM (GB) - SCM(GB)

IO wait CPU utilization

(d) IO wait and CPU utilization.

Figure 3.13: Cache utilization, IO read bandwidth, IO read latency, IO wait and CPU utilization of
ChatApp for DRAM 1st admission policy.

3.6.4 Cost, performance and power

In the above sections, we aim to understand the performance achieved for different DRAM
and SCM variations of the 1P server configuration. The large capacity of SCM per DIMM
slot enables us to dramatically increase the memory capacity of the platform without
impacting the server motherboard design. As seen in Table 3.4 adding SCM increases the
cost of a server. Figure 3.14a estimates the performance per cost compared to baseline 1P

server (64 - 0) configuration. We observe in the figure that the 32 - 256 configuration gives
the best cost relative to performance across all workloads. In this configuration the 23%
cost increase over the 64 - 0 baseline produces a 50% - 80% performance improvement. To
a smaller degree the 64-128 and 32-128 configurations also provide performance-relative
cost benefits over the standard 1P server. Notable is the fact that the benefit across these
two configurations is nearly identical due to the proportional difference in DRAM cost vs.
performance increase. If future DRAM/SCM hardware designs provide additional flexibility
across capacity & pricing then we may discover new configurations which achieve even
larger TCO benefits. We show performance per watt for 1P server variants relative to 1P

server (64 - 0) in Figure 3.14b. Similarly to the performance per cost, the performance

51



0

0.5

1

1.5

64 -128 32 -128 32 - 256

Th
ro

ug
hp

ut
 /c

os
t 

co
m

pa
re

d 
to

 6
4 

-0
  

DRAM (GB) - SCM(GB)

Chatapp BLOB Metadata Hive Cache

(a)

0

0.5

1

1.5

2

64 -128 32 -128 32 - 256

Th
ro

ug
hp

ut
 /w

at
t 

co
m

pa
re

d 
to

 6
4 

-0
  

DRAM (GB) - SCM(GB)

Chatapp BLOB Metadata Hive Cache

(b)
Figure 3.14: Throughput/cost and throughput/watt of ChatApp, BLOB Metadata and Hive Cache
normalized to 64 - 0 1P servers throughput/cost.

benefit of adding SCM still offsets the increase in power per platform compared to 1P server

(64 - 0). We achieve 30% to 55% more performance/watt with 1P server variants, making
SCM a power optimized solutions.

In Figure 3.15, we present a throughput comparison between the 2P server and the
various 1P server configurations. The figure shows that increasing the amount of SCM
brings throughput closer to parity with the 2P server for a minimal increase in relative
cost. While the baseline 1P server (64 - 0) configuration only achieves 50 - 60% of the
performance of a 2P server, the 32 - 256 1P variant raises relative performance to 93 -
102%. By dividing the relative cost of the platforms (Table 3.4) by their relative performance
(Figure 3.15) for each workload we derive the performance-equivalent TCOs in Table 3.5.
In the case of the 32 - 256 configuration, improving 1P performance with SCM improves
the relative TCO to 0.52 - 0.57 of the 2P server. Therefore, we demonstrate that deploying
SCM configurations of 1P servers instead of 2P servers results in an overall cost savings of
43% - 48% across some of the largest RocksDB workloads at Meta.

The relative power of 1P and variants relative to 2P is shown in Figure 3.15. Adding
SCM increases power by up to 13% for the 32 - 256 1P variant compared to 1P. But because
we can improve performance by 50-80% the overall number of servers required per service
will be much less than 1P hence reducing total power consumption. To examine the power
benefits of SCM, we compared the maximum power for 2P, 1P, and 32 - 256 1P variant.
Table 3.5 shows relative power reduction of 1P and variants relative to 2P. From the table,
we can see that with SCM we can reduce the overall power requirement of services by
54%-60%. Even when we compare it with the 64-0 server, the performance gain allows us
to deploy fewer racks, hence it’s an overall power benefit. Note that the additional SCM
increases power per server, this increase in power enforces us to reduce the number of
servers per rack since we have fixed power budges per rack.
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Figure 3.15: Throughput of 1P and its variants compared to 2P servers.

Table 3.5: Performance equivalent TCO relative to 2P.

Server types 2P server 1P server 1P (32 - 256)

Relative TCO 1.0 0.72 - 0.86 0.52 - 0.57
Relative power 1.0 0.6 - 0.82 0.4 - 0.46

Even though the performance and cost of using SCMs are impressive for the chosen
workloads, and the performance gain can be translated to other read-dominated workloads
in our environment, a discussion on whether we should have a deployment of SCMs in Meta
at scale is outside the scope of this paper. We briefly discuss some additional challenges of
mass-scale deployment:
Workloads: Section 3.3 talks about the class of applications that would benefit from SCM.
We have also identified a number of write-heavy workloads at Meta that would not benefit
from SCMs.
Reliability: Since SCMs are not widely available in the market, the reliability of SCMs is a
concern until they have been proven in mass deployments.
SKU diversification: Adding a new hardware configuration into the fleet requires consider-
ation of other costs like maintaining a separate code path and creating a new validation and
sustainability workflow. This complexity and cost will be added to the practical TCO of any
new platform deployment.

3.6.5 General takeaway

From this project, we learned three key design factors to consider for SCM deployment in
data centers.
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1. Performance: SCMs have significantly higher accesses latency and lower bandwidth
than DRAM. We can not replace DRAM with SCM without understanding the work-
loads that are going to run on SCM. It is beneficial to understand the locality of the
workload to map highly accessed data in DRAM and low accessed data in SCM to
efficiently hide the performance differences between DRAM and SCM.

2. Cost: The cost of SCM drives the deployment of SCM. The cost of SCM should scale
with the cost of DRAM to be an alternative solution to DRAM. We should always
evaluate the performance of our workload for DRAM and SCM and compare how
the cost difference gives us TCO benefits. For example, as shown in Figure 3.6b, for
inventory Cache workload, though we get added performance with SCM when we
compare the performance per cost, the advantage of adding SCM becomes minimum.

3. SKU: In general, it’s favorable for deployment at scale to limit the number of different
hardware platforms. While it would be possible to design a new platform with SCM
specifically tailored to one workload and fine-tune performance per workload to get
higher performance, it would not likely be practical due to constraints on placement,
disaster recovery, and breaking fungibility with previous hardware generations. Hence,
it is important to consider SCM benefits across the sum of all workloads and impact
to global hardware deployment.

This is a work of a particular Systems research group within Meta. Even though it shows
benefits in performance and cost for SCMs, the hardware roadmap of Meta is determined by
a large number of complex factors. Therefore the results and use cases illustrated in this
paper may not necessarily lead to vast deployment of SCM within the Meta infrastructure.

3.7 Discussion and future work

In the previous section, we demonstrated KV Stores based on RocksDB are examples of the
potential advantages of SCM in a large data center. In the future, we want to experiment
with extending the memory capacity of other large memory footprint workloads using
SCM. Some candidate large-scale workloads that will profit from large memory capacity
are Memcached [95, 96] and graph cache [56]. Memcached is a distributed in-memory
key-value store deployed in large data centers. Optimizing Memcached to utilize SCM will
enable an extension of memory beyond the capacity of DRAM. Graph cache is a distributed
read optimized storage for social graphs that exploits memory for graph structure-aware
caching. These workloads are read-dominated and have random memory accesses that
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can benefit from the high density and byte-addressable features of SCM. Although in this
paper we did not leverage the persistent capability of SCM for RocksDB uncompressed
block cache, in the future we want to study the benefits of fast persistent SCM for the
memtable and SST files. We also want to explore with SCM is its performance via emerging
connectivity technology such as Compute Express Link (CXL) [52]. The workloads we
analyzed in this paper are more latency-bound than memory bandwidth-bound, but for
high memory bandwidth-demanding services, sharing DRAM and SCM on the same bus
will create interference. In such cases having dedicated SCM access via CXL will avoid
contention, but at the same time will potentially increase data access latency, requiring
careful design consideration.

3.8 Related work

Performance analysis and characterization in DCPMM: Recent studies proved the
potential of commercially available Intel® Optane™ memory for various application do-
mains. [46, 97] has determined the performance improvement of DCPMM in memory and
app-Direct modes for graph applications. [47, 48] evaluated the performance of DCPMM
platform as volatile memory compared to DRAM for HPC applications. DCPMM perfor-
mance for database systems were shown in [43,98–101] both as a memory extension and for
persisting data. Works such as [42,45,51,102] also shows the characteristics and evaluations
of DCPMM when working alone or alongside of DRAM. Specifically, [45] has identified
the deviation of DCPMM characteristics from earlier simulation assumptions. While these
works shed light on the usage of DCPMM for data-intensive applications, in our work,
based on the memory characteristic findings of these work, we analyzed the performance of
DCPMM for large data data-center production workloads. Our work focus on utilizing the
DCPMM platform to the best of its capability and study its possible usage as a cost-effective
memory extension for future data-center system designs.
Hybrid DRAM-SCM systems: Previous works studied hybrid DRAM-SCM systems to
understand how we can utilize these memories with different characteristics together, and
how they influence the existing system and software designs. [103–106] have shown the
need for a redesign of existing key-value stores and database systems to take into account
the access latency differences between DRAM and SCM. Similarly, by noting the latency
differences in these memories, we carefully place hot blocks in DRAM and colder blocks
in SCM in our implementations. When deploying hybrid memory, another question that
arises is, how to manage data placement between DRAM and SCM. In these aspects, [107]
demonstrated efficient page migration between DRAM and SCM based on the memory
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access pattern observed in the memory controller. In addition, [108–116] perform data/page
transfer by profiling and tracking information such as memory access patterns, read/write
intensity to a page/data, resource utilization by workloads, and memory features of DRAM
and SCM, in hardware, OS, and application level. These works aim to generalize usage of
DRAM and SCM to various workloads without involving the application developer, hence
requiring hardware and software monitoring that is transparent to the application developers.
But in our case, the RocksDB application-level structure exposes separate reads and writes
paths and frequency of access of data block. These motivated us to implement our designs
in software without requiring any additional overhead in the OS and hardware.
RocksDB performance improvements: [117] demonstrated how to decrease the memory
footprint of MyRocks, which is built on top of RocksDB, using block access based non
volatile memory (NVM) by implementing secondary block cache. While their methods also
decrease DRAM size required in the system, the block-based nature of NVM increases read
amplification. This is because, the key-value size in RocksDB is significantly less than the
size of the block, whereas in our methods, using byte addressable SCM avoids such issues.

3.9 Conclusion

The increasing cost of DRAM has influenced data centers to design servers with lower
DRAM per compute ratio. These servers have shown to decrease the TCO for scalable
workloads. Nevertheless, this type of system design diminishes the performance of large
memory footprint workloads that relies on DRAM to cache hot data. Key Value stores based
on RocksDB is one such class of workloads that is affected by the reduction of DRAM size.
In this paper, we propose using Intel® Optane™ PMem 100 Series SCMs (DCPMM) in
AppDirect mode to extend the available memory for RocksDB to mitigate performance
loss in smaller DRAM designs while still maintaining the desired lower TCO of smaller
DRAM systems. We carefully studied and redesigned the block cache to utilize DRAM for
the placement of hot blocks and SCM for colder blocks. Our evaluations show up to 80%
improvement to throughput and 20% improvement in P95 latency over the existing small
DRAM platform when we utilize SCM alongside DRAM, while still reducing the cost by
43-48% compared to large DRAM designs. To our knowledge, this is the first paper that
demonstrates practical cost-performance trade-offs for potential deployment of DCPMM in
commercial datacenters.
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CHAPTER 4

Improving DLRM Training Efficiency Using
Heterogeneous Compute and Memory Systems

Recommendation models are very large and require Terabytes (TB) of memory during
training. In pursuit of better quality, the model size and complexity grow over time,
which requires additional training data to avoid overfitting. This model growth demands
a large number of resources in data centers. Hence, the efficiency of training is becoming
considerably more important to keep the data center power demand manageable. In Deep
Learning Recommendation Models (DLRM), sparse features capturing categorical inputs
through embedding tables are the major contributors to model size and require high memory
bandwidth. In this paper, we study the bandwidth requirement and locality of embedding
tables in real-world deployed models at Meta, and observe that the bandwidth requirement
is not uniform across different tables, and that embedding tables show high temporal locality.
We then design MTrainS, which leverages hierarchical memory, including byte and block
addressable Storage Class Memory for DLRM. This allows for higher memory capacity per
node and increases training efficiency by lowering the need to scale out to multiple hosts in
memory capacity-bound models. By optimizing the platform memory hierarchy, we are able
to reduce the number of nodes for training by up to 8×, saving power and cost of training
while meeting our target training performance.

4.1 Introduction

Recommendation models are broadly deployed in big technology companies to personalize
the experience of their audience. For example, Google uses such models for personalized
advertisements [118], Amazon and Alibaba for recommending items in their catalogs
[119, 120], Microsoft for recommending news to users [121], and Meta for ranking and
click-through prediction [122].
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Figure 4.1: Cumulative bandwidth and Memory size for one of the real world models we evaluate.

Recommendation models are very large, requiring Terabytes (TB) of memory during
training [123], and 100s of Gigabytes (GB) during inference [124]. Accelerator-enabled
platforms such as GPU-enabled systems [125], with 10s to 100s of accelerators, are com-
monly used to train such models [123, 126]. These models take a significant amount of
resources in data centers. For example, recommendation model training consumes over 50%
of AI training resources at Meta [127]. In pursuit of better recommendation quality, both
model size and complexity are increasing by more than 1.5× year over year [128], which
requires additional training data to avoid overfitting. Training models with n times more
parameters, requiring m times more data, at the same speed, increase the resource and power
demand at O(n×m). Hence, improving the efficiency of recommendation model training to
manage the resource and power demand is becoming increasingly important in data centers.

Deep Learning Recommendation Models (DLRM) are neural network-based personal-
ization and recommendation models [122]. In DLRM, sparse features capturing categorical
inputs through embedding tables are the major contributor to the TB scale model size, while
dense features composed of Multi-Layer Perceptron (MLP) contribute to the model compute
complexity. In addition to significant memory capacity requirements, sparse features may
require high memory bandwidth. Due to DLRM’s considerable resource requirements and
growth rate, the typical solution to accommodate these models in data centers is to scale out
the model to multiple hosts. We can categorize reasons for scaling out a DLRM deployment
beyond a single host at Meta’s data center as follows:

• Memory capacity-bound: The training model size (model parameters, optimizer
states, and activations) dictates the minimum number of hosts (HBM and DRAM)
allocated to serve the memory size demand.

• Compute-bound/bandwidth bound: Given the compute intensity (e.g., in terms of
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Petaflops/s-day) and/or memory bandwidth requirements of the model, a number of
GPUs (hosts) are used to scale the training speed (e.g., Query Per Second) to the
desired target.

Diverse configurations of DLRM workloads falling into the above two categories are
developed and deployed in production. Models in each category utilize the underlying
hardware differently, exhibiting unique challenges to improve performance and efficiency.
One such class of configurations is those that are memory capacity bound. In this case, the
degree of scale-out is guided primarily by the maximum number of model parameters each
host can contain. Figure 4.1 shows the cumulative memory size and bandwidth requirement
normalized to the total capacity for one of the most significant capacity-bound model use
cases at Meta’s data center. In Figure 4.1, each embedding table has a size calculated from the
number of rows and embedding dimension. In addition, by multiplying the table’s pooling
factor (per-table average number of rows read per sample) by the embedding dimension
size and target query per second (QPS), we can calculate the bandwidth requirement for
each table. Interestingly, in the figure, the majority of the larger capacity embedding tables
have a relatively low bandwidth requirement, and the tables that contribute to the most
bandwidth have small sizes. By taking advantage of a hierarchy of heterogeneous memories
such as high bandwidth memory (HBM), DRAM, and Storage Class Memory (SCM), it
is possible to address both capacity and bandwidth requirements using fewer hosts. This
increases training efficiency by limiting the need to scale out to multiple hosts only when
the computation/bandwidth requirements warrant it.

Storage Class Memories (SCMs) are technologies with the properties of both memory
and storage. SCM complements HBM and DRAM by providing memory at a unique
capacity, bandwidth, power, and cost target. SCM can be utilized as byte-addressable (using
DIMM, or Compute Express Link (CXL) [52] in the future), which provides ∼5× increase
in capacity at latency and bandwidth close to that of DRAM [30], or as block addressable
(using NVMe) with ∼20× higher capacity but at lower latency and bandwidth [129]. This
flexibility allows the various memory technologies to cover a wide range of training system
solutions by balancing bandwidth and capacity per host. However, such a design is not
without challenges. The higher latency and lower bandwidth of the denser memory types
must be accounted for when developing any scheme that distributes model parameters across
different memory types.

Previous works have shown the benefit of SCMs to complement DRAM [42,44,51,130].
But little is known about the challenges and benefits of these technologies in commercial data
centers for recommendation systems. Recent works [131,132] studied how we can use block-
addressable storage for embedding tables but focused on inference, which has a different size
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and memory bandwidth demand than training, and as a result, imposes distinct challenges
on the hardware. Previous studies also focus on using block-addressable storage with CPU.
GPU-based accelerators are becoming commonplace for training recommendation systems.
Hence, it is crucial to study how SCMs with lower bandwidth can be used with GPUs that
have high memory bandwidth demand.

In this paper, we characterize diverse DLRM deployments at Meta and find that we have
mainly capacity-bound and bandwidth-bound models. We then study these models’ band-
width, size, and locality and determine nonuniform size and bandwidth requirements across
the embedding tables within a model. Our studies also show that embedding tables have
low spatial locality, but high temporal locality with power-law [80] distribution. These char-
acteristics make our DLRM models suitable for hierarchical memory with HBM, DRAM,
and byte and block addressable SCM. We then design MTrainS, an end-to-end trainer that
efficiently leverages a heterogeneous memory hierarchy along with GPUs. MTrainShas
a key-value [29] storage system residing in SSDs for large (TB scale) embedding tables
management. Then, to hide the low bandwidth and high latency of SSDs, MTrainSimple-
ments a GPU-managed, software-based configurable hierarchical cache that uses DRAM
and SCM for hot and cold embedding rows, respectively. We use two of our extensive
resource-consuming models representing both capacity- and bandwidth-bound workloads
for our experiments. Our results demonstrate that for capacity-bound models, by using
MTrainS, we can reduce the number of hosts used for training by 4× for current models and
by 8× for future scaled models while meeting our service level agreement (SLA) QPS target.
To the best of our knowledge, this is the first work that studies SCM usage in GPU-enabled
systems in a commercial data center for recommendation system training. In summary, we
make the following contributions:

• Extend the memory hierarchy of DLRM training beyond HBM and DRAM to SCM
in byte and block addressable forms.

• Characterize and experiment on large scale production-based real workloads, and
discuss the real world scenarios where such hierarchical memory can win efficiency.

• Discuss the system-level performance trade-offs of byte and block addressable SCMs
for the DLRM training usecase.

• Extend the open source DLRM with different memory support to facilitate hardware/-
software research on larger AI models.
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Figure 4.2: DLRM architecture and where MTrainS fits in DLRM.

4.2 Background

This section discusses the architecture of deep learning recommendation models (DLRM),
FBGEMM_GPU (an optimized open-source GPU kernel library we used in our designs),
and the various memory and storage components in our systems.

4.2.1 Deep learning recommendation model

Recommendation systems are widely deployed to rank content such as news feeds, videos,
and products based on user preferences and interactions. To accurately rank user preferences,
recommendation systems such as DLRM [122] use deep neural networks. However, DLRM
is unique from DNNs because it has dense and sparse features to capture user and item
attributes, leading to different characterizations as far as the underlying system is concerned.

4.2.1.1 DLRM architecture and components

Figure 4.2 shows the internal components of DLRM, the details are described below:
Input features: Users’ data and products are represented by dense and sparse input features.
Sparse features represent categorical inputs, such as a page a user likes in a list of pages.
As the name suggests, this data is sparse, i.e., a user has likely interacted with a small subset
of billions of pages available. Dense features include continuous inputs, such as user age.
Embedding tables: A naïve representation of categorical inputs would be to use binary
vectors. For example, if we have 4 pages with IDs from 0 to 3 and if a user likes ID 0
and 2, the embedding vector for the user will be (1,0,1,0). But we have billions of pages,
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Table 4.1: Characteristics of NAND SSD, Optane SSD, DRAM, Optane memory and HBM per
module taken from product specifications. For SSDs, the numbers are for Gen3 PCIe.

Characteristics Nand Flash SSD Optane SSD DRAM Optane memory HBM
Power (mW / GB) 5.7 35 375 98 5000
(mW / GB/ s for HBM )
Cost per GB relative 1 10.4 68.8 26.5 -
to Nand Flash SSD
Granularity of access block block byte byte byte
Total capacity per host (GB) 8192 2048 384 2048 320
Total BW per host (GB/s) 6 6 200 84 12800
Endurance (DWPD) 0.8 100 - - -

hence such representation will be very large and sparse. Furthermore, binary vectors do
not represent the relationship between similar pages. To avoid these problems, DLRM uses
embedding tables that map categorical features into a dense representation. In this case,
categorical inputs such as a page will be represented by a short vector, and similar pages
will be located closer in Euclidian space. In the embedding tables, the column represents the
embedding vector, and the rows are items in a category. Within a model, there are multiple
categorical features, and the number of rows varies across tables. Embedding table operators
look up a subset of rows in an embedding table, and pool the result using sum, mean or
max [133].
Bottom MLP layer: The continuous inputs are transformed and projected into a dense space
by a bottom multi-layer preceptron (MLP) that is composed of a series of fully connected
(FC) layers and activation functions.
Feature interaction and top MLP: The dense projections of categorical and continuous
features are aggregated (e.g. through concatenation), and then a set of MLP layers capture
the interaction between different features.

4.2.1.2 Embedding tables and operators

Embedding tables impose unique challenges in systems designed for recommendation
systems. Real-world use cases of embedding tables require a large memory capacity, up to
10s of TB. Equation 4.1 formulates the memory capacity requirements for a model with T

embedding tables, H average number of rows per table (also known as embedding table
hash size), D elements per row (embedding vector dimension), and element precision of p

bytes.
Memory(SparseParameters) = T ×H×D× p (4.1)

Given the massive size of the embedding tables, typical optimizers with a small number
of states per row, such as Adagrad [134], is commonly used for sparse features. We can
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rewrite Equation 4.1 to include both model parameters and optimizer states (o).

MemoryCapacity = T ×H× (D+o)× p (4.2)

Embedding tables are also memory BW intensive, as each training sample accesses
multiple rows per embedding lookup. Assuming L rows are accessed per table for each
training sample, Equation 4.3 formulates the BW requirement for embedding tables training
to achieve a given QPS. Since both the forward and backward passes consume all the rows
accessed, the equation is multiplied by 2.

MemoryBW = QPS×T ×D× p×L×2 (4.3)

4.2.2 FBGEMM_GPU kernel library

All software development contributions of this paper are on top of the FBGEMM_GPU
(FBGEMM GPU kernel library) [135, 136], which is a high-performance GPU CUDA
operator library for deep neural network training and inference. FBGEMM_GPU provides
an efficient embedding table operator, data layout transformations, and other optimizations.
It supports efficient embedding table access by providing HBM-based caching and DRAM
utilization using unified virtual memory. We extended FBGEMM_GPU to add operators
for SSD/SCM-based training and for various caching mechanisms to hide the high access
latency of SSD.

4.2.3 Storage and memory types

We examined different storage and memory technologies to accommodate larger models per
node. Each unit has its benefits and drawbacks. Table 4.1 shows the characteristics of each
technology. The detailed descriptions are as follows:
Nand Flash SSD: It is the densest and cheapest memory technology we leverage, as seen
in Table 4.1. However, these SSDs have low input/output Operations Per Second (IOPS)
and significant latency compared with other memory types we evaluate. Moreover, they
have limited write endurance, defined as Drive Writes Per Day (DWPD). NAND flash-based
solution’s limited IOPs make it best suited for a limited range of sparse features with high
memory capacity and low bandwidth.
Optane SSD: It is based on Intel’s 3D XPoint technology. It has higher IOPS, especially for
lower access granularity requests and lower latency compared to NAND flash SSD. These
SSDs have balanced read and write latency as well as 100× better write endurance (DWPD)
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(see Table 4.1). However, these SSDs come at a 10× higher price per GB than NAND SSDs.
We refer to this memory as BLA-SCM for BLock-Addressable SCM.
Optane Memory (PMEM): Intel Optane memory sits between DRAM and SSDs in the
memory hierarchy. It is a cheaper alternative memory to DRAM with a 4-8× higher density
but has lower bandwidth and higher latency than DRAM. We refer to this memory as BYA-

SCM for BYte-Addressable SCM. BYA-SCM operates in Memory Mode and App Direct
Mode. In Memory Mode DRAM serves as a direct map cache, while BYA-SCM is exposed
as a single volatile memory region. The DRAM cache and BYA-SCM accesses are handled
exclusively by the CPU’s memory controller, and applications have no control of where
their memory allocations are placed (DRAM cache or BYA-SCM ). In App Direct Mode,
DRAM and BYA-SCM are configured as two distinct memories. Here, the applications fully
control read and write access to each memory. Note that the persistence characteristics of
these memories are not relevant for our use case of training DLRM.
DRAM: DRAM has high bandwidth, and low read/write latencies. However, as seen
in Table 4.1. it is more expensive per GB, has a lower density, and has higher power
consumption per GB compared to BYA-SCM and SSDs. Additionally, the maximum DRAM
capacity is limited by the number of DIMMs available on a host.
HBM: Many modern GPUs designed for HPC/AI Training utilize a memory technology
even faster than DRAM. High Bandwidth Memory(HBM) has higher memory bandwidth
than conventional DRAM. These memory modules are soldered onto the GPU, so the
capacity is fixed. Therefore, the size available for embedding table storage is limited per
GPU.

Table 4.2: Workload specifications.

model 1 model 1+ model 2
Features ∼ 10s ∼ 10s ∼ 100s
Total bw (GB/s) 1300 2600 7136
Embedding dimension 128 256 128
Data type 4 byte 4 byte 4 byte
Average pooling factor 33 33 18
Num MLP layers 7 7 20

4.3 Workload characterization

The large size and bandwidth requirements of DLRM workloads impose challenges in
systems design. We studied the size, bandwidth, and locality of embedding tables in various
deployed DLRM models in production to understand how we can improve their performance
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and power efficiency with heterogeneous memories. We select two of the most prominent
representative models at Meta’s data center with distinct characteristics and show the details
here. The models are model 1, which is used for ranking content in various services, and
model 2, which is used for click-through rate (CTR) prediction for user content and item
recommendations. model 1+is a future scaling of model 1 with similar BW and locality
characteristics as model 1. These models have TB scale sizes. The characteristics are shown
in Table 5.2.

4.3.1 Bandwidth and size distribution

Figure 4.3a and 4.3b show a sample of the bandwidth and size distributions of embedding
tables found in model 1 and model 2. We use Equation 4.1 and 4.3 to study size and
bandwidth. We use the tables’ row numbers, dimensions, and precision from production
configurations to calculate the size of embedding tables. We then use the acceptable
QPS (SLA) for training each model in our data center and the pooling factor to calculate
bandwidth. Pooling factor is determined from a large historical data of how many times
each embedding table is accessed per lookup. As seen in the figures, the bandwidth vs.
size distributions for the two models are distinctive. In model 1, we have smaller size
embedding tables with high bandwidth requirements and large size embedding tables with
lower bandwidth requirements. These types of tables fit intrinsically to a hybrid memory
system with both large size/low bandwidth and small size/large bandwidth components.
The cumulative bandwidth for our target QPS for model 1 can be satisfied by a single
HBM+DRAM system. Here, we scale out the model to multiple hosts to fit the model
parameters with more memory capacity. On the contrary, in model 2, there are considerably
more embedding tables that vary significantly in size and bandwidth. In this case, we scale
models to multiple hosts to increase both the memory capacity and bandwidth. Due to this
wide variance in size/bandwidth requirements, bandwidth and size distribution of models
are key factors in DLRM memory hierarchy designs.

4.3.2 Locality in embedding table lookups

As discussed in [124], the spatial locality in embedding tables is very low because embedding
tables represent sparse categorical features, and the embedding row access is very irregular.
However, we have a considerable temporal locality that makes caching effective in our
trainer design. To investigate temporal locality, we examine the frequency of access of
embedding table Indices for several embedding tables of model 1 and model 2 running in
production for 24 hours. We show the results for the representative embedding tables in
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(c) Temporal locality analysis of embedding tables.
Figure 4.3: BW vs Size distribution of Model 1 and Model 2 and locality analysis of various
embedding tables.

Figure 4.3c. The figure shows that access to most tables follows a power-law distribution.
As also shown in [124], we observe 80% of the indices accessed come from 10%-40% of
the total Indices for most tables. Hence, we can take advantage of heterogenous memories
and storage by placing colder embedding tables and embedding rows in large but slower
memories like BYA-SCM, BLA-SCM, or Nand Flash SSD, while hot embedding tables and
embedding rows can still enjoy faster but smaller size memories like HBM and DRAM
through caching because of the high temporal locality in DLRM workloads. In our design
in Section 4.5, we emphasize how we can maximize caching to hide latency and provide
higher BW by using hierarchical caching.
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4.4 System design challenges and considerations

This section discusses the challenges of adopting heterogeneous memories and storage for
DLRM training and our considerations in the workloads and hardware characteristics for
our designs.
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Figure 4.4: System memory and storage characterization.

4.4.1 Memory Performance evaluation

We compare the latency and BW of the memories and storage to understand how they fit
with our workload characteristics. We measure the BLA-SCM and Nand Flash SSD latency
and BW with FIO [137] for random read workload with different queue depths to increase
BW utilization. In Figure 4.4a, BLA-SCM has a latency in ∼10µs range for both P50 and
P99 at similar BW, whereas Nand Flash SSD has a latency of 100µs, and P99 latency
is significantly higher than P50. Also, note that increasing BW utilization in Nand Flash
SSD increases the access latency. This shows that for Nand Flash SSDwe have to be careful
with the BW utilization to prevent significant latency. Given the high temporal locality in
our models, it is advantageous to implement caching to reduce SSD traffic, especially with
the performance limitations of Nand Flash SSD.
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We use Intel’s Memory Latency Checker (MLC) [78] to measure DRAM and BYA-

SCM latency and BW. We use sequential and random read workloads with different memory
traffic rates. In Figure 4.4b, BYA-SCM achieves ∼15 GB/s and DRAM 170 GB/s BW.
Further, BYA-SCM’s latency increases with increased memory traffic (∼200ns - 800ns for a
sequential and ∼350ns - 1500ns for a random read), and the BW saturates at high traffic.
Then the latency increases with no BW change. However, DRAM has a much lower latency
and higher BW than BYA-SCM, and it maintains the same latency for sequential and random
access. While spatial locality in our workloads is low in the 4KB block access granularity of
SSDs, for BYA-SCM, the sequential access granularity is 256 bytes. The access granularity
of an embedding lookup in our workloads is 512-1024B. Hence, we can still achieve BYA-

SCM sequential access performance. However, because of the BW and latency differences
between DRAM and BYA-SCM, the most practical design is a hierarchical configuration,
where DRAM is used for hot embedding rows and BYA-SCM for colder ones. We should
also consider the traffic to BYA-SCM to avoid large latency and BW saturation.

We use gpumembench [138] for HBM and MLC for DRAM and BYA-SCMto compare
BW differences. In Figure 4.4c, we see that HBM has significantly higher BW than DRAM
and BYA-SCM. These BW and size differences (as seen in Table 4.1) show that we need to
optimize the placement of embedding tables and rows to these memories to maximize BW
utilization.

4.4.2 IOPS vs BW

Although we have temporal locality in the embedding tables, adjacent rows are accessed in
a non-sequential manner and lack spatial locality. Additionally, the embedding dimensions
typically range from 64 to 256 (i.e., 256-1024 bytes with single precision). When considering
block addressable technologies such as BLA-SCM and Nand Flash SSD, each access to
an embedding row could consume less than the block size (e.g., 4KB), resulting in a waste
of BW (referred to as read amplification). To account for the impact of read amplification,
we track IOPS instead of BW for the block addressable units and study how we should
use these memories to satisfy IOPS demand. Equation 4.4 formulates the required IOPS,
assuming TB tables are placed on SSD, with an average pooling factor of LB. α is used to
factor in the locality of accessing embedding tables, which reduces access to the lower level
block addressable memory.

IOPS = QPS×TB×LB×α (4.4)

The IOPS requirement for model 1 and model 2 to accommodate the entire model in
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one node while placing TB tables on SSD for our target QPS is 6.25M and 75M, respectively,
without considering the locality. Typically, SSDs have IOPS in a range of 500K-1M IOPS
limit. For example, if we have a cache hit rate of 70% for model 1, the IOPS will be 1.875M.
Whereas for model 2 with 70% locality, we still require 22.5M IOPS. Hence, the locality is
not only important for optimizing the high latency of SCM, but it will help us to operate
within the IOPS limit of the hardware. Therefore, we focus on maximizing the locality of
the models in our designs.

4.4.3 Endurance

Nand Flash SSD and BLA-SCM 1 have a limited number of program/erase cycles that can
be performed before a memory cell wears out. This is measured as how many times the
entire drive can be written to each day of its lifetime (typically 3-5 years) which is called
Drive Writes Per Day (DWPD). Equation 4.5 formulates the amount of data written per
day during training for a given QPS, where TB tables are placed on SSD, with LB average
pooling factor, D elements per row, α locality, and element precision of p bytes.

write/day = 24×3600×QPS×TB×LB×D× p×α (4.5)

For example we write ∼10TB per day to SSDs for model 1 and ∼100TB for model

2 while placing TB tables in SSDs. DLRM workloads are write-intensive. When using
SSDs for embedding table storage, we want to limit our writes per day below the stated
DWPD limit to avoid premature drive failure.

4.4.4 Workload scaling

Deep learning models, including DLRM, are scaling rapidly in complexity and size. A
number of sparse features are used in the model, and hence the number of embedding tables,
along with the embedding dimensions per table, are among the main contributors to the
increase in the memory capacity of DLRM workloads. Any system solution needs to be able
to consider such scaling during the lifetime of the system. In this paper, we design systems
for current models and test whether our design holds in future scaling.

1Optane in DIMM form factor, referred to as BYA-SCM in this paper, is claimed to not be bounded by
endurance

69



0

0.2

0.4

0.6

0.8

1

DRAM (384) -
BYA-SCM (384)

DRAM (384) -
BYA-SCM (768)

DRAM (384) -
BYA-SCM (384)

DRAM (384) -
BYA-SCM (768)

Block cache Memory mode

Bl
oc

k 
ca

ch
e 

an
d 

M
em

or
y 

m
od

e
Q

PS
 c

om
pa

re
d 

to
 R

aw
 

ca
ch

e

Figure 4.5: Caching efficiently comparison for model 1.

4.4.5 Software design choices

The first consideration of our software design is the efficient utilization of block-based
storage. Block devices must always write a minimum of one block, even if only a single
byte has changed. In order to efficiently utilize the drive, we use RocksDB [29]. RocksDB
is a key-value storage engine that provides low latency database operations. RocksDB’s
structure, such as efficient database sharding, allows for fast storage access. In addition,
RocksDB uses an in-memory data structure for faster write operations. Since new writes go
to memory (DRAM) first, RocksDB can compact many writes into a single large contiguous
drive write. This significantly reduces SSD writes and increases SSD lifetime.

Second, due to the high temporal locality in embedding tables, caching effectively hides
the latency of SSDs. However, to adequately utilize DRAM and BYA-SCM, we must consider
how we organize the cache. We first examine re-using the existing RocksDB block cache,
which uses memory to cache data for fast read access, and store it in DRAM/pmem as
shown in [3]. Another alternative is using the hardware-managed DRAM cache that comes
with Intel Optane memory (memory-mode). In this mode, the hardware transparently uses
DRAM as a direct-map cache of BYA-SCM. We compared these two methods to a raw
cache with access granularity equal to the embedding table row dimension. The raw cache
hierarchically uses DRAM and BYA-SCMin app-direct mode, where DRAM is the first level
of cache, and BYA-SCMis the second-level cache. Figure 4.5 compares the QPS of the
raw cache versus both block cache and memory mode in two configurations for model 1.
Since the block cache is designed for best performance in read-only cases, we did not find
it performant in both hardware configurations (0.35-0.38× of the performance of the raw
cache) for training DLRM models where the read/write mix is 50/50. This is because once
an embedding row is updated, its location changes on disk due to write compaction and thus
isn’t accessible from the original block cache line. In addition, the block cache results in
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double-caching values, wasting capacity. Similarly, from Figure 4.5, we can also see that
memory mode is not helpful because of double caching. Hence, it is essential to design
caching that exposes the unified capacity of DRAM and BYA-SCM. For these reasons, we
design an exclusive hierarchical cache using the app-direct mode to fully control access
granularity and embedding table and row placement.

4.5 MTrainS design

4.5.1 Overview

Adding heterogenous memories in DLRM system design requires considering the memory
technologies’ latency, size, and bandwidth differences and a closer look at our models, as
discussed above. We design MTrainS, an end-to-end training pipeline to leverage HBM,
DRAM, BYA-SCM, and BLA-SCM or Nand Flash SSD in DLRM. MTrainSextends the
embedding table storage to BLA-SCM and/or Nand Flash SSDusing RocksDB-based em-
bedding table storage, giving us the flexibility to accommodate large TB scale models
with varying sizes and BW embedding. Based on the temporal locality of our models (see
Section 4.3.2), MTrainSimplements a hierarchical cache module using the least recently
used (LRU) policy for embedding tables stored in SSDs to hide the large SSD latencies.
It uses DRAM and BYA-SCMfor caching and places hot embedding rows in DRAM for
fast accesses and colder ones in BYA-SCM, providing slower but ample cache space. Given
the wide ranges of size and bandwidth requirements (see Section 4.3.1) in embedding
tables, to maximize the size and BW availability in the memories and storage, MTrainSuses
embedding table placement based on a mixed-integer programming solver, with table size
and data volume per access (pooling factor) as inputs, and memory size and bandwidth as
constraints, with the goal of increasing the bandwidth of embedding tables and minimizing
tables’ access time. Figure 4.2 shows the overview of where MTrainS fits in DLRM, and
Figure 4.6 shows the architecture of MTrainS.

4.5.2 Embedding table storage

MTrainSuses RocksDB-based storage to place embedding tables in block-addressable
storage (BLA-SCM and Nand Flash SSD). Storing tables in SSDs allows for extensive
storage per node for the big-size embedding tables. RocksDB [29] is a key-value store
optimized for high-speed storage. In the context of embedding tables, the key is the
embedding table row index, and the value stored is the embedding row containing the weights.
RocksDB organizes the key-value database into blocks (4KB in our implementation) in a
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Figure 4.6: MTrainS component and architecture.

Sorted String Table (SST) format. We sharded these databases (SST files) of embedding
tables to load balance and for fast key lookup. Our RocksDB implementation uses memtable,
located in DRAM, to optimize writes. However, as discussed above, we turn off the block
cache because it does not benefit our DLRM workloads. For faster read, we use the
MultiGet() [139] API in RocksDB, optimized for batched lookups.

MTrainSalso allows embedding table placement in the byte-addressable memories
(HBM, DRAM, BYA-SCM) using a two dimensional tensor. These tensors have the same
structure in all memory types with different memory allocator parameters.

4.5.3 Hierarchical cache module

We leverage DRAM and BYA-SCMas software-managed caches on top of the RocksDB
embedding storage to hide the SSD’s low bandwidth and high latency. The hierarchical
cache module has a list of caches derived from a cache class and a configurable cache
hierarchy that organizes the list of caches to multiple levels. Figure 4.6 shows the cache
overview.

4.5.3.1 Cache class

This class stores the hot rows of the embedding tables placed in SSDs. It has a cache
memory that keeps raw embedding rows (as opposed to a block of multiple rows) as shown
in Figure 4.6 because of the lack of spatial locality in the embedding tables. To allocate
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cache memory, the class has a memory allocator parameter that can be set to different
memory types. The class also has tags and states. The cache tags track which Indices of
the embedding rows reside in the cache and which cache entries are occupied/free. The
cache states track each cache entry based on timestamp. DRAM and BYA-SCMcaches are
an instance of the cache class with different cache memory allocators.

4.5.3.2 Cache hierarchy

We use DRAM and BYA-SCMas a configurable multi-level cache. The cache is configured
as a one-level in the presence of only DRAM in the system. When we have DRAM and
BYA-SCMin the system, we organize the two memories as a two-level exclusive cache, with
DRAM cache as the first level and BYA-SCMcache as the second level. We use exclusive
cache settings for more efficient use of the memory space. Note that we can use BYA-

SCMonly as a one-level cache, but we didn’t find this configuration performant because
of its high latency. We identify cache location-specific operations, such as data movement
between caches and which cache to access first, based on the cache hierarchy structure. Note
that, we only have DRAM and BYA-SCMcache here, but the cache structure can handle more
than these two caches, such as multiple DRAM and SCM caches in a complex hierarchy.

4.5.4 Embedding table management

This module accepts and responds to embedding table requests stored in all memory types.
Embedding table lookups and updates are managed by the GPU for tables placed in the
byte-addressable memories and by the CPU for tables placed in SSDs. While embedding
lookups are initiated by the GPUs, they will be handed off to the CPU to get data from
RocksDB embedding storage when Indices miss from the cache modules. Note that we can
directly access the SSDs from the GPUs using GPU Direct Storage (GDS) [140], but we
do not use it in our design to leverage the host side memory (DRAM and BYA-SCM) as
SSD caches. Using GDS limits the cache to HBM. This module exposes two APIs, GET
and SET, from the SSD embedding storage to the rest of the trainer, as shown in Figure 4.6.
GET and SET APIs must synchronize the CPU and GPU to maintain data consistency. For
efficiency, we designed a multithreaded management unit for RocksDB embedding storage
in the CPU that looks up the RocksDB shards in parallel. The module is also responsible for
initializing the embedding table weights before training starts. We provide two options for
initialization:
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4.5.4.1 Pre-initialization

Initialize all the weights of the embedding tables stored in all memory types with random
values following the desired distribution before training starts.

4.5.4.2 Deferred initialization on read

Embedding tables stored in SSDs have very large sizes. Pre-initializing all these weights
takes a long time. We designed a deferred initialization technique to prevent this long
initialization process at the start of training and to preserve SSD write endurance. In this
technique, we initialize embedding values on-demand upon the first read if a key is not found
inside the database Indices. During deferred initialization, to reduce initialization latency,
we have a separate background thread that generates a queue of randomly initialized values
following the desired distribution. This separate thread optimization is especially helpful
in reducing latency when a single request tries to read many uninitialized rows. When we
attempt to read an embedding row that has never been accessed, we consume values from
the queue to randomly initialize the desired embedding row. This technique reduces writes
by ∼15% for model 1.

4.5.5 Cache management

In our design, the cache is managed by the GPU, similar to the caching proposed in [141].
We extend their work and design GPU kernels in FBGEMM_GPU that support caches in
multiple memories, such as DRAM and BYA-SCM, in a hierarchy. GPU-managed cache
gives us the advantage of using the higher GPU compute and BW capability to accelerate
cache management operations. We discussed the cache management kernels below.

4.5.5.1 Tag/state lookup

This GPU kernel looks up the cache tags and states to check if the embedding rows are
in the caches or the SSD storage for incoming embedding row requests. In a two-level
cache, the kernel looks up the tags and states for both caches in parallel for efficiency. After
determining hits and misses in all the caches, the kernel groups the Indices of incoming
lookup requests based on the memory destination, i.e., DRAM, BYA-SCM, or SSD.

4.5.5.2 Cache algorithm

The caching algorithm kernel uses the LRU policy. It looks up the grouped indices of each
memory from the tag and state lookup kernel. Then based on this, 1) it updates the time of
access (LRU status) of the cache hit indices in each cache state (DRAM and BYA-SCM), 2)
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it determines the cache slots to insert the missed indices for the indices that are a miss, 3) it
resolves the cache slots to evict if there are no free cache slots available. We explored the
least recently (LRU) and least frequently (LFU) used caching algorithm. Our experiments
on show that LRU provides ∼8-10% better performance than LFU. This is because, while
both LRU and LFU capture the temporal locality of embedding tables, with LRU after
inserting embedding rows to the cache during the forward pass, the rows are still going to be
the recently used row in the backward pass. This increases the chances of the rows being in
the cache in the backward pass even when it is not the frequently accessed row, increasing
cache hit rates in the backward pass compared to LFU.

4.5.5.3 Data lookup/update

It takes the grouped cache Indices from the tag lookup kernel and returns the rows. It also
accepts new data or updates to Indices in the caches and returns evicted rows.

4.5.5.4 Data movement between DRAM, BYA-SCM, and SSD

In the one-level cache, if incoming embedding lookup requests are hits, the requested
embeddings rows will be fetched by the requesting GPU. In case of misses, the control is
passed to the CPU to access SSDs. The CPU then fetches the requested rows from the SSD
storage. Newly fetched rows will be inserted into the first-level cache from SSD for fast
access. If the cache is full, LRU rows will be evicted back to SSD to make room for the new
rows.

For a two-level cache, we access both DRAM and BYA-SCMcaches in parallel during
lookup. Hits from both caches are returned to GPU. DRAM cache misses that are hits in
BYA-SCMcache and BYA-SCMcache misses fetched from SSD are promoted to DRAM
cache for fast access. When DRAM capacity is full, DRAM LRU rows are evicted to
BYA-SCMcache. Similarly, when BYA-SCMcache is full, LRU rows are evicted back to SSD
storage.

4.5.6 Memory and GPU assignment

4.5.6.1 Embedding table assignment

A single DLRM model has various embedding tables having different sizes and BW. We
have multiple memory types in our systems with varying sizes and bandwidths. While we
use DRAM and BYA-SCM for caching lower BW embedding tables stored in SSD, we can
use HBM and some part of DRAM to place the high and medium BW embedding tables and
still satisfy the latency and BW requirement of embedding tables stored in SSDs through
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caching. Figure 4.7 shows memory allocation of MTrainS components. HBMs are used to
store high bandwidth embedding tables, optimizer parameters, and the tags and states of the
caches. DRAM is used to store medium BW embedding tables for caching hot embedding
rows, and BYA-SCM, for storing colder embedding rows of tables stored in SSDs. Our
experiments show that using BYA-SCM only for caching instead of an explicit assignment
is better. The search space for embedding tables assignment is vast because we can assign
any tables in any of the memories. We use a simple linear solver to optimize the assignment.
Table assignment is a complex problem, and it is possible that with a more sophisticated
heuristic, we can achieve better table assignments than our current solution by considering
other factors, such as locality. We leave such complex designs to future work.
Input variables: The input variables for assignment are the sizes and BW of each embedding
table in a model and the size and BW of the memory types.
Constraints: The constraints for table assignment are:

1. Each table can only be assigned to one memory type, but each memory type can hold
multiple tables.

2. The cumulative size of tables assigned to each memory type can not be larger than the
memory size.

Objective function: Minimize the total embedding lookup time, approximated according to
Equation 4.6.

lookup_time = Max(time(g)),g ε GPUCount

time(g) = ∑
M

∑
Tgm

(D×L× p)/BWgm
(4.6)
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M in Equation 4.6 stands for memory type (e.g. HBM or DRAM). Tgm represents
embedding tables assigned to a specific memory type for a given GPU, and BWgm represents
BW for memory type m for shard g. For example, for HBM, BWgm represents HBM BW.
For the shared DRAM, it would represent DRAM_BW/numgpus. We show the effect of
placements in section 4.7.6.

4.5.6.2 GPU assignment

Based on the table assignment, for N GPUs, embedding tables assigned to the HBM of the
GPUi will be handled by GPUi. In addition, the embedding tables assigned to DRAM and
SSD will be distributed to be managed by the N GPUs by the table placement algorithm by
minimizing lookup time in Equation 4.6.

4.5.7 Pipelining

To hide some of the latency of accessing SSD for cache misses, we can pipeline access to the
caches several batches in advance. Instead of sequentially 1) Fetch, 2) Preprocess, 3) Load
on GPU, 4) Train, we split each step into its own stage and execute them simultaneously
for different batches. In our case, we added a step: 4a) Prefetch Sparse Indices into cache
before training. As long as we can maintain an invariant that embedding rows prefetched
into the cache are not evicted until that batch has been trained, we can have an arbitrary
number of batches in the pipeline. By adding additional stages between 4a) Prefetch and
4) Train, we can increase the latency hiding capability of the pipeline until it exceeds the
typical SSD latency for a GET call. If the demanded bandwidth required to meet the QPS
goals exceeds the capabilities of the SSD, no amount of extra stages will help.

4.5.8 MTrainS configurations and metadata

4.5.8.1 MTrainS metadata

The metadata keeps the memory and GPU assignment of all embedding tables and is used
in every embedding table lookup to direct requests to the responsible memory.

4.5.8.2 Cache config

This includes cache configurations to expose DRAM and BYA-SCMmemories hierarchically
or to be used alone as the first layer of cache, cache row, and column sizes to fit the
embedding dimensions of the target DLRM model.
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Figure 4.8: Impact of sharding RocksDB database on QPS.
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4.5.8.3 RocksDB configs

The RocksDB embedding storage exposes knobs to tune performance. The knobs include
the number of CPU threads used for embedding table lookup, DB shards, compaction
time, memtable sizes, and turning the block cache on/off. Sharding is one of the most
important knobs, which increases key lookup efficiency and decreases compaction time. As
seen in Figure 4.8, sharding DB increases QPS by up to 40%. Another knob is database
compaction, which is necessary for RocksDB to maintain a manageable database size during
training. Synchronized database compaction from all RocksDB shards and trainers causes
a major thundering herd problem that results in large memory and IO spikes. We observe
considerable drops in QPS (over 50% in some cases) during database compaction (seen
in Figure 4.9). Tuning compaction knobs, such as compaction trigger time as shown in
Figure 4.9, improves the cumulative QPS by 5-8%. In our experiments, we show the results
for the best RocksDB configuration we found for each model.

4.5.9 End-to-end trainer
Figure 4.10 shows the end-to-end trainer. We first run the embedding table assignment and
distribute embedding tables to HBM, DRAM, and SSD according to the optimal placement.
Note that we don’t need to run the placement for every training unless the model changes
significantly. For the training data, the dense features are distributed across the batch
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Figure 4.10: {MTrainS trainer overview.

dimension among multiple GPUs. The model embedding tables are distributed among the
GPUs table-wise, and every GPU will handle the lookup for the embedding table assigned to
it. For our current workloads, table-wise partitioning provides sufficient model parallelism
across GPUs. Then, during embedding lookups, MTrainS will distribute the incoming input
indices to the GPUs and memories. In Figure 4.10, for example, Table 1 is placed in HBM
and Table 2 and 3 in SSD. The GPU initiates embedding table lookup for the indices using
MTrainSin the forward pass. MTrainS for example, gets index 1 of Table 2 from DRAM
in the figure. Once the GPU gets the embedding rows from the memories, it performs
aggregations and optimizers, then updates the weights in the respective memories in the
backward pass.

4.6 Systems setup and implementations

4.6.1 Software design and implementation

We use the PyTorch version of DLRM and implement a new EmbeddingBag that uses
heterogeneous memories and storage for embedding table operations instead of using the
default EmbeddingBag [142] implemented with PyTorch in DLRM. Our new EmbeddingBag
is integrated with the FBGEMM_GPU kernels we developed to manage cache and memory.
Figure 4.11 shows the software overview.

In our experiments, we set up Intel DCPMMs in App Direct mode using IPMCTL [81].
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We use Linux Kernel 5.4, which enables a volatile use of DCPMM. We then use NDCTL
6.7 [82] utilities to configure SCM in the devdax mode. This mode gives direct access to
DCPMM, which is faster than filesystem-based access. We use DAXCTL [82] to set up
DCPMM in the system-ram mode so that DCPMM will be available in its own volatile
memory NUMA node. To implement SCM in DLRM, we use the Memkind library [83].
Memkind partitions the heap into multiple kinds of memories, such as DRAM and SCM, in
the application space. We use MEM_KIND_DAX_KMEM for SCM accesses.

We use CUDA 11 for our GPU kernel implementations. As shown in the Figure, we
utilize cudaMallocManaged [143] that uses a unified memory system to access HBM and
DRAM from the GPU transparently. For BYA-SCM, since the GPU can’t access these
types of memories directly with unified memory, we use cudaHostRegister [143], which
registers an existing host memory range already allocated by the Memkind library to
CUDA. We have multiple cache management and computation kernels. Using PyTorch’s
torch.cuda.Stream [144], we launch kernels that can run in parallel, such as looking up
tags or getting data from DRAM and BYA-SCMcaches, in different streams. We then use
torch.cuda.synchronize [145] to synchronize the kernels getting data from the cache before
computation kernels start. While performing calculations for a batch, in parallel, we update
tags/states and manage insertion, update, and eviction in all caches and SSD storage. Then
these kernels are synchronized with the subsequent batch data lookups to have updated
cache/data for the next batch.

4.6.2 Workloads description and setup

In our experiments, we use two of the most significant DLRM models derived from real
use cases (model 1 and model 2). These models show distinct features (capacity- and
memory-bound) present in most of our models. We also use a model with 2x the size of
model 1 (model 1+), representing how the model will grow in the next two years. We show
the characteristics of the models in Table 5.2.

4.6.3 Evaluation hardware description

In our evaluations, we used an Intel Barlow Pass-based system, with 2 CPU sockets populated
with Intel Ice Lake processors and 8 Nvidia A100 GPUs. This platform is designed for
AI/ML, Deep Learning, and HPC applications, and has 8 NVidia A100 GPUs behind a fully
connected NVLink / NVSwitch [146] fabric. The hardware specification is shown in Table
5.1.
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4.6.4 Server design

We consider diverse server designs by varying the memory and storage types and sizes.
Table 4.4 summarizes the configurations we used in our experiments. In all of our system
configurations, we limited the DRAM size to 384GB. We use two sizes of BYA-SCM, 384GB
and 768GB. We chose these sizes because we want to determine the ratio of DRAM and
BYA-SCM required in the system. We also experiment with other configurations, such as
increasing the BYA-SCM size. However, increasing BYA-SCM beyond 768GB does not
show additional benefit for our existing workloads because we will be compute-bound at
this config. Similarly, with BLA-SCM with 768GB configuration.

We use half of the DRAM in our system (192 GB) for caching and the rest to store
smaller size embedding tables and for other system requirements of DLRM. We use all
of BYA-SCM for caching, i.e., 360GB in 384GB configurations and 720GB in 768GB
configurations. The remaining BYA-SCM is used for optane metadata.

4.7 Evaluation

4.7.1 Baseline

We compare MTrainS to the baseline system configuration shown in Table 4.4. Our imple-
mentation in the baseline also uses an integration of DLRM and FBGEMM_GPU. We use
HBM and DRAM in the baseline for embedding storage and caching. This implementation
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Table 4.3: System setup: hardware specs.

Specification System config
OS CentOS-8
Linux kernel version 5.4.135
CPU model Intel(R) Xeon(R)

Gold 6348 CPU @ 2.60GHz
Sockets 28
Core per socket 28
Threads total 112
L1I/L1D cache 32 KB/48 KB
L2/L3 cache 1.25 MB/42 MB
GPU model/GPUs A100-SXM4-40GB/8
GPU Driver 450.142.00
CUDA Version 450.142.00
HBM size HBM2e 320 GB (40 X 8)
DRAM size DDR4 384 GB (32 GB X 12 DIMM slots)
SCM size DDR-T 2 TB (128 GB X 16 DIMM slots)

Table 4.4: System Configurations (all sizes in GB).

Config. HBM DRAM BYA-SCM BLA-SCM Nand
SSD

Baseline 320 384
configNand 320 384 8192
configBLA 320 384 2048
configBYA-1 320 384 384 8192
configBYA-2 320 384 768 8192
configSCM 320 384 384 2048

uses the same techniques as CDLRM [147]. While CDLRM uses the CPU to manage the
cache, for a fair comparison with MTrainS, which uses GPU for fast cache management, we
move the cache management in CDLRM to GPU. We call this CDLRM+. We also added the
efficient embedding table placement in CDLRM+. Our experiments compare the number
of nodes required to train a model running CDLRM+ with the performance we get with a
single node running MTrainS. To compare performance, we use target QPS, an acceptable
QPS in our data center, to train a specific model based on how often we need to train models
and the rate at which new training data becomes available. QPS in our experiment represents
the number of input data we can use to train a model per second, including the forward and
backward pass. It is inversely proportional to the training time.
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Figure 4.12: Training QPS and number of host Comparison of CDLRM+ and MTrainS with SLA
QPS target as the baseline for model 1 and model 1+
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Figure 4.13: Training QPS and number of host Comparison of CDLRM+ and MTrainS with SLA
QPS target as the baseline for model 2.

4.7.2 Training efficiency

One of the principal arguments for adopting denser memory technologies is to use fewer
nodes for specific model training and improve power and cost-efficiency. Hence, we first
compare the overall deployment efficiency of MTrainS and CDLRM+ for model 1 and
model 2 based on the target QPS.

Figure 4.12 shows the efficiency comparison of model 1 and model 1+, which are
memory capacity bound. Note that model 1+ is the future scaling of model 1 with a larger
size (2×). These models require 4-8 hosts to load and train with the baseline CDLRM+.
With MTrainS, one host can provide sufficient extended memory capacity to load and train
the model. We can also reach the target QPS (SLA) in such a setting, as seen in Figure 4.12.
While the baseline without MTrainS achieves higher QPS, it requires 4-8× more hosts, so
this performance is stranded and does not contribute additional efficiency to the deployment
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Figure 4.14: QPS comparison of different configuration of MTrainS with configNandas the baseline
for model 1and model 1+.
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Figure 4.15: QPS comparison of different configuration of MTrainS with configNandas the baseline
for model 2.

because we already met our training QPS requirement. As a result, MTrainS can improve
power and cost efficiency for model 1 and model 1+ while providing SLA performance.
Our experiments show that models scaled beyond model 1+require multi-node training,
each node leveraging MTrainS. Nevertheless, MTrainS still provides a lower host count
because it can store a larger model per host compared to the baseline.

Figure 4.13 shows a comparison of MTrainS vs CDLRM+ for model 2 (BW bound
workload). This model requires 3 hosts to load and train with the baseline configuration
using CDLRM+. While MTrainS allows the model to be loaded and trained on one host, it
does not meet the QPS requirements because of the higher memory bandwidth required by
the model. Also shown in the figure, using 2 nodes, each running MTrainS, significantly
improves the performance of model 2 compared to the single node. Regardless, the 2 nodes
still fail to meet the QPS target because the additional BW with SCMs in the system, even
with 2 nodes, is not enough to accommodate the high BW demand of model 2. However, such
capability extends the efficiency of research and development without high QPS production
requirements.

Next, we evaluate the performance of the various system configurations compared to con-
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figNand to understand the performance implication of BYA-SCM and BLA-SCM compared
to Nand Flash SSD. In Figure 4.14a and 4.14b, we compare QPS achieved for model 1 and
model 1+ for different configurations of MTrainS. As shown in Figure 4.14a, for model 1,
using BLA-SCM (configBLA) instead of Nand Flash SSD (configNand) increases QPS by
2×. Using BYA-SCM with Nand Flash SSD (configBYA-1 and configBYA-2) increases
cache size. Hence lowers traffic to Nand Flash SSD and therefore provides 2.4× QPS.
Our results indicate no further improvement in QPS for the setup with both BYA-SCM and
BLA-SCM for configSCMbecause once we increase the cache size per host using BYA-SCM,
the access to SSDs is out of the critical path.

For model 1+, shown in Figure 4.14b, Nand Flash SSD with 384GB of BYA-SCM (configBYA-
1) increases QPS by 1.73×whereas, 768GB of BYA-SCM (configBYA-2) increases by 2.76×
due to the increased cache hit rate. When we use both BYA-SCM with BLA-SCM (con-
figSCM), we achieve 3× QPS. model 1+ has higher BW requirement due to increased
embedding dimension. With Nand Flash SSD we already read 4KB blocks per IO, which
is larger than the embedding dimension. Nevertheless, increased embedding dimension
results in fewer embedding rows maintained in the cache (DRAM or BYA-SCM), given
fixed cache size. This increases the miss rate and hence results in increased IO to the SSDs.
BLA-SCM with higher IOPS can support such an increase in IO, hence showing higher QPS.

In Figure 4.15a, for model 2with 1 node MTrainS, because of BLA-SCM’s higher
bandwidth and lower latency compared to Nand Flash SSDin configNand, performance
increases by 2.2×. By adding BYA-SCMwe get 2× and 3.2×more performance because the
cache hit increases. Similar to model 1, the combination of BYA-SCMand BLA-SCMachieves
the best performance. In figure 4.15b, the model is sharded between 2 nodes, and the model
size per node is half of 1 node MTrainS. The performance improvement for 2 nodes follows
the same pattern as 1 node MTrainS, but the speedup drops compared to 1 node because SSD
traffic decreases when the model size per node is reduced, hence caching has less impact
compared to 1 node. Although compared to configNand, the various configurations show
performance improvement for model 2, using SCMs does not provide adequate performance
(QPS target) for memory bandwidth-bound workloads, as seen in Figure 4.13.

4.7.3 Power and energy analysis

In Figure 4.16a and Figure 4.16b we show the power and energy of the various MTrainS con-
figurations for model 1 and model 1+ to study the increase in power and the total energy
usage when introducing BYA-SCM and BLA-SCMto our system. The power consumption of
adding BYA-SCM and BLA-SCM only increases the overall platform power consumption by

85



0

0.2

0.4

0.6

0.8

1

0.96

0.98

1.00

1.02

1.04

Config-
BLA

Config-
BYA-1

Config-
BYA-2

Config-
SCM

En
er

gy
  c

om
pa

re
d 

to
 C

on
fig

N
an

d 

Po
w

er
 c

om
pa

re
d 

to
 C

on
fig

N
an

d 

Power Energy

(a) model 1

0

0.2

0.4

0.6

0.8

1

0.96

0.98

1.00

1.02

1.04

1.06

1.08

Config-
BLA

Config-
BYA-1

Config-
BYA-2

Config-
SCM

En
er

gy
  c

om
pa

re
d 

to
 C

on
fig

N
an

d 

Po
w

er
 c

om
pa

re
d 

to
 C

on
fig

N
an

d 

Power Energy

(b) model 1+
Figure 4.16: Average power and total energy consumption.
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Figure 4.17: Average power and total energy consumption.

1-3.2%. This is because of the low power consumption of these individual units and because
major power consumption contributors are the GPU, CPU, and DRAM. This extra power
consumption per node is justified when considering reduced execution time and overall
Energy consumption (Energy = Power×Time). We observe a 60% to 70% reduction in the
energy consumption across the two models compared to configNand. Figure 4.17a and 4.17b
show the power and energy of MTrainS for model 2. In this case, adding SCMs increases
the power by 3-18%. The higher power in model 2 is because there are more caching and
embedding storage operations in model 2due to the larger data access volume compared to
model 1that increases the power of BYA-SCM and BLA-SCM. Figure 4.18 shows the power
and energy of model 1 and model 1+ using MTrainScompared to the baseline configuration
with only HBM and DRAM. Compared to training using the baseline, which requires 4-8
nodes to accommodate the models, we see ∼ 1/4 - 1/8 power reduction with MTrainS. This
reduction is mainly driven by the decrease in the number of nodes required for training
with MTrainS. This leads to up to 50% energy reduction. However, as seen in the figure,
configNandhas higher energy than the baseline system for model 1+because of the low QPS
(longer training time). Note that this high reduction is because we have a QPS target for
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Figure 4.18: Power and energy comparison of MTrainS to baseline system running CLDRM+ for
model 1 and model 1+.
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Figure 4.19: Power and energy comparison of MTrainS to baseline system running CLDRM+ for
model 2 using 1 and 2 nodes eith MTrainS.
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Figure 4.20: Wear out comparison for model 1 and model 1+.

training. If we were to compare absolute performance achieved by the baseline system and
MTrainS, the number of nodes running MTrainSrequired would be higher, lowering power
and energy reduction. Figure 4.19 shows model 2’s average power consumption is reduced
by up to 60% in 1 node and 30% in 2 node MTrainSconfigurations. Nonetheless, because
MTrainS’s QPS for model 2is considerably lower than the baseline config (longer training
time), even when using 2 nodes running MTrainS, energy consumption is higher compared
to the baseline in all configurations, as seen in Figure 4.19.

4.7.4 Storage endurance and wear out

In this and the following sections, we show detailed hardware characteristic analysis for the
models that benefit from MTrainS, i.e., model 1 and model 1+. Figure 4.20 measures the TB
written per day for model 1 and model 1+ to study if we meet our endurance requirements
with the diverse configurations of MTrainS. Based on the sizes of BLA-SCM and Nand
Flash SSD, the endurances to avoid storage wear out are 200TB and 8TB data writes per
day (DWPD), respectively. As seen in the figure, while we satisfy our QPS target with
configNand for model 1, the write per day exceeds the endurance of Nand Flash SSD (8TB).
configBYA-1 and configBYA-2satisfy the endurance because of the increase in cache
size that decreases writes to storage. All configurations with BLA-SCM(configBLAand
configSCM) meet the endurance because of its higher DWPD (200TB). For model 1+, all
configurations backed by Nand Flash SSDdo not meet the endurance. Therefore, for future
models BLA-SCM is the best option to prevent storage wear out.
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Figure 4.21: Cache hit rates for model 1(a) and model 1+(b) for different MTrainS configurations.

0

1

2

3

ConfigBLA ConfigBYA-1 ConfigBYA-2 ConfigSCM

IO
PS

 a
nd

 B
W

 re
la

tiv
e 

to
 C

on
fig

N
an

d

IOPS BW

(a) model 1

0

1

2

3

4

ConfigBLA ConfigBYA-1 ConfigBYA-2 ConfigSCM

IO
PS

 a
nd

 B
W

 re
la

tiv
e 

to
 C

on
fig

N
an

d

IOPS BW

(b) model 1+
Figure 4.22: IOPS and effective SSD BW for model 1 and model 1+.

4.7.5 Cache hit and IO utilization

Figure 4.21 shows the cache hit rates for model 1 and model 1+. For model 1 in Figure
4.21a, we observe 50% cache hit rate with configNandand configBLAthat use only DRAM
for cache, and addition of BYA-SCM (configBYA-1) increases the cache hit to 75%. The
768GB BYA-SCM configuration (configBYA-2) does not increase the cache hit further
because the 384GB BYA-SCMis enough to capture the temporal locality. As a result, both
configurations of BYA-SCM reach similar QPS, as shown in Figure 4.14a. For model 1+,
as shown in Figure 4.21b, we measure 40% cache hit rate with configNand. The addition
of BYA-SCM increases the cache hit to 60% and 70% for configBYA-1 and configBYA-2,
respectively. In this case, as shown in Figure 4.14b, higher BYA-SCM translates to higher
QPS. The reason for the different behavior by model 1 and model 1+ is that the bigger
embedding dimension in the latter model manifests higher pressure on the caches. As a
result, a larger cache size can capture more locality, resulting in less IO traffic and improved
QPS.

As shown in Figure 4.22, the trainer achieves higher IOPS and bandwidth with BLA-SCM.
In Figure 4.22a for model 1 with BLA-SCM 1.5× more IOPS and 2.3× more effective BW
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Figure 4.23: QPS increase for different types of embedding table placement for model 1 and model
1+

(IOPS× embedding_dim) is measured, and consecutively more than 2× QPS compared to
Nand Flash SSD, as shown in Figure 4.14a. Adding BYA-SCMdecreases IOPS by up to
80% and BW by up to 60%. Here, the IO traffic is substantially reduced to the point that
SSD traffic is not on the critical performance path. Figure 4.22b shows similar trends for
model 1+ with the main difference that the higher BYA-SCM continues to improve QPS,
and hence IOPS and effective BW. In summary, the MTrainSconfigurations in Table 4.4
improve QPS 1) by reducing IO traffic using BYA-SCMand/or 2) by providing more IOPS
using BLA-SCM.

4.7.6 Embedding table assignment efficiency

In this section, we compare the benefit of four embedding table placements for model

1and model 1+. The first is placing all embedding tables in RocksDB storage (Nand Flash
SSDand BLA-SCM) and using the available size of DRAM and BYA-SCM memories for
caching. We use this as the baseline in Figure 4.23 and call it unoptimized because table
placement is only optimized for maximizing the utilization of the sizes of SSDs instead of
BW; hence, the data access volume is not balanced among the GPUs. When we compare
the unoptimized with using BW to balance the data access of the GPUs, we increase QPS
by 15%. Note that using just SSD with DRAM and BYA-SCM caching has lower HBM
utilization. We then compare this to applying a linear programming solver with only the
size of embedding tables and memory types as input. We get 2.5-3.5× more QPS with
this placement. Using both size and bandwidth aware placement further increases the QPS
to 3.2-4.2×. Hence, table placement is critical when training DLRM with heterogeneous
memories, and considering both the size and BW provides the best performance.
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4.8 Discussion and future work

In this paper, we demonstrate that using different storage class memories helps us reduce
the number of nodes used for training by 4-8× for capacity-bound DLRM models. We
learned that for models that are both capacity and bandwidth bound, the additional memory
bandwidth with storage class memories is not enough to accommodate the models. Our
results show that while we can use BYA-SCM with Nand Flash SSD to meet our QPS target,
server configuration with just BLA-SCM can meet our target QPS for current models. For
future scaling using BYA-SCM and BLA-SCM can help us meet our target QPS. Although
these memories are slower than DRAM, they provide enough performance for our memory
capacity-bound workloads. Hence we can harness the cost and power benefit of SCMs. In
the future, we plan to extend our systems with Compute Express Link (CXL) to access
BYA-SCM, which will provide us with better memory bandwidth because we don’t have to
share the memory bus with DRAM and we wont be limited by the system’s available DIMM
slots. This will help our design to suit bandwidth-bound workloads too.

4.9 Related work

Memory capacity extension for recommendation systems: The high memory capacity
and BW demand of embedding operation in recommendation systems impose a challenge on
the memory system. Training and Inference use cases present their own unique challenges.
For example, in Inference, the latency of each query is important. Ardestani et al. [124]
present an end-to-end system to leverage SSDs while keeping the latency manageable, and
Wilkening et al. [132] use the controller in SSD to offload some of the compute closer to
the data. Eisenman et al. [131] uses SCM to increase memory capacity per host. However,
it requires offline preprocessing of embedding tables, which is not applicable for training.

Training is less sensitive to latency but requires higher BW and frequent parameter
updates, and hence read and write traffic to the SSDs. Zhao et al. [126] present a training
system that leverages HBM, DRAM, and SSD. They leverage pipelining to hide SSD latency
and use caching to hide lower SSD BW. They follow a parameter server scheme for training
large models, as opposed to our distributed, synchronized scheme. Also, in contrast, to
sustain high throughput, we leverage the GPU for cache management. Additionally, we show
different SCM technologies’ performance and power impact on training. Balasubramanian
et al. [147] implements a CPU-managed cache to leverage HBM and DRAM to expand
the memory capacity of embedding tables but only extends to DRAM. Yang et al. [141]
propose and implement a software caching scheme in GPU backed by CPU memory for
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embeddings. We build on a similar scheme as [141] and enable multi-level caching with
DRAM and BYA-SCM, backed by SSDs. However, while they also use caching with DLRM,
they focus on using different precisions to reduce embedding storage sizes. In contrast, we
extend the memory hierarchy to BYA-SCMand flash to expand memory per host and remain
neutral to the accuracy of training.
SCM usage for AI workloads: Hildebrand et al. [148] developed an integer linear
programming-based system that moves tensors between DRAM and SCM. They show
that optimized data placement achieves higher performance than a naive approach. Similarly,
in our designs, based on the characteristics of applications, we carefully place data on
different memories.

4.10 Conclusion

In the pursuit of better model quality, recommendation model complexity, size and amount
of training data is increasing over time. This imposes considerable pressure on the compute,
bandwidth, IO, and memory capacity provided by the underlying platforms. In this paper
we tackle the pressure on memory capacity, and present a hierarchical memory based
training to increase memory capacity per host. We quantitatively compare the performance
and system level implications of Byte and Block addressable SCMs. Given the temporal
locality observed in embedding table access across large scale production workloads, we
apply a multi-level cache, utilizing Storage Class Memory (SCM) to reduce the number of
nodes required to load and train the memory bound models by 1/4-1/8th. Adding SCM to a
platform results in minimal increase in platform cost and power, given that other components
such as GPU dominate the power. As a result, we observe overall efficiency benefits due to
lower number of nodes required to train a given model. Considering nodes/Per f ormance,
we observe 2.3× improvement while meeting usecase performance requirement. There are
limits to this approach for bandwidth bound models. In these cases the multi-level cache
fails to deliver enough bandwidth to satisfy the model performance requirements under the
hardware configurations evaluated. By contributing the MTrainS multi-level cache to the
open source DLRM software community, we plan to enable these efficiency optimizations
across many diverse applications, and enable hardware designers to further optimize future
training platforms for SCM.
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CHAPTER 5

Resource Management in Integrated CPU-GPU
for Collaborative Workloads

Computing systems are evolving towards CPUs, GPUs, and other specialized compute
units tightly integrated with shared last-level cache and memory. These integrations enable
systems to run applications in fine-grain collaborations between different compute units,
which were previously based on offloading the entire application to a specialized unit such
as GPU. These collaborations increase performance and resource utilization by partitioning
applications among different compute units. While collaboration provides attractive benefits,
if we do not manage and monitor the shared resources such as cache, interconnect, and
memory rigorously, interference and unfair resource usage inevitably degrade performance.
The degradations result from different compute units generating varying demands and
pressures on the shared resources. In this paper, for an integrated CPU-GPU architecture,
we design shared resource management strategies based on the collaboration patterns of
applications. We design cache partitioning and memory transaction prioritization in the
interconnect and the memory controller to facilitate collaboration and resource usage to
increase the system’s overall performance. We achieve, on average, 25% performance
improvement and 30% memory read reduction by designing collaboration pattern-based
resource management.

5.1 Introduction

The increasing demand for high computing capability to process today’s computation and
data-intensive workloads drove emerging heterogeneous systems incorporating compute
units such as GPUs, FPGAs, and other specialized devices along with CPUs. As a result,
heterogeneous systems are abundant in modern systems ranging from mobile to data center
architectures [149–153]. The effort to constantly increase performance and reduce energy
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usage and cost of these specialized architectures led to tightly integrated architectures, such
as CPU and GPU, on the same die sharing the same memory and address space.

Sharing memory and address space in heterogeneous systems manifests flexible pro-
grammability and efficient collaboration among computing devices via fast and fine-grain
data sharing and synchronization. These create new opportunities to design various so-
phisticated collaborative workloads by utilizing heterogeneous systems together, leading to
performance and resource utilization increase. Especially in embedded and desktop systems,
where we are limited by lower compute resources availability, energy, and cost, collaborat-
ing workloads between compute units improves the efficiency of workloads. Partitioning
workloads between different specialized compute units increases the performance of running
applications by dividing different tasks of an application into the compute unit that can
better perform a specific task or by partitioning the data points of an application among
compute units. Previous studies [154–157] have confirmed the substantial performance gain
when we partition workloads between different units in heterogeneous systems for diverse
applications.

The benefits of collaborative workloads motivate the study of the impact of shared cache,
interconnect, and memory controller in integrated architecture to facilitate data sharing
between different compute units [158, 159]. Although shared resources management in
multicore architecture has been studied for a long time, the distinct architectural properties
of computing devices in heterogeneous systems require unique resource usage. For example,
the CPU would be more sensitive to cache sharing in integrated CPU-GPU systems because
of its latency sensitivity. At the same time, the GPU will be less affected by cache misses. We
also have disproportionate memory request because of the architectural differences between
CPU and GPU, resulting in interference. Recognizing these differences, previous works
have shown the benefits of shared resource management in the cache and memory controller
based on both the demand of the compute devices and the applications running on it [160,
161]. But these works focus on disparate applications running on different compute units.
However, in collaborative workloads, the collaboration pattern of applications aids in better
managing shared resources to increase performance. Recent works have shown the trend
towards collaborative workloads and the benefits of shared cache in fine-grain collaborative
workloads running in integrated architectures. But this work only considered a shared cache,
and a shared cache is not always helpful even in collaborative workloads, depending on the
data sharing patterns in the applications. Furthermore, managing other shared resources,
such as the interconnect and the memory controller, also improves performance. Hence,
exploring efficient resource management in the memory controller and interconnect is
essential to increase efficiency and serve the continuous growth of the compute requirements

94



in applications.
In this paper, considering the interference created by shared resources in integrated

systems, we designed CoACT (Collaborative Applications Cache and memory Transaction
management) to manage shared resources in integrated CPU-GPU architecture efficiently.
We first study the interference created in the cache, interconnect, and memory controller
when shared by CPU and GPU. We find that, even though collaboration improves perfor-
mance, we can potentially lose 50% performance by this interference. We then characterize
compute and memory properties of collaborative workloads and learn that the collaborative
patterns in applications can help us better manage shared resources. In our solution, we
design cache partitioning based on the collaboration pattern of the application to decrease
interference and increase data sharing between CPU and GPU. Then again, based on the
collaboration pattern of application and characteristics of GPU and CPU, we design memory
transaction prioritization in the interconnect and memory controller. Our design provides
multiple cache partition and memory transaction prioritization configurations to select from
based on what the application requires. Finally, to select the best configuration for an appli-
cation, we design a simple analytical model that aids in selecting the best configuration for
an application. Our experimentation shows that we achieve in average 25% improvement in
performance and 30% reduction in memory read with minimal hardware modification. In
summary, we contribute the following:

• We designed an efficient resource management unit for heterogeneous integrated
CPU-GPU architecture with minimal hardware modifications. Our designs expose
multiple policies to orchestrate the shared cache, interconnect, and memory controller.

• We characterize collaborative workloads and analyze parameters that help better
manage shared resources in heterogeneous systems. We build a simple analytical
model that selects efficient shared resource policies from this.

• We implemented our design in a cycle-accurate CPU and GPU simulator and achieved
an average of 25% performance improvement for diverse collaborative applications.

5.2 Background and Motivation

5.2.1 Integrated architecture

Integrated architecture compromises CPU and other accelerators, such as GPUs, together
on the same die. This integration enables fast and fine-grain computation and data sharing
between CPU and GPU at relatively lower power and cost than discrete systems. These
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Figure 5.1: Ideal speedup and cache interference.

benefits foster multiple commercially available integrated architecture units [149,150]. With
heterogeneous system architecture (HSA) features [162], such as coherent and unified shared
memory, it has become easier to utilize integrated architectures in the hardware and software
layers. These also led to considerable research focusing on even a much tighter integration
sharing cache [158, 159, 161] and software tools to facilitate application development such
as OpenCL [163, 164].

5.2.2 Collaborative workloads

In discrete heterogeneous systems, accelerators and compute units are usually attached
to the host (CPU) via IO ports, and data and computation are offloaded to accelerators
before applications run. In contrast, in integrated systems, we can run the application
by dividing it among the host and other accelerators, such as GPUs, in parallel because
of the fast communication and synchronization between the compute units. These types
of workloads are called collaborative workloads [165]. Collaborative applications help
to improve workload performance, energy, and power efficiency by leveraging multiple
compute units in parallel. This is helpful when there are tightly communicating tasks
within a workload with different computation patterns that can benefit from using compute
units/accelerators specialized for different types of computation patterns. We also benefit
from collaborative workloads by dividing applications between different units when a
workload performs the same task on a large dataset giving us an immense computing
resource. We focus on the following two main collaborative patterns discussed in [165].
Task partitioning: In these collaborative workloads, multiple sub-tasks run in parallel
within an application, and these different tasks run on different compute units.
Data partitioning: In data partitioning, the application performs the same task for different
data points. In this case, the different compute units run the task divided into data points.
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Figure 5.2: Importance of selecting policies.

5.2.3 Shared resources in integrated systems

While guaranteeing fair resources is not a problem in homogeneous computing such as
multicore CPU, in a system with CPU and GPU, it can create interference. This interference
is because of the architectural structure differences in how computations and memory
accesses are organized and performed in the different units. When CPU and GPU work
independently, we want to provide fair resource assignments. However, with collaborative
workloads, we want to increase resource utilization based on how CPU and GPU perform
tasks in the application. In collaborative workloads, the collaborative pattern also guides us
on how to share resources—leading to a better resource management.

5.2.3.1 Shared resource in collaborative CPU-GPU workloads

In discrete heterogeneous systems, CPUs and GPUs have their own dedicated resources.
However, for integrated heterogeneous systems, one of the primary shared resources is
memory. When memory is shared between CPU and GPU, because CPUs are optimized
to lower memory latency and GPU for high memory bandwidth, the GPU will have much
more requests in the memory controller than the CPU. In tightly integrated architecture, the
cache is also another resource that is beneficial to share, as shown in [159]. When a cache is
shared between CPU and GPU, the GPU will have much more requests, and at the same
time, the performance is not sensitive to cache misses. Another resource that will be shared
when we have a shared cache is the interconnect. Similar to the memory controller, we must
be careful about sharing and issuing requests in the interconnect.

5.2.3.2 Performance degradation in shared resource

As discussed above, shared resources between various compute units create unfair resource
sharing between CPU and GPU, leading to performance degradation. Even though dividing
applications between CPU and GPU increases performance, because of the interferences,
we might not achieve the maximum performance we can get. In collaborative workloads,
the interactions between CPU and GPU are also tailored to the collaborative pattern of the
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application. Hence, data access and sharing are specific to the applications and require a
unique solution for each application. We performed the following studies to understand the
impact of sharing resources in integrated systems and application-specific shared resource
management.

To understand the performance benefits we could get from collaborative workloads,
we compared the measured performance of collaborative workloads divided between CPU
and GPU, to an ideal scenario, where CPU and GPU are not affected by running parts
of the workloads in parallel while sharing cache, interconnect and memory. To estimate
an ideal scenario, we calculated the rate at which CPU and GPU perform computation
if we dedicated the entire resource to them. While this is an ideal scenario, it shows us
how far we are from the maximum performance we can achieve. Figure 5.1a shows these
results for two applications. Here, the performance gap between the ideal and the measured
speedup indicates that if we reduce interference by managing the shared resources, we will
have the potential to increase performance. While the ideal scenario is unattainable, this
paper explores how we can drive performance improvement towards the ideal speedup by
efficiently developing resource management.

In Figure 5.1b, we show cache interference created by CPU and GPU sharing cache and
how we can use collaborative patterns to combat these problems. For App 1 and App 2, we
compare a private cache configuration where equal cache space is dedicated to CPU and
GPU to a configuration where the cache is shared. In the figure, we see that, for App 1,
which has private data sharing between CPU and GPU, when we compare private and shared
configs, because of the interference between requests of CPU and GPU in the cache in the
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shared config, we lose performance. When we see the cache hit, in shared configuration,
we lose 10% cache hit compared to private for CPU, whereas, for GPU, we gain 9% cache
hit in shared config. But we can see that even when we get more GPU cache hits, we still
have lower performance than private because cache misses do not hurt GPU’s performance.
However, a private config is not always the best configuration, as we see the opposite
behavior for App 2 because it shares data between CPU and GPU. Hence, depending on the
collaborative patterns, the cache should be configured differently.

Figure 5.2 we show the performance of App 1 for multiple management policies. We
examined private and shared policies and CPU and GPU memory transaction prioritization
in the interconnect and memory controller. In the figure, we see that prioritizing memory
transactions affects the performance of applications because managing interconnect and
memory controller potentially decreases data access latency. We can also observe that
different policies influence the performance we achieve. Hence, it is crucial to select the best
policy that boosts the performance of an application. Note that the best policy is different
for each application and is tailored to the collaborative pattern of the application.

5.3 CoACT Design

In our designs, we focus on managing three critical shared resources in integrated CPU-GPU
architecture that contribute to interference and, as a result, performance degradation. These
resources are the last level cache, the interconnect, and the memory controller. We carefully
designed configurable strategies to partition and use these resources among cores in CPU
and GPU based on the characteristic of workloads to improve overall performance. We
then implemented a simple analytical model that considers the collaboration strategies
of a particular application and its computation and memory characteristics to determine
resource management configurations for the shared resources before the application runs.
Our design focuses on two parts. The first part is shared resource management design
in the hardware to enable configurable resource utilization strategies. The second part is
understanding applications’ computation and memory access and deciding the configuration
for selecting the best configuration per application based on its characteristics.

5.3.1 Hardware design

Figure 5.3 shows the overview of where our design fits in integrated CPU-GPU architecture.
In our designs, to enable configurable resource sharing, we added a configurable cache
partitioning unit to assign cache resources for CPU and GPU based on the application’s
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characteristics. This helps to minimize interference between CPU and GPU and eases fast
communication, depending on the application. We then added prioritization units in the
queues of the interconnect and the memory controller to optimize the data access latency.
The details of the designs are shown below.

5.3.1.1 Memory request packets

Our design depends on identifying packets coming from the CPU and GPU. This identifica-
tion enables us to treat CPU and GPU memory access differently, helping us perform cache
sharing/partitioning and packet prioritization. We do this by reusing the core id bits in the
packets. As seen in Figure 5.4 and 5.5, both cache partition and prioritization units have a
sender checker that compares the id and resolves if the packet is coming from the CPU or
GPU.

5.3.1.2 Cache partitioning

The last level cache (LLC) partitioning provides dedicated cache resources for CPU and
GPU in an integrated architecture. In our design, for all the cache lines in LLC, we configure
what percentage of the lines we should dedicate to CPU and what percentage to GPU. As
shown in Figure 5.4, designated config registers are used to hold the cache line address range
used for CPU and GPU. The control unit in the cache is then used to translate the incoming
address to the target space (CPU or GPU) based on the register values and the packet’s
origin. This will give us the address to access the correct partition space. We implemented
three Cache partitioning policies. The cache partitioning options are as follows:
Private partitioning: In this policy, both CPU and GPU will have cache address range
dedicated to their memory access. In this scenario, Write/read to the cache are private to
CPU and GPU cache space. Depending on the application, we can configure the percentage
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of the cache we want to provide to the CPU and GPU. This policy will be beneficial when
the CPU and GPU collaborate by partitioning the input or/and output data, and each unit
operates on private data. If the rate at which CPU and GPU access data is different, then
there will be cache interference. This type of policy will help in this case.
Shared partition: In this policy, the entire cache space is used by both CPU and GPU.
The partition type configuration register is used to indicate shared policy. When both CPU
and GPU try to read/write to the cache, it can access the entire LLC space. This will be an
optimal policy when data is shared between CPU and GPU in the collaboration pattern of
the applications. Depending on the percentage of data shared, we can reduce compulsory
misses because the CPU can use data brought by GPU and vice versa.
Private write, shared read partitioning In this case, both CPU and GPU will have
dedicated cache space for writing, but the devices can read from the whole cache. This will
help when we have some portion of the input/output data shared between CPU and GPU.
By carefully partitioning the private writing space, we can achieve better performance with
this policy depending on the application’s collaboration pattern.

Supporting cache partitioning requires modifying the design of the coherence protocol
and caching algorithm. We changed the coherence protocol in the LLC to handle CPU and
GPU transactions separately based on the partition type. Similarly, in the caching algorithm,
such as the replacement policy, we must consider the partitioning types. For example, in
private partitioning, during replacement, if a transaction is from the CPU, only CPU address
ranges should be considered. We configure cache partitioning before the application starts
running. The configurations include partition type and percentage of CPU and GPU space.
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5.3.1.3 Interconnect and memory prioritization

The CPU and GPU have different memory access characteristics. Since the GPU runs much
larger threads than the CPU, it will require much more memory bandwidth than the CPU.
But this will lead to the CPU’s memory request taking longer. However, we know the CPU
is more sensitive to memory access latency. Hence, we designed strategies to prioritize
transactions based on the criticality of incoming memory requests. The overall design
is shown in Figure 5.5. A packet is critical when the memory request coming from the
particular compute unit is small or if we surpass a preset threshold of prioritizing a particular
unit. In our implementations, we designed prioritization in the interconnect buffer queues
and the read queue of the memory controller. Based on the criticality of each transaction,
we decide which transaction to prioritize. In the memory controller, we use registers to set
the target device to prioritize and the threshold of prioritization. The prioritization target
tells which incoming transactions to the memory controller have priority (CPU or GPU).
On the other hand, the threshold prevents starving the non-prioritization compute unit. For
example, if the target is CPU and the threshold is 5, we will prioritize 5 CPU transactions
before prioritizing the GPU. The prioritization in the interconnect buffers also follows the
same strategy. The policies in the memory controller and interconnect are as shown below.
Prioritize CPU or GPU: In this case, we first specify which compute unit’s memory
request to prioritize. Then, based on the specified target, we perform prioritization in the
interconnect buffers and the memory controller until we hit a threshold that is specified
before the execution of the application starts. If no threshold is specified, we will prioritize
memory requests coming from the target in the complete execution of an application.
Adaptive prioritization: In this case, we prioritize based on the current state of the queues

in the interconnect and the memory controller. If we have fewer memory requests from the
CPU, we prioritize the CPU, whereas if we have fewer GPU requests, we prioritize that. In
adaptive prioritization, besides the target and threshold registers, we will also monitor the
total number of CPU and GPU requests in the queues.

5.3.2 Policy selection

The cache partition and memory prioritization policies above give us numerous policies
to choose from for an application. To determine the best policy for an application, we
designed a simple analytical model based on the collaboration patterns of applications. The
analytical model takes input parameters from offline profiling and the static characteristics
of the applications. Note that the above config register values can be a vast space to choose
from, and we can use a sophisticated heuristic to select a better policy. We left such intricate

102



solutions for future work.

5.3.2.1 Policy selection parameters

We use parameters from offline profiling and the static characteristics of the applications
to select the best policy. From the static properties of applications, we get the type of
partitioning (task or data), input or output data partitioning, and the proportion of data shared
between the CPU and GPU. From offline profiling applications, we get the best partition
proportion for an application and locality. The details of the parameters are shown below.
Type of collaborations: These tell us if the application partitions data or tasks between
CPU and GPU. This is static information that is decided at the design time of the application.
These help us understand the data access characteristics of the applications. While in data
partitioning, there are possibilities where the applications might not share data, in task
partitioning, the most common type of collaboration is a producer-consumer pattern that
usually requires data sharing between CPU and GPU.
Data partition proportion: For applications that are data partitioned, the proportion of
data processing performed by GPU and CPU will tell us about the cache space we should
provide for CPU or GPU. If we were dealing with just homogeneous cores, then all cores
would perform an equal amount of work, but in heterogeneous systems, we will have a
disproportion of work done between CPU and GPU, depending on the tasks in the application.
Hence, this property will tell us about the desired cache partition. This parameter also tells
us the criticality of the memory transactions. Data partitioned proportion is collected from
offline processing because we can only find the best partition by profiling the application.
Shared and private data percentage: This property is decided on the design time of the
application. The shared and private data parentage is a critical parameter because it will
inform us whether we want to share the cache or dedicate private space to the CPU and
GPU.
Locality: Locality helps us understand the partitioning strategy. It helps us understand if we
should provide more cache space to the CPU than GPU or vice versa despite the partition
percentage. Sometimes, depending on the locality, we can adjust the cache space for each
compute unit to maximize the cache hits. We measured locality based on offline profiling
and quantified it as the cache hit rates for both CPU and GPU.

5.3.2.2 Analytical model for policy selection

We use the metrics above to decide the best configuration for a collaborative application.
Based on the characterization of a handful of applications, we use the following rules to
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Algorithm 1 Best policy selection algorithm
Input: Coll_type, partition, shared_p, cache_hit.
Output: partition_type, pri_type, cpu_cache_space.

1: if coll_type is task then
2: partition_type← shared
3: pri_type← adaptive
4: else if coll_type is data then
5: if shared_p≥ 50% then
6: partition_type← shared
7: if partition < 0.5 then
8: pri_type← cpu
9: else if partition > 0.5 then

10: pri_type← gpu
11: else
12: pri_type← adaptive
13: else
14: partition_type← private
15: if cache_hit < 50% then
16: cpu_cache_space← 100%
17: pri_type← gpu
18: else
19: cpu_cache_space← 50%
20: if partition < 0.5 then
21: pri_type← cpu
22: else if partition > 0.5 then
23: pri_type← gpu
24: else
25: pri_type← adaptive

build our simple analytical model. The algorithm for the analytical model is shown in
Algorithm 1.

1. The type of collaboration, task, or data partition helps us determine if we need a
private or shared cache. In task partitioning, the most common type of collaboration
is a producer-consumer scheme. All of the tasks partitioned workloads we evaluate
show these characteristics. Here, one of the compute units (CPU or GPU) produces
data to be used by the other. Hence, most of the data is shared. As a result, for task
partition, we use a shared cache configuration. For data partitioning, we need to
further understand how data is partitioned between CPU and GPU.

2. For data partitioned workloads, the first factor to investigate is the percentage of
data shared between GPU and CPU. From our characterizations, we saw that most
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applications are partitioned in the input or output data, also discussed in [165]. If
the compute units are sharing either input or output data and the percentage of data
shared is greater than 50% then the cache should be shared. Otherwise, a private
configuration provides better performance because it minimizes interference between
CPU and GPU.

3. The proportion of input or output data partitioned between CPU and GPU in a private
setting can help us understand how to partition the cache. Here, the locality is also a
valuable parameter. In our experiments, we saw that utilizing the CPU cache hit rate
in the LLC provides more information for selecting the best policy. If we have locality
(high CPU cache hit) in the application when we run it on the baseline, we keep
the cache partition in the baseline to maintain the cache hit. When the application’s
locality is low (low CPU cache hit), we can dedicate the whole cache space to the
CPU to extract more cache hits. Here, we focus more on increasing cache hits for the
CPU because of its sensitivity to a cache miss.

4. We considered prioritizing in both the interconnect and memory controller together.
For example, if we prioritize the CPU in the interconnect, we also prioritize it in
the memory controller. Our strategy in prioritizing is that, when we consider task
partitioning since it follows a producer-consumer pattern, an adaptive configuration
fits the best because both CPU and GPU contribute a comparable number of memory
accesses.

5. For data partitioning, if we have a shared cache or a private configuration with 50-50
cache space to GPU and CPU, then depending on the CPU-GPU partition proportion,
we prioritize the one that has a smaller partition as seen in Algorithm 1. In a private
configuration, if we dedicate the entire cache space to the CPU, we prioritize the GPU,
assuming the cache will improve the performance of the CPU.

5.4 Experimental Setup

5.4.1 Simulation setup

We design CoACT using the gem5-gpgpu simulator [166], a cycle-accurate environment that
integrates the gem5 [167] and gpgpu-sim [168] simulators. We run all of our simulations
using the full system mode of gem5 to model the interaction between CPU and GPU
accurately. We modeled our cache and coherence using gem5 ruby, which is a detailed
memory subsystem simulator. We use MOESI_hammer cache coherence protocol that uses
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Table 5.1: Simulation setup.

Specification Simulation config
CPU cores 8
CPU clock 3GHz
GPU cores 16 (Fermi cores)
GPU clock 700MHz
CPU L1I/L1D cache 32KB assoc = 8
GPU L1I/L1D cache 32KB assoc = 8
CPU L2 cache 512KB assoc= 16 (private to the cores)
GPU L2 cache 4MB assoc= 16 (shared by the cores)
L3 cache 8MB assoc= 16
Coherence protocol MOESI_hammer
Memory DDR4_2400
Interconnect crossbar with 128 bits bus width

MOESI protocol for CPU caches and LLC and hammer for GPU. We use a crossbar for the
interconnect. We use cacti [169] to model the latencies of the private and shared caches of
both CPU and GPU and the LLC. Table 5.1 shows the simulation hardware configurations.

5.4.2 Workloads

We use collaborative workloads from CHAI benchmarks [165] for our detail analysis
and Rodinia benchmarks for a much broader analysis. Chai benchmarks follow data and
task parallel collaborative patterns. Chai provides workloads from diverse application
domains with very distinct collaboration patterns and fine-grain data sharing. For Rodinia
benchmarks [27], we modified the benchmarks to divide the work between CPU and GPU.
We use openmp for the CPU and cuda for GPU in our Rodinia implementations. In the
Rodinia benchmarks, our modification uses data partitioning. In our evaluation, for all of
the applications, we used data set sizes larger than the total cache sizes of the CPU, GPU,
and LLC to evaluate memory access of collaborative workloads. We show the details of the
workloads in Table 5.2.

5.4.3 Baselines

For our baseline, we use a private L3 cache configuration with the cache size divided equally
among CPU and GPU and without transaction management in the interconnect and the
memory controller. We compared this baseline with CoACT and the following related
works. (1) Private_cache [161], this works evaluates different cache partitioning proportions
for CPU and GPU. To compare CoACT to this work, we took the different cache partitioning
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Table 5.2: Collaborative workloads characterization.

Apps Coll type Partition Shared % Cache hit %
HSTO Data 0.3 98 9
HSTI Data 0.2 3 11.8
SC Data 0.4 ∼0 17
PAD Data 0.6 ∼0 33
RSCD Data 0.2 96 32
RSCT Task - ∼100 45
BS Data 0.2 ∼0 35
SSSP Task - ∼100 67
BFS Task - ∼100 74
KMEANS Data 0.1 ∼0 71
TQ Task - ∼100 30
TQH Task - ∼100 2.5
CEDT Task - ∼100 11
NN Data 0.5 ∼0 23.8
PF Data 0.6 ∼0 74

they use and chose the best performing partition. (2) Shared_cache [159], uses a shared
cache configuration for all workloads. (3) SMS [160], that manages CPU and GPU memory
transactions in the memory controller. Since SMS does not deal with cache partitioning, we
use basic cache partitioning (50-50% private and shared) on top of SMS’s implementation
and choose the best one. We also compare CoACT with different cache partition baselines,
namely private cache with 25%, 75% dedicated for CPU to evaluate how the baseline cache
configuration affects our performance improvement. We implemented all of our baselines
and previous work comparison in gem5-gpgpu with the configuration in Table 5.1.

5.5 Evaluations

5.5.1 Workload characteristic measurement

For all the workloads we use in our experimentation, we first measure the policy selection
parameters described in Section 5.3. We show the result of the measurements in Table 5.2.
We can see in the table that the applications have diverse collaboration types (both task and
data). This property is decided during algorithm design time. Next, we have the partition
proportion between CPU and GPU. To get the best partition, we run the applications by
partitioning CPU and GPU data points from 0 to 100% by increasing the partition by 10%
and chose the best performing partition in our baseline configuration, which has 50-50%
cache space dedicated to both CPU and GPU. Here we use offline profiling because we
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Figure 5.6: Performance analysis and improvement for all workloads.
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Figure 5.7: Speedup of representative applications.

perform profiling and choose the best policy once, and we can use that policy afterward
when we require running the application multiple times. We see that the best partition for
most of the applications has a smaller CPU partition, as expected, because of the more
significant computing capability of the GPU. We measured the data shared percentage by
counting the size of input and output data shared between CPU and GPU divided by the
total data. To quantify CPU locality, we measure the LLC CPU cache hit rate in the baseline
system shown in the table.

5.5.2 Performance analysis for all workloads

Figure 5.6 show the speedup of CoACT, Private_cache that uses just cache partitioning,
Shared_cache that always uses shared cache and SMS that manages CPU and GPU memory
request in the memory controller and compared to the baseline system with 50-50% cache
partition. From the figure, we can see that CoACT, because it uses both cache management
and interconnects and memory controller prioritization, it provides up to 90% performance
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Figure 5.8: LLC cache hit for representative applications.

increase and 25% improvement on average. When we compare these to the other configura-
tions, we see that in most of the applications, using a collaborative pattern in conjunction
with both cache and memory management achieves better performance. When we compare
private_shared cache with CoACT, we see that in workloads with minimal shared data
like HSTI and SC, it has better performance than the baseline. Still, because we include
an additional management step (prioritization) in our design, even in private configured
workloads, CoACT performs better. The shared cache configuration has a closer perfor-
mance to CoACT in applications with a large percentage of shared data, such as HSTO,
TQ, and RSCD. However, because it is only optimized for applications with shared cache, it
loses significant performance in workloads such as SC and PAD with less shared data. In
SMS, which mainly optimizes the memory controller for fair CPU and GPU memory access
management, CoACT outperforms it because of the additional cache partitioning in our
design and because we use collaborative patterns for resource management.

5.5.3 Application and hardware characteristic analysis

5.5.3.1 Speedup and LLC cache hit

In Figure 5.7 and 5.8 we show the speedup and LLC cache hit rate for four applications
that are representative of the unique characteristics of collaborative workloads. We use
these applications for deeper analysis and compare CoACT to the baseline configuration.
For HSTO, which shares a large percentage of the data and with CPU-GPU partitioning
less than 0.5, we use a shared cache with CPU prioritization. From the figure, we see that
with this config, we attain 21% improvements. When we see the cache hit in Figure 5.8,
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Figure 5.9: Benefit of individual features.

because of the large shared data, the LLC cache hit rate increases. PAD, as seen in Table
5.2 has no shared data and low locality. Based on Algorithm 1, the best policy is all of the
LLC reserved for the CPU with GPU prioritization. As seen in Figure 5.7, we achieve 25%
speedup and LLC cache hit increase ( Figure 5.8). For RSCT and CEDT, which are both
task partitioned, the best policy is shared cache with adaptive prioritization config. These
configs provide performance improvement, and LLC cache hit increases, as shown in the
figures.

5.5.3.2 Benefits of each feature

In Figure 5.9, we show the benefit of each feature (cache partitioning and interconnect +
memory prioritization) for the four representative applications. The figure shows that in all
cases, cache partition alone does not provide the best performance. In HSTO, we see that
we get an additional 5% performance increase with prioritization. For CEDT and RSCT,
the shared configuration combined with the prioritization provides the best performance.
In general, we can conclude that shared cache alone provides 10% improvement, and the
addition of the prioritization feature delivers an additional 50% benefit on average across all
workloads.

5.5.3.3 Memory read reduction

Figure 5.10 shows the memory read reduction when we use CoACT compared to the
baseline with 50-50% cache partition. From the figure we can see that the memory read is
reduced proportionally to the LLC cache hit rate. HSTO and RSCT, which gain the largest
LLC hit rate with our design, achieve 55% memory read reduction. In general, we attain on
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Figure 5.10: Memory read reduction compared to baseline 50-50%.
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Figure 5.11: Effect of changing baseline partition.

average 30% memory read deduction with CoACT. This reduction improves memory access
latency.

5.5.3.4 Changing baseline partition

In Figure 5.11 we show the speed of CoACT compared to different partitions, P50 (baseline
in all above studies), P75 (cache partition with 75% assigned to CPU), and P25 (25% of
the cache assigned to CPU). From the figure, we see that in all cases CoACT achieves
performance improvement compared to all of the baselines. In the figure, we see that when
the cache partition percentage for the CPU is larger (P75), the speedup is reduced because
having a large cache space for the CPU improves the performance of the P75 baseline. In
contrast, we have a higher speedup for the P25 baseline because it has lower performance
due to the small CPU cache space. In general, we can observe that CoACT achieves better
performance for various baselines.
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5.6 Related Works

Collaborative workloads are shown to improve performance and energy efficiency. [154–157]
show the performance improvement we achieve by strategically partitioning workloads
between CPU and GPU. [154] shows the partitioning of workloads to CPU and GPU on the
fly, and [155] shows the partitioning strategy for irregular workloads. While these works
show the benefits of performing meticulous partitioning of workloads to different compute
units, in contrast, we focus on the hardware characteristics of collaboration workloads in
our work.

Previous works have shown the importance of managing the shared resource in hetero-
geneous systems. [159] shows the benefits of shared last level cache in CPU-GPU system.
They show that a shared cache is advantageous for providing fast data sharing. In our
work, we extend their studies and show that while the shared cache is helpful in some
types of collaborative workloads that are sharing data between CPU and GPU, in some
workload configurations, it increases interference between CPU and GPU and degrades
performance. [161], shows in integrated architecture, when we have independent applica-
tions running in CPU and GPU, private cache configuration can aid in performance. In
this work, we show that private cache settings can also be used when CPU and GPU are
working together, and we can use collaborative characteristics of applications to share the
cache between CPU and GPU efficiently. [160] uses a staged memory controller design
for integrated CPU-GPU that shares memory. They focus on when the CPU and GPU are
running a separate application. In contrast, we use the collaboration pattern of applications
to manage the memory controller better.

5.7 Conclusion

Heterogeneous systems are abundant in modern computing systems because they support
the performance demand of today’s high compute and data-demanding applications. The
continuous growth and workload diversification lead computing systems towards CPUs,
GPUs, and other specialized compute units tightly integrated into the same die sharing
last-level cache and memory. This integrated architecture creates the opportunity to run
applications by dividing them among various compute units using fine-grain data sharing,
boosting performance and energy efficiency. However, if we do not carefully manage
and monitor the shared resources in the compute units, we will not reap the performance
improvement benefits of integrated architecture. In this paper, we design shared resource
management CoACT for collaborative workloads. In our design, we manage shared cache
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in integrated architecture by carefully partitioning available resources between CPU and
GPU. We also manage memory transactions by implementing prioritization units in the
shared interconnect and the memory controller using collaborative patterns that are unique
for each application. We achieve, on average, 25% performance improvement across a
diverse set of applications from different domains.
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CHAPTER 6

Conclusion

This dissertation studies software, systems, and hardware mechanisms to efficiently utilize
heterogeneous compute and memory units in different system configurations for diverse
workloads. We analyze the challenges of heterogeneous systems designs and utilization for
server-grade and integrated systems and provide workload characteristics-aware solutions.
We first study how to map applications in integrated and discrete systems with various
compute units using intrinsic properties of applications and design a framework that achieves
98% accuracy in selecting the best performant and energy efficient platform. We then study
how to design heterogeneous memory-based servers for large resource-consuming workloads
in data centers based on applications’ locality and bandwidth characteristics and how these
new memory technologies fit with CPUs and GPUs. Our studies show that by introducing
heterogeneous memories, we achieve 80% performance and 43-48% cost reduction for key-
value stores and up to 8× training host and power reduction for recommendation systems.
For integrated CPU-GPU, we build lightweight software and hardware mechanisms to
manage the shared cache, interconnect, and memory controller using collaborative patterns
of applications and achieve 25% performance improvements on average.
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