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that has been affected by the π donor or π acceptor interaction. Image adapted from Lawrance (2010).\textsuperscript{43}

**Figure 2.4.** Electronic configuration of the lanthanide series. Image reproduced from Walsh (2006).\textsuperscript{45}

**Figure 2.5.** (a) Photoelectric effect, in which the X-ray with the same energy as the core electron is absorbed and the core electron is ejected as a photo-electron into the continuum of the sample. (b) X-ray fluorescence, in which the core hole is filled by a higher level core electron, which in turn ejects an X-ray of well-defined energy ($K_\alpha$ or $K_\beta$) depending on the level of the higher level core electron. (c) Auger effect, in which a higher energy electron fills the core hole and another photo-electron is ejected into the continuum. The K, L, and M labels refer to different absorption edges, which align with energies of the core electron of the central atom. Image adapted from Newville (2004).\textsuperscript{56}

**Figure 2.6.** (a) XAS absorption spectrum of the FeO crystal, (b) EXAFS data of the FeO crystal in the $k$ space, (c) $k^2$ weighted EXAFS data of the FeO crystal in the $k$ space, and (d) EXAFS data of the FeO crystal in the $R$ space (magnitude). Image adapted from Newville (2004).\textsuperscript{56}

**Figure 2.7.** Example CV for generic species $O$ and $R$, with $I_{p,c}$, $I_{p,a}$, and $\Delta E_p$ labeled. Image adapted from Bard and Faulkner (2001).\textsuperscript{71}

**Figure 2.8.** Nyquist plot for Pt RDE in 2 M H$_2$SO$_4$ solution with 50 mM total cerium ions, at open circuit voltage (OCV), frequency range: 500 kHz to 100 mHz. The inset demonstrates a Randles circuit with Warburg impedance, $W$. Image of Randles circuit adapted from Lacey (2020).\textsuperscript{73}

**Figure 2.9.** For a polycrystalline Pt electrode in 0.5 M H$_2$SO$_4$, (a) CV of the non-Faradaic region for a series of scan rates, and (b) the difference in anodic and cathodic current in the middle of the potential range as a function of scan rate, from which the double layer capacitance can be extracted. Images adapted from Lukaszewski et al. (2016).\textsuperscript{77}

**Figure 2.10.** Example of a CV in which the HUPD region is clearly shown between 0.05 V vs. RHE and 0.3 V vs. RHE for a polycrystalline Pt electrode in 0.5 M H$_2$SO$_4$. Image adapted from Lukaszewski et al. (2016).\textsuperscript{77}

**Figure 2.11.** For the Pt electrode, 0.05 M total cerium concentration, (a) steady state current densities measured as a function of fixed potential, and (b) resulting Tafel plot. Red line represents linear fit of Tafel plot in appropriate potential region to obtain $i_0$.\textsuperscript{76}

**Figure 2.12.** Free energy curves $G_0$ as a function of reaction coordinate $q$ from Marcus theory for a generic oxidation reaction. The reorganization energies for the cathodic ($\lambda_{MT,c}$) and anodic ($\lambda_{MT,a}$) reactions are labeled on the plot, as is the reaction Gibbs free energy $\Delta G_{MT}$. Image adapted from Henstridge et al. (2012).\textsuperscript{85}

**Figure 3.1.** For a 1 MW VRFB: (a) discharge and charge voltage as a function of current density. (b) LCOE (light blue solid line) and levelized GHGs (green dashed line) as a function of current density for 4-hour discharge time, with minima for both LCOE and LGHG indicated. (c)
Minimized LCOE and (d) minimized levelized GHGs for 4-, 8-, 12-hour discharge time. Current densities for each minimized value are indicated. LCOE and LGHG contributions from energy dependent material (Capital.E and GHGEn., blue), power dependent material (Capital.P and GHGPow., gray), and electricity (Elec. and GHGElec., orange) indicated. LGHG and LCOE values are calculated assuming average U.S. electricity grid mix.

Figure 3.2. For 12-hour discharge: (a) LCOE for VRFB (light blue solid line) and Ce-V RFB (dark orange solid line), and (b) levelized GHGs for VRFB (green dashed line) and Ce-V RFB (indigo dashed line) as a function of current density, with minima for LCOE in (a) and LGHG in (b) indicated with circle and triangle markers, respectively.

Figure 3.3. When minimizing LCOE: (a) 1 MW, 12-hour discharge VRFB (solid) and Ce-VRBs (dashed) LCOE, with contributions from energy-dependent capital (Capital.E, blue), power-dependent capital (Capital.P, gray), and electricity costs (Elec., orange). Component breakdown of LCOE for (b) VRFB and (c) Ce-V RFB. Other energy-dependent components include: acids for positive and negative electrolyte, electrolyte tanks, pumps, and flow meters. Other power-dependent components include: end plates, membrane electrode assembly, gaskets, and PCS. Other electricity components include the overvoltages associated with the charge and discharge mass transport for both the positive and negative electrodes. (d) 1 MW, 12-hour discharge VRFB and Ce-V RFB LGHG with contributions from energy-dependent material (GHGEn., blue), power-dependent material (GHGPow., gray), and electricity emissions (GHGElec., orange). Component breakdown of LGHG for (e) VRFB and (f) Ce-V RFB. All values calculated assuming average U.S. electricity grid mix.

Figure 3.4. When minimizing LGHG: (a) 1 MW, 12-hour discharge VRFB (solid) and Ce-V RFBs (dashed) LCOE with contributions from energy-dependent capital (Capital.E, blue), power-dependent capital (Capital.P, gray), and electricity costs (Elec., orange). Component breakdown of LCOE for (b) VRFB and (c) Ce-V RFB. (d) 1 MW, 12-hour discharge VRFB and Ce-V RFB LGHG with contributions from energy-dependent material (GHGEn., blue), power-dependent material (GHGPow., gray), and electricity emissions (GHGElec., orange). Component breakdown of LGHG for (e) VRFB and (f) Ce-V RFB. All values calculated assuming average U.S. electricity grid mix.

Figure 3.5. (a) LGHG when LCOE is minimized for 1 MW delivery power for 12 hours for coal, U.S. mix, natural gas, pure renewable for VRFB (solid) and Ce-V (dashed) batteries. Emissions broken down between energy dependent material (GHGEn., blue), power dependent material (GHGPow., gray), and electricity emissions (GHGElec., orange). Optimal current densities to achieve minimum LCOE included in panel, and minimum LCOE for each scenario is listed in blue. For 1 MW, 12-hour (b) VRFB and (c) Ce-V RFB, LCOE (light blue) and LGHG (green) as a function of current density for average U.S. electricity grid and 100% renewable electricity grid. LCOE (circle) and LGHG (triangle) minima are included in (b) and (c) for average U.S. grid (filled) and 100% renewables (unfilled) cases.

Figure 3.6. Minimized LCOE and corresponding LGHGs (green triangles) for different carbon tax scenarios, with optimal current densities indicated, for (a) VRFB and (b) Ce-V RFB with 12-hour discharge. LCOE and LGHGs (dashed green line) as a function of current density for: no carbon tax (solid light blue line), $50/tonne CO₂ carbon tax (dashed purple line), and $150/tonne
CO$_2$ carbon tax (dotted black line) scenarios, for (c) VRFB and (d) Ce-V RFB with 12-hour discharge. The dots in (c) and (d) represent LCOE minima for each carbon tax scenario........ 137

**Figure 3.7.** For 1 MW delivery power with 12-hour delivery and average U.S. electricity mix, sensitivity of (a) VRFB LCOE, (b) VRFB LGHG, (c) Ce-V RFB LCOE, and (d) Ce-V RFB LGHG to a 20% increase (red) or 20% decrease (blue) change in parameter, unless otherwise noted. Parameters include V$^{4+/5+}$ redox potential, V$^{4+/5+}$ charge Tafel slope, V$^{4+/5+}$ discharge Tafel slope, V$^{4+/5+}$ exchange current density, V$^{4+/5+}$ solubility, V$^{2+/3+}$ redox potential, V$^{2+/3+}$ charge Tafel slope, V$^{2+/3+}$ exchange current density, V$^{2+/3+}$ solubility, V$_2$O$_5$ cost and CO$_2$ intensity, Ce$^{3+/4+}$ redox potential, roundtrip faradaic efficiency, Ce$^{3+/4+}$ charge Tafel slope, Ce$^{3+/4+}$ discharge Tafel slope, Ce$^{3+/4+}$ exchange current density, Ce$^{3+/4+}$ solubility, and CeO$_2$ cost and CO$_2$ intensity. .......................................................... 139

**Figure 3.8.** For 1 MW delivery power with 12-hour delivery and 100% renewables, sensitivity of (a) VRFB LCOE, (b) VRFB LGHG, (c) Ce-V RFB LCOE, and (d) Ce-V RFB LGHG to a 20% increase (red) or 20% decrease (blue) change in parameter, unless otherwise noted. Parameters include V$^{4+/5+}$ redox potential, V$^{4+/5+}$ charge Tafel slope, V$^{4+/5+}$ discharge Tafel slope, V$^{4+/5+}$ exchange current density, V$^{4+/5+}$ solubility, V$^{2+/3+}$ redox potential, V$^{2+/3+}$ charge Tafel slope, V$^{2+/3+}$ discharge Tafel slope, V$^{2+/3+}$ exchange current density, V$^{2+/3+}$ solubility, V$_2$O$_5$ cost and CO$_2$ intensity, Ce$^{3+/4+}$ redox potential, roundtrip faradaic efficiency, Ce$^{3+/4+}$ charge Tafel slope, Ce$^{3+/4+}$ discharge Tafel slope, Ce$^{3+/4+}$ exchange current density, Ce$^{3+/4+}$ solubility, and CeO$_2$ cost and CO$_2$ intensity. ................................................................................. 146

**Figure 4.1.** The magnitude component of k$^2$·χ(R) Fourier transformed EXAFS spectra of the L$_3$-edge of Ce for (a) 0.1 M Ce$^{3+}$ in TFSA (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M TFSA), HCl (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M HCl), and MSA (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M MSA) and (b) 0.1 M Ce$^{3+}$ in H$_2$SO$_4$ (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M H$_2$SO$_4$), HNO$_3$ (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M HNO$_3$), and Ce$^{3+}$ in MSA. Plots of the k$^2$ weighted EXAFS data in the k space for Ce$^{3+}$ in all five experimentally considered acids are included in Appendix A. (c) DFT-predicted Gibbs free energy of [Ce(H$_2$O)$_{11}$]$^{3+}$ structures containing different numbers of water molecules (x) in their first-coordination shell (x = 5–10) in pure water. Inset: structure of Ce$^{3+}$ surrounded by nine water molecules in a tricapped trigonal prismatic geometry. Atom color legend: oxygen = red; cerium = beige; hydrogen = white. (d) Predicted change in Gibbs free energy of [Ce(H$_2$O)$_{11}$]$^{3+}$ due to anion complexation in seven different acids. For sulfuric acid, two anions are considered (H$_2$SO$_4$ and SO$_4^{2-}$). Each species was set to have a concentration of 1 M, except water was set to 55 M. Positive values correspond to unfavorable complexation at standard conditions. ................................................................................. 167

**Figure 4.2.** XANES of the Ce L$_3$-edge of Ce$^{3+}$ (0.05 M Ce$_2$(CO$_3$)$_3$) in 2 M TFSA, 2 M HCl, 2 M MSA, 2 M H$_2$SO$_4$, and 2 M HNO$_3$. ........................................................................................................................................... 168

**Figure 4.3.** UV-Vis absorbance as a function of wavelength at room temperature (T = 23 ± 1 °C) of (a) Ce$^{3+}$ spectra for MSA (3 mM Ce$^{3+}$ + 2 M MSA) and TFSA (3 mM Ce$^{3+}$ + 2 M TFSA) using both a 10 mm cuvette, and HCl (30 mM Ce$^{3+}$ + 0.5 M HCl) using a 1 mm cuvette—the higher concentration of 30 mM Ce$^{3+}$ was used to increase the signal to noise in 0.5 M HCl because the chloride ion absorbs strongly at the low wavelength regions of light; (b) Ce$^{3+}$ spectra for MSA and H$_2$SO$_4$ (3 mM Ce$^{3+}$ + 2 M H$_2$SO$_4$) using a 10 mm cuvette, and HNO$_3$ (30 mM Ce$^{3+}$ + 0.5 M HNO$_3$) using a 1 mm cuvette; (c) Ce$^{3+}$ in HNO$_3$ spectrum (30 mM Ce$^{3+}$ + 0.5 M HNO$_3$) as well as 0.5 M
HNO$_3$ spectrum both using a 1 mm cuvette; and (d) Ce$^{3+}$ spectrum for MSA (3 mM Ce$^{3+}$ + 2 M MSA) as well as Ce$^{3+}$ spectra for H$_2$SO$_4$ (3 mM Ce$^{3+}$ + 2 M H$_2$SO$_4$) with increasing sulfate concentration (0 to 0.4 M Na$_2$SO$_4$) in wavelength region of 250 to 310 nm, using a 10 mm cuvette. Inset in (d) shows magnified portion between 280 and 310 nm. All spectra were obtained by adding Ce$_2$(CO$_3$)$_3$ to acid and venting CO$_2$ out of the electrolyte. ......................................................... 169

**Figure 4.4.** (a) DFT-predicted $\Delta G_{\text{complex}}$ of Ce$^{3+}$ to form [Ce(H$_2$O)$_9$-(anion)$_x$]$^{3-x\alpha}$ with $x = 1$ or 2. (b) DFT-predicted structures for [Ce(H$_2$O)$_7$-(anion)$_2$]$^{3-2\alpha}$, where $\alpha$ is the charge of the anion. ............................................................................................................. 171

**Figure 4.5.** EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M MSA and a fit with a Ce-O shell plotted in (a) $k^2\cdot\chi(R)$ Fourier transformed space (magnitude), and (b) Fourier transformed space (imaginary). EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M H$_2$SO$_4$ and fit with a Ce-O shell in the (c) Fourier transformed space (magnitude) and (d) $k^2\cdot\chi(R)$ Fourier transformed space (imaginary). EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M HNO$_3$ and fit with a Ce-O shell in the (e) $k^2\cdot\chi(R)$ Fourier transformed space (magnitude) and (f) $k^2\cdot\chi(R)$ Fourier transformed space (imaginary). All Ce sources were Ce$_2$(CO$_3$)$_3$. Inset geometries are the optimized structure of [Ce(H$_2$O)$_9$]$^{3+}$ from DFT, that were also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å$^{-1}$ in the k space. ......................................................... 173

**Figure 4.6.** (a) XANES of the L$_3$-edge of Ce for 0.1 M Ce$^{4+}$ in H$_2$SO$_4$ (0.1 M Ce(SO$_4$)$_2$ + 2 M H$_2$SO$_4$), 0.1 M Ce$^{3+}$ in H$_2$SO$_4$ (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M H$_2$SO$_4$), and a solid CeO$_2$ standard. (b) The magnitude component of $k^2\cdot\chi(R)$ Fourier transformed EXAFS spectra of the L$_3$-edge of Ce for 0.1 M Ce$^{4+}$ in H$_2$SO$_4$, 0.1 M Ce$^{3+}$ in H$_2$SO$_4$, and a CeO$_2$ standard. The CeO$_2$ standard has been corrected for self-absorption. The CeO$_2$ and Ce$^{4+}$ EXAFS data is $k^3$ weighted before being fit due to uncertainty in the value of Ce$^{4+}$ $E_0$. Plots of the $k^3$ weighted EXAFS data in the k space for Ce$^{4+}$ in H$_2$SO$_4$ as well as the CeO$_2$ standard are included in Appendix A................................. 178

**Figure 4.7.** EXAFS spectra of the Ce L$_3$-edge for CeO$_2$ along with a fit using two Ce-O shells and a Ce-Ce shell plotted in (a) $k^3\cdot\chi(R)$ Fourier transformed space (magnitude), (b) $k^3\cdot\chi(R)$ Fourier transformed space (imaginary), and (c) $k^3\cdot\chi(R)$ Fourier transformed space (real). The fitting window in the R space was 1.5 to 4.6 Å, and 3.0 to 9.7 Å$^{-1}$ in the k space. The CeO$_2$ standard has been corrected for self-absorption. ......................................................... 179

**Figure 4.8.** EXAFS spectra of the L$_3$ edge of Ce for 0.1 M Ce$^{4+}$ in 2 M H$_2$SO$_4$, as well as a fit with a Ce-O shell, both plotted in the $k^3$ weighted (a) Fourier transformed space (magnitude), (b) Fourier transformed space (imaginary), and the (c) Fourier transformed space (real).The fitting window in the R space was 1.4 to 2.2 Å, and 3.0 to 9.7 Å$^{-1}$ in the k space. ................................. 179

**Figure 4.9.** (a) DFT-predicted Gibbs free energy of [Ce(H$_2$O)$_n$]$^{4+}$ structures containing different numbers of water molecules ($x$) in their first-coordination shell ($x = 5–10$) in pure water. Inset is the structure of the [Ce(H$_2$O)$_9$]$^{4+}$ from DFT. (b) Predicted change in Gibbs free energy of [Ce(H$_2$O)$_9$]$^{4+}$ due to anion complexation ($\Delta G_{\text{complex}}$) in different acids. The change in Gibbs free energy reported for the exchange of one water molecule with one anion was calculated using DFT assuming an anion concentration of 1 M and water at 55 M (circles). Experimental Gibbs free energies (squares) were calculated from standard redox potentials reported in literature (Appendix C) using the Nernst equation (Eq. 4.9). Note that the experimental free energy of sulfuric acid

xix
includes both sulfate and bisulfate anions, which are at equilibrium concentrations of 0.01 M and 0.99 M, respectively. (c) Predicted structures of various Ce\(^{4+}\) complexes with anions corresponding to the anion exchange free energies in (b). Atom color legend: beige = cerium, red = oxygen, white = hydrogen, yellow = sulfur, gray = carbon, pear-green = fluorine, blue = nitrogen. 181

**Figure 4.10.** (a) DFT-predicted complexation free energy (\(\Delta G_{\text{complex,DFT}}\)) for [Ce(H\(_2\)O)\(_{9-x}\)(anion)\(_x\)]\(^{3+}\) with \(x = 1\) or 2. (b) DFT-predicted structures for [Ce(H\(_2\)O)\(_7\)(anion)\(_2\)]\(^{4-}\), where \(\alpha\) is the charge of the anion. 183

**Figure 4.11.** UV-Vis absorbance as a function of wavelength at room temperature (23 ± 1 °C) for (a) Ce\(^{4+}\) spectra for MSA, H\(_2\)SO\(_4\), and HCl, obtained by adding specified cerium salt to acid and, for MSA and HCl solutions, venting CO\(_2\) and oxidizing Ce\(^{3+}\) fully to Ce\(^{4+}\); (b) Ce\(^{4+}\) spectra (0.25 mM Ce\(_2\)(CO\(_3\))\(_3\)) for a series of MSA/H\(_2\)SO\(_4\) solutions, with X:Y indicating X M H\(_2\)SO\(_4\) and Y M MSA. (c) Absorbance intensity at a wavelength of 210 nm of 0.25 mM Ce\(^{4+}\) spectra for a series of MSA/H\(_2\)SO\(_4\) solutions including those in (b), as a function of the ratio of H\(_2\)SO\(_4\):MSA concentration. The absorbance intensity in pure H\(_2\)SO\(_4\) and pure MSA are shown by solid and dashed lines, respectively. (d) Absorbance at wavelength 320 nm of 0.25 mM Ce\(^{4+}\) spectra for a series of MSA/H\(_2\)SO\(_4\) solutions including those in (b), as a function of the ratio of H\(_2\)SO\(_4\):MSA concentration. 185

**Figure 4.12.** Molar extinction coefficient (absorbance normalized by cuvette pathlength and concentration) as function of wavelength at room temperature (23.3 °C) from UV-Vis spectra for Ce\(^{4+}\) at several concentrations of Ce(SO\(_4\))\(_2\) in 2 M H\(_2\)SO\(_4\): 0.1 mM, 0.5 mM, 1 mM, 5 mM, and 10 mM Ce(SO\(_4\))\(_2\), obtained by adding cerium sulfate to acid and stirring 24 hours to dissolve all particles. Spectra collected in cuvette with a pathlength of either 1 mm or 10 mm cuvette (1 mm pathlength used for concentrations higher than 5 mM Ce\(^{4+}\)). 186

**Figure 5.1.** Koutecký-Levich analysis of Ce\(^{3+}/Ce^{4+}\) kinetics on Pt RDE. (a) Koutecký-Levich plot for Pt RDE in 2 M H\(_2\)SO\(_4\)/0.05 M Ce solution (0.02 M Ce\(^{4+}\)), (b) Tafel plot for Pt RDE in 2 M H\(_2\)SO\(_4\)/0.05 M Ce solution (0.02 M Ce\(^{4+}\)) using kinetically limited current densities, extracted from the Koutecký-Levich plot in (a), and (c) Tafel plot for Pt RDE in 2 M H\(_2\)SO\(_4\)/0.05 M Ce solution (0.02 M Ce\(^{4+}\)) using measured steady state current densities. 207

**Figure 5.2.** Ce K-edge \(k^2\)-\(\chi\)(R) EXAFS and fits for different Ce\(^{3+}\) species. (a) CeCl\(_3\)-7H\(_2\)O standard (orange solid line) with fit (red dashed line), and Ce-O and Ce-Cl path contributions (shifted in y-axis). (b) 0.025 M Ce\(_2\)(CO\(_3\))\(_3\) in 2 M H\(_2\)SO\(_4\) (blue solid line) with fit using Ce-O path (red dashed line). Inset structure shows [Ce\(^{III}\)(H\(_2\)O)\(_8\)]\(^{3+}\) from a molecular dynamics (MD) snapshot. (c) 0.025 M Ce\(_2\)(CO\(_3\))\(_3\) in 2 M H\(_2\)SO\(_4\) (blue solid line), 2 M MSA (black solid line), and in 2 M TFSA (light green solid line). Insets are zoomed in portions of the EXAFS spectra. (d) Simulated MD-EXAFS of [Ce\(^{III}\)(H\(_2\)O)\(_9\)]\(^{3+}\) (blue solid line) and [Ce\(^{III}\)(H\(_2\)O)\(_8\)(SO\(_4\))\(^{−}\)] (brown solid line) for comparison to experimental data in (a)–(c). Insets are zoomed in portions of the EXAFS spectra. 214

**Figure 5.3.** Ce K-edge \(k^2\)-\(\chi\)(R) EXAFS and fits of Ce\(^{3+}\) in H\(_2\)SO\(_4\), TFSA, and MSA with Ce-O scattering path. Ce K-edge EXAFS of 0.025 M Ce\(_2\)(CO\(_3\))\(_3\) in 2 M H\(_2\)SO\(_4\) (blue solid line) with fit (red dashed line) using a Ce-O scattering pathway in the (a) R space (imaginary), (b) k space, and (c) R space (magnitude). Ce K-edge EXAFS of 0.025 M Ce\(_2\)(CO\(_3\))\(_3\) in 2 M TFSA (green solid...
line) with fit (red dashed line) using a Ce-O scattering pathway in the (d) R space (imaginary), (e) k space, and (f) R space (magnitude). Ce K-edge EXAFS of 0.025 M Ce₂(CO₃)₃ in 2 M MSA (black solid line) with fit (red dashed line) using a Ce-O scattering path in the (g) R space (imaginary), (h) k space, and (i) R space (magnitude).

**Figure 5.4. Ce K- and L₃-edge k²χ(R) EXAFS and fits for different Ce³⁺ and Ce⁴⁺ species.** (a) 0.025 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) and 0.025 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ in 2 M H₂SO₄ (dark green solid line), with inset showing zoomed in region of spectra. (b) Simulated MD-EXAFS of [Ce³⁺(H₂O)₉]³⁺ (blue solid line), [Ce⁴⁺(H₂O)₉]⁴⁺ (gray solid line), and [Ce⁴⁺(H₂O)₈(SO₄)]²⁺ (dark green solid line), with inset showing zoomed in region of spectra, and green-colored ΔCe-O distance representing the shift in Ce-O distance from MD-EXAFS [Ce³⁺(H₂O)₉]³⁺ to [Ce⁴⁺(H₂O)₈(SO₄)]²⁺ and gray-colored ΔCe-O distance representing the shift in Ce-O distance from MD-EXAFS [Ce³⁺(H₂O)₉]³⁺ to [Ce⁴⁺(H₂O)₉]⁴⁺. (c) Simulated MD-EXAFS of [Ce⁴⁺(H₂O)₈(SO₄)]²⁺ (dark green solid line) and [Ce⁴⁺(H₂O)₈(SO₄)]²⁺ with paths associated with sulfate scattering removed (light green solid line), with inset showing zoomed in region of spectra. (d) 0.025 M Ce₂(CO₃)₃ oxidized to Ce³⁺ in 2 M H₂SO₄ (dark green solid line) with best fit (red dashed line), and Ce-O and Ce-S path contributions (shifted in y-axis). Inset is the proposed [Ce⁴⁺(H₂O)₆(HSO₄)₃]¹⁺ structure. (e) 0.025 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ (orange solid line) and 0.05 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ (dark green solid line), both in 2 M H₂SO₄, with inset showing zoomed in region of spectra. (f) Simulated MD-EXAFS of [Ce⁴⁺(H₂O)₈(SO₄)]²⁺ (dark green solid line) and [(H₂O)₆Ce⁴⁺-Ce⁴⁺(H₂O)₈]⁸⁺ (purple solid line), with inset showing zoomed in region of spectra.

**Figure 5.5. DFT-predicted free energies of different Ce⁴⁺ complexes.** Free energy change for Ce⁴⁺ anion-complexation relative to Ce⁴⁺ coordination with nine water molecules as a function of (a) number of sulfates complexed, and (b) number of bisulfates complexed.

**Figure 5.6. Tafel analysis of Ce³⁺/Ce⁴⁺ kinetic measurements on Pt and glassy carbon electrode surfaces.** Kinetic measurements and fit (solid line) using the Butler-Volmer equation of the Ce³⁺/Ce⁴⁺ redox couple. Exchange current densities, i₀, extracted from Tafel plots as a function of Ce⁴⁺ concentration for (a) Pt RDE and (d) GC RDE. iₒ extracted from Tafel plots as a function of temperature for (b) Pt RDE and (e) GC RDE. Cathodic Tafel slopes as a function of Ce⁴⁺ concentration for (c) Pt RDE and (f) GC RDE. Ce⁴⁺ concentrations were determined by titration. Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. Data in (a), (c), (d), and (f) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (e) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.026 M and 0.025 M, respectively. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. Measurements were done at 2000 rpm of the RDE where mass transport is not limiting. The rate constant kₒ, cathodic charge transfer coefficient α, and activation energy Eₐ were obtained through minimizing the normalized mean square error (NMSE) of the data.

**Figure 5.7. Cathodic Tafel slope dependence on temperature for the (a) Pt (blue circles) and (b) glassy carbon (orange triangles) rotating disk electrode.** Cathodic Tafel slopes for the Pt and GC RDE extracted from Tafel plots as a function temperature at Ce⁴⁺ concentration of 0.025 M and 0.025 M, respectively. Tafel slopes fit using the Butler-Volmer equation (solid line). Reported
values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least 15 minutes before measurements were collected and blanketing with nitrogen was continued throughout the measurement collection. All data were collected at 2000 rpm of the RDE. Solid line is the fit to the data from the Butler-Volmer equation. The cathodic charge transfer coefficient $\alpha$ was obtained through minimizing the normalized mean square error of the data.

Figure 5.8. Proposed CE Mechanism and fit of rate law to kinetic data on Pt assuming the electron transfer step (E) is rate-determining. (a) Free energy profiles at the equilibrium Ce$^{3+}$/Ce$^{4+}$ potential ($U = U^*$) in H$_2$SO$_4$ for the three species involved in the proposed CE mechanism for Ce$^{3+}$/Ce$^{4+}$ charge transfer: [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^+$ (green solid line), [Ce$^{IV}$(H$_2$O)$_9$]$^{3+}$ (gray solid line), and [Ce$^{III}$(H$_2$O)$_9$]$^{3+}$ (light blue solid line). Parabolas represent the free energies of the species as a function of reaction coordinate, as defined through Marcus theory. The Ce$^{3+}$/Ce$^{4+}$ electron transfer is described by the reorganization energy $\lambda_2$ and the transition state free energy, $\Delta G_2^\ddagger$, and the ligand exchange is described by equilibrium constant $K_1$. We propose electron transfer between [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$ and [Ce$^{III}$(H$_2$O)$_9$]$^{3+}$ is the RDS, i.e., [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^+$ and [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$ are quasi-equilibrated. (b)-(c) Fit (dark blue solid line) of the Ce$^{3+}$/Ce$^{4+}$ exchange current densities (blue circles) in the 0.05 M Ce/2 M H$_2$SO$_4$ solution on the Pt RDE using the rate law in Eq. 5.6 derived for the CE mechanism assuming $E$ is RDS as a function of (b) Ce$^{4+}$ concentration and (c) temperature. (d) Fit (blue solid line) of the Ce$^{3+}$/Ce$^{4+}$ cathodic Tafel slopes (blue circles) on the Pt RDE using the rate law in Eq. 5.6 derived for the CE mechanism assuming the $E$ is RDS as a function of Ce$^{4+}$ concentration. All fits of the data in (b)-(d) were obtained through minimizing the NMSE of the data.

Figure 6.1. UV-Vis spectra of Ce$^{3+}$ prepared from Ce$_2$(CO$_3$)$_3$ at a variety of concentrations in (a) 2 M MSA, and (b) 2 M H$_2$SO$_4$.

Figure A.1. UV-Vis absorbance as a function of wavelength at room temperature (T = 23 ± 1 °C) of (a) Ce$^{3+}$ solutions in 2 M TFSA prepared from a triflate precursor (3 mM Ce(CF$_3$SO$_3$)$_3$ + 2 M TFSA), a carbonate precursor (1.5 mM Ce$_2$(CO$_3$)$_3$ + 2 M TFSA), and a combined triflate-carbonate precursor (1.5 mM Ce(CF$_3$SO$_3$)$_3$ + 0.75 mM Ce$_2$(CO$_3$)$_3$ + 2 M TFSA); (b) Ce$^{3+}$ solutions in 2 M H$_2$SO$_4$ prepared from a carbonate precursor (1.5 mM Ce$_2$(CO$_3$)$_3$ + 2 M H$_2$SO$_4$) and a sulfate precursor (3 mM Ce(SO$_4$)$_2$ + 2 M H$_2$SO$_4$), which was then reduced electrochemically to Ce$^{3+}$; (c) Ce$^{3+}$ solutions in 2 M TFSA prepared from a carbonate precursor (1.5 mM Ce$_2$(CO$_3$)$_3$ + 2 M TFSA) before and after sparging with N$_2$ gas for 5 hours, and; (d) solutions of sodium carbonate in 2 M TFSA (4.5 mM Na$_2$CO$_3$ + 2 M TFSA) before and after sparging with N$_2$ gas for 5 hours as well as a Ce$^{3+}$ solution in 2 M triflic acid prepared from the carbonate precursor (1.5 mM Ce$_2$(CO$_3$)$_3$ + 2 M TFSA) and a Ce$^{3+}$ solution in 2 M TFSA prepared with the carbonate precursor with added sodium carbonate (1.5 mM Ce$_2$(CO$_3$)$_3$ + 4.5 mM Na$_2$CO$_3$ + 2 M TFSA).

Figure A.2. Comparison of EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M MSA with and without correction for Multi-Electron Excitation (MEE) effects as well as their corresponding EXAFS fits with one Ce-O shell plotted in (a) $k^2\chi(R)$ Fourier transformed space (magnitude), (b) $k^2\chi(R)$ Fourier transformed space (imaginary), and (c) $k^2\chi(R)$ Fourier transformed space (real). The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å$^{-1}$ in the k space.
Figure A.3. EXAFS spectra of the Ce L3-edge plotted in k space (k² weighted) for 0.1 Ce³⁺ (0.05 M Ce₂(CO₃)₃) in (a) 2 M MSA, (b) 2 M TFSA, (c) 2 M HCl, (d) 2 M H₂SO₄, (e) HNO₃.............. 284

Figure A.4. The real component of k²·χ(R) Fourier transformed EXAFS spectra of the L₃ edge of Ce and a fit with a Ce-O shell for 0.1 M Ce³⁺ in (a) 2 M MSA, (b) 2 M H₂SO₄, and (c) 2 M HNO₃. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å⁻¹ in the k space. .......... 285

Figure A.5. EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M MSA and a fit with a Ce-O shell and a Ce-H shell plotted in (a) k²·χ(R) Fourier transformed space (magnitude), (b) k²·χ(R) Fourier transformed space (imaginary), and (c) k²·χ(R) Fourier transformed space (real). EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M H₂SO₄ and fit with a Ce-O shell and a Ce-H shell in the (d) Fourier transformed space (magnitude), (e) k²·χ(R) Fourier transformed space (imaginary), and (f) Fourier transformed space (real). EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M HNO₃ and fit with a Ce-O shell and a Ce-H shell in the (g) Fourier transformed space (magnitude), (h) k²·χ(R) Fourier transformed space (imaginary), and (i) Fourier transformed space (real). All Ce sources were Ce₂(CO₃)₃. Inset geometries are the optimized structure of Ce[OH₃]Cl⁺ from DFT, that were also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å⁻¹ in the k space................................. 286

Figure A.6. EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M HCl and a fit with a Ce-O shell and a Ce-Cl shell plotted in (a) k²·χ(R) Fourier transformed space (magnitude), (b) k²·χ(R) Fourier transformed space (imaginary), and (c) k²·χ(R) Fourier transformed space (real). EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M TFSA and fit with a Ce-O shell and a Ce-Cl shell in the (d) Fourier transformed space (magnitude), (e) k²·χ(R) Fourier transformed space (imaginary), and (f) Fourier transformed space (real). EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M MSA and fit with a Ce-O shell and a Ce-Cl shell in the (g) Fourier transformed space (magnitude), (h) k²·χ(R) Fourier transformed space (imaginary), and (i) Fourier transformed space (real). All Ce sources were Ce₂(CO₃)₃. Inset geometries are the optimized structure of Ce[OH₃]Cl⁺ from DFT, that were also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å⁻¹ in the k space......................... 288

Figure A.7. EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M H₂SO₄ and a fit with a Ce-O shell and a Ce-S shell plotted in (a) k²·χ(R) Fourier transformed space (magnitude), (b) k²·χ(R) Fourier transformed space (imaginary), and (c) k²·χ(R) Fourier transformed space (real). EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M H₂SO₄ and fit with a Ce-O shell, a Ce-S shell, and a Ce-S-O shell in the (d) Fourier transformed space (magnitude), (e) k²·χ(R) Fourier transformed space (imaginary), and (f) Fourier transformed space (real). EXAFS spectra of the Ce L₃-edge for 0.1 M Ce³⁺ in 2 M H₂SO₄ and fit with a Ce-O shell, a Ce-S shell, and a Ce-O-S-O shell in the (g) Fourier transformed space (magnitude), (h) k²·χ(R) Fourier transformed space (imaginary), and (i) Fourier transformed space (real). The Ce source was Ce₂(CO₃)₃. Inset geometries are the optimized structure of Ce[(H₂O)₈SO₄]⁺ from DFT that was also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 4.0 Å, and 1.5 to 9.7 Å⁻¹ in the k space. 291

Figure A.8. Ce K-edge k²·χ(R) EXAFS and fit of CeCl₃·7H₂O standard. (a) CeCl₃·7H₂O standard (orange solid line) with fit (red dashed line) in the k space. (b) CeCl₃·7H₂O standard (orange solid line) with fit (red dashed line) and Ce-O and Ce-Cl path contributions (shifted in y-axis) in the R space (magnitude)................................................................. 293
Figure A.9. Ce L3-edge k²-χ(R) EXAFS and fit of CeCl₃-7H₂O standard. (a) Imaginary component of Ce L3-edge EXAFS in the R space of CeCl₃-7H₂O standard (orange solid line) with fit (red dashed line), and Ce-O and Ce-Cl path contributions (shifted in y-axis). (b) Ce L₃-edge EXAFS of CeCl₃-7H₂O standard (orange solid line) with fit (red dashed line) in the k space. (c) Magnitude component of Ce L₃-edge EXAFS in the R space of CeCl₃-7H₂O standard (orange solid line) with fit (red dashed line), and Ce-O and Ce-Cl path contributions (shifted in y-axis). .....

Figure A.10. Ce K-edge k²-χ(R) EXAFS and co-fit of 0.05 M Ce⁴⁺ in 2 M H₂SO₄ with a Ce-O scattering path. (a) Ce K-edge EXAFS in the k space of 0.025 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) with co-fit with L₃-edge (red dashed line) using a Ce-O scattering path. (b) Magnitude component Ce K-edge EXAFS in the R space of 0.025 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) with co-fit (red dashed line) using a Ce-O scattering path. Results of co-fit at Ce L₃-edge are included in Fig. A.11.................................................................

Figure A.11. Ce L₃-edge k²-χ(R) EXAFS and co-fit of 0.1 M Ce⁴⁺ in 2 M H₂SO₄ with a Ce-O scattering path. Ce L₃-edge EXAFS of 0.05 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) with co-fit with K-edge (red dashed line) using a Ce-O scattering path, in the (a) R space (imaginary), with inset structure showing [CeIII(H₂O)₉]³⁺ from a MD-EXAFS snapshot, (b) k space, and (c) R space (magnitude). Results of co-fit at Ce K-edge are included in Fig. A.10.................................

Figure A.12. (a) EXAFS spectra of the Ce L₃-edge for CeO₂ plotted in k space (k³ weighted). The CeO₂ standard has been corrected for self-absorption. (b) EXAFS spectra of the Ce L₃-edge for 0.1 M Ce⁴⁺ in 2 M H₂SO₄ plotted in k space (k³ weighted)............................................

Figure A.13. Ce L₃-edge k²-χ(R) EXAFS and fits for different Ce³⁺ and Ce⁴⁺ species. (a) 0.05 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue line) and 0.05 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ in 2 M H₂SO₄ (dark green solid line), (b) 0.05 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue line and additional 0.05 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ in 2 M H₂SO₄ (dark green solid line, “Ce⁴⁺ in varied [H₂SO₄]”), (c) simulated MD-EXAFS of [CeIII(H₂O)₉]³⁺ (blue solid line), [CeIV(H₂O)₉]⁴⁺ (gray solid line), and [CeIV(H₂O)₈(SO₄)]⁵⁺ (dark green solid line), (d) simulated MD-EXAFS of [CeIV(H₂O)₈(SO₄)]⁵⁺ (dark green solid line) and [CeIV(H₂O)₈(SO₄)]⁶⁺ with pathways associated with sulfate scattering removed (light green solid line), (e) 0.05 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ in 2 M H₂SO₄ (dark green solid line) with fit (red dashed line), and Ce-O and Ce-S path contributions (shifted in y-axis), and (f) additional 0.05 M Ce₂(CO₃)₃ oxidized to Ce⁴⁺ in 2 M H₂SO₄ (dark green solid line, “Ce⁴⁺ in varied [H₂SO₄]”) with fit (red dashed line), and Ce-O and Ce-S path contributions (shifted in y-axis)............................................................................300

Figure A.14. Ce K- and L₃-edge k²-χ(R) EXAFS and fits of CeO₂ standard. (a) Imaginary component of Ce K-edge EXAFS in the R space of CeO₂ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce- Ce path contributions (shifted in y-axis), (b) Ce K-edge EXAFS of CeO₂ standard (dark yellow solid line) in the k space, and (c) magnitude component of Ce K-edge EXAFS in the R space of CeO₂ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce- Ce path contributions (shifted in y-axis). (d) Imaginary component of Ce L₃-edge EXAFS in the R space of CeO₂ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce- Ce path contributions (shifted in y-axis), (e) Ce L₃-edge EXAFS of CeO₂ standard (dark yellow solid line) in the k space, and (f) magnitude...
component of Ce L3-edge EXAFS in the R space of CeO2 standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce-Ce path contributions (shifted in y-axis). ....... 301

**Figure B.1.** Effect of solvating the anion with explicit water on the change in Gibbs free energy of \([\text{Ce(H}_2\text{O)}_9]^{4+}\) due to anion complexation \((\Delta G_{\text{complex}})\). DFT-predicted \(\Delta G_{\text{complex}}\) for \([\text{Ce(H}_2\text{O)}_9]^{4+}\) in different acids with explicit+implicit or implicit water and compared with experimentally extracted values. The “explicit+implicit water” has the anion surrounded by 12 explicit water molecules and implicit COSMO solvation, whereas the “implicit water” has the anion modeled in only implicit COSMO solvation. .............................................. 305

**Figure B.2.** Effect of solvating the anion with explicit water on the change in Gibbs free energy of \([\text{Ce(H}_2\text{O)}_9]^{3+}\) due to anion complexation \((\Delta G_{\text{complex,}DFT})\). DFT-predicted \(\Delta G_{\text{complex,}DFT}\) for \([\text{Ce(H}_2\text{O)}_9]^{3+}\) in different acids with explicit+implicit or implicit water. The “explicit+implicit water” has the anion surrounded by 12 explicit water molecules and implicit COSMO solvation, whereas the “implicit water” has the anion modeled in only implicit COSMO solvation. ........... 305

**Figure B.3.** (a) DFT-predicted structures of the Ce\(^{3+}\) ion in pure water corresponding to **Figure 4.1c.** The \([\text{Ce(H}_2\text{O)}_9]^{3+}\) species is the thermodynamically most stable complex. (b) DFT-predicted structures of Ce\(^{3+}\) complexes in acidic electrolytes whose anion exchange free energies are reported in **Figure 4.1d.** Atom color legend: beige = cerium, red = oxygen, white = hydrogen, yellow = sulfur, gray = carbon, pear-green = fluorine, blue = nitrogen. ........................................ 306

**Figure B.4.** DFT-predicted structures of the Ce\(^{4+}\) ion in pure water corresponding to **Figure 4.9a.** The \([\text{Ce(H}_2\text{O)}_9]^{4+}\) species is predicted to be the thermodynamically most stable complex in pure water...................................................... 308
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**Figure D.1.** Exchange current densities for the Pt rotating disk electrode from charge transfer resistance \((R_{ct})\) method. Exchange current densities as a function of (a) Ce\(^{4+}\) concentration (based on titration) and (b) temperature, in 2 M H\(_2\)SO\(_4\) solution with total cerium concentration of 0.05 M. Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least 15 minutes before measurements were collected and blanketing with nitrogen was continued throughout the measurement collection. All reported measurements were done at 2000 rpm of the RDE. ........................................... 318

**Figure D.2.** Exchange current densities for the GC RDE from charge transfer resistance method. Exchange current densities as a function of (a) Ce\(^{4+}\) concentration (based on titration) and (b) temperature in 2 M H\(_2\)SO\(_4\) solution with total cerium concentration of 0.05 M. Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least
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Figure D.3. Fit of Pt and GC data to MT rate law. Fit of the MT rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce⁴⁺], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce⁴⁺], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.026 M. Solid blue lines are the fit to the data from the MT rate law. The reorganization energy λₘᵣ and preexponential factor Zₘᵣ in (a)-(d) were obtained through minimizing the NMSE of the Pt data (NMSE = 0.097). Fit of the MT rate law to the experimental data for GC (e) exchange current densities as a function of [Ce⁴⁺], (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of [Ce⁴⁺], and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.025 M. Solid orange lines are the fit to the data from the MT rate law. The reorganization energy λₘᵣ and preexponential factor Zₘᵣ in (e)-(h) were obtained through minimizing the NMSE of the GC data (NMSE = 0.084). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting. ........................................ 336

Figure D.4. Fit of Pt cathodic Tafel slope as a function of temperature with CE, E RDS rate law. Tafel slopes for the Pt RDE (blue circles) extracted from Tafel plots as a function temperature at Ce⁴⁺ concentration of 0.026 M and total Ce concentration of 0.05 M and fit using the CE, E RDS rate law (blue line). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least 15 minutes before measurements were collected and blanketing with nitrogen was continued throughout the measurement collection. All data were collected at 2000 rpm of the RDE. The reorganization energy λ₂ and equilibrium constant K₁ were obtained through minimizing the NMSE of the Pt data (NMSE = 0.049). .................................................. 337

Figure D.5. Fit of GC data to CE, E RDS rate law. Fit of the CE, E RDS rate law to the experimental data for GC (a) exchange current densities as a function of [Ce⁴⁺], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce⁴⁺], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.025 M. Solid orange lines are the fit to the data from the CE, E RDS rate law. The reorganization energy λ₂ and equilibrium constant K₁ were obtained through minimizing the NMSE of the GC data (NMSE = 0.065). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting. ........................................ 338
Figure D.6. Fit of Pt and GC data to CE, C RDS rate law. Fit of the CE, C RDS rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce\textsuperscript{4+}], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce\textsuperscript{4+}], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (e) collected at room temperature in 2 M H\textsubscript{2}SO\textsubscript{4} at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce\textsuperscript{4+} concentration of 0.026 M. Solid blue lines are the fit to the data from the CE, C RDS rate law. The C step forward rate constant \( k_1 \) in (a)-(d) was obtained through minimizing the NMSE of the Pt data (NMSE = 46.6). Fit of the CE, C RDS rate law to the experimental data for GC (e) exchange current densities as a function of [Ce\textsuperscript{4+}], (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of [Ce\textsuperscript{4+}], and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H\textsubscript{2}SO\textsubscript{4} at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a Ce\textsuperscript{4+} concentration of 0.025 M. Solid orange lines are the fit to the data from the CE, C RDS rate law. The C step forward rate constant \( k_1 \) in (e)-(h) was obtained through minimizing the NMSE of the GC data (NMSE = 49.4). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.............................. 340

Figure D.7. Fit of Pt and GC data to EC, C RDS rate law. Fit of the EC, C RDS rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce\textsuperscript{4+}], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce\textsuperscript{4+}], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H\textsubscript{2}SO\textsubscript{4} at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce\textsuperscript{4+} concentration of 0.026 M. Solid blue lines are the fit to the data from the EC, C RDS rate law. The C step backward rate constant \( k_{-4} \) in (a)-(d) was obtained through minimizing the NMSE of the Pt data (NSME = 1.51). Fit of the EC, C RDS rate law to the experimental data for GC (e) exchange current densities as a function of [Ce\textsuperscript{4+}], (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of [Ce\textsuperscript{4+}], and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H\textsubscript{2}SO\textsubscript{4} at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a Ce\textsuperscript{4+} concentration of 0.025 M. Solid orange lines are the fit to the data from the EC, C RDS rate law. The C step backward rate constant \( k_{-4} \) in (e)-(h) was obtained through minimizing the NMSE of the GC data (NMSE = 1.56). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.............................. 342

Figure D.8. Fit of Pt and GC data to EC, E RDS rate law. Fit of the EC, E RDS rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce\textsuperscript{4+}], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce\textsuperscript{4+}], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H\textsubscript{2}SO\textsubscript{4} at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce\textsuperscript{4+} concentration of 0.026 M. Solid blue lines are the fit to the data from the EC, E RDS rate law. The reorganization energy \( \lambda_3 \), equilibrium
constant $K_4$, and preexponential constant $Z_3$ were obtained through minimizing the NMSE of the Pt data (NMSE = 0.051). Fit of the $EC$, $E$ RDS rate law to the experimental data for GC (e) exchange current densities as a function of $[Ce^{4+}]$, (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of $[Ce^{4+}]$, and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M $H_2SO_4$ at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a $Ce^{4+}$ concentration of 0.025 M. Solid orange lines are the fit to the data from the $EC$, $E$ RDS rate law. The reorganization energy $\lambda_3$, equilibrium constant $K_4$, and preexponential constant $Z_3$ were obtained through minimizing the NMSE of the GC data (NMSE = 0.074). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.
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Scheme 3.1. Flow chart for optimization process to minimize either LCOE or LGHG using the performance and TEA-LCI models by varying current density im. RTE refers to roundtrip efficiency

Scheme 4.1. Standard redox potentials \( E^° \) vs. SHE for the Ce\(^{3+}/\text{Ce}^{4+} \) redox couple in different 1 M acidic aqueous electrolytes. The redox potential of Ce\(^{3+}/\text{Ce}^{4+} \) without anion complexation (i.e., [Ce(H\(_2\)O)\( \_\)\(_9\)]\(^{3+}\)/[Ce(H\(_2\)O)\( \_\)\(_9\)]\(^{4+}\), \( E^°_{\text{ref}} \), at 1.74 V vs. SHE is determined in perchloric acid and is used as a reference because of the noncomplexing nature of the perchlorate anion. The reported redox potential for Ce\(^{3+}/\text{Ce}^{4+} \) in HCl is included here for completeness, but has a high value of uncertainty due to the interference of the Cl\(^-/\text{Cl}_2 \) redox couple.

Scheme 5.1. (a) Steps for a CE mechanism, and (b) free energy curves for the species involved in the mechanism. The metal ion, M, undergoes a CE mechanism between oxidation states of M\(^{z+}\) and M\(^{(z-1)+}\), with M\(^{z+}\) undergoing a ligand exchange (C step) before the E step. System free energy is depicted at electrode potential \( U = U^° \). The redox potential of the overall reaction is \( U^° \), and the redox potential of the electron transfer step is \( U^*_E \). The free energy of the E step is \( \Delta G_2 = nF(U - U^*_E) \). This difference is related to the C step energy, \( \Delta G_1 \), through the Nernst equation. The reorganization energy, \( \lambda_2 \), is defined as the energy required to change the reactant and solvent nuclear configuration to the configurations of the product. To inform the Ce\(^{3+}/\text{Ce}^{4+} \) charge transfer mechanism, we identify the (c) Ce\(^{3+}\) and Ce\(^{4+}\) structures using EXAFS, Molecular-dynamics EXAFS (MD-EXAFS), and DFT calculations, and the (d) Ce\(^{3+}/\text{Ce}^{4+} \) kinetics (exchange current density, \( i_0 \), and activation barrier, \( E_\text{a} \)) in sulfuric acid using Tafel plots and Electrochemical Impedance Spectroscopy (EIS) to extract charge transfer resistances (\( \Omega \)) at different temperatures.
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Abstract

Energy storage technologies will be crucial to meeting rising renewable electricity demand in the U.S., but there is currently not enough storage capacity to meet this demand. As described in Chapter 1, redox flow batteries (RFBs) are a favorable energy storage technology for large scale, long-duration energy storage, but the state-of-the-art all-vanadium RFB (VRFB) is too expensive. Cerium is promising in RFBs because of its higher voltage and cheaper precursor. The economic and environmental performance of a Ce RFB compared to the VRFB has not been assessed in detail, however, and the fundamental processes that control the Ce\(^{3+}/\text{Ce}^{4+}\) thermodynamics and kinetics are not understood. To address this, we compare the VRFB and Ce-V RFB storage cost and greenhouse gas (GHG) emissions and study the Ce\(^{3+}/\text{Ce}^{4+}\) structures, thermodynamics, and kinetics. The theory behind the economic and environmental modeling and spectroscopy and kinetic measurements is discussed in Chapter 2.

In Chapter 3, we develop technoeconomic assessment (TEA) and life cycle inventory (LCI) models and determine that the Ce-V RFB minimum levelized cost of electricity (LCOE) is lower and the two RFBs’ levelized GHG (LGHG) emissions are similar, suggesting Ce should be considered further in RFB applications. The redox potential and exchange current density are identified through a sensitivity analysis to be highly influential to the Ce-V RFB cost and emissions, motivating the need for further work into the fundamental phenomena that control thermodynamics and kinetics. A 194 mV increase in redox potential is equivalent to an increase in kinetics by a factor of two, providing electrolyte and electrode engineering guidance.
The Ce$^{3+}$/Ce$^{4+}$ redox potential is highly dependent on the electrolyte anion. To determine the link between anions and thermodynamics in Chapter 4, we study the Ce$^{3+}$ and Ce$^{4+}$ ionic structures in acids relevant for battery applications. Using UV-Vis spectroscopy, extended X-ray absorption fine structure spectroscopy (EXAFS), and density functional theory calculations, we find that Ce$^{3+}$ is coordinated by nine water molecules and Ce$^{4+}$ is complexed by at least one anion. The decrease in redox potential is driven by stronger anion complexation of Ce$^{4+}$. Thus, to maximize thermodynamics for RFB applications, electrolytes with weaker complexing anions should be selected.

The cerium electron transfer kinetics must be increased for RFB applications by optimizing the factors that control kinetics, but the Ce$^{3+}$/Ce$^{4+}$ charge transfer mechanism is not known. We couple EXAFS and kinetics measurements to propose a two-step mechanism in H$_2$SO$_4$ (Chapter 5). The first step of the mechanism is a chemical step, and the second step is a rate-determining electron transfer described through Marcus theory. We find the electrolyte controls the kinetics and hypothesize that the Ce$^{3+}$/Ce$^{4+}$ kinetics will be fastest in weaker complexing electrolytes, e.g., HClO$_4$. Assuming the same mechanism holds in HClO$_4$ and the preexponential factor does not change, we expect the kinetics can increase by a factor of 10,000 in HClO$_4$, whereas the electrode would affect the kinetics up to a factor of nine through electrostatic effects. To control the kinetics in an RFB, a weaker Ce$^{4+}$-anion complexing electrolyte like HNO$_3$ should be selected, and the electrode surface area should be increased until the increase in electrode costs outweighs the kinetic savings. Since the electrolyte is expected to control both the Ce RFB’s thermodynamics and kinetics future work should optimize the electrolyte for thermodynamics and kinetics through electrolyte engineering (Chapter 6).
Chapter 1 Introduction

1.1 Summary

This chapter provides context for the use of the cerium (Ce$^{3+}$/Ce$^{4+}$) chemistry in redox flow battery (RFB) applications, as well as the challenges and open questions associated with its use, which motivates the research completed in this thesis. The motivation for RFBs is first introduced as a strategy to promote the use of renewable energy in the U.S. electricity grid. A review of RFBs is provided, including the basic principles, the state-of-the-art inorganic, aqueous technology (the all-vanadium RFB, or VRFB), and ongoing challenges with market deployment of RFBs, which are primarily related to the cost of energy storage. Cerium is presented as a promising alternative to the positive electrolyte of the VRFB because of the high Ce$^{3+}$/Ce$^{4+}$ redox potential and lower precursor cost, and so a review of the applications of the Ce$^{3+}$/Ce$^{4+}$ chemistry, including energy storage, and relevant research studies into the ionic structures and kinetics is provided. It is found that while Ce has been proposed as an active species in RFBs, there have been very few technoeconomic or life cycle assessment studies of Ce RFBs conducted to understand the impact that switching to Ce will have on cost and greenhouse gas (GHG) emissions of energy storage. Additionally, the structures of the Ce$^{3+}$ and Ce$^{4+}$ ions are not well understood, and the charge transfer mechanism of the Ce$^{3+}$/Ce$^{4+}$ redox reaction has not been determined, which limits any efforts to control the Ce$^{3+}$/Ce$^{4+}$ thermodynamics and kinetics. Controlling both the thermodynamics and kinetics is important to improving the performance of the Ce$^{3+}$/Ce$^{4+}$ redox reaction in RFB applications. Addressing these outlined challenges was the goal of this
dissertation. The chapter concludes by providing a description of the thesis objective and scope, as well as a brief summary of each of the dissertation chapters.

1.2 Motivation for energy storage and redox flow batteries

This section will discuss motivation for the use of redox flow batteries in large-scale, electricity grid energy storage applications. In Section 1.2.1, current and future renewable electricity trends for the U.S. are described, highlighting the need for energy storage. In Section 1.2.2, a review of relevant energy storage technologies is provided. Of the possible technologies, redox flow batteries are particularly well-suited for grid scale electricity storage.

1.2.1 Trends in renewable electricity in the U.S.

As of 2021, renewable sources make up 21% of the electricity grid profile in the U.S., and their share of the grid is projected to grow substantially in the next several decades. The EIA projects based on current economic trends and laws and regulations that 60% of cumulative capacity additions in the U.S. through 2050 will be renewable electric generating technologies. The share of electricity from renewable sources is increasing due to both economic drivers (falling costs of photovoltaic and wind) and policy drivers that are related to greenhouse gas (GHG) emissions mitigation strategies (increasing renewable portfolio standards and tax credits). The EIA prediction that renewable energy will account for 42% of electricity sources by 2050 is based on current economic trends and policies, but the International Renewable Energy Agency (IRENA) indicates that 78% of the U.S. electricity grid needs to be powered by renewable sources by 2050 to meet the Paris Agreement goal of limiting the rise in global temperatures to 2 °C. The IRENA estimate highlights the significant need for renewable energy integration into the electricity grid.
Energy storage is needed for stable and useful integration of renewable energy into the electricity grid. While there are many types of renewable energy, solar and wind sources currently account for 57% of the renewable energy supply in the U.S., and by 2050, they are projected to account for 81%.\(^1\) Both wind and solar sources are intermittent in nature, meaning that the supply is often not predictable or aligned with customer demand on the electricity grid. The electricity grid must be able to balance demand and supply. Currently, electricity grid operators balance the grid by using a combination of conventional baseload power plants, e.g., nuclear, coal-fired, or combined cycle gas turbines,\(^3\) which are relatively inflexible (ramp up and down rates on the order of several hours\(^3\)), and peaking plants, e.g., natural gas-fired internal combustion engines (ICE) or oil-fired ICE,\(^3,4\) which are used to adjust supply on the time scale of minutes.\(^3\) As intermittent renewable energy sources become increasingly integrated into the grid, however, challenges in scheduling, system frequency, and regulation and grid stabilization are expected.\(^5\) There are reports that if the electricity grid has more than 60% of its energy derived from renewable sources, the grid will become destabilized.\(^6-8\) The supply of renewable energy does not typically align with customer demand on the electricity grid, motivating the advancement of energy storage to promote renewable electricity.

New types of energy storage technologies will need to be advanced and implemented to make up the difference between the current energy storage capacity and what is needed by 2050 to meet the aggressive renewable electricity targets required to drive down GHG emissions. Researchers at the National Renewable Energy Lab used the Regional Energy Deployment System (ReEDS) model to estimate the amount of storage capacity that would be needed to achieve different levels of renewable energy penetration into the grid by 2050 (Fig. 1.1).\(^9\) It was found that to achieve 80% of electricity in the U.S. from renewable energy by 2050, which is approximately
the proportion identified by IRENA necessary to keep global temperatures rising above 2 °C, 123 GW of energy storage would be needed.⁹ As of 2020, however, the U.S. had only 24 GW of storage capacity.¹⁰ Of this 24 GW of storage capacity, 93% is completed with pumped storage hydropower (PSH).¹¹ Siting completely new PSH facilities is challenging, however, because PSH is geographically limited due to the need for large elevation changes. Additional PSH capacity is being met primarily through upgrades to existing plants.¹¹ Thus, the types of energy storage technologies used to store energy in the U.S. will need to be diversified. A review of the possible energy storage technologies is provided next.

**Figure 1.1.** Predicted storage capacity requirements for different renewable energy penetration scenarios in the U.S. electricity grid in 2050. Image adapted from Mai et al. (2012).⁹

### 1.2.2 A review of energy storage technologies

The main categories of energy storage technologies are PSH, thermal, electromechanical, and electrochemical,¹⁰ and the technologies’ different power ratings and discharge times make them well-suited for different applications. As mentioned above, PSH provides the dominant source of energy storage, but will not be able to supply the additional storage capacity required to
decarbonize the electricity grid in the coming decades. Thermal storage technologies include ice and chilled water storage, which is commonly used for displacing compressor and chiller motor electric loads during peak cooling hours in buildings, and systems that use large solar collectors to heat salts or organics to generate steam when necessary to drive generators.\textsuperscript{12} Notable electromechanical technologies include compressed air energy storage (CAES) and flywheel energy storage.\textsuperscript{13} Electrochemical technologies consist of supercapacitors and batteries, of which there are many different types. Notable battery technologies include lead-acid, lithium (Li)-ion, sodium-sulfur (NaS), nickel-cadmium (NiCd), and flow batteries.\textsuperscript{13} The discharge times and power ratings for many types of energy storage technologies are included in \textbf{Fig. 1.2}, where bulk power management refers to services like electric energy time-shift, T&D Grid Support and Load Shifting refer to Transmission & Distribution and ancillary services, and UPS (uninterruptible power supply) and Power Quality refer to supply in the event of shortages.\textsuperscript{12} Comparing the different energy storage applications in \textbf{Fig. 1.2}, PSH and CAES are both well-suited for bulk power management because of their large power ratings and long discharge times (8-10 hours),\textsuperscript{12} but they both are constrained by geological and geographic requirements.\textsuperscript{14} Many battery technologies have been developed for mobile and transportation\textsuperscript{15} due to their high energy densities and shorter discharge time scales. There are several batteries, however, that are being considered for grid scale electricity storage applications, primarily for UPS, T&D Grid Support, and Load Shifting applications, including the advanced lead-acid battery, the NaS battery, the Li–ion battery, and the redox flow battery (RFB).\textsuperscript{13}
Considering the possible batteries, each have advantages and disadvantages that make them better suited for certain applications over others. The lead-acid battery is used for a number of energy storage applications, including microgrids, spinning reserve, and bulk energy storage, and has a efficiency ranging between 70%–80%, but it requires significant maintenance, has a short lifetime and the potential for hydrogen explosions. Advanced valve-regulated lead acid batteries have been shown to have significantly longer lifetimes. The NaS battery is noted for its high energy density, low maintenance requirements, and long lifetime, but there are safety concerns due to the required high operation temperature and it has poor thermal cycling. The Li–ion battery makes up the majority of implemented battery projects, and it has a high efficiency and high power density, but it has a high cost and significant safety concerns related to the formation of dendrites which can lead to fires and explosions. Compared to the other batteries, RFBs have longer discharge times, significantly longer lifetimes (>10,000 cycles compared to
<5,000 cycles), fewer safety concerns, and have the unique feature of the separation of energy and power components, which make RFBs suitable for many different energy storage applications. RFBs will be described in more detail in the next section to motivate the research conducted in this dissertation.

1.3 Redox flow battery background

This section introduces the RFB technology, describing how it functions in Section 1.3.1, before providing information on the state-of-the-art aqueous inorganic RFB, the VRFB, in Section 1.3.2. Information on nascent RFB technologies, including a brief discussion of organic RFBs, is included in Section 1.3.3. Finally, a discussion of one of the primary challenges associated with the state-of-the-art RFB, which is its cost of energy storage, is provided in Section 1.3.4. The motivation for investigating the Ce\(^{3+}/\text{Ce}^{4+}\) chemistry in RFB applications is introduced in Section 1.3.4 as well.

1.3.1 Introduction to redox flow batteries

Unlike other batteries, the active species of RFBs are stored in external tanks of electrolyte, which are typically comprised of acid solutions for aqueous systems, in which the active redox species is dissolved. As shown in Fig. 1.3 for a generic chemistry for discharging, the pumps are used to flow the positive and negative electrolyte past the respective electrode. There are two compartments separated by an ion-exchange membrane. In each compartment, there is an electrode at which a half-cell reaction occurs, which means that an electron is either accepted (reduction) or released (oxidation) during the reaction. A fully charged battery is considered to be at 100\% State of Charge (SoC), where SoC refers to the amount of charge available in the battery relative to its total capacity. At 100\% SoC, the active species at the negative electrode is in its fully reduced
state, i.e., $C^{m+}$ in Fig. 1.3, and the positive electrode active species is in its fully oxidized state, i.e., $A^{n+}$ in Fig. 1.3. During discharge, at the negative electrode, the active species ($C^{m+}$) is oxidized as it flows past, releasing an electron, while on the positive electrode, the active species ($A^{n+}$) is reduced, accepting an electron. The difference between the standard redox potentials of the active species at the negative and positive electrodes is the open circuit voltage (OCV), which represents the thermodynamic amount of voltage that can be extracted from the battery. The ion-exchange membrane allows an ion, typically protons in aqueous RFBs, to pass from the positive electrode compartment to the negative electrode compartment, but the electron is not allowed through. Instead, the electron is forced through the external circuit to complete the half-cell reaction at the positive electrode during discharge.\textsuperscript{15}

A fully discharged battery is at 0% SoC, meaning that at the negative electrode, the active species is in its oxidized state, e.g., $C^{(m+1)+}$, and at the positive electrode, the active species is initially entirely reduced, e.g., $A^{(n-1)+}$. As a result of the oxidation states of the active species being
changed, when these electrolytes are flowed past the electrodes during charging, the reverse reactions occur, and so the active species at the positive electrode is oxidized, and the active species at the negative electrode is reduced.

An RFB is comprised of a stack of multiple cells that each contain the two half-cell compartments described above as well as the ion exchange membrane. In addition to the positive electrode, ion exchange membrane, and negative electrode, the RFB stack also includes any assembly components necessary to combine the elements, such as gaskets, bipolar plates, and flow fields. An example of this stack configuration is demonstrated in Fig. 1.4.

![Figure 1.4](image)

**Figure 1.4.** Representation of a RFB stack, with a repeating unit cell that consists of the bipolar plate, electrode, frame, and separator (ion exchange membrane) highlighted. For a VRFB, the electrode is generally porous. Image reproduced from Ha and Gallagher (2015).17

The set up described above results in the key advantages of the RFB. First, the RFB has enhanced delivery of the reactants to the electrode surface because the pumps can be used to control the flow rate of the active species. Additionally, there is less degradation of the RFB electrode material over time, because the active species is not a part of the electrode itself, which leads to a greater number of discharge cycles. Finally, the RFB has separation of power and energy components, because the power delivery of the RFB scales with the cell area, e.g., area of
membrane-electrode assembly. The energy storage capacity, however, scales with the availability of active species, which is related to the concentration and volume of the electrolyte. The separation of power and energy is unique to RFBs and is especially beneficial because the design of the RFB can be tuned to the specific energy storage needs of the application. Power-dependent components are generally noted to be expensive,\(^1\)\(^5\) and so in applications where high rates of power delivery are not the priority, the cost of energy storage can be reduced. RFBs are also being considered for long-term energy storage applications (\(>10\) hours\(^8\),\(^1\)\(^8\)) because they become more economical at longer discharge times.

1.3.2 State-of-the-art aqueous redox flow battery

The most commercialized RFB is the VRFB, which has the two half-cell reactions shown in Eq. 1.1a–b, with the standard equilibrium redox potentials listed. While the thermodynamic potential of the VRFB would be 1.26 V based on the standard equilibrium redox potentials, the OCV has been observed experimentally to be 1.4 V at 50% SoC due to non-idealities, such as the Donnan potential at the membrane surfaces.\(^1\)\(^9\) During charge, VO\(^{2+}\) is oxidized to VO\(^{2+}\) at the positive electrode and V\(^{3+}\) is reduced to V\(^{2+}\) at the negative electrode, while during discharge, VO\(^{2+}\) is reduced to VO\(^{2+}\) and V\(^{2+}\) is oxidized to V\(^{3+}\). The VO\(^{2+}\)/VO\(^{2+}\) redox couple is often referred to as the V\(^{4+}\)/V\(^{5+}\) redox reaction.

\[
\begin{align*}
\text{VO}^{2+} + 2\text{H}^+ + e^- & \rightleftharpoons \text{VO}^{2+} + \text{H}_2\text{O} & E^\prime &= 1.00 \text{ V vs. SHE (1.1a)} \\
\text{V}^{3+} + e^- & \rightleftharpoons \text{V}^{2+} & E^\prime &= -0.26 \text{ V vs. SHE (1.1b)}
\end{align*}
\]

There are examples of pilot-scale VRFB projects,\(^6\),\(^1\)\(^9\),\(^2\)\(^1\) and the largest VRFB energy storage project as of 2021 was a 200 MW/800 MWh VRFB in Dalian, China.\(^1\)\(^3\),\(^1\)\(^9\) The VRFB has been so heavily developed because it is symmetric, meaning that the same active species is used
at both electrode compartments. This reduces the challenges associated with crossover of active species ions through the ion exchange membrane, although it is noted that capacity fade due to crossover is still a technical challenge for VRFBs. The energy density for VRFBs is reported to be approximately 25-35 Wh/L, and the roundtrip efficiency ranges between 85-90% in small single cells. Typical current densities for the VRFB range between 80-100 mA/cm², but lab scale tests have reported current densities up to 1.5 A/cm². Active areas of research for the VRFB include enhancing electrode kinetics through treatment of the carbon felt, increasing active species concentrations through electrolyte research, and improved membranes that prevent crossover and increase conductivity. A challenge identified with further integration of the VRFB into the electricity grid is its cost, as will be discussed further below.

1.3.3 Other redox flow battery technologies of note

In this section, a brief description of other notable RFB technologies is given to provide a broader context of the research field of RFBs. In addition to the VRFB, other inorganic redox flow battery technologies (either pure or hybrid) that have been significantly developed include the iron (Fe)-chromium (Cr), zinc (Zn)-bromine (Br), and bromine-polysulphide chemistries. The Fe-Cr system was first developed in the 1970s, and uses the Fe²⁺/Fe³⁺ redox couple at the positive electrode (0.77 V vs. SHE) and the Cr²⁺/Cr³⁺ redox couple at the negative electrode (−0.41 V vs. SHE). The primary advantage of the Fe-Cr system is that the costs of its active species precursors are very low, on the order of $0.1-1/kg. It has a relatively low open circuit voltage, however, and the Cr²⁺/Cr³⁺ kinetics are slow, requiring electrocatalysts. The Zn-Br is considered a hybrid flow battery, because the Zn/Zn²⁺ redox reaction involves plating solid Zn onto the electrode, which means that power and energy will not scale independently. The Zn-Br system is considered the state-of-the-art hybrid RFB, with demonstrations of MW sized Zn-Br systems.
\( \text{Br}^-/\text{Br}_2 \) redox reaction at the positive electrode occurs at 1.09 V vs. SHE, while the Zn/Zn\(^{2+} \) reaction occurs at \(-0.76\) V vs. SHE, leading to a high open circuit voltage of 1.85 V and a theoretical specific energy of 440 Wh/kg.\(^{19} \) Limitations of the Zn-Br RFB include the toxicity of the \( \text{Br}_2 \) electrolyte, the corrosive nature of HBr, and the tendency for dendrite formation.\(^{15} \) In bromine-polysulphide systems, sodium bromine is the positive electrolyte (1.09 V vs. SHE), sodium polysulfide is the negative electrolyte (\(-0.265\) V vs. SHE), and the charge carrier is the sodium ion.\(^{15} \) While there are large scale demonstration projects on the order of 10 MWh/MW,\(^{15} \) several challenges limit broader use of bromine-polysulphide RFBs. Crossover of both electrolyte solutions can lead to precipitation of sulfur species on the membrane as well as the formation of gases such as \( \text{H}_2\text{S} \) and \( \text{Br}_2 \).\(^{14,15} \)

In addition to inorganic RFBs, which have dominated the market, both aqueous and non-aqueous organic redox flow batteries are being considered for energy storage applications,\(^{24} \) although their successful scale-up and deployment has not been demonstrated.\(^{25} \) Organic redox couples are a promising alternative to inorganic RFBs because of the natural abundance of their elemental components\(^{19} \) and lower active species cost,\(^{23} \) as well as their potential for molecular engineering, multiple electron transfer capability, and wider voltage windows.\(^{24} \) Organic RFBs can be aqueous or non-aqueous, and non-aqueous organic RFBs specifically can have voltage windows significantly wider than the water stability limit.\(^{25} \) Examples of aqueous organic redox couples include anthraquinone and benzoquinone which are estimated to cost between $1-$3/kg.\(^{23} \) Examples of non-aqueous organic redox couples include 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO), 2,1,3-benzothiadiazole (BzNSN), and quinoxaline.\(^{24} \) A significant issue for both aqueous and non-aqueous organic RFBs is stability during cycling due to degradation reactions. For instance, the dihydroxyanthraquinone redox couple has been explored for use at the negative
electrode in aqueous organic RFBs and was found to undergo a disproportionation reaction which led to capacity fade. A study of BzNSN in acetonitrile found that cycling resulted in increased viscosity and crossover, with the ultimate result of poor voltage and current efficiency of the BzNSN RFB. While the study of organic RFBs is an active area of research, the focus of this thesis was to explore a chemistry that could be used in an aqueous, inorganic RFB application, given their proven capability to be scaled up and implemented in the market.

1.3.4 An ongoing challenge in aqueous redox flow batteries: Cost of energy storage

The U.S. Department of Energy (DOE) has established a target capital cost for stationary energy storage technologies of 150 $/kWh for 5-hour storage. The capital costs of VRFBs, however, have been estimated to range between 300-600 $/kWh for discharge times ranging between 4 and 12 hours. Additionally, the DOE has established a levelized cost of electricity (LCOE) target of 0.05 $/kWh for energy storage for the energy-dependent and power-dependent material, where LCOE is the average net present cost of electricity supplied over a product’s lifetime. The VRFB LCOE ranges between 0.16-0.50 $/kWh, underscoring how uneconomical the VRFB currently is. The vanadium precursor salt V2O5 is identified as a significant contributor to total cost and is noted to be volatile in both price and supply.

Given the pressing need for increased energy storage capacity and the promising attributes for RFBs for long duration energy storage applications, it is imperative that the cost of RFB energy storage be driven down relative to the state-of-the-art VRFB’s costs. Strategies for reducing RFB capital costs and LCOE include decreasing overvoltages associated with kinetics, mass transport, and ohmic losses and exploring chemistries alternative to V2+/V3+ and VO2+/VO2+ with less costly precursors and larger voltage windows. Perry at al. recently highlighted that OCVs greater than 1.5 V are possible even for aqueous RFBs through electrolyte maintenance and
electrode selection, and they demonstrated that for a generic RFB system with active species costs of $10/kg, an OCV greater than 2.5 V would result in 6-hour storage that met the $150/kWh DOE target. If the active species cost were reduced to $5/kg, then an OCV of 2 V would be needed to achieve 4-hour $150/kWh storage. Chemistries that demonstrate either more negative redox potentials than $V^{2+}/V^{3+}$ or more positive redox potentials than $VO^{2+}/VO_2^{2+}$ must be explored for RFB applications.

The cerium chemistry is a promising alternative to the $VO^{2+}/VO_2^{2+}$ chemistry at the positive electrode of an RFB because it has a significantly higher redox potential, and its precursor cost is a fraction of the cost of $V_2O_5$. The $Ce^{3+}/Ce^{4+}$ redox potential ranges between 1.44-1.74 V vs. SHE depending on the acid used in the electrolyte, compared to $VO^{2+}/VO_2^{2+}$ redox potential of 1 V. Thus, a battery that uses Ce as the positive electrolyte instead of V would have an extra 0.44-0.74 V of theoretical voltage, depending on the electrolyte selected. Additionally, the Ce precursor (CeO$_2$, ~1.9 $$/kg$^{38}$) is significantly less expensive than $V_2O_5$ (~22 $$/kg$^{39}$), satisfying the strategy to replace $V_2O_5$ with less expensive alternatives.

Despite these advantages to using Ce in RFB applications, there are several challenges that must be addressed before Ce could be implemented in RFBs, as will be described in more detail in the following section. Although the replacement of the $VO^{2+}/VO_2^{2+}$ chemistry at the positive electrode of a VRFB with the $Ce^{3+}/Ce^{4+}$ chemistry would result in an increased theoretical voltage, it is unclear how the overall cost of energy storage would be affected, because an in-depth study of how roundtrip efficiency would change has not been completed. A technoeconomic assessment based on the expected thermodynamic and kinetic performance of a Ce-based RFB that compares the Ce-based RFB’s LCOE to a VRFB’s is needed to determine whether additional research into Ce for RFB applications is warranted. The GHG emissions associated with the production and use
of a Ce-based RFB compared to a VRFB are also not well known and given the goal of using RFBs to decarbonize electricity, the life cycle GHGs for each RFB should be quantified. Additionally, the influence of the acid on the Ce$^{3+}$/Ce$^{4+}$ redox potential is not well understood, limiting any efforts at tuning the Ce redox potential for optimal RFB performance. It is expected that the anions in the acid interact with the Ce$^{3+}$ and Ce$^{4+}$ ions, but the exact structures of the Ce ions are not well known in many acids relevant to RFB applications, motivating additional study to isolate the link between Ce$^{3+}$ and Ce$^{4+}$ structures in relevant acids and the observed shift in redox potential. Finally, the Ce$^{3+}$/Ce$^{4+}$ kinetics are reported to be slow, and the charge transfer mechanism is not known, meaning that the factors that control the Ce$^{3+}$/Ce$^{4+}$ electron transfer, e.g., electrolyte or electrode properties, are also not known. Carefully controlled kinetic measurements of the Ce$^{3+}$/Ce$^{4+}$ electron transfer in relevant acidic media are needed to elucidate the charge transfer mechanism, which can be used to make predictions about the best performing electrolyte and electrode materials for Ce-based RFB applications. Background on the Ce$^{3+}$/Ce$^{4+}$ is provided in the next section to provide context on the previous and current uses of Ce, as well as highlight the gaps in the relevant structural and kinetic literature that motivate the work conducted in this dissertation.

1.4 Ce$^{3+}$/Ce$^{4+}$ chemistry background

Given the promising nature of the cerium chemistry for redox flow battery applications, the Ce$^{3+}$/Ce$^{4+}$ redox couple should be seriously considered as a candidate for the positive electrolyte active species. A background on the Ce$^{3+}$/Ce$^{4+}$ redox couple is provided in this section. Applications of the cerium chemistry, including energy storage, are discussed in Section 1.4.1, and previous studies of Ce-based RFBs as well as studies of the Ce$^{3+}$/Ce$^{4+}$ redox potential, the structures of the Ce$^{3+}$ and Ce$^{4+}$ ions, and the Ce$^{3+}$/Ce$^{4+}$ redox kinetics are all highlighted in Section
1.4.2. The remaining challenges with using Ce in RFBs, which motivate the work in this dissertation, are discussed in Section 1.4.3.

1.4.1 Applications of the Ce$^{3+}$/Ce$^{4+}$ chemistry

As shown in Fig. 1.5, the cerium redox reaction between Ce$^{3+}$ and Ce$^{4+}$ (Eq. 1.2) has a myriad of applications, which stems primarily from its high redox potential (1.28-1.74 V vs. SHE, depending on the electrolyte). The high redox potential of the Ce$^{3+}$/Ce$^{4+}$ couple enables Ce$^{4+}$ to be used in mediated electrosynthesis processes, in which Ce$^{4+}$ indirectly oxidizes a range of organic molecules, e.g., anthracene oxidized to anthraquinone, toluene or xylenes oxidized to benzaldehydes, or naphthalene to naphthoquinone. A benefit of the mediated electrosynthesis process is that Ce$^{4+}$

\[
\text{Ce}^{4+} + e^- \rightleftharpoons \text{Ce}^{3+} \quad E^\circ = 1.28 - 1.74 \text{ V vs. SHE} \quad (1.2)
\]
can be regenerated electrochemically.\textsuperscript{37} This property also makes it useful in waste remediation applications,\textsuperscript{37} including the destruction of organic contaminants such as methylene blue,\textsuperscript{45} dichlorobenzene, xylene, and cyclohexanone.\textsuperscript{46} Ce\textsuperscript{4+} has also been used in nuclear decontamination and decommissioning applications, because it can be used to strip radionuclides from steel vessels and pipelines used in a nuclear facility, as well as oxidize radionuclide-contaminated organics.\textsuperscript{37} The ability to oxidize hazardous organics with Ce\textsuperscript{4+} also has important implications for use in the field of environmental treatment, including soil remediation and replacement of more toxic redox mediators and oxidants, e.g., chromium.\textsuperscript{37} Similarly, Ce\textsuperscript{4+} has been used in gas scrubbers to oxidize noxious substances such as SO\textsubscript{2}, NO\textsubscript{x}, and H\textsubscript{2}S,\textsuperscript{37} and the cerium oxide, CeO\textsubscript{2}, is used in automotive catalytic converters to convert CO to CO\textsubscript{2}.\textsuperscript{47,48} Other industrial uses for CeO\textsubscript{2} include acting as a glass additive,\textsuperscript{49} in glass polishing applications,\textsuperscript{49} and in casting alloys.\textsuperscript{47}

Ce\textsuperscript{4+} has also been used in a number of chemical analyses, including volumetric\textsuperscript{50} and potentiometric titration and chemiluminescence.\textsuperscript{37} As will be described in more detail in \textbf{Chapter 2}, Ce\textsuperscript{4+} can be used to titrate Fe\textsuperscript{2+} directly, among other metals and organics. Additionally, Ce\textsuperscript{4+} redox titration can be used to complete volumetric analysis of a number of inorganic compounds that contain copper, molybdate, nitrate, and persulfate, and hydrogen peroxide.\textsuperscript{37} Chemiluminescence methods for drugs such as acetaminophen, quinine, and chlorpromazine have been promoted through Ce\textsuperscript{4+} reduction.\textsuperscript{37}

If the cerium chemistry is used in a positive electrolyte of a RFB, its high redox potential is expected to result in an increased difference in the positive and negative electrode potentials and therefore increase energy storage and power output relative to the state-of-the-art VRFB. As will be described in \textbf{Section 1.4.2}, a variety of Ce RFBs have been studied at the laboratory scale,
highlighting the potential chemistry combinations that could work for a Ce RFB as well as underscoring the need for additional economic, environmental, thermodynamic, and kinetic assessments. The uses of cerium described above highlight that cerium is relevant to a number of different fields. While this dissertation is focused on assessing the economic and environmental feasibility of a Ce-based RFB, which motivates the need for a greater understanding of the Ce$^{3+}$ and Ce$^{4+}$ structures in aqueous solutions and the Ce$^{3+}$/Ce$^{4+}$ redox kinetics, a better fundamental understanding of the way Ce ions interact with their aqueous surroundings and behave during redox reactions will help to advance the use of Ce in a number of different industries.

1.4.2 Previous studies of the Ce$^{3+}$/Ce$^{4+}$ chemistry relevant for RFB applications

In this section, relevant previous studies of the cerium chemistry are detailed, which will motivate the objectives of the thesis. Specifically, this section first focuses on the various Ce RFBs that have been studied at the laboratory scale and the Ce$^{3+}$/Ce$^{4+}$ redox potential. We identify that a better understanding of what controls the Ce$^{3+}$/Ce$^{4+}$ redox potential and charge transfer mechanism are needed to advance RFBs, which motivates our review of studies on the structure of Ce$^{3+}$ and Ce$^{4+}$ ions and the Ce$^{3+}$/Ce$^{4+}$ kinetics.

Studies of the Ce$^{3+}$/Ce$^{4+}$ redox flow batteries. Ce RFBs that have been studied at the laboratory scale include Zn-Ce, vanadium (V)-Ce, hydrogen (H$_2$)-Ce, and Ce concentration cell RFBs. The Zn-Ce cell was first patented by Plurion Inc.,$^{51,52}$ and is noted to have one of the highest reported open circuit voltage values (>2.4 V) of any RFB, because of the very negative redox potential of the Zn/Zn$^{2+}$ electrolyte and the high positive redox potential of Ce$^{3+}$/Ce$^{4+}$. $^{53}$ While this is promising thermodynamically, because the Zn-Cell RFB is a hybrid flow battery, the power and energy will not scale independently. The Zn-Ce cell has been studied primarily with the use of methanesulfonic acid (CH$_3$SO$_3$H, MSA) as the electrolyte,$^{53-56}$ but mixed H$_2$SO$_4$-MSA
electrolytes and sulfamic acid have also been researched. MSA has been the primary electrolyte studied because Ce is noted to have higher solubility in MSA than the more common RFB electrolyte H2SO4. These lab-scale Zn-Ce cells have been operated at current densities ranging from 5-50 mA/cm2, and coulombic efficiencies and voltage efficiencies have been reported to range between 63%-94% and 47.5%-84.5%, respectively, depending on operating conditions. There have been fewer studies of V-Ce cells, but a study of a V-Ce cell in H2SO4 reported 87% coulombic efficiency and an open-circuit voltage after charging of 1.87 V, and for a V-Ce cell with MSA as the positive electrolyte, a discharge current density of 14.3 mA/cm2 and charge current density of 85.7 mA/cm2 were achieved, and separately, a voltage efficiency of 46.5% was achieved. Finally, the H2-Ce cell has been explored using MSA as the positive electrolyte, and an energy efficiency of 90% and power density of 895 mW/cm2 were reported. While these lab scale studies demonstrate the feasibility of Ce-based RFBs, the kinetics of the Ce^3+/Ce^4+ have been noted to be slow which limits RFB performance. To improve the Ce^3+/Ce^4+ kinetics, the charge transfer mechanism must be determined, which will allow us to determine what parameters, e.g., the electrolyte or electrode, control the rate of reaction. Identification of the Ce^3+ and Ce^4+ structures in aqueous solutions will also aid efforts to identify the charge transfer mechanism. Thus, additional fundamental studies of the Ce^3+/Ce^4+ structures and kinetics are needed. We provide a review of the work that has previously been done in the areas of Ce^3+/Ce^4+ redox potentials, structures, and kinetics next.

*Studies of the Ce^3+ and Ce^4+ redox potential.* Table 1.1 includes the redox potentials that have been reported for the Ce^3+/Ce^4+ redox couple in literature. 1.28 V vs. SHE is the historically reported redox potential for Ce^3+/Ce^4+ in 1 M HCl, however, this value has been called into question because of the Cl−/Cl2 redox reaction that will occur at similar potentials, which will
interfere with the measurement of the Ce$^{3+}$/Ce$^{4+}$ redox potential. HClO$_4$ is known to be non-complexing, and so the value of 1.74 V vs. SHE can be taken to be the standard redox potential.$^{65}$

**Table 1.1.** List of experimental redox potentials measured at 1 M acid. The redox potential for HCl is marked with an asterisk (*) due to the high degree of uncertainty in the value, as described in the text.

<table>
<thead>
<tr>
<th>Acid</th>
<th>Standard redox potential, $E^\circ$ (V vs. SHE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HClO$_4$</td>
<td>1.74$^{66}$</td>
</tr>
<tr>
<td>HNO$_3$</td>
<td>1.61$^{67}$</td>
</tr>
<tr>
<td>MSA</td>
<td>1.61$^{17}$</td>
</tr>
<tr>
<td>H$_2$NSO$_3$</td>
<td>1.52$^{41}$</td>
</tr>
<tr>
<td>H$_2$SO$_4$</td>
<td>1.44$^{40,68}$</td>
</tr>
<tr>
<td>HCl</td>
<td>1.28*$^{40,66}$</td>
</tr>
</tbody>
</table>

The large shift in redox potential from the standard value of 1.74 V vs. SHE with acid suggests that the anions in solution are interacting with the Ce$^{3+}$ and Ce$^{4+}$ ions to influence the thermodynamics. If it were known whether Ce$^{3+}$ or Ce$^{4+}$ or both ions were complexing with anions in solution, then predictions about the effect of complexation strength on redox potential could be made for additional electrolytes, offering a unique opportunity to tune the Ce$^{3+}$/Ce$^{4+}$ redox potential and thus the voltage window of the RFB with electrolyte choice. Thus, understanding the structure of the Ce ions in aqueous solutions that are relevant for battery applications is a crucial step towards increasing the thermodynamic performance of Ce-based RFBs. We discuss the previous studies that have investigated the Ce$^{3+}$ and Ce$^{4+}$ ionic structures next and highlight the gaps in which more work is needed next.

*Studies of the Ce$^{3+}$ and Ce$^{4+}$ ion structures.* The data in **Table 1.2** summarize the Ce$^{3+}$ structures reported in literature, with mixed reports about whether Ce$^{3+}$ complexes with anions. Although an early EXAFS study of L$_1$, L$_2$, and L$_3$ edges of rare earth metals indicates that Ce$^{3+}$ is coordinated by 12 water molecules,$^{69}$ this finding was later discounted because of the use of chloride rare-earth salts,$^{70}$ which likely distorted the EXAFS data. Density functional theory (DFT)
calculations using the B3LYP functional predict that Ce$^{3+}$ is hydrated by eight or nine water molecules in the first coordination shell, with a water exchange free energy from eight to nine being downhill by $-16.7 \text{ kJ mol}^{-1}$.\footnote{71} Quantum mechanical charge field molecular dynamics predictions of Ce$^{3+}$ in pure water find an average first shell coordination number of 9.1 waters with the first shell maxima located at 2.61 Å.\footnote{72}

A kinetic photolysis study indicates that up to five nitrate anions would complex to each Ce$^{3+}$ ion in solutions ranging from 0.1 to 15 M HNO$_3$,\footnote{73} and Raman spectroscopy of Ce$^{3+}$-nitrate in the glassy state at high [NO$_3^-$] indicates that Ce(NO$_3$)$_2^{2+}$ and Ce(NO$_3$)$_2^{2+}$ complexes are present.\footnote{74} A cation-exchange resin experiment suggests the presence of two Ce$^{3+}$-(SO$_4^{2-}$)$_y$ ($y = 1$ or 2) complexes.\footnote{75} UV-Vis data collected in the 1950s suggest that Ce$^{3+}$ complexes with one sulfate ion at low sulfuric acid concentrations.\footnote{76} More recent spectroscopy studies have also been used to study the Ce$^{3+}$ structure in aqueous solutions. Fourier Transforms of EXAFS data of the Ce$^{3+}$ L$_3$-edge indicate that at higher chloride concentrations (14 M LiCl), Ce$^{3+}$ complexes with chloride (coordination number $\sim$1.8),\footnote{77} but at lower concentrations (0.2 M), Ce$^{3+}$ has an average coordination number of 9.3 water molecules. Raman spectroscopy verifies that 1 or 2 chloride ions could complex with Ce$^{3+}$ (in concentration range of 0.27 M–2.17 M CeCl$_3$), but that Ce$^{3+}$ is fully hydrated at lower concentrations (0.1 M Cl$^-$.\footnote{78} Raman spectroscopy of the Ce$^{3+}$ ion in 0.202 M perchloric acid shows that Ce$^{3+}$ is fully hydrated by nine water molecules, but at higher concentrations of perchloric acid ($> 1.5$ M), outer-sphere ion and contact ion pairs between Ce and perchlorate ions form.\footnote{78} EXAFS of the Ce$^{3+}$ K- and L$_3$-edge in 0.1 M trifluoromethanesulfonic (triflic acid, TFSA) also suggest that Ce$^{3+}$ is hydrated by nine water molecules.\footnote{79}
Table 1.2. Summary of Ce$^{3+}$ complexes reported in various aqueous media, along with experimental conditions, methods, and references.

<table>
<thead>
<tr>
<th>Electrolyte/anion</th>
<th>Anion Concentration</th>
<th>Structure</th>
<th>Ce$^{3+}$ Concentration</th>
<th>Method &amp; Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>NA</td>
<td>Ce(H$_2$O)$_x^{3+}$, $x$ = 8 or 9; square antiprism or tricapped trigonal bipyramid</td>
<td>NA</td>
<td>DFT and complete active space self-consistent field (CASSCF)$^{71}$</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>Ce(H$_2$O)$_x^{3+}$, $x$ ≈ 9.1; Ce−O bond length: 2.61 Å; tricapped trigonal prism or capped square antiprism</td>
<td>One Ce$^{3+}$ ion, 1000 water molecules</td>
<td>Quantum mechanical charge field molecular dynamics$^{72}$</td>
</tr>
<tr>
<td>ClO$_4^-$</td>
<td>0.202 M</td>
<td>Ce(H$_2$O)$_9^{3+}$; Ce−O bond length: 2.57 Å</td>
<td>202 mM</td>
<td>Raman$^{78}$</td>
</tr>
<tr>
<td></td>
<td>&gt;1.5 M</td>
<td>Ce(H$_2$O)$_9^{3+}$; outer-sphere-ion pairs and contact-ion pairs present</td>
<td>1678 mM</td>
<td></td>
</tr>
<tr>
<td>NO$_3^-$</td>
<td>0.1 M–15 M</td>
<td>Ce(NO$<em>3$)$</em>{2x}$, Ce(NO$_3$)$_x^+$, Ce(NO$_3$)$_3$, Ce(NO$_3$)$_4^-$, Ce(NO$_3$)$_5^{2-}$</td>
<td>~4 mM</td>
<td>Kinetic photolysis study; chemical model$^{73}$</td>
</tr>
<tr>
<td></td>
<td>20 mol H$_2$O/mol salt</td>
<td>Ce(NO$<em>3$)$</em>{2x}$ and Ce(NO$_3$)$_x^+$</td>
<td>Solid glassy state; 20 mol H$_2$O/mol salt</td>
<td>Raman$^{74}$</td>
</tr>
<tr>
<td>SO$_4^{2-}$</td>
<td>0.004 M–0.3 M</td>
<td>Ce(SO$_4$)$^+$</td>
<td>2 mM to 10 mM</td>
<td>UV-Vis$^{76}$</td>
</tr>
<tr>
<td></td>
<td>&lt; 0.05 M</td>
<td>Ce(SO$_4$)$^+$ and Ce(SO$_4$)$_2^-$</td>
<td>&gt; 100 mM</td>
<td>Cation-exchange resin experiment$^{75}$</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>0.05, 0.10, 0.20 M</td>
<td>Ce(H$<em>2$O)$</em>{12}^{3+}$</td>
<td>50, 100, 200 mM</td>
<td>EXAFS of Ce L$_3$-edge$^{69}$</td>
</tr>
<tr>
<td></td>
<td>0.2 M</td>
<td>Ce(H$_2$O)$_x$, $x$ ≈ 9.3</td>
<td>100 mM</td>
<td>EXAFS of Ce L$_3$-edge$^{77}$</td>
</tr>
<tr>
<td></td>
<td>14 M</td>
<td>Ce(H$<em>2$O)$</em>{y-x}$Cl$_x$, $x$ ≈ 1.8; Ce-Cl bond length: 2.89 Å</td>
<td>100 mM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.5 M NaCl, 0.1 M extractant (dodecylphenyl-methyl-β-diketone or LIX 54)</td>
<td>No Cl complexes formed</td>
<td>&gt; 500 mM</td>
<td>Extraction from NaCl solution with LIX 54 in n-heptane$^{80}$</td>
</tr>
<tr>
<td></td>
<td>0.81 M–6.5 M</td>
<td>Ce(H$<em>2$O)$</em>{y-x}$Cl$_x$, $x$ = 1 or 2</td>
<td>270 mM to 2167 mM</td>
<td>Raman$^{78}$</td>
</tr>
<tr>
<td>CF$_3$SO$_3^-$</td>
<td>0.1 M</td>
<td>Ce(H$<em>2$O)$</em>{y}$ (CF$_3$SO$_3$)$_x$; Ce−O bond length: 2.54 Å; tricapped trigonal-prism</td>
<td>200 mM</td>
<td>EXAFS of Ce L$_3$-edge$^{79}$</td>
</tr>
</tbody>
</table>
The data in Table 1.3 summarizes the structures of Ce\(^{4+}\) reported in literature and shows that Ce\(^{4+}\) complexes with anions in most acids. Like Ce\(^{3+}\), Ce\(^{4+}\) is also hydrated by nine water molecules in pure water based on Quantum mechanical charge field molecular dynamics simulations.\(^{70}\) The Ce(H\(_2\)O)\(_9^{4+}\) is predicted to adopt a tricapped trigonal prismatic or capped square antiprismatic geometry.\(^{70}\) The average Ce\(^{4+}\)-O bond length is calculated to be 2.44 Å.\(^{70}\)

In 6 M HClO\(_4\), Ce\(^{4+}\) prepared from ammonium nitrate salts is shown through EXAFS measurements of the Ce\(^{4+}\) L\(_2\) and L\(_3\) edges\(^{81}\) to also have a Ce-O coordination number of approximately nine, with an average Ce\(^{4+}\)-O bond length of 2.42 Å.\(^{81}\) Other studies in perchloric acid, however, suggest the presence of Ce\(^{4+}\) dimers. UV-Vis studies indicate that Ce\(^{4+}\) forms dimers in perchloric acid (possibly [Ce-O-Ce]\(^{6+}\), [HOCe-O-CeOH]\(^{4+}\), or [Ce-O-CeOH]\(^{5+}\)), based on the fact that extinction coefficients are not linear with increasing ceric ion concentrations, as predicted by Beer’s Law.\(^{82,83}\) The presence of Ce\(^{4+}\) dimers is also suggested in a kinetic study of the Ce\(^{3+}\)/Ce\(^{4+}\) redox couple in 0.5 M HClO\(_4\), which finds that the heterogeneous rate of electron transfer between Ce\(^{3+}\) and Ce\(^{4+}\) is proportional to the square of the ceric ion concentration.\(^{84}\) EXAFS measurements of the Ce\(^{4+}\) K-edge in 2 M HClO\(_4\) suggest that dimers are present based on the presence of a secondary peak of the Fourier Transform of the EXAFS data around 4 Å.\(^{85}\) DFT-based free energy calculations predict that a mixture of three dimers (single OH-bridging, double OH-bridging, or single oxo-bridging) is energetically possible.\(^{85}\) Although complexes between the Ce\(^{4+}\) ion and perchlorate anions do not form, the presence of dimers in perchloric acid could be indicative of the structure of Ce\(^{4+}\) ion other electrolytes. XRD studies of both solution-based and crystal ceric ammonium nitrate conducted in the 1960s indicate the structure of Ce\(^{4+}\) in nitric acid to be monomeric ([Ce(NO\(_3\)]\(_6\)]\(^{2-}\)).\(^{86,87}\) but more recent EXAFS studies of the Ce\(^{4+}\) L\(_1\)- and L\(_3\)-edges find that dimeric forms of Ce\(^{4+}\) in nitric acid are possible,\(^{88,89}\) which is confirmed with Raman
spectroscopy. Unlike in perchloric acid and nitric acid, transference measurements of ceric sulfate and UV-Vis measurements of Ce$^{4+}$ ions in various concentrations of H$_2$SO$_4$ indicate that Ce$^{4+}$ is complexed sulfate, with reports ranging between 1, 2, or 3 sulfate ions, depending on the concentration of H$_2$SO$_4$. A study using DFT to understand the competitive complexation of Ce$^{4+}$ with chloride as compared to pyridine reports an exothermic free energy when Ce$^{4+}$ is complexed by six Cl$^-$ ions, with a Ce$^{4+}$-Cl bond of 2.68 Å.

Table 1.3. Summary of the Ce$^{4+}$ complexes reported in various aqueous media, along with experimental conditions, methods, and references.

<table>
<thead>
<tr>
<th>Electrolyte/anion</th>
<th>Anion Concentration</th>
<th>Structure</th>
<th>Ce$^{4+}$ Concentration</th>
<th>Method &amp; Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>NA</td>
<td>Ce(H$_2$O)$_9$$^{4+}$; Ce$^{4+}$-O bond distance: 2.44 Å; tricapped trigonal prism, capped square antiprism</td>
<td>50 mM</td>
<td>QMCF-MD$^{70}$</td>
</tr>
<tr>
<td>ClO$_4^-$</td>
<td>~1 M</td>
<td>(Ce-O-Ce)$^{6+}$, (HOCe-O-CeOH)$^{4+}$, or (Ce-O-CeOH)$^{5+}$</td>
<td>12 mM</td>
<td>UV-Vis$^{82}$</td>
</tr>
<tr>
<td></td>
<td>4 M</td>
<td>Ce$^{4+}$, CeOH$^{3+}$, (Ce-O-Ce)$^{6+}$</td>
<td>1.3 mM–13.6 mM</td>
<td>UV-Vis$^{83}$</td>
</tr>
<tr>
<td></td>
<td>0.5 M</td>
<td>Dimer possible</td>
<td>&gt; 0.4 mM</td>
<td>Kinetic study$^{84}$</td>
</tr>
<tr>
<td></td>
<td>2 M</td>
<td>Dimers (single OH-bridging, double OH-bridging, single oxo-bridging)</td>
<td>50 mM</td>
<td>EXAFS of Ce K-edge$^{85}$</td>
</tr>
<tr>
<td>NO$_3^-$</td>
<td>6 M HClO$_4$, 0.01−0.1 M NO$_3$</td>
<td>Ce(H$_2$O)$_x$$^{4+}$, x $\approx$ 9.1; Ce$^{4+}$-O bond length: 2.42 Å</td>
<td>10, 20, 50, 100 mM</td>
<td>EXAFS (Ce L$_3$- and L$_2$-edges)$^{81}$</td>
</tr>
<tr>
<td></td>
<td>53.7% weight ceric ammonium nitrate (CAN)</td>
<td>Ce(NO$_3$)$_6$$^{2-}$</td>
<td>53.7% weight CAN</td>
<td>XRD of solution based CAN$^{86}$</td>
</tr>
<tr>
<td></td>
<td>3 M</td>
<td>Mixture (e.g., Ce$^{4+}$, Ce(NO$<em>3$)$</em>{3+}$, Ce(NO$_3$)$_2$$^{2+}$, [H$_2$O)$_6$; Ce-O-Ce(OH)$<em>2$</em>$\gamma$$^{6+}$)</td>
<td>40 mM</td>
<td>EXAFS (Ce L$_1$, L$_3$ edges), Raman$^{88,89}$</td>
</tr>
<tr>
<td>SO$_4^{2-}$</td>
<td>0.123-0.663 M</td>
<td>HCe(OH)$_3$SO$_4$, Ce(SO$_4$)$_2$-4H$_2$O</td>
<td>5.1–94 mM</td>
<td>Transference$^{90}$</td>
</tr>
<tr>
<td></td>
<td>&gt; 0.01 M</td>
<td>Ce(SO$<em>4$)$</em>{3+}$</td>
<td>2 mM–30 mM</td>
<td>UV-Vis$^{91}$</td>
</tr>
<tr>
<td></td>
<td>&gt; 0.7 M</td>
<td>Ce(SO$<em>4$)$</em>{2+}$, Ce(SO$_4$)$_2$, Ce(SO$<em>4$)$</em>{3-}$</td>
<td>0.16 mM–5.2 mM</td>
<td>UV-Vis$^{92}$</td>
</tr>
<tr>
<td>Cl$^-$</td>
<td>0.5 M–12 M</td>
<td>CeCl$_5$$^{2-}$; Ce-Cl bond length: 2.68 Å</td>
<td>Not reported</td>
<td>DFT modelling$^{93}$</td>
</tr>
</tbody>
</table>
From the reviewed studies, there are uncertainties in the structures of both Ce$^{3+}$ and Ce$^{4+}$ in the acidic media that are relevant for RFBs. Specifically, while much of the literature points to Ce$^{3+}$ being coordinated by only water molecules, there are some studies that suggest Ce$^{3+}$ will complex with sulfate and nitrate anions in sulfuric acid and nitric acid, respectively, especially at higher anion concentrations. It is recognized that Ce$^{4+}$ will be complexed by anions in acids other than perchloric acid, but the exact number of anions complexing is unclear. Additionally, some studies suggest dimers will form. A clearer understanding of the structures of Ce$^{3+}$ and Ce$^{4+}$ in acids will be necessary to understanding the influence of the acid on the Ce$^{3+}$/Ce$^{4+}$ redox couple, and structural information will also be important when studying the charge transfer mechanism. A stronger fundamental understanding of the Ce ionic structures will thus provide guidance on how best to control a Ce-based RFB’s thermodynamic and kinetic performance. In addition to knowing the structures, it is also important to have a clear picture of how the Ce$^{3+}$/Ce$^{4+}$ kinetics behave as a function of electrolyte and electrode to determine the charge transfer mechanism. Previous Ce$^{3+}$/Ce$^{4+}$ kinetic studies will therefore be discussed next.

Studies of the Ce$^{3+}$/Ce$^{4+}$ redox kinetics. Table 1.4 shows the kinetic activities reported previously for the Ce$^{3+}$/Ce$^{4+}$ redox couple for many different electrode-electrolyte combinations. Although many electrode materials have been studied for the Ce$^{3+}$/Ce$^{4+}$ redox reaction, including metals (Au, Pt, Ir, Pt/Ti, Pt/Nb), alloys (Pt-Ir, RuO$_x$-IrO$_x$-TiO$_x$), metal oxides (SnO$_2$, WO$_3$/C, TiO$_2$, PbO$_2$, SnO$_2$/Ti, IrO$_x$-Ti, RuO$_x$-Ti) and carbon materials (diamond, glassy carbon, graphite rods and felts), the reported kinetic parameters vary widely depending on the type of surface (mesh, rotating disk electrode, wire), temperature, electrolyte, and SoC. For the Ce$^{3+}$/Ce$^{4+}$ redox chemistry, SoC refers to the amount of Ce$^{4+}$ relative to the total cerium concentration. The lack of consistent conditions under which the kinetic parameters are measured and reported makes it
difficult to directly compare different electrode surfaces. Understanding the influence of the electrode on kinetics is an important step to determining whether the charge transfer mechanism is inner- or outer-sphere. When an electron transfer is inner-sphere, the active species has to interact directly with the electrode surface for the electron transfer to occur, whereas for an outer-sphere mechanism, the active species is always separated by a layer of solvent. Additionally, literature values are often not reported normalized to surface area with standard experimental conditions, making it impossible to compare intrinsic rates. From Table 1.4, there are conflicting reports of activity, for example, in one work reported standard rate constants vary from $2.0 \times 10^{-6}$ to $4.0 \times 10^{-2}$ cm/s depending on the electrode in the order of glassy carbon $>>$ graphite $>$ iridium $>$ platinum $>$ gold $>$ diamond, and in another, Ir was reported to have a larger rate constant ($4.0 \times 10^{-4}$) than Au ($2.0 \times 10^{-4}$). Thus, the inconsistent values in current literature make it difficult to ascertain the influence of electrode on the redox reaction kinetics. There is a need for a more controlled kinetic study of the Ce$^{3+}$/Ce$^{4+}$ redox kinetics, so that the effect of the electrode can be more clearly obtained and the charge transfer mechanism can be ascertained. Knowledge of the Ce$^{3+}$/Ce$^{4+}$ charge transfer mechanism will help to inform the design of future Ce-based RFBs for enhanced kinetic performance by indicating what factors control the kinetics.
Table 1.4. Kinetics parameters for Ce\(^{3+}/\)Ce\(^{4+}\) charge transfer for different electrodes and electrolytes, through different measurement methods. Kinetic parameters reported include standard rate constant, \(k_0\), exchange current density, \(i_0\), the split between reduction and oxidation peaks, \(\Delta E_p\), and anodic and cathodic charge transfer coefficients, \(\alpha_a\) and \(\alpha_c\). In the main text we are referring to cathodic charge transfer when we report the charge transfer coefficient.

<table>
<thead>
<tr>
<th>Electrode</th>
<th>Electrolyte</th>
<th>[Acid] (M)</th>
<th>[Ce(^{3+})] (M)</th>
<th>[Ce(^{4+})] (M)</th>
<th>Method</th>
<th>Kinetic Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au</td>
<td>HClO(_4)</td>
<td>1</td>
<td>0.01(^{(b)})</td>
<td>0.001–0.01(^{(b)})</td>
<td>Polarization resistance; Ce(^{4+}) reduction</td>
<td>(k_0 \times 10^4) (cm s(^{-1}))</td>
</tr>
<tr>
<td>H(_2)SO(_4)</td>
<td>1</td>
<td>–</td>
<td>0.01</td>
<td>Radiochemical &amp; Cyclic Voltammetry (CV); Ce(^{4+}) reduction</td>
<td>1.8–2.1(^{(a)})</td>
<td>–</td>
</tr>
<tr>
<td>Boron-doped Diamond</td>
<td>HClO(_4)</td>
<td>0.1</td>
<td>0.01</td>
<td>–</td>
<td>CV; Current-Overpotential curve; Ce(^{3+}) oxidation</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>HNO(_3)</td>
<td>0.1</td>
<td>0.01</td>
<td>–</td>
<td>CV; Current-Overpotential curve; Ce(^{3+}) oxidation</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>H(_2)SO(_4)</td>
<td>0.1</td>
<td>0.01</td>
<td>–</td>
<td>CV; Current-Overpotential curve; Ce(^{3+}) oxidation</td>
<td>0.02</td>
</tr>
<tr>
<td>Graphite</td>
<td>H(_2)SO(_4)/MSA</td>
<td>1:1</td>
<td>0.2</td>
<td>0.2</td>
<td>CV; Linear Sweep Voltammetry (LSV); Current-Overpotential curve</td>
<td>4.17</td>
</tr>
<tr>
<td></td>
<td>MSA</td>
<td>2</td>
<td>0.25</td>
<td>0.25</td>
<td>CV; LSV; Current-Overpotential curve; Chronoamperometry</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.992</td>
</tr>
<tr>
<td>Glassy Carbon</td>
<td>HClO(_4)</td>
<td>1</td>
<td>–</td>
<td>0.167</td>
<td>CV</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>HNO(_3)</td>
<td>1</td>
<td>0.02</td>
<td>–</td>
<td>CV</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>H(_2)SO(_4)</td>
<td>0.5</td>
<td>0.02</td>
<td>–</td>
<td>Current-Overpotential curve; RDE; Ce(^{3+}) oxidation</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.012</td>
<td>–</td>
<td>CV</td>
<td>–</td>
</tr>
<tr>
<td>Glassy Carbon</td>
<td>MSA</td>
<td>1</td>
<td>0.034</td>
<td>–</td>
<td>CV</td>
<td>35.2-36.8&lt;sup&gt;(d)&lt;/sup&gt;</td>
</tr>
<tr>
<td>---------------</td>
<td>-----</td>
<td>---</td>
<td>-----</td>
<td>----</td>
<td>----</td>
<td>-------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0.034</td>
<td>–</td>
<td>CV</td>
<td>58.0-85.4&lt;sup&gt;(d)&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>–</td>
<td>0.167</td>
<td>CV</td>
<td>–</td>
</tr>
<tr>
<td>Ir</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>1</td>
<td>–</td>
<td>0.010</td>
<td>Radiochemical &amp; CV; Ce&lt;sup&gt;4+&lt;/sup&gt; reduction</td>
<td>3.2-4.3&lt;sup&gt;(a)&lt;/sup&gt;</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>0.5</td>
<td>0.019</td>
<td>0.003-0.044</td>
<td>Current-Overpotential curve; Butler Volmer (BV) formulism; Ce&lt;sup&gt;4+&lt;/sup&gt; reduction</td>
<td>0.75-1.21</td>
<td>–</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>0.5</td>
<td>0.004-0.058</td>
<td>0.007</td>
<td>Current-Overpotential curve; BV formulism; Ce&lt;sup&gt;4+&lt;/sup&gt; oxidation</td>
<td>0.35-1.01</td>
<td>–</td>
</tr>
<tr>
<td>1.25</td>
<td>0.2</td>
<td>0.2</td>
<td>CV</td>
<td>2.96</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>2</td>
<td>0.0013</td>
<td>0.0013</td>
<td>CV; Koutecký-Levich; Tafel</td>
<td>8.2</td>
<td>–</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;</td>
<td>0.5</td>
<td>0.02</td>
<td>–</td>
<td>Current-Overpotential curve; RDE; Ce&lt;sup&gt;3+&lt;/sup&gt; oxidation</td>
<td>0.35</td>
<td>–</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;/ DTPA&lt;sup&gt;(e)&lt;/sup&gt;</td>
<td>0.5</td>
<td>0.01</td>
<td>–</td>
<td>RDE; Levich equation</td>
<td>3.7</td>
<td>–</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;/ MSA</td>
<td>1</td>
<td>0.0001</td>
<td>0.0001</td>
<td>Koutecký-Levich; RDE; Ce&lt;sup&gt;4+&lt;/sup&gt; reduction</td>
<td>–</td>
<td>13×10&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;/ C&lt;sub&gt;7&lt;/sub&gt;H&lt;sub&gt;6&lt;/sub&gt;O&lt;sub&gt;6&lt;/sub&gt;S</td>
<td>1:0.5</td>
<td>0.0005</td>
<td>0.0005</td>
<td>CV; Current-Overpotential curve</td>
<td>3.2</td>
<td>310</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;/ DTPA&lt;sup&gt;(e)&lt;/sup&gt;</td>
<td>1:0.03</td>
<td>–</td>
<td>0.1</td>
<td>CV; Levich plot</td>
<td>3.1</td>
<td>–</td>
</tr>
<tr>
<td>H&lt;sub&gt;2&lt;/sub&gt;SO&lt;sub&gt;4&lt;/sub&gt;/ MSA</td>
<td>1:1</td>
<td>0.02</td>
<td>–</td>
<td>CV; LSV; Current-Overpotential curve</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MSA</td>
<td>2</td>
<td>0.25</td>
<td>0.25</td>
<td>CV; LSV; Current-Overpotential curve; Chronoamperometry</td>
<td>0.55</td>
<td>130</td>
</tr>
<tr>
<td>MSA</td>
<td>4</td>
<td>0.8</td>
<td>–</td>
<td>CV</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>MSA</td>
<td>4.5</td>
<td>0.02</td>
<td>0.2</td>
<td>CV; LSV; EIS</td>
<td>–</td>
<td>37×10&lt;sup&gt;3&lt;/sup&gt; (Tafel), 24×10&lt;sup&gt;3&lt;/sup&gt; (EIS)</td>
</tr>
<tr>
<td>MSA</td>
<td>4.5</td>
<td>0.2</td>
<td>0.6</td>
<td>Tafel method, Linear polarization, EIS</td>
<td>–</td>
<td>24-67&lt;sup&gt;(a)&lt;/sup&gt;</td>
</tr>
<tr>
<td>NH&lt;sub&gt;4&lt;/sub&gt;SO&lt;sub&gt;3&lt;/sub&gt;</td>
<td>1</td>
<td>0.3</td>
<td>0.1</td>
<td>CV; LSV; Current-Overpotential curve; Tafel</td>
<td>0.5</td>
<td>60</td>
</tr>
</tbody>
</table>
Table 1.4. Continued

<table>
<thead>
<tr>
<th>SnO$_2$ on graphite felt</th>
<th>MSA</th>
<th>1</th>
<th>0.05</th>
<th>–</th>
<th>CV</th>
<th>499</th>
<th>–</th>
<th>199</th>
<th>–</th>
<th>–</th>
<th>99</th>
</tr>
</thead>
<tbody>
<tr>
<td>VCE$^{10}$ HNO$_3$</td>
<td>1</td>
<td>0.015</td>
<td>–</td>
<td>CV</td>
<td>20</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>118</td>
</tr>
</tbody>
</table>

(a) A range of rate constants is provided for electrodes studied by Keikens et al.\textsuperscript{101} because several independent methods of calculating the rate constant were compared.

(b) Reported in Normality (N), converted to Molarity (M).

(c) In study by Sacchetto et al.,\textsuperscript{105} the electrochemical behavior on a gold electrode was reportedly irreproducible, so kinetic parameters of the two extreme cases of behavior are reported here.

(d) A range of rate constants is provided by Devadoss et al.\textsuperscript{42} based on scan rate used in CV.

(e) Diethylenetriaminepentaacetic acid.\textsuperscript{115}

(f) Vitreous carbon electrode.\textsuperscript{118}

(g) In study by Nikiforidis et al.,\textsuperscript{96} three different exchange current densities were reported because of different methods of collecting exchange current density.
1.4.3 Ongoing challenges with using the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} chemistry in redox flow battery systems

As described above, the redox potential of the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} couple is higher than many other redox couples, ranging between 1.28-1.44 V vs. SHE in aqueous media, which makes it very promising for use in RFB applications. While some laboratory scale studies of Ce RFBs have been conducted which highlight its technical feasibility, no detailed study of the expected cost and emissions of a Ce RFB throughout its lifetime compared to the state-of-the-art VRFB has been conducted. Only one preliminary cost assessment of a Ce RFB exists,\textsuperscript{119} but it is lacking in detail and does not consider the impact of the electricity grid mix on overall cost of storage. This study also compares the production phase GHG emissions of a Ce-Zinc (Zn) RFB to the VRFB,\textsuperscript{119} and it shows that the Ce-Zn electrolyte has higher GHG emissions than the VRFB in the production phase. Given the goal of using energy storage to integrate renewable energy into the electricity grid to drive down GHG emissions from energy production, we need to confirm that the use of a Ce RFB will not result in increased GHG emissions. In the aforementioned study, however, the use phase is not considered, limiting our understanding of the relative environmental impacts of Ce and V-based RFBs. A detailed comparison of the Ce RFB’s cost and GHG emissions to the VRFB’s on a normalized basis, i.e., 1 kWh delivered electricity, is needed to quantify the savings (or consequences) expected for switching to a Ce RFB. Without a technoeconomic and life cycle assessment study of Ce-based RFBs, the field of Ce RFBs will remain relatively nascent, because the magnitude of cost and emissions savings relative to the VRFB are unknown. It will only be with a detailed economic and environmental assessment proving the feasibility of using Ce\textsuperscript{3+}/Ce\textsuperscript{4+} at the positive electrode that the Ce RFB can be advanced significantly.

In addition to confirming the economic and environmental feasibility of a Ce RFB compared to the state-of-the-art VRFB, it is important to gain a better fundamental understanding
of the behavior of the Ce\(^{3+}\) and Ce\(^{4+}\) ions during the electron transfer so that the thermodynamic and kinetic performance of the Ce RFB can be optimized. The large shift in redox potential with acid suggests that the anions in the acid are interacting with the Ce ions and controlling the thermodynamics. The structures of the Ce\(^{3+}\) and Ce\(^{4+}\) ions are not well understood, however, which limits our understanding of why the redox potential shifts so dramatically and also our ability to control Ce-based RFB thermodynamics. Ideally, if the structures of Ce\(^{3+}\) and Ce\(^{4+}\) are known for a variety of aqueous media, then the redox potential can be tuned by manipulating those structures through electrolyte engineering. Thus, there is a need for a better understanding of how the Ce\(^{3+}\) and Ce\(^{4+}\) ions interact with their surrounding aqueous environment to advance the thermodynamic performance of Ce RFBs. Additionally, the kinetics of the Ce\(^{3+}/Ce^{4+}\) redox reaction have been noted to be slow in Ce RFBs. To improve the kinetics, the charge transfer mechanism, which will indicate the rate limiting step and demonstrate the relative effect of the electrolyte and electrode on the kinetics, must be identified. Currently, the Ce\(^{3+}/Ce^{4+}\) charge transfer mechanism is not well understood. To enhance the overall performance of a Ce-based RFB, the kinetics should be increased as much as possible, and so the charge transfer mechanism must be identified. There is thus a need to better understand the fundamental phenomena that are controlling the Ce\(^{3+}/Ce^{4+}\) thermodynamics and kinetics, so that the application of using Ce in RFBs can be advanced, which is needed to meet the growing demand for energy storage in the U.S.

1.5 Research objectives and scope

The overall goal of the dissertation was to characterize the Ce\(^{3+}/Ce^{4+}\) chemistry for RFB applications in terms of its economic impact, environmental performance, thermodynamics, and kinetics. To achieve this goal, the following main objectives were developed:
1. Assess the economic and environmental performance of the Ce-V RFB compared to the VRFB for current and future low-carbon energy storage applications.

2. Identify the structure of Ce\(^{3+}\) and Ce\(^{4+}\) ions in acids relevant to RFB applications and identify how the ion structures and interaction with surrounding anions influence thermodynamics.

3. Conduct carefully controlled kinetic measurements of the Ce\(^{3+}/Ce^{4+}\) redox couple on two different electrode surfaces to ascertain the effect of the electrode on kinetics.

4. Identify possible charge transfer mechanisms, and by comparing the derived rate laws’ modeled performance to observed structural and kinetics information, identify which charge transfer mechanism is most consistent.

5. Make recommendations based on modeling and experimental results about further research and optimization efforts for the Ce RFB.

The dissertation consists of six chapters and is structured as outlined below:

**Chapter 1** motivates the need for redox flow batteries to address the gap between the current available stationary energy storage capacity in the U.S. and the needed amount for increased integration of renewable energy into the electricity grid. This Chapter overviwed the redox flow battery technology as well as the state-of-the-art aqueous inorganic RFB, the VRFB, which is currently too costly for widescale market deployment. I proposed the Ce\(^{3+}/Ce^{4+}\) redox couple as a possible alternative to the active species in the positive electrolyte of the RFB and provide a background on the applications and research studies of the Ce\(^{3+}/Ce^{4+}\) chemistry. I motivated the need for additional study of the economic and environmental impact of a Ce RFB relative to the VRFB, as well as the structure, kinetics, and charge transfer mechanism of the Ce\(^{3+}/Ce^{4+}\) chemistry to optimize the Ce RFB.
Chapter 2 overviews the methods and theory behind the techniques used in the dissertation. Specifically, the concepts of technoeconomic and life cycle assessment techniques are introduced, and the theories of UV-Vis and Extended X-ray Absorption Fine Structure spectroscopy are discussed. Additionally, methods to determine the concentration of Ce ions in solution are presented, as are electrochemical techniques used to measure the kinetics of the Ce$^{3+}$/Ce$^{4+}$ reaction. Finally, methods to model the kinetic behavior are discussed.

Chapter 3 presents the results of our technoeconomic and life cycle inventory model comparing the levelized cost of electricity (LCOE) and levelized GHG emissions (LGHG) of a Ce-V and VRFB battery. We find that the Ce-V RFB has lower LCOE than the VRFB and comparable LGHG assuming the current average U.S. electricity mix, and that as the grid becomes more renewable, the Ce-V RFB will continue to be more economical than the VRFB. Because Ce has higher production emissions than V, however, we find that in a 100% renewable grid scenario, while the GHG emissions are still drastically reduced compared to the present-day average U.S. electricity mix, the Ce-V RFB has a higher LGHG than the VRFB. Finally, we find that both the Ce-V RFB LCOE and LGHG are most sensitive to redox potential, and we demonstrate the tradeoff between material cost and thermodynamic and kinetic performance.

Chapter 4 discusses the structures and free energies of the Ce$^{3+}$ and Ce$^{4+}$ ions in aqueous media (HClO$_4$, HNO$_3$, CH$_3$SO$_3$H, CF$_3$SO$_3$H, H$_3$NSO$_3$, H$_2$SO$_4$, and HCl) that are relevant for RFB applications. We use Extended X-ray Absorption Fine Structure (EXAFS), UV-Vis, and Density Functional Theory (DFT) calculations to identify the structures and calculate the free energies. We find that Ce$^{3+}$ coordinates with nine water molecules as [Ce(H$_2$O)$_9$]$^{3+}$ in all studied electrolytes. However, Ce$^{4+}$ complexes with anions in all electrolytes except HClO$_4$. Thus, our results suggest that Ce$^{4+}$-anion complexation leads to the large shifts in standard redox potential.
Chapter 5 studies the structure, kinetics, and charge transfer mechanism of the Ce$^{3+}$/Ce$^{4+}$ redox couple in sulfuric acid. We confirm the Ce$^{3+}$ and Ce$^{4+}$ structures and identify the charge transfer mechanism in sulfuric acid via EXAFS, kinetic measurements, and DFT calculations. We show EXAFS evidence that confirms the Ce$^{3+}$ is coordinated by nine waters and suggests Ce$^{4+}$ is complexed by water and three bisulfates in sulfuric acid. Despite the change in complexation within the first coordination shell between Ce$^{3+}$ and Ce$^{4+}$, we show the kinetics are independent of the electrode (studied on platinum and glassy carbon), suggesting outer-sphere electron transfer behavior. We identify a two-step mechanism where Ce$^{4+}$ exchanges the bisulfate anions with water in a chemical step followed by a rate-determining electron transfer step that follows Marcus theory, which we call the CE mechanism. This mechanism is consistent with all experimentally observed structural and kinetic data. The asymmetry of the Ce$^{3+}$/Ce$^{4+}$ charge transfer and the observed shift in the redox potential with acid is explained by the addition of the chemical step in the charge transfer mechanism. The fitted parameters from this rate law qualitatively agree with DFT-predicted free energies and the reorganization energy.

Chapter 6 summarizes the major findings of the thesis and presents an outlook for the use of the Ce$^{3+}$/Ce$^{4+}$ chemistry in RFB applications. Specifically, given our findings on the sensitivity of the Ce-V RFB LCOE and GHG emissions to the redox potential, and the effect of complexation on redox potential and the kinetics (for a CE mechanism), I propose that the Ce$^{3+}$/Ce$^{4+}$ redox couple be studied in additional acids with weaker complexation than sulfuric acid to optimize both the thermodynamics and kinetics for RFB applications. Limitations of the work are also highlighted, and future work is proposed to address them.
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Chapter 2 Methods and Background on Modeling and Experimental Techniques

2.1 Introduction

In this chapter, the methods and theory behind the techniques used throughout the dissertation are described. In Section 2.2, background information on technoeconomic and life cycle inventory modeling is provided. Section 2.3 introduces the spectroscopic techniques used to identify the structures of the Ce\(^{3+}\) and Ce\(^{4+}\) ions, specifically UV-Vis spectroscopy and extended X-ray absorption fine structure (EXAFS). Methods to determine the concentration of Ce ions in solution are highlighted in Section 2.4. The electrochemistry techniques and methods used to evaluate and extract kinetic parameters are discussed in Section 2.5. Further information on modeling observed kinetic behavior that is relevant for the Ce\(^{3+}/Ce^{4+}\) redox reaction is provided in Section 2.6.

2.2 Cost and emissions modeling techniques

To compare the cost and intensity of greenhouse gas (GHG) emissions of a redox flow battery (RFB) that uses the Ce\(^{3+}/Ce^{4+}\) redox chemistry at the positive electrode to the state-of-the-art all-vanadium RFB in Chapter 3, technoeconomic assessment and life cycle inventory modeling tools are used. Background information on technoeconomic assessment modeling is included in Section 2.2.1 and the life cycle inventory modeling is discussed in more detail in Section 2.2.2.
2.2.1 Technoeconomic assessment modeling

A technoeconomic assessment (TEA) model estimates the technical performance of a product or technology, and based on this performance, calculates the economic costs associated with the production and operation of that technology.\(^1\) The general process of conducting a TEA includes: building a process model and sizing equipment, calculating the capital and operating costs associated with the technology, and developing a user interface.\(^2\) The process model should consider all material and energy inputs to the technology, as well as all equipment needed. Based on the functional unit of the TEA, which is the amount of product, material, or service that the technology performance is being referenced against,\(^1,3\) the necessary size of equipment, e.g., electrolyte tanks or reactors, can be determined. Capital costs are expenses that are incurred only once per product (barring replacement costs), and are considered investments from which economic benefits are expected to be generated.\(^2\) Capital costs often refer to the equipment used in the delivery of a product or service, such as pumps, reactors, and heat exchangers.\(^2\) Operating costs can include variable and fixed, where variable costs scale with operation and fixed costs do not.\(^2\) The levelized cost of electricity (LCOE) is the average net present cost of electricity generated over a product’s lifetime.\(^4\) In order to calculate the LCOE, assumptions related to the rate of use of the technology, service life of the technology, and total discount factor are needed.\(^5\) The total discount factor estimates the net present value of future costs. In TEAs, sensitivity analysis is conducted to determine how the individual components built into the model impact cost.\(^2\) Information on capital and operating costs are typically pulled from literature or directly from vendors.

In Chapter 3, a TEA of two redox flow battery chemistries, the all-vanadium (VRFB) and a cerium (Ce)-vanadium battery, is conducted. There have been a number of TEAs of VRFBs
which estimate the capital cost to range between 300-600 $/kWh (2012-2020 USD) for discharge times ranging between 4 and 12 hours,\textsuperscript{6-11} and other redox flow battery technologies have been considered as well, including iron-vanadium,\textsuperscript{7} iron-chromium,\textsuperscript{8,12} zinc-bromine,\textsuperscript{12} polysulfide-bromine,\textsuperscript{12} and hydrogen-bromine.\textsuperscript{5} These studies have primarily modeled the effect of individual components like membrane,\textsuperscript{13} bipolar plates,\textsuperscript{14} and electrolyte cost,\textsuperscript{11} as well as operating conditions like current density\textsuperscript{7,11,15} and discharge time,\textsuperscript{7,8,11,12} on overall systems cost. These TEAs highlight the influence that both components and operating conditions can have on redox flow battery costs and motivate the use of TEA to compare the well-studied VRFB to the Ce-V RFB, which has not been studied thoroughly, in this dissertation.

\textbf{2.2.2 Life cycle inventory modeling}

To assess the GHG emissions associated with RFBs, we develop a life cycle inventory model based on life cycle assessment (LCA) techniques. An LCA is defined as the examination, identification, and evaluation of a product or system’s environmental implications, including the material and energy consumption and emissions into the environment.\textsuperscript{3} LCA should incorporate the production, use, and end-of-life (EoL) stages of a product or system. The production phase consists of burdens associated with material production, i.e., resource extraction and processing, availability/scarcity, and recyclability, as well as manufacturing, which could include the energy and environmental impact of individual manufacturing steps as well as operational burdens (e.g., facility lighting, climate control). Use phase burdens typically include operational energy consumption, carbon emissions and other environmental burdens of the fuel source (both upstream and during use), maintenance burdens, and transportation burdens. Lastly, the EoL impacts of a product can typically be split into two categories: the burdens (energy and environmental) associated with processing or storing the waste (i.e., sending to landfill) and recycling the product.
The full LCA framework consists of four stages: goal and scope definition, inventory analysis, impact analysis, and interpretation of results.\(^3\) Goal and scope definition includes identification of the boundaries of the impact assessment, e.g., boundaries in processes considered, as well as space and time boundaries, and the functional unit, which is the amount of product, material, or service to which the LCA is applied.\(^3\) The first step to inventory analysis is establishing a material inventory, in which the amount of material and energy needed in each life cycle stage of the product or system is quantified. The amount of material is then normalized by the functional unit. Then, the environmental burdens associated with each of those materials can be calculated on a functional unit basis using LCA databases, which include SimaPro,\(^16\) GaBi,\(^17\) or the GREET (Greenhouse gases, Regulated Emissions, and Energy use in Technologies) model.\(^18\) These databases contain information on energy use and environmental burdens such as global warming potential, eutrophication potential, and acidification potential for different materials and processes. Impact analysis evaluates the magnitude and significance of inventory analysis results, and impact analysis can be a technical, quantitative or qualitative process to characterize and assess the environmental burdens associated that were identified in the inventory analysis phase. Stages of impact assessment include classification, characterization, localization, and valuation.\(^3\) Interpretation of the results includes conducting sensitivity analyses to understand what parameters/variables can be used to promote the biggest change as well as proposing policy or design changes to drive down environmental burdens identified in the impact assessment as the most influential. Impact assessment has been identified as highly subjective and dependent on the specific goals of an LCA, and so in this thesis (Chapter 3), a life cycle inventory (LCI) is completed, in which only the goal and scope definition, inventory analysis, and interpretation stages are completed.
LCAs for electrochemical systems like batteries have been completed previously which can lend insight into what factors are expected to control environmental burdens. The most relevant production burdens for a battery relate to the energy burden per unit of material production as well as materials’ scarcity and toxicity.\textsuperscript{19} For many systems including electrochemical systems, the use phase typically accounts for the largest portion of energy consumption and environmental burden.\textsuperscript{20,21} For a static system like a battery, the transportation burdens of the material to the final site would most likely be negligible, and instead, electricity consumption and delivery will dominate. Operational characteristics that will influence the magnitude of the environmental burdens of the use phase include service life, charge/discharge degradation, round-trip efficiency, faradaic efficiency, and discharge duration. When conducting a comparative LCA for a battery, it is important to consider what energy source the battery is displacing. While there are burdens associated with recycling, these burdens are typically outweighed by the benefits of reducing material production demands.\textsuperscript{22} LCAs of energy storage technologies\textsuperscript{23,24} including RFBs\textsuperscript{21,25–31} have been conducted. The production phase GHG emissions of the all-vanadium RFB is dominated by the electrolyte, primarily due to the emissions associated with the production of V\textsubscript{2}O\textsubscript{5}.\textsuperscript{29–31} Regarding the use phase, the roundtrip efficiency has been shown to have a significant impact on life cycle emissions,\textsuperscript{25} with the bulk of emissions stemming from losses incurred during the electricity delivery phase, assuming an electricity mix which still relies on fossil fuels. Finally, increasing all-vanadium redox flow batteries capacity results in lower GHG emissions when reducing high wind curtailment,\textsuperscript{26} which highlights the importance of the electricity grid application on the LCA results. In Chapter 3, an LCI of two RFBs is conducted and many of the trends discussed above are found to hold in our study.
2.3 Spectroscopy techniques

To determine the structure of the Ce\(^{3+}\) and Ce\(^{4+}\) ions in a variety of acidic media, as described in Chapters 4 and 5, Ultraviolet (UV)-Visible (Vis) spectroscopy and extended X-ray absorption fine structure (EXAFS) spectroscopy were used. A discussion of the different possible characterization techniques is included below to motivate the use of UV-Vis and EXAFS techniques. The theories behind the UV-Vis and EXAFS spectroscopy techniques are described in detail below. Additionally, the characteristics of UV-Vis and EXAFS spectra of Ce\(^{3+}\) and Ce\(^{4+}\) ions are described.

2.3.1 The utility of UV-Vis and EXAFS spectroscopies for cerium bulk structure studies

There exist many types of characterization techniques that can be used to study the bulk composition, structure, and surface structures of a system. For cerium, it is important to study the structures of the bulk aqueous solution, because the structures of the ionic species are expected to control both the thermodynamics and kinetics (see Chapter 1 for more discussion). Bulk structure characterization techniques include UV-Vis spectroscopy, X-ray absorption spectroscopy (XAS), Raman spectroscopy, and X-ray diffraction (XRD). Of these available techniques, we relied on UV-Vis spectroscopy and X-ray absorption, of which EXAFS is a subset. UV-Vis spectroscopy is a relatively simple technique that provides information on the bonding behavior of an atom’s valence electrons. We relied on UV-Vis to determine whether the Ce\(^{3+}\) and Ce\(^{4+}\) coordination environment was changing with acid because it was a convenient way to quickly screen a number of different acids and cerium and acid concentrations. To obtain a more detailed understanding of the cerium ions in solution, including their coordination and complexation structures, we relied on XAS. XAS uses X-rays to probe the geometric and electronic structure of a central atom, as will be described in more detail in Section 2.3.3. EXAFS is particularly powerful because it is sensitive
to the oxidation state, distances to neighboring atoms, coordination number of neighboring atoms, and the elemental composition of neighboring atoms.\textsuperscript{32} Additionally, the EXAFS equation allows for fitting of experimental spectra to obtain quantitative information on coordination number and scattering distances. The use of a synchrotron to generate the high energies of the X-rays is generally needed, however, which makes using XAS a more logistically challenging technique to use. Raman spectroscopy is another useful technique that has been used to study cerium in solution,\textsuperscript{33–36} and it works by passing UV and visible light through a sample and observing the light that is scattered in the direction that is perpendicular to the incident beam.\textsuperscript{37} The scattered light is categorized between strong and weak frequencies compared to the incident beam, where the weak frequencies comprise the Raman scattering and contains information related to the vibrational frequencies of a molecule.\textsuperscript{37} The vibrational frequency is measured as a shift from the incident beam frequency. Compared to EXAFS, identification of unknown structures with Raman spectroscopy can be more challenging, as it is often based on empirical evidence of previously collected solutions with similar spectra. XRD is generally used to study the structures of crystals, where the crystalline structure diffracts the X-rays and the angle of diffraction is used to determine interplanar spacings of crystallographic phases and identify chemical bonds and crystallographic disorder.\textsuperscript{38} While XRD of solutions can be collected, the width of the peaks is severely widened, which can make structural determination of ions in solution difficult. Techniques that focus on surface adsorbate characterization like infrared (IR) spectroscopy are not as useful for studying the cerium kinetics in aqueous systems because there is no evidence of Ce\textsuperscript{3+} and Ce\textsuperscript{4+} ions adsorbing to the electrode surface during electron transfer (see Chapter 5). Given the ease of use of UV-Vis and the detailed information that can be obtained from the powerful EXAFS technique, we used
these two techniques to obtain information on the cerium structures in bulk solution. The theory of these spectroscopy techniques is described in detail next.

2.3.2 UV-Vis spectroscopy

UV-Vis spectroscopy is a type of electronic spectroscopy and is the measurement of the transition of electrons between energy levels.\(^{39}\) Specifically, UV-Vis spectroscopy is an electromagnetic absorption technique, in which the absorption is caused by the excitation of an electron from one molecular orbital to a higher orbital.\(^{40}\) In this section, we first describe theories of electronic transitions, then describe selectivity rules of transition moments, before introducing UV-Vis instrumentation and information on UV-Vis of cerium solutions.

Theories to describe electronic transitions. Electronic transitions can be described through crystal field theory (CFT), molecular orbital (MO) theory, or the more realistic ligand field theory (LFT), which is the combination of CFT and MO.\(^{40}\) CFT was originally developed to describe electronic transitions in transition metal ions and asserts that the interaction between transition metals and surrounding ligands stems from the attraction between the positively charged metal cation and negatively charged non-binding electron of the ligand.\(^{40}\) CFT was developed for the case of the five degenerate \(d\) orbitals of a transition metal (Fig. 2.1). When a static electric field is produced by a surrounding charge distribution (modeled by an array of point charges), the degeneracy of the electronic \(d\) orbital is broken. This is demonstrated by the progression shown in Fig. 2.1 for the common octahedral geometry, which starts with a metal cation \(M\) with charge \(n\). If an electron is inserted into the orbital set, coulombic repulsion causes the energy of all the orbitals to be raised equally, which is referred to as a spherical field situation.\(^{40}\) The ligand electrons are closer to some of the \(d\) orbitals than others, which results in a loss in degeneracy. As a result, the \(d\) orbitals that are closer to the ligand have higher energy than the \(d\) orbitals that are
farther from the ligand. In Fig. 2.1, $\Delta_o$ is the difference in the energies of the $d$ orbitals and is affected by the nature of the metal and ligands, the oxidation state of $M$, and the geometry of the complex. The splitting of the $d_{xy}$, $d_{xz}$, $d_{yz}$, $d_{z^2}$ and $d_{x^2-y^2}$ orbitals demonstrated in Fig. 2.1 is specifically for the transition metal ion complex with octahedral geometry. CFT breaks down when there is strong interaction between $M$ and the ligand, for which MO theory is a better descriptor of electronic transitions.\(^{41}\)

![Figure 2.1](image)

**Figure 2.1.** Demonstration of CFT. Going from left to right in diagram: the $d$ orbitals of a transition metal ion $M^{n+}$ are all raised equally when a charge of −6 is spread uniformly around $M^{n+}$. When ligands approach $M^{n+}$ in an octahedral complex geometry, a charge of −1 is assigned to each vertex of the octahedron. While the average energy of the $d$ orbitals is the same as the case in which a charge of −6 is uniformly spread around the cation, the degeneracy of the $d$ orbitals is split, with the $e_g$ orbitals being raised in energy and the $t_{2g}$ orbitals being lowered. Reproduced from Awan et al. (2021).\(^{42}\)

LFT is an extension of CFT, because it is a freely parameterized model and is not localized to point charge ligands like CFT.\(^{39}\) LFT can be used in conjunction with MO theory, which models covalent interactions between metals and ligands.\(^{40}\) As shown in Fig. 2.2 for an octahedral complex, neglecting $\pi$ electron interaction, MO theory combines orbitals from $M$ and the ligand which results in new orbitals that are of different energies than the individual components.\(^{43}\) This approach results in different types of orbitals: bonding, antibonding, and non-bonding. Bonding orbitals are stabilized by electrons, while antibonding orbitals are destabilized by electrons. In the
octahedral complex, 12 electrons from 6 ligand lone pairs occupy $\sigma$-bonding orbitals.\textsuperscript{40} The $t_{2g}$ remain as $\sigma$ non-bonding orbitals, and participate in $\pi$-bonding, as described next. $d$ electrons of $M$ are then inserted into the next highest orbitals, and some of the interactions between $s$ and $p$ orbitals of $M$ also lead to bonding and anti-bonding orbitals. If the ligand has $p$ or $\pi$ orbitals that are orthogonal to the $M$ bond direction, then further interaction between the $t_{2g}$ $d$ orbital of $M$ and $p$ or $\pi$ orbitals of the ligand can occur.

![MO diagram of an octahedral transition metal complex](image)

**Figure 2.2.** MO diagram of an octahedral transition metal complex, neglecting $\pi$ electron interaction. On the lefthand side of the image are the metal valence orbitals ($t_{2g}$ and $e_g$ correspond to the $d$ orbitals, $a_{1g}$ corresponds to the $s$ orbital, and $t_{1u}$ corresponds to the $p$ orbitals). On the righthand side are the ligand $\sigma$ orbitals with designations $a_{1g}$, $t_{1u}$, and $e_g$. In the middle of the image are the octahedral complex ML\textsubscript{6} orbitals, with the $\sigma$-bonding orbitals filled by the lone pairs of the ligand and the $d$ electrons of the metal filling the $t_{2g}$ and $e_g^*$ orbitals of the complex. $\Delta_o$ is the difference in the energies of the $d$ orbitals in the ML\textsubscript{6} complex. Image reproduced from Lawrance (2010).\textsuperscript{43}

When $p$ orbitals of the ligand are not used in $\sigma$-bonding, or when ligands have any $\pi$ or $\pi^*$ molecular orbitals, then $\pi$-bonding can occur. There are two important $\pi$ bonds that can form, which are called 1) ligand-to-metal and 2) metal-to-ligand bonds and are shown in Fig. 2.3. In ligand-to-metal bonding (Fig. 2.3a), the $t_{2g}$ orbital of M interacts with the $\pi$ orbitals of the filled ligand, and as a result, the bonding and antibonding energy levels are similar to the initial metal and ligand energy levels. Thus, $\Delta_o$ is decreased and the $\pi$ antibonding orbitals are lower in energy than the $\sigma$ antibonding orbitals. In metal-to-ligand bonding (Fig. 2.3b), the ligand $\pi$ antibonding
orbital energy levels are higher than the $M\,t_{2g}$ orbital energy levels, and so the $t_{2g}$ orbital is lowered and $\Delta_o$ is increased.

Figure 2.3. MO diagram for an octahedral transition metal complex, with the influence of $\pi$ interactions for (a) ligand-to-metal bonding, and (b) metal-to-ligand bonding. $\Delta_o$ is the difference in the energies of the $t_{2g}$ and $e_g^*$ orbitals of the $ML_6$ complex and $\Delta'_o$ is the difference in orbitals that has been affected by the $\pi$ donor or $\pi$ acceptor interaction. Image adapted from Lawrance (2010).

Intensity and selectivity rules of electronic transitions. Electronic spectroscopy is the measurement of the interaction between electromagnetic radiation and matter. Radiation energy, frequency, wavenumber, and wavelength are all used to define electronic spectroscopy.\(^{40}\) When an electron absorbs the energy of electromagnetic radiation and is excited to a higher molecular orbital with a very short half-life, a transition moment is said to occur.\(^{40}\) Because molecular orbitals are quantized, the electronic transition is associated with a specific energy, $\Delta E$.\(^{39}\) This is typically followed by relaxation to the ground state. Absorption measures the transition moment, and the intensity of the absorption is indicative of the probability of the transition to occur. Unlike atomic absorption spectra, which are sharp, molecular electronic absorption spectra are usually broad bands because molecules experience vibrational and rotational motions which are slower than photon absorption.\(^{39}\) The Franck-Condon approximation asserts that electronic transitions occur on a much faster time scale than nuclear motion,\(^{39}\) and so the electronic transition represents a
certain vibrational and rotational state of the molecule. Thus, electronic transitions occur over a range of $\Delta E$ values.

The intensity of the electromagnetic radiation, $I_0$, is compared to the intensity of the electromagnetic radiation passed through the sample, $I$, to calculate the absorbance of the sample, $A$, through Eq. 2.1. Transmittance, $T$, is defined as the ratio of $I_0$ to $I$.

$$A = \log(T) = \log \left( \frac{I_0}{I} \right)$$  \hspace{1cm} (2.1)

The Beer-Lambert law\(^{39,44}\) (Eq. 2.2) states that absorbance is proportional to the sample concentration ($c$), the light pathlength ($l$), and the sample’s molar extinction coefficient ($\varepsilon$), an intrinsic property that indicates how strongly the chemical absorbs light. Typical values of $\varepsilon$ range between 0-10,000 M\(^{-1}\)cm\(^{-1}\), with higher values indicating stronger absorption.\(^{39}\)

$$A = \varepsilon \times c \times l$$  \hspace{1cm} (2.2)

The probability of intensity of a transition depends on the allowed nature of a transition. As shown in Eq. 2.3, the intensity of the transition is proportional to the square of the transition moment, $M$.\(^{40}\) If only the electric oscillating field is involved in the transition moment, then $M$ is defined as shown in Eq. 2.4, with $\phi_{\text{ground}}$ and $\phi_{\text{excited}}$ representing the ground and excited state wave functions, and $\hat{u}$ being the electric dipole operator.\(^{40}\) Eq. 2.4 can be further modified to Eq. 2.5, separating $M$ to three components: the Frank-Condon factor ($\langle \phi_{\text{v}}, \phi_{\text{v}} \rangle$), which is the vibrational integral which is non-zero, the orbital selection rule ($\langle \phi_{\text{orbital}} | \hat{u} | \phi_{\text{orbital}}^* \rangle$), and the spin selection rule ($\langle \phi_{\text{spin}} | \phi_{\text{spin}}^* \rangle$).\(^{40}\) The orbital selection rule and spin selection rule may or may not be zero. If one of the two is zero, then the total integral will be zero and no absorption will occur. Considering
the orbital selection rule, also referred to as the Laporte selection rule, a transition is not allowed if electrons are only redistributed within the same type of orbitals.\textsuperscript{40} Regarding the spin selection rule, the spin multiplicity of the ground and excited states must be the same, i.e., $\phi_{\text{spin}} = \phi_{\text{spin}}^*$, for a transition to be allowed, because light has no spin properties and will not change the spin.\textsuperscript{40}

\begin{align}
I & \propto M^2 \\
M &= \langle \phi_{\text{ground}} | \hat{a} | \phi_{\text{excited}} \rangle \quad (2.3) \\
M &= \langle \phi_v^* \phi_v | \phi_{\text{orbital}} | \phi_{\text{orbital}}^* \rangle \langle \phi_{\text{spin}} | \phi_{\text{spin}}^* \rangle \quad (2.4)
\end{align}

There are exceptions to these selectivity rules, however, which can result in an increase in the allowed nature of a transition. One major exception is the mixing of $d$ and $p$ orbitals, which is caused by a noncentrosymmetric point group\textsuperscript{40} and results in $d(p) \rightarrow p(d)$ transitions, meaning the orbital selection rule is satisfied. Vibronic coupling\textsuperscript{40} can also lead to the mixing of orbitals by destroying the symmetry of a complex. Finally, spin-orbit coupling can also result in mixing orbital and spin parts, leading to exceptions to the selectivity rules.\textsuperscript{40}

Absorption spectral lines are associated with either the central ion, the ligand, or an electron transfer between the central ion and ligand (charge transfer spectra). Central ion spectra such as $d \rightarrow d$ are forbidden by the orbital selection rule, and are therefore weak.\textsuperscript{40} They are characterized by wider band widths caused by vibrational structure breathing, spin-orbit coupling, and temperature.\textsuperscript{40} Additionally, they are prone to band splitting due to the presence of multiple ligands or the Jahn-Teller effect, in which an unstable degenerate ground electronic configuration is stabilized by the distortion of octahedral symmetries to lower symmetries, e.g., tetragonal or square planar, and additional transitions become possible.\textsuperscript{40,41} Charge transfer spectra are typically intense bands, representing a much more significant displacement of charge between the metal or ligand
than central ion spectra, and are either metal-to-ligand or ligand-to-metal transitions, which were described above. In ligand-to-metal transitions, the more oxidizing the metal is and the more reducing the ligand is, the less energy a charge transfer will have, which corresponds with a higher wavelength. The greater the metal’s oxidation state, the greater its oxidizing nature and lower its charge transfer energy. Ligand spectra are typically associated with organic molecules which posses π electron systems that result in intense π* − π bands.

**UV-Vis instrumentation and operation.** UV-Vis spectrophotometers work by passing UV and visible light (typical range between 200-800 nm, but the Thermo Scientific instruments we used in this dissertation, Evolution™ 300 and 350, had a wider range of 190-1100 nm) through a solution sample that is typically held in a quartz cuvette. To operate the Evolution™ series of UV-Vis instruments, the transmittance $T$ of light through a “blank” sample, which contains only the relevant solvent, is measured. This is referred to as the baseline measurement and the measurement is calibrated so that the baseline $T = 1$ across measured wavelengths. Then, the $T$ of light through the sample is collected and corrected against the baseline $T$. From Eq. 2.2, absorbance can be calculated from the value of the corrected $T$ for the sample.

**UV-Vis of lanthanides.** The above discussion of electronic transitions was focused primarily on transition metals, but the theory can be applied to lanthanides, and the intensity of the absorption spectra can be described through Judd-Ofelt theory. Lanthanide ions have the electronic configuration shown in Fig. 2.4 and are characterized by the shielded 4f shell, in which the electronic transitions take place. The UV-Vis spectra of lanthanides have been noted to be sharp, suggesting the transitions were occurring between levels inside the electronic shell. This does not align with the orbital selection (Laporte) rule, which asserts that $f \rightarrow f$ transitions are forbidden. It was determined that lanthanides experience such intense spectra because the
transitions are actually electric dipole radiation, which can be forced if opposite parity states from higher energy orbitals outside the $4f$ shell, e.g., the $5d$ shell, are mixed into the upper state.\textsuperscript{45} Spin-orbit coupling has been noted to be more important than crystal field splitting for lanthanides.\textsuperscript{39} Electric dipole radiation is possible when the atom is placed in a noncentrosymmetric perturbing field like the crystal field of a lattice.\textsuperscript{45}

![Figure 2.4. Electronic configuration of the lanthanide series. Image reproduced from Walsh (2006).\textsuperscript{45}](image)

The line strength of lanthanide transitions, $S_{ED}(J;J')$, where $J$ and $J'$ refer to the total angular momentum quantum number before and after the electronic transition,\textsuperscript{39} can be described through Judd-Ofelt theory, from which Eq. 2.6 is derived.\textsuperscript{45} Here, $S$ is the total spin angular momentum and $L$ is the total angular orbital momentum.\textsuperscript{39} $\Omega_2$, $\Omega_4$, and $\Omega_6$ are the Judd-Ofelt intensity parameters, and they are the square of the charge displacement caused by electric dipole
transition. The intensity parameters are typically determined empirically for different lanthanides, and Görrler-Walrand et al. (1998) report an extensive compilation of these parameters. The terms in the brackets in Eq. 2.6 represent the intermediate coupled wavefunctions before and after the electronic transition. Obtaining \( J \) from \( S \) and \( L \) in this way is based on \( LS \) or Russell-Saunders coupling. The irreducible tensor form of the dipole operator are represented by \( U^{(\lambda)} \).

\[
S_{ED}(J; J') = \sum_{\lambda=2,4,6} \Omega_{\lambda}|(f^n[S'\lambda]f||U^{(\lambda)}||f^n[S'\lambda']J')|
\]

(2.6)

The \( \text{Ce}^{3+} \) exhibits narrow absorbance peaks in the wavelength range of 190 nm to 500 nm in glasses, sulfuric acid, and a mixture of MSA and sulfuric acid. These peaks are attributed to \( 4f \rightarrow 5d \) transitions and indicate a loss of degeneracy of the 5d orbitals when a 4f electron is excited to a 5d orbital. In contrast, \( \text{Ce}^{4+} \) has a wider absorption band that is characteristic of charge transfer transitions from the first-coordination-sphere ligand to the 4f orbital of cerium. The peak locations of \( \text{Ce}^{3+} \) and \( \text{Ce}^{4+} \) shift depending on the first-coordination-sphere of the cerium ion and signify changing covalency between the metal ion and the ligands. The \( 4f \rightarrow 5d \) transition energies decrease as covalency increases because the partly filled 4f shell expands due to a nephelauxetic effect, which decreases the interelectronic repulsion between the 5d and ligand orbitals. This phenomenon is reflected in Judd-Ofelt theory by the dependence of one of its parameters, \( \Omega_2 \), on the energy difference between the 4f and 5d orbitals. The weaker repulsion results in shorter cation-ligand distances and lower energies required for electronic transitions. Therefore, altered line intensities, spectra lines shifts, and the splitting and broadening of spectral lines are evidence of ligand complexation with cerium ions.
2.3.3 X-ray absorption fine structure spectroscopy

*General Background on EXAFS.* X-ray absorption fine structure spectroscopy (XAFS) can be used to study the chemical nature of an atom as well as its structure in relation to its surrounding environment, e.g., coordination number, distances to neighboring atoms, and neighboring atom composition. We refer to the atom being studied by XAFS as the central, absorbing atom, because XAFS measures the change in X-ray absorption probability of the atom at or above a core electron of the atom.\(^3\)\(^2\) XAFS is a type of X-ray absorption spectroscopy, which relies on the photoelectric effect, which is shown in Fig. 2.5a. The photoelectric effect occurs when an X-ray of a specific energy that matches the energy of a core electron of the central atom is passed into a sample.\(^3\)\(^2\) The energy of the core electrons correspond to orbitals such as the 1\(s\) or 2\(p\) levels. When this occurs, the X-ray is absorbed by the central atom, which causes the core electron to be ejected as a photoelectron into the continuum and creates a core hole. Then, a decaying event occurs within a few femtoseconds of the excitation event.\(^5\)\(^6\) There are two decaying methods: X-ray fluorescence (Fig. 2.5b) and the Auger effect (Fig. 2.5c). In X-ray fluorescence, a higher energy core electron will drop down to fill the core-hole, and this process results in the ejection of an X-ray of well-defined energy.\(^5\)\(^6\) \(K_\alpha\) refers to the fluorescence line that occurs when a core electron of the L shell drops into the K shell, and \(K_\beta\) refers to the fluorescence that occurs when a core electron from the M shell drops into the K level. In the Auger effect, a higher energy electron drops down to fill the core-hole, and an additional electron is ejected into the continuum. When X-rays have energies greater than 2 keV, fluorescence will be more prevalent than the Auger effect, but at lower energies, the Auger effect dominates.\(^5\)\(^6\)
Regardless of the decay event that takes place, the absorption of the X-ray can be measured, although it is noted that fluorescence is more common to measure than the Auger effect. The probability of the absorption of the X-ray is described by the Beer-Lambert Law, which was defined previously in Eq. 2.2. XAFS is often displayed as the absorption coefficient, \( \mu(E) \), measured against the X-ray energy, where \( \mu(E) \) is distinct from the electric dipole operator \( \hat{\mu} \) described earlier. \( \mu(E) \) can be calculated from the Beer-Lambert law as shown below in Eq. 2.7, where \( l \) is the thickness of the sample, \( A \) is the absorbance defined in Eq. 2.1-2.2, \( I_0 \) is the intensity of the incident X-ray, \( I \) is the intensity of the X-ray passed through the sample, \( \varepsilon \) is the sample’s molar extinction coefficient, and \( c \) is the concentration of the sample.

\[
\mu(E) = \frac{1}{l} \ln(10) A = \frac{1}{l} \ln \left( \frac{I_0}{I} \right) = \ln(10) \varepsilon \times c
\] (2.7)

As shown in Fig. 2.6a for a FeO sample, the absorption of the X-ray can be directly measured. The large jump in absorption is called the absorption edge, and it occurs at the energy...
at which the incoming X-ray has the same energy as the core electron, which is called the threshold energy, $E_0$. Thus the absorption edges, which are labeled K, L1, L2, L3, etc. (see Fig. 2.5), correspond to core electron orbitals including 1s1/2, 2s1/2, 2p1/2, 2p3/2, etc. Because the core-level electron energies are specific to the atom, XAS is an element-specific method of measurement. X-ray absorption can be measured in two geometries: transmission (Eq. 2.8) or fluorescence (Eq. 2.9), where $I_f$ is the measured intensity of the fluorescence line.

$$\mu(E) = \log(I_0/I)$$  \hspace{1cm} (2.8)  

$$\mu(E) \approx I_f/I_0$$  \hspace{1cm} (2.9)

![Diagram](image)

**Figure 2.6.** (a) XAS absorption spectrum of the FeO crystal, (b) EXAFS data of the FeO crystal in the $k$ space, (c) $k^2$ weighted EXAFS data of the FeO crystal in the $k$ space, and (d) EXAFS data of the FeO crystal in the $R$ space (magnitude). Image adapted from Newville (2004).

XAFS refers to the absorption region near and above the absorption edge and is shown in Fig. 2.6a by the oscillations in the absorption coefficient as a function of X-ray energy that occur
at higher energies than the absorption edge. The XAFS can be split into two regions: the X-ray absorption near edge spectra (XANES) and the extended X-ray absorption fine structure (EXAFS) spectra. XANES is generally considered to be within 30 eV of the absorption edge. The oscillations in the absorption spectrum occur because the emitted photo-electron of the central atom can scatter between the central atom and any neighboring atoms before returning to the absorbing atom, which alters the absorption coefficient. The EXAFS region of the absorption spectrum can be related to the EXAFS fine-structure function $\chi(E)$ through Eq. 2.10, where $\mu_0(E)$ is a smooth background function that represents the absorption of an isolated atom (demonstrated in Fig. 2.6a by the red line), and $\Delta \mu_0(E)$ is the jump in the absorption at the threshold energy $E_0$. The EXAFS can be treated as wavelike, and so it is helpful to redefine Eq. 2.10 in terms of the wave number of the photo-electron $k$, which is defined in Eq. 2.11. Here, $m$ is the electron mass and $\hbar$ is Planck’s constant. Thus, the EXAFS spectrum can be redefined as a function of $k$, as shown in Fig. 2.6b.

$$\chi(E) = \frac{\mu(E) - \mu_0(E)}{\Delta \mu_0(E)}$$

$$k = \sqrt{\frac{2m(E - E_0)}{\hbar^2}}$$

Because the EXAFS oscillations decay quickly with increasing $k$, the EXAFS spectrum is multiplied by powers of $k$ as shown in Fig. 2.6c for a $k^2$ weighted case, i.e., $k^2 \cdot \chi(k)$. The EXAFS equation (Eq. 2.12) describes the oscillations observed in the $\chi(k)$ spectra, which each correspond to near-neighbor coordination shells of the central atom. In Eq. 2.12, $f_j(k)$ and $\delta_j(k)$ are scattering properties of neighboring atom $j$, $N_j$ is the number of neighboring atom $j$, $R_j$ is the distance to the
neighboring atom $j$, and $\sigma_j^2$ is the Debye-Waller factor\textsuperscript{58} for the neighboring atom $j$, which is a measure of the disorder in the neighbor distance.\textsuperscript{32} The EXAFS equation allows us to determine the coordination number and scattering distance between the central atom and any neighboring atoms by fitting it to experimental spectra. It also allows us to determine the specific elemental composition of the neighboring atom because the scattering properties are dependent on the neighboring atom’s number, $Z$.\textsuperscript{32}

$$\chi(k) = \sum_j \frac{N_j f_j(k) e^{-2k^2 \sigma_j^2}}{k R_j^2} \sin[2k R_j + \delta_j(k)]$$  \hspace{1cm} (2.12)

The EXAFS equation is based on Fermi’s golden rule (Eq. 2.13), where $|i\rangle$ is the initial state and $|f\rangle$ is the final state of the sample before and after X-ray absorption, and $H$ is the interaction term, which represents going from the initial energy and momentum state to the final energy and momentum state during the electronic transition,\textsuperscript{56} and can be defined as the product of the polarization vector and electron coordinate.\textsuperscript{59} The interaction term simplifies to a term that is proportional to $e^{jkr}$,\textsuperscript{32} where $j$ is the imaginary number, $k$ is the wavenumber, and $r$ is the distance between the central atom and a neighboring atom. Additionally, the change in the final state can be described by the scattered photoelectron wave-function $\psi_{\text{scatter}}(r)$.\textsuperscript{32} Thus, EXAFS will be proportional to the wavefunction of the scattered photo-electron,\textsuperscript{32,57} and through manipulation of Eq. 2.13, the EXAFS equation (Eq. 2.12) can be obtained.

$$\mu(E) \propto |\langle i|H|f \rangle|^2$$  \hspace{1cm} (2.13)

Another common method of presenting EXAFS data is shown in Fig. 2.6d, in which the Fourier transform of the EXAFS is taken, converting $\chi(k)$ to $\chi(R)$.\textsuperscript{32} While a Fourier transform
results in both imaginary and real components, it is common to present the magnitude of the Fourier transform, as is shown in Fig. 2.6d. This is done because the peaks of the magnitude component correspond to significant scattering events of the X-ray between the central atom and its neighbors.\(^{32}\) It can be considered similar to a radial distribution function, \(g(R)\), in which the probability of an atom being a distance \(R\) away from the absorbing atom is given, but the EXAFS gives additional information regarding the elemental composition of the surrounding environment.\(^{32}\) EXAFS can provide information on the types of atoms surrounding the central atom because the scattering properties in the EXAFS equation, \(f_j(k)\) and \(\delta_j(k)\), are dependent on the atomic weight of the neighboring atom.\(^{32}\) Thus, if we obtain a satisfactory fit of the EXAFS using scattering properties of a particular atom, then we can conclude that that atom is a neighbor to the central atom. Although the magnitude of the EXAFS presents a relatively intuitive way to study the EXAFS, it can hide important oscillations in the complex \(\chi(R)\),\(^{32}\) and so it is best practice to report either the imaginary or real component of the EXAFS data in addition to the magnitude. Another important aspect of the \(\chi(R)\) spectrum is that it is shifted by approximately -0.5 Å\(^{32}\) because of the scattering phase shift \(\delta(k)\).

The software ATHENA\(^{60}\) can be used to perform EXAFS data reduction and normalization, and ARTEMIS\(^{60}\) can be used to fit the normalized EXAFS data with possible scattering pathways. The expected scattering pathways can be generated using FEFF9 if the xyz-coordinates of a structure (typically, geometrically optimized using density functional theory) are fed into JFEFF.\(^{61}\) By fitting the expected scattering pathways to the experimental data, the relevant scattering events can be identified, as can the coordination number, \(N_j\), and scattering distance, \(R_j\), from the EXAFS equation.
EXAFS of Ce\textsuperscript{3+} and Ce\textsuperscript{4+} ions. At the L\textsubscript{3}-edge, the threshold energy $E_0$ for Ce\textsuperscript{3+} is 5723.4 eV,\textsuperscript{62} while at the K-edge, it is 40443 eV.\textsuperscript{62} There is more uncertainty in the exact value of the $E_0$ value for Ce\textsuperscript{4+}, especially at the L\textsubscript{3}-edge because it displays a unique doublet feature,\textsuperscript{63,64} but it is expected that the Ce\textsuperscript{4+} $E_0$ value will be higher than the Ce\textsuperscript{3+} $E_0$ value because higher oxidation states have higher core electron energies. The structures of Ce\textsuperscript{3+} and Ce\textsuperscript{4+} in aqueous media are analyzed using EXAFS in both Chapter 4 and Chapter 5, and the experimental details related to the collection, normalization, and fitting of the EXAFS spectra are given in more detail in those chapters.

2.4 Cerium concentration determination

To accurately compare kinetic parameters extracted from different experimental conditions (e.g., electrolyte, acid concentration, electrode material), it is necessary to ensure that the cerium ion concentrations at which the parameters are being compared is accurate. These are important because of the role of the ion concentration on observed kinetics for many charge transfer mechanisms. The cerium ion concentrations are often reported for RFBs in terms of the total cerium ion concentration and the state of charge (SoC). SoC indicates the relative oxidation state of cerium ions in solution, with 0\% SoC representing a sample that is comprised entirely of Ce\textsuperscript{3+}, and 100\% SoC a sample that is entirely Ce\textsuperscript{4+} (Eq. 2.14).

\[
\text{SoC} = \frac{[Ce^{4+}]}{[Ce^{3+}] + [Ce^{4+}]} \tag{2.14}
\]

There are multiple methods of determining SoC, such as using open circuit voltage (OCV) to extract SoC from the Nernst equation, comparing UV-Vis peaks of unknown samples to calibrated UV-Vis peaks of samples with known SoC, and using titration to determine the amount
of Ce$^{4+}$ present in solution. The titration method is the most accurate way to measure SoC. Each method is described below.

2.4.1 Determining Ce concentration through open circuit voltage

In the OCV method, the Nernst equation (Eq. 2.15, written for generic oxidized $O$ and reduced $R$ species), is used to compare the open circuit voltage (OCV, $E_{cell}$) of the cerium-acid solution to the standard OCV ($E'_{cell}$) of the cerium redox couple in the acid (i.e., when equilibrium is achieved and $[Ce^{4+}] = [Ce^{3+}]$). In Eq. 2.15, $R$ is the ideal gas constant, $T$ is the temperature, $n$ is the number of electrons in the electron transfer, assumed to be 1 for Ce$^{3+}$/Ce$^{4+}$, and $F$ is the Faraday constant. Since the standard redox potential is the point at which Ce$^{3+}$ and Ce$^{4+}$ concentrations are equal, the change in cell potential from the standard potential can be used to extract the amount of Ce$^{4+}$ present relative to Ce$^{3+}$, and thus the SoC. The OCV method is prone to error, however, as it assumes that the OCV is a reflection of only the reaction of interest (Ce$^{3+}$/Ce$^{4+}$), which may not be the case. For instance, the oxygen evolution reaction (OER) has a similar redox potential (1.23 V vs. SHE) to Ce$^{3+}$/Ce$^{4+}$ in H$_2$SO$_4$ (1.44 V vs. SHE), and is known to be competitive with the Ce$^{3+}$/Ce$^{4+}$ redox reaction in aqueous solutions. If OER is occurring in addition to the Ce$^{3+}$/Ce$^{4+}$ reaction, then the OCV of the system would be decreased relative to the OCV for a system which just had the Ce$^{3+}$/Ce$^{4+}$ redox reaction occurring. Thus, when not taking into account competitive OER, the calculated SoCs would be calculated to be lower than they actually are.

$$E_{cell} = E'_{cell} + \frac{RT}{nF} \ln \left( \frac{[O]}{[R]} \right)$$

(2.15)
2.4.2 Determining Ce concentration through UV-Vis spectroscopy

In the UV-Vis method, UV-Vis absorption spectra of samples of known concentrations of Ce$^{3+}$ and Ce$^{4+}$ are collected as a function of wavelength. Gaussian curves of these spectra are then constructed to extract fitting parameters that are independent of cerium concentration. Then, these Gaussian equations are fitted to UV-Vis spectra of samples with unknown concentrations of Ce$^{3+}$ and Ce$^{4+}$ using least-squares regression to extract cerium concentration. The UV-Vis method, however, can be inaccurate as it is difficult to deconvolute the contributions of Ce$^{3+}$ and Ce$^{4+}$ to peak intensities as the two oxidation states are active at similar wavelengths.

2.4.3 Determining Ce concentration through titration

In titration, the cerium solution is used to titrate a sample of ammonium iron(II) sulfate of known concentration to determine the concentration of Ce$^{4+}$. To determine the concentration of Ce$^{4+}$ in a solution, we prepare 5 mL of a known concentration of ammonium iron(II) sulfate (Acros Organics, 99+%, for analysis) in 2 M H$_2$SO$_4$, add a drop of Ferroin Oxidation-Reduction Indicator (LabChem), and then titrate the cerium solution in until the solution changes from a red/burnt orange color to a pale blue. The amount of cerium solution it takes to completely oxidize Fe$^{2+}$ to Fe$^{3+}$ can then be used to calculate the concentration of Ce$^{4+}$ in the original cerium solution. If the total concentration of cerium ions is known, then the state of charge (SoC) can be estimated from Eq. 2.14. A potential disadvantage of the titration method is that the total concentration of the cerium ions could be decreasing with time due to crossover in the electrochemical cell, which would not be detected through titration of the working electrode sample. If we did not correct for crossover, then the calculated SoC would be lower than the actual SoC.

Each of the three methods described above have advantages and disadvantages. The appropriate technique for estimating SoC will depend on the circumstances of the solution being...
studied, e.g., are there possible competitive side reactions that could impact the OCV or do the different oxidation states have distinct UV-Vis peaks that can be deconvoluted from each other. For the Ce\textsuperscript{3+/4+} kinetic studies conducted in this dissertation, a combination of these techniques is used. The SoCs are calculated using both titration and OCV, and the corresponding kinetic activity that is measured for that solution is only reported if the SoC from both methods is within 10\% of each other. The UV-Vis of the solution is also used qualitatively to confirm that the solution spectrum is in agreement with other spectra collected at the same SoC.

**2.5 Electrochemical techniques**

In this section, we describe the techniques used to study the electrochemical behavior of the Ce\textsuperscript{3+/4+} redox reaction in Chapter 5. Specifically, we introduce cyclic voltammetry, electrochemical impedance spectroscopy, and electrochemical active surface area (ECSA) characterization techniques. Finally, we describe how kinetic parameters can be extracted from experimental electrochemical measurements.

**2.5.1 Cyclic voltammetry**

In cyclic voltammetry, a linearly varying potential $E$ is applied to the electrode or “swept” at a certain speed, called the scan rate. The response current $I$ of the electrode is measured as a function of potential applied to create a cyclic voltammogram (CV).\cite{69} A sample CV is included in Fig. 2.7 below. The cathodic trace refers to when the potential is swept negatively from a starting potential to the switching potential,\cite{70} after which the scan is reversed and the anodic trace is completed (i.e., potential is swept positively back to starting potential). Cathodic and anodic peaks occur in the CV as reduction and oxidation rates of reaction start to decrease, respectively.
As the potential is swept negatively, e.g., the cathodic trace, both oxidation and reduction can be occurring, which results in the current measured in the CV. As the cathodic trace becomes significantly more negative than the equilibrium redox potential of the system, the reduction reaction will begin to dominate, where the oxidized species $O$ is reduced to the reduced species $R$ near the electrode surface. At the point at which the cathodic current is a maximum (peak labeled $I_{p,c}$ in Fig. 2.7), called the cathodic peak, the current is controlled by the amount of additional $O$ that can be delivered to the electrode surface, since $O$ is continuously being converted to $R$ locally. As more negative potentials are applied, the diffusion layer, which is the thickness of the solution to the electrode surface where the local concentration $O$ differs from the bulk $O$ concentration, increases. Thus, mass transfer becomes slower and the current associated with $O$ reduction decreases until the switching potential is met. At the switching point, the potential begins to be swept in the positive direction, e.g., the anodic trace, and the current is related to the oxidation and reduction reactions that are possible at the potential applied relative to the OCV. As the applied potential becomes larger than the equilibrium redox potential of the system, $R$ oxidation begins to dominate until the anodic peak (peak labeled $I_{p,a}$ in Fig. 2.7) is reached.

Figure 2.7. Example CV for generic species $O$ and $R$, with $I_{p,c}$, $I_{p,a}$, and $\Delta E_p$ labeled. Image adapted from Bard and Faulkner (2001).
CVs are a useful tool to characterize electrochemical processes and have been used for a variety of applications, including identification of oxidation and reduction steps, electrochemical cleaning (through repeated plating and stripping of an electrode surface), double layer capacitance measurements, and extraction of kinetic parameters (as will be described in Section 2.5.4, the potential difference in cathodic and anodic peak currents, $\Delta E_p$, is a useful indicator of kinetic reversibility).

### 2.5.2 Electrochemical impedance spectroscopy

EIS is used to measure the impedance of an electrochemical cell, where impedance, $Z$ in Eq. 2.16 below, is the frequency dependent resistance to current flow. When using EIS, a sinusoidal oscillating perturbation with fixed frequency is applied to the voltage, $E_t$ in Eq. 2.16, and the resulting frequency-dependent current is measured, $I_t$ in Eq. 2.16. $I_t$ will be sinusoidal with the same frequency as $E_t$, but it may have a phase shift, $\phi$, relative to the $E_t$ function.\(^{71,72}\) $E_t$ and $I_t$ can be defined in terms of sine or cosine waves, or as a superposition of cosine and sine waves, as was done in Eq. 2.16.\(^{72}\) Here, $E_{t,0}$ is the amplitude of the excitation signal, $I_{t,0}$ is the amplitude of the response signal, $\omega$ is the radial frequency, , and $j$ is the imaginary unit $\sqrt{-1}$.

$$Z = \frac{E_t}{I_t} = \frac{E_{t,0} \cos(\omega t) + jE_{t,0}\sin (\omega t)}{I_{t,0} \cos(\omega t - \phi) + jI_{t,0}\sin (\omega t - \phi)} = \frac{E_{t,0} (\cos(\omega t) + j\sin (\omega t))}{I_{t,0}(\cos(\omega t - \phi) + j\sin (\omega t - \phi))} \quad (2.16)$$

Using Euler’s relationship ($\exp(jx) = \cos(x) + j\sin (x)$), impedance can be expressed as a complex number, as shown in Eq. 2.17 below.

$$Z(\omega) = Z_0 \frac{\exp(j\omega t)}{\exp(j(\omega t - \phi))} = Z_0 \exp(j\phi) = Z_0(\cos\phi + j\sin\phi) \quad (2.17)$$
In an experiment, since $E_t$ is set and $I_t$ is measured, these values can be compared and divided into imaginary and real components, as shown in Eq. 2.17. By plotting the imaginary component of the impedance against the real component, a Nyquist plot can be obtained, where each point on the Nyquist plot corresponds to the impedance at one frequency. As shown by the sample Nyquist plot below in Figure 2.8, obtained for a Pt rotating disk electrode (RDE) in a 2 M H$_2$SO$_4$ solution with 50 mM of total cerium, the solution resistance, $R_s$, and charge transfer resistance, $R_{ct}$, can be determined by fitting an equivalent electrical circuit (e.g., Randles circuit) and finding the $x$-intercepts of the semi-circle. The Randles circuit is a simple equivalent circuit that can be used to model the electrode response and is shown as an inset in Fig. 2.8. The Randles circuit is composed of the solution resistance, $R_s$, the charge transfer resistance, $R_{ct}$, and the double layer capacitance, $C_{dl}$, and can also include the Warburg impedance, $W$, which can be used to model linear diffusion. For Randles circuit, Eq. 2.18 can be used to determine the $C_{dl}$ by determining the radial frequency, $\omega$, at the peak of the semi-circle.

![Nyquist plot](image)

**Figure 2.8.** Nyquist plot for Pt RDE in 2 M H$_2$SO$_4$ solution with 50 mM total cerium ions, at open circuit voltage (OCV), frequency range: 500 kHz to 100 mHz. The inset demonstrates a Randles circuit with Warburg impedance, $W$. Image of Randles circuit adapted from Lacey (2020).
2.5.3 ECSA characterization techniques

To measure the catalytic activity of an electrode, it is important to normalize by the electrode’s electrochemical surface area (ECSA).\textsuperscript{74,75} There are several methods available for obtaining the ECSA of an electrode,\textsuperscript{76} broadly divided into methods related to capacitance, coulometric, and geometric. Each of the methods are described in more detail below.

*Capacitance.* In capacitance-based methods, the double layer capacitance is used to extract the ECSA based on an estimation of the specific capacitance of the electrode/electrolyte interface. To obtain the double layer capacitance, either CVs or EIS can be used. CVs and EIS are described in detail in Section 2.5.1 and Section 2.5.2, respectively. When using a CV, the potential is cycled so that only the non-Faradaic region is captured for a series of scan rates, as demonstrated in Fig. 2.9a for a polycrystalline Pt electrode.\textsuperscript{77} Then the difference between the anodic and cathodic currents in the middle of the potential window are plotted against the corresponding scan rate (see Fig. 2.9b). The difference in currents should display a linear dependence with the scan rate if double layer charging is the only process occurring,\textsuperscript{77} and half of the slope of the line is the double layer capacitance value. Alternatively, as described in Section 2.5.2, EIS can be used to determine the double layer capacitance directly from the Nyquist plot through Eq. 2.18. Then, the ECSA can be calculated by dividing the double layer capacitance (in units of μF) by the specific capacitance of the electrode/electrolyte interface (μF cm\textsuperscript{-2}). The specific capacitance of the electrode/electrolyte is not always well known, with reported values ranging typically between 20 and 40 μF cm\textsuperscript{-2}.\textsuperscript{77} It has been noted that this uncertainty in specific capacitance can lead to large errors in ECSA calculated through capacitance.\textsuperscript{77}
Coulometric. Coulometric methods involve directly counting the charge associated with reactions limited to the surface of the electrode. For Pt-metal group electrodes a common coulometric method is to use Hydrogen Underpotential Deposition (HUPD),\textsuperscript{78} which is based on the capability of Pt-group metals to adsorb a monolayer of hydrogen at reducing potentials slightly more positive than reducing potentials that would result in bulk hydrogen evolution.\textsuperscript{76} To perform HUPD on Pt, as was done for the Pt electrode studied in Chapter 5, either a CV or chronopotentiometry\textsuperscript{76} (fixed current steps are applied and the resulting potential is monitored) is used to determine the potential at which the switch from the adsorption of the hydrogen monolayer to bulk hydrogen evolution will occur. A limiting assumption of the HUPD technique is that the onset of hydrogen evolution after hydrogen adsorption can be exactly identified.\textsuperscript{76} After this point is identified, additional CVs are completed with the potential range set so that the most negative potential reached is at the edge of the hydrogen adsorption range, and the most positive potential applied results in Pt oxidation, as demonstrated in Fig. 2.10. The characteristic features of the Pt HUPD region (Fig. 2.10) include the two peaks associated with hydrogen adsorption and hydrogen desorption.
To determine the ECSA using the HUPD technique, the amount of charge associated with the desorption of a monolayer of adsorbed hydrogen on the Pt-group electrode is divided by the specific charge of the electrode material (in units of $\mu$C cm$^{-2}$) to obtain the ECSA. The desorption charge is usually used because the adsorption charge is difficult to deconvolute because of the contributions from the onset of hydrogen evolution. Each metal atom on the surface is assumed to adsorb one hydrogen atom. The specific charge of Pt was assumed to be 210 $\mu$C cm$^{-2}$ in Chapter 5, based on reported specific charge values for polycrystalline Pt. Before dividing the desorption charge by the specific charge, the amount of charge associated with the non-Faradaic region, which is associated with double layer charging, must be subtracted out. Coulometric methods such as HUPD are generally considered to be more accurate than capacitance based techniques, because HUPD physically measures how much hydrogen adsorbs, however it can underestimate true surface area for surfaces that have modified electronic structures.

**Geometric.** In the geometric method, an estimate of the surface area is made based on the geometry of the electrode. For instance, for the standard 5 mm rotating disk electrode (RDE), the geometric
surface area is 0.196 cm². The geometric method is a simple method of approximating the current
density if capacitance or coulometric methods cannot be used, but it is typically the least accurate.
Simply approximating the ECSA as the exposed area (assuming a uniformly flat surface) typically
leads to large errors due to roughness of the electrode surface.

2.5.4 Methods of extracting kinetic parameters

Here we discuss methods (Butler-Volmer, Tafel, charge transfer resistance, Koutecký-
Levich, and CV) used for extracting kinetic parameters, including the exchange current density,
Tafel slope, standard rate constant, and diffusion coefficient. To obtain the kinetic parameters
included in Chapter 5 for the Ce⁢³⁺/Ce⁣⁴⁺ redox reaction on Pt and glassy carbon, we primarily used
the Butler-Volmer method coupled with the Tafel and charge transfer resistance methods. The
Koutecký-Levich method was used to confirm that the measured currents are kinetically
controlled. Here, we also include a discussion of the CV method, which is a common method but
is not appropriate for the Ce³⁺/Ce⁣⁴⁺ system, as will be described below.

*Butler-Volmer method.* In the Butler-Volmer formulation of kinetics, the current density \(\hat{i}\) is
described as a function of overpotential, \(\eta\), as shown in Eq. 2.19. In Eq. 2.19, \(\alpha\) is the cathodic
charge transfer coefficient, which indicates the symmetry of the redox reaction, and \(i_0\) is the
exchange current density, which represents the “background” current that flows at equilibrium
conditions and indicates how fast the kinetics are.\(^7\) \(\eta\) is defined as the difference between the
applied electrode potential and the equilibrium potential of the system. With some simplifying
assumptions, the Butler-Volmer formulation can be reduced to a form in which the \(i_0\) is related to
the standard rate constant (\(k_0\)), as shown in Eq. 2.20. In Eq. 2.20, \(C_O^*\) and \(C_R^*\) are the bulk
concentrations of the oxidized (\(O\)) and reduced (\(R\)) species, respectively. Since the \(i_0\) can be
extracted experimentally either through the Tafel equation or the charge transfer resistance, as will be described next, this provides a convenient means to obtain a $k_0$.

$$i = i_0 \left( e^{-\alpha (\frac{F}{RT})\eta} - e^{(1-\alpha) (\frac{F}{RT})\eta} \right)$$  \hspace{1cm} (2.19)

$$i_0 = nFk_0 C_O^{(1-\alpha)} C_R^{-\alpha}$$  \hspace{1cm} (2.20)

Once experimental exchange current densities are obtained, Eq. 2.20 can be fit to the $i_0$ as a function of $C_O^*$ and $C_R^*$ to obtain $k_0$ and $\alpha$. This method is used in Chapter 5 as a simple way to compare the kinetic parameters of the Pt and glassy carbon electrodes for the Ce$^{3+}$/Ce$^{4+}$ redox reaction. Derivation of the Butler-Volmer equation is described in more detail in Section 2.6.

**Tafel method.** To obtain $i_0$, as well as the Tafel slope, the Tafel method can be used. If the applied overvoltage $\eta$ is large enough that one exponential term in Eq. 2.19 becomes negligible, i.e., $>118$ mV at 25 °C, then Eq. 2.19 can be further simplified. For instance, for a large negative $\eta$, Eq. 2.19 reduces to Eq. 2.21.

$$i = i_0 e^{-\alpha (\frac{F}{RT})\eta}$$  \hspace{1cm} (2.21)

Rearranging Eq. 2.21 results in the Tafel equation, Eq. 2.22, where the expression $2.3RT/\alpha F$ is the Tafel slope, $b$, and the y-intercept of Eq. 2.22 is the log of $i_0$. The factor of 2.3 in the Tafel slope accounts for the conversion from the natural logarithm to the base-10 logarithm. A plot of current versus overvoltage, referred to as the Tafel plot, allows one to obtain both the Tafel slope and $i_0$. 
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\[
\eta = \frac{2.3RT}{\alpha F} \log i_0 - \frac{2.3RT}{\alpha F} \log i
\]  

(2.22)

To obtain a Tafel plot, a series of fixed potentials is applied to the electrochemical solution for a certain amount of time that results in steady state currents (Fig. 2.11a). For the 0.05 M Ce\(^{3+}/\text{Ce}^{4+}\) in 2 M H\(_2\)SO\(_4\) solution studied in Chapter 5, two minutes was sufficient to achieve steady state currents. The steady state currents are then normalized by the ECSA (see Section 2.5.4) and plotted as a function of \(\eta\) (Fig. 2.11b). As shown in Fig. 2.11b, the \(y\)-intercept of the plot can be used to obtain \(i_0\) and the Tafel slope can be calculated by inverting the slope of the Tafel plot.

![Figure 2.11](image)

Figure 2.11. For the Pt electrode, 0.05 M total cerium concentration, (a) steady state current densities measured as a function of fixed potential, and (b) resulting Tafel plot. Red line represents linear fit of Tafel plot in appropriate potential region to obtain \(i_0\).

*Charge transfer resistance method.* If \( \eta \) is close to zero, then Eq. 2.19 reduces to Eq. 2.23 below:

\[
i = -i_0 \left( \frac{F}{RT} \right) \eta
\]  

(2.23)
Rearranging Eq. 2.23 to obtain an expression for $\eta/i$, which is often referred to as the charge transfer resistance $R_{ct}$ due to its units of $\Omega \text{cm}^2$, Eq. 2.24 is obtained, which allows one to calculate the $i_o$ if $R_{ct}$ is known. EIS is used to determine $R_{ct}$ as discussed in more detail in Section 2.5.2.

\[
i_o = \frac{RT}{F R_{ct}} \tag{2.24}
\]

**Koutecký-Levich approach.** The Koutecký-Levich approach allows for deconvolution of the contributions of the mass transport of the oxidized and reduced species and the kinetic activity to the observed current of an electrochemical system. Hydrodynamic and convective-diffusion equations have been developed rigorously for the rotating disk electrode (RDE) at steady-state,\(^{71}\) and the Koutecký-Levich equation was derived for this electrochemical set-up. In solving the hydrodynamic equations for the RDE, it is assumed that gravitational forces are absent, and that there are no special flow effects at the edge of the disk. An RDE consists of a disk of an electrode material embedded in an insulated material,\(^{71}\) such that the rotation of the RDE can be controlled to manipulate electrochemical activity. Eq. 2.25 is the Koutecký-Levich equation, where $i_K$ represents the current that flows under kinetic limitation (i.e., mass transfer is fast enough to keep concentration at surface equal to the bulk concentration),\(^ {71}\) and $i_{l,c}$ is the limiting current and defined in Eq. 2.26 for the RDE configuration. The limiting current is defined as the maximum rate of electron transfer possible for a given set of mass transport conditions.\(^ {71}\) In Eq. 2.26, $\omega$ is the angular velocity in $\text{s}^{-1}$.

\[
\frac{1}{i} = \frac{1}{i_K} + \frac{1}{i_{l,c}} \tag{2.25}
\]

\[
i_{l,c} = 0.62 n F A D_0^{2/3} \omega^{1/2} v^{-1/6} C_0^* \tag{2.26}
\]
Plotting $1/i$ versus $1/\omega^{1/2}$ results in a straight line that can be extrapolated to $1/\omega^{1/2} = 0$ to obtain $1/i_K$. The $i_K$ is measured at different $E$ and can be used to evaluate kinetic parameters of $k_0$ and $\alpha$.

Because the Koutecký-Levich approach is useful for differentiating between kinetic and mass transport contributions to observed current as a function of potential, we use it to confirm that the Ce$^{3+}$/Ce$^{4+}$ currents reported in Chapter 5 are kinetically controlled instead of mass transport controlled.

**CV method.** The $k_0$ can be extracted from a CV of a simple one step electron transfer step by manipulating the governing diffusion equations under a set of simplifying assumptions. It is common to assume a uniform electrode surface, a planar electrode with diffusion acting as the only form of mass transport (i.e., no convection, including natural convection), and that the electron transfer at the surface is so rapid that the redox species concentrations immediately adjust to those predicted by the Nernst equation. The ratio of the anodic and cathodic peak currents, $i_{p,a}/i_{p,c}$, provides an indication of chemical reversibility. $i_{p,a}/i_{p,c}$ will be equal to 1 for a system with a stable product, e.g., chemically reversible. Deviations of $i_{p,a}/i_{p,c}$ from 1 indicate complications in the electrode process. The difference between the cathodic and anodic peaks of the CV, or peak-to-peak separation ($\Delta E_p$) can be used to assess electrochemical reversibility as well as to extract $k_0$. Electrochemical reversibility refers to the rate of electron transfer between the electrode and electrolyte and is also related to the symmetry of the reaction, with electrochemically reversible reactions having values of $\alpha$ close to 0.5. An electrochemically reversible one-electron reaction, i.e., a reaction with a low barrier to electron transfer, will have a $\Delta E_p$ of 57 mV at room temperature once steady state CVs are reached, whereas sluggish
electron transfer reactions will have a larger $\Delta E_p$. For quasireversible systems, $\Delta E_p$ is function of scan rate ($v$), $k_0$, $\alpha$, and $E_\lambda$. $E_\lambda$ is the potential at which the scan rate is reversed.\textsuperscript{71} The $k_0$ is identified from a parameter $\psi$, which is defined in Eq. 2.27 and tabulated for different values of $\Delta E_p$.\textsuperscript{71,80,81} provided the reaction is a one electron-transfer ($n = 1$) and $\alpha = 0.5$. Bard and Faulkner note, however, that $\Delta E_p$ is nearly independent of $\alpha$ when $0.3 < \alpha < 0.7$.\textsuperscript{71} Therefore, after conducting a CV, $\Delta E_p$ can be used to identify $\psi$, which can then be used to calculate $k_0$ from Eq. 2.27. To use Eq. 2.27 to determine $k_0$, the diffusion coefficient of the oxidized species, $D_o$, must also be determined, either from the Randles-Sevcik equation (Eq. 2.28) or another method. Assumptions for Eq. 2.28 are that the electron transfer is reversible and that it occurs between freely diffusing redox species.\textsuperscript{70} This equation can be used to determine the diffusion constant $D_o$ by plotting the peak of the cathodic current $i_{p,c}$ vs. $v^{1/2}$ of the reduction scan (i.e., one direction of the CV) and extracting the slope. Additionally, if the species are thought to be freely diffusing, but the plot of $i_{p,c}$ vs. $v^{1/2}$ is non-linear, this is an indication of electrochemical quasi-reversibility or a surface-adsorbed redox species.

$$\psi = \frac{\xi^\alpha k_0}{[\pi \sigma D_o]^{1/2}}$$  \hspace{1cm} (2.27)

$$i_{p,c} = 0.4463nFAC_0^* \left( \frac{nFvD_o}{RT} \right)^{1/2}$$  \hspace{1cm} (2.28)

While using CVs is an efficient ‘diagnostic’ method to study new redox systems, it is not ideal for extracting quantitative kinetic values because of the uncertainty in peak separations and heights.\textsuperscript{71} Extracting kinetics from CV also relies on operating in a diffusion-limited regime, which can be experimentally difficult to control and also requires that the charge transfer rate law obeys
a predetermined mechanism. The CV method is also unable to distinguish between multiple reactions that may be occurring in the same potential, such as the Ce$^{3+}$/Ce$^{4+}$ redox reaction and the oxygen evolution reaction (OER). Lastly, uncompensated resistance must be considered small relative to the size $\Delta E_p$ for the CV approach of extracting kinetic parameters to be appropriate, because the effect of uncompensated resistance on the behavior of $\Delta E_p$ is comparable to that of $\psi$. This limitation becomes especially significant at higher currents and as $k_0$ approaches the reversible limit. If the effect of solution resistance on applied potential is compensated for appropriately, however, this specific concern can be rectified.

2.6 Modeling electrode kinetics

As described by Bard and Faulkner (2001), theories to describe electrode kinetics can either be macroscopic or microscopic. The first approach, of which the Butler-Volmer formulism is one, can capture the observed kinetic behavior as a function of potential through a group of empirical parameters like $k_0$ or $\alpha$. It cannot, however, be used to make more sophisticated predictions about the influence of the broader electrochemical environment, i.e., the electrode and the electrolyte, on the rate of reaction. For this, a microscopic approach is needed, in which the molecular structure and environment are incorporated into the electrode kinetic model. One such model can be derived from Marcus theory. In this section, the derivation of kinetic models is discussed, first for the Butler-Volmer approach, and then for the Marcus theory. Finally, the general approach to microkinetic modeling is described, which will be used in Chapter 5 to identify the appropriate mechanism for the Ce$^{3+}$/Ce$^{4+}$ redox reaction.
2.6.1 Macroscopic approach: Butler-Volmer formulism

To develop the Butler-Volmer formulation, it is first necessary to assume a certain electron transfer model, for instance a reversible, one-electron transfer (Eq. 2.29). In Eq. 2.29, $O$ is the oxidized species and $R$ is the reduced species. Additionally, it must be assumed that there are no other chemical steps occurring. Current can then be related to the concentrations of the oxidized and reduced species as well as cathodic and anodic rate constants, $k_c$ and $k_a$, via Eq. 2.30 below. $C_O(0,t)$ and $C_R(0,t)$ are the concentrations of $O$ and $R$ at the electrode surface as a function of time $t$.

$$O + e^- \iff R \tag{2.29}$$

$$i/A = nF(k_cC_O(0,t) - k_aC_R(0,t)) \tag{2.30}$$

To ascertain expressions for the rate constants, it is useful to relate free energies of the cathodic and anodic reactions, $\Delta G_c^\pm$ and $\Delta G_a^\pm$, respectively, to electrode potential, via Eq. 2.31 and 2.32, where $\Delta G_0^c$ and $\Delta G_0^a$ are the standard free energies, and $\alpha$ is the cathodic charge transfer coefficient.

$$\Delta G_c^\pm = \Delta G_0^c + \alpha F(E - E^\circ) \tag{2.31}$$

$$\Delta G_a^\pm = \Delta G_0^a - (1 - \alpha) F(E - E^\circ) \tag{2.32}$$

If it is assumed that the cathodic and anodic rate constants have an Arrhenius behavior, then they can be related to the cathodic and anodic free energies, and after simplification, the rate constants can be defined as Eq. 2.33 and 2.34 below.
\[ k_c = k_0 \exp \left( \alpha \left( \frac{F}{RT} \right) (E - E^\circ) \right) \]  
(2.33)

\[ k_a = k_0 \exp \left( (1 - \alpha) \left( \frac{F}{RT} \right) (E - E^\circ) \right) \]  
(2.34)

Plugging these expressions into Eq. 2.30, the Butler-Volmer formulation is obtained as Eq. 2.35, which relates to current as a function of potential.

\[ \frac{i}{A} = nFk_0 \left( C_O(0, t) e^{-\alpha \left( \frac{F}{RT} \right) (E - E^\circ)} - C_R(0, t) e^{(1-\alpha) \left( \frac{F}{RT} \right) (E - E^\circ)} \right) \]  
(2.35)

If it is assumed that the system is at equilibrium, such that bulk concentrations are also at the electrode surface,\textsuperscript{71} then Eq. 2.35 can be redefined as Eq. 2.36 below.

\[ \frac{i_0}{A} = nFk_0 C_O e^{-\alpha \left( \frac{F}{RT} \right) (E - E^\circ)} \]  
(2.36)

Using the Nernst equation to relate bulk concentration to the potential, Eq. 2.36 can be further simplified to Eq. 2.37.\textsuperscript{71}

\[ \frac{i_0}{A} = nFk_0 C_O^{(1-\alpha)} C_R^{\alpha} \]  
(2.37)

From Eq. 2.37, \( i_0 \) can be directly related to \( k_0 \) if the bulk concentrations are known, provided there are no other chemical steps. To relate experimentally determined \( i_0 \) to an overall \( k_0 \) of an electrode in a specific electrolyte solution, it is first necessary to obtain \( i_0 \) from experiment. To do this, Eq. 2.35 should be divided by Eq. 2.36 to obtain an expression (Eq. 2.38) linking \( i \) to \( i_0 \).

\[ i = i_0 \left( \frac{C_O(0, t)}{C_O} e^{-\alpha \left( \frac{F}{RT} \right) \eta} - \frac{C_R(0, t)}{C_R} e^{(1-\alpha) \left( \frac{F}{RT} \right) \eta} \right) \]  
(2.38)
If it is further assumed that mass transfer is not limiting, e.g., through efficient stirring and sufficiently low currents,\textsuperscript{71} then Eq. 2.38 can be simplified to the Butler-Volmer equation which was introduced in Section 2.5.5 as Eq. 2.19 and reproduced below.

$$i = i_0 \left( e^{-\alpha \left( \frac{F}{RT} \right) \eta} - e^{(1-\alpha) \left( \frac{F}{RT} \right) \eta} \right)$$  \hspace{1cm} (2.19)

While the Butler-Volmer formulism of kinetics is a very common method of describing electrode kinetics, it does not allow for a deeper understanding of the electrochemical environment’s effect on kinetics. The Marcus theory of electrode kinetics allows for a more nuanced view of the electrode kinetics and is described next.

\textit{2.6.2 Microscopic approach: Marcus theory}

The Marcus theory of electron transfer kinetics was developed originally for homogeneous electron transfers,\textsuperscript{82} which are electron transfers that occur between two metal ions.\textsuperscript{71} Its use was eventually extended to heterogeneous electron transfers, which refers to electron transfers between an ionic species and an electrode.\textsuperscript{83} There are two main types of electron transfer mechanisms: inner-sphere and outer-sphere. In inner-sphere heterogeneous electron transfers, the active species has to interact directly with the electrode surface, typically through a ligand bridge, for the electron transfer to take place, and so the properties of the electrode control the rate of reaction.\textsuperscript{84} This is in contrast to outer-sphere heterogeneous electron transfers, in which the active species does not interact directly with the electrode for the electron transfer to occur.\textsuperscript{71} Instead, the electron typically tunnels between at least one monolayer of solvent.\textsuperscript{84} As a result, the reaction rate for outer-sphere kinetics are controlled by the properties of the electrolyte, including the reorganization energy, which refers to the energy needed to transform the configuration of the reactant to that of the
Marcus theory is specifically used for outer-sphere electron transfers, which is relevant for the Ce$^{3+}$/Ce$^{4+}$ charge transfer mechanism (see Chapter 5).

For a single electron transfer step as shown in Eq. 2.29 for which Marcus theory is being applied, the kinetic current would still be described through Eq. 2.30. The reduction and oxidation rate constants $k_c$ and $k_a$, however, would not be defined using a constant $\alpha$, as is done in the Butler-Volmer formulism, but rather they would be described through Eq. 2.39 and 2.40.

$$k_{c,MT} = \kappa_{el} K_{p,O} v_n \exp \left( \frac{-\Delta G_{c,MT}^\dagger}{RT} \right)$$  \hspace{1cm} (2.39)

$$k_{a,MT} = \kappa_{el} K_{p,R} v_n \exp \left( \frac{-\Delta G_{a,MT}^\dagger}{RT} \right)$$  \hspace{1cm} (2.40)

In Eq. 2.39–2.40, $\kappa_{el}$ is the electronic transmission coefficient, which is related to the probability of electron tunneling, $K_{p,O}$ and $K_{p,R}$ are the precursor equilibrium constants for the $O$ and $R$ species, respectively, and $v_n$ is the nuclear frequency factor. $\Delta G_{c,MT}^\dagger$ and $\Delta G_{a,MT}^\dagger$ are the free energies of the transition state for the reduction and oxidation rate constants defined using Marcus theory, as shown in Eq. 2.41–2.42, where $\lambda_{MT,j}$ is the reorganization energy of reaction $j$ and $\Delta G_{MT}$ represents the free energy of the electron transfer reaction. $\Delta G_{MT}$ is related to the electrode potential through Eq. 2.43, where $E$ is the electrode potential and $E^\circ$ is the equilibrium potential.

$$\Delta G_{c,MT}^\dagger = \frac{\lambda_{MT,c}}{4} \left( 1 + \frac{\Delta G_{MT}}{\lambda_{MT}} \right)^2$$ \hspace{1cm} (2.41)

$$\Delta G_{a,MT}^\dagger = \frac{\lambda_{MT,a}}{4} \left( 1 - \frac{\Delta G_{MT}}{\lambda_{MT}} \right)^2$$ \hspace{1cm} (2.42)

$$\Delta G_{MT} = nF(E - E^\circ)$$ \hspace{1cm} (2.43)
Fig. 2.12 demonstrates that the Gibbs free energy of the oxidized and reduced species are still quadratically dependent on reaction coordinate in Marcus theory. The transition state \((\Delta G_{c,\text{MT}}^\dagger = \Delta G_{a,\text{MT}}^\dagger)\) is represented by the intersection of the two free energy parabolas and is the point at which the oxidized and reduced species have the same configuration.\(^{71}\) This indicates that that Franck-Condon principle, which indicates that the nuclear momenta and positions of the species involved in the electron transfer do not change at the same time scale as the electron transfer, holds in Marcus theory.\(^{71}\) The reorganization energies for the cathodic and anodic reactions \((\lambda_{\text{MT},c} \text{ and } \lambda_{\text{MT},a})\), which are the energy needed to go from the configuration of the reactant to the product without an electron transfer taking place,\(^{85}\) can be obtained from the free energy curves, as demonstrated in Fig. 2.12.

![Figure 2.12. Free energy curves \(G^0\) as a function of reaction coordinate \(q\) from Marcus theory for a generic oxidation reaction. The reorganization energies for the cathodic \((\lambda_{\text{MT},c})\) and anodic \((\lambda_{\text{MT},a})\) reactions are labeled on the plot, as is the reaction Gibbs free energy \(\Delta G_{\text{MT}}\). Image adapted from Henstridge et al. (2012).\(^{85}\)](image)

Several physical insights of Marcus theory are notable. First, the analogous cathodic charge transfer coefficient for Marcus theory is not predicted to be constant with potential, as it is for Butler-Volmer. Instead, it varies with potential, as demonstrated in Eq. 2.44.\(^{71}\) Additionally, Marcus theory offers useful predictions about the rate of kinetics. Because \(\Delta G_{c,\text{MT}}^\dagger \approx \frac{\lambda_{\text{MT},c}}{4}\) when
$E = E^\circ \text{ and } k_{c,MT} = k_{a,MT} = k_0$, $k_0$ will be larger when reorganization energies are smaller.\textsuperscript{71} Reorganization energy is comprised of two components: the inner- and outer-reorganization energies (\textbf{Eq. 2.45}), where the inner-reorganization energy relates to changes in metal-ligand bond lengths and the outer-reorganization energy relates to solvation changes.\textsuperscript{71} When the oxidized and reduced species have similar structures, $\lambda_i$ will be lower, leading to faster kinetics. Solvation impacts both $\lambda_o$ (larger molecules have lower solvation energies and smaller changes in solvation with electron transfer, meaning larger molecules will result in lower reorganization energies) and the pre-exponential factor through the nuclear frequency factor $\nu_n$ (as solution viscosity increases, kinetics become slower).\textsuperscript{71}

$$\alpha = \frac{1}{F} \frac{\partial G_{c,MT}}{\partial E} = \frac{1}{2} + \frac{F(E - E^\circ)}{2\lambda_{MT,c}}$$ (2.44)

$$\lambda = \lambda_i + \lambda_o$$ (2.45)

\textbf{2.6.3 Microkinetic modeling}

The process of microkinetic modeling refers to the development of rate laws from possible mechanisms that can be compared to experimental or computational kinetic data, where each step of the mechanism is an elementary step.\textsuperscript{86} While microkinetic modeling is generally applied to catalytic systems, the same basic principles can be applied to heterogeneous outer-sphere mechanisms, in which no adsorption to an electrode surface will occur. Below, the general process for microkinetic modeling is described.

The first step to microkinetic modeling is to establish a possible reaction mechanism, which consists of a series of elementary reactions that include the reactant, product, and any proposed intermediates.\textsuperscript{86} Next, stoichiometric consistency must be established, so that each elementary step
is repeated the number of times necessary to obtain the overall stoichiometric reaction. This is typically done by establishing stoichiometric coefficients for each elementary step, $\sigma_i$. At steady state conditions, for a single reaction pathway, the overall rate of reaction $r_{overall}$ can be related to the individual reaction step rates, $r_i$, as well as the forward and backward rates, $r_{i,f}$ and $r_{i,b}$, through Eq. 2.46.

$$r_{overall} = \frac{r_i}{\sigma_i} = \frac{r_{i,f} - r_{i,b}}{\sigma_i} \quad (2.46)$$

It is important to note that the series of elementary steps should be consistent with the overall reaction thermodynamics, which leads to Eq. 2.47, in which the product of the equilibrium constants for each of the elementary steps $K_{i,eq}$ is equal to the overall equilibrium constant $K_{overall}$. $K_{i,eq}$ is defined by the Gibbs free energy of elementary step, $\Delta G_i^\circ$, as shown in Eq. 2.48.

$$K_{overall} = \prod_i K_{i,eq}^{\sigma_i} \quad (2.47)$$

$$K_{i,eq} = \exp \left( \frac{-\Delta G_i^\circ}{RT} \right) \quad (2.48)$$

Next, rate laws for each elementary step should be written using the law of mass action in terms of the rate constant $k_i$ and concentrations (or pressures) of the reactants ($C_A$ and $C_B$), as shown in Eq. 2.50 for the generic elementary reaction Eq. 2.49, in which reactants $A$ and $B$ react to form intermediates $C$ and $D$.

$$A + B \rightarrow C + D \quad (2.49)$$

$$r_i = k_i C_A C_B \quad (2.50)$$
The rate constant \( k_i \) can then be described using general theories like transition state theory or collision theory,\(^8^6\) or Marcus theory for electron transfers, as shown in **Chapter 5**. Once rate laws are established for each elementary step in the mechanism, simplifying assumptions can be made to establish a rate law for the overall reaction. The modeled behavior of the kinetics based on this rate law can then be compared to the observed kinetic behavior to determine whether the developed rate law is appropriate. Assumptions that can be made include the pseudo-steady state hypothesis (PSSH) or the quasi-equilibrium approximation. In the PSSH approach, the net rate of formation of an intermediate is assumed to be zero, since the intermediate will react almost as fast as it forms.\(^8^7\) In this approximation, \( r_C \), the rate of intermediate species \( C \) is equal to zero, as shown in **Eq. 2.51**, where \( r_{C,i} \) refers to the rate of species \( C \) for elementary step \( i \). The PSSH approximation is useful because the overall reaction rate, which would be defined as the formation rate of the product, will most likely include the concentration of the intermediate species \( C \) in its equation. **Eq. 2.51** can be used to determine an expression for the concentration of the intermediate species \( C \) in terms of known concentrations of the reactants and products.

\[
\begin{align*}
    r_C &= \sum_{i=1}^{n} r_{C,i} = 0 \\
    (2.51)
\end{align*}
\]

Another approximation that can be used is the quasi-equilibrium approach,\(^8^8\) in which one of the elementary steps is assumed to be rate-determining. As a result, all other steps are assumed to be in quasi-equilibrium, and so the rates of reaction for all steps other than the rate-determining step can be approximated as zero for the time-scale of the reaction. This is again useful because it can be used to redefine the concentration of unknown intermediates in terms of known reactant and product concentrations that can be measured experimentally for the resulting rate law. The
quasi-equilibrium approach was employed in Chapter 5. In Chapter 5, a series of two-step mechanisms are explored for the Ce$^{3+}$/Ce$^{4+}$ redox reaction in sulfuric acid. The process of microkinetic modeling is used to determine a rate law for each of the considered mechanisms. The rate law modeled kinetic behavior as a function of Ce$^{4+}$ concentration and temperature was then compared to the observed experimental kinetics to determine which mechanism was most consistent with the Ce$^{3+}$/Ce$^{4+}$ charge transfer.
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Chapter 3 Comparing the Levelized Cost of Electricity and Life Cycle Emissions of Ce- and V-Based Redox Flow Batteries

3.1 Introduction

To reduce reliance on fossil fuels that emit greenhouse gases (GHG), renewable energy sources such as wind and solar are being integrated into electricity grids, with estimates that the share of renewable electricity in the U.S. will double by 2050. As the fraction of intermittent renewables increase there will be an estimated need of 4-120 GW of additional energy storage by 2050. A majority of this is expected to be long duration (>10 hours) storage to meet electricity demand with variable renewable energy supply. Currently, 93% of U.S. energy storage capacity comes from pumped storage hydropower, which is geographically limited and so cannot be increased to match the projected additional storage needs. Redox flow batteries (RFBs) are promising for increasing stationary storage capacity because energy and power delivery scale separately, making them suitable for long duration storage. However, RFB energy storage costs need to be reduced through increases in open circuit voltage, decreases in overvoltages, and the use of lower-cost materials. With a goal of using RFBs to integrate renewable electricity, it is also important to consider how RFB’s construction and use contributes to GHG emissions. Here we compare the economic and environmental performance of the state-of-the-art all-vanadium RFB (VRFB) and a higher voltage RFB that uses Ce at the positive electrode (Ce-V RFB) under conditions ranging from the current U.S. electricity mix to a 100% renewable electricity supply.

Unlike other batteries, RFBs operate by storing active species in external electrolyte tanks, and flowing the electrolyte past the electrodes during charging and discharging. Because the
electrodes themselves are not the active species, RFB electrodes experience less degradation than conventional batteries like lithium-ion. The external storage of the active species means that the RFB energy (electrolyte tank volume) and power (electrode area) are decoupled, which is a significant advantage of RFBs compared to other batteries, especially for long duration storage. As the battery discharge time is increased, RFBs will become more economical compared to conventional batteries because the RFB power-dependent capital costs do not increase with discharge time. The state-of-the-art RFB technology is the VRFB (V\(^{2+}/V^{3+}\) and VO\(^{2+}/VO_2^+\)), which has the advantage of using the same active species at each electrode, reducing crossover effects. Although there are examples of pilot-scale VRFB projects, VRFBs have not been widely integrated into the U.S. electricity grid because they are currently too costly.

Technoeconomic assessments (TEAs) on VRFB capital cost and levelized cost of electricity (LCOE) demonstrate that the VRFB is too expensive, but considerations for optimizing operation for long durations (>10 hours) with different electricity sources are needed. For 4-12 hour discharge times, the VRFB capital cost and LCOE range between 300-600 $/kWh and 0.16-0.50 $/kWh, respectively, where LCOE is the average net present cost of electricity delivered over a product’s lifetime. These values are currently above the U.S. DOE energy storage capital cost (150 $/kWh) and LCOE (0.05 $/kWh) targets. To minimize cost, current density and discharge time variations are often considered. Increasing from 15 minute discharge time to 4 hours incentivizes lower current densities to promote more efficient operation. For 12-hour discharge, power-dependent costs decrease with increasing current density, but energy-dependent costs increase. Electricity costs and comparisons to shorter discharge times were not included, however, making it difficult to understand how optimal current densities will change either as electricity source is changed or discharge time is increased to 12
hours and beyond. There is a need for further TEA studies of RFB current density optimization that include the electricity delivery phase at longer discharge times (> 10 hours), given the need for longer discharge times (10-100 hours⁷) and the shift towards more renewable energy electricity sources.

TEA studies of specific aqueous RFB chemistries with known wider voltage windows are also needed, because most aqueous RFB TEAs of non-VRFB chemistries only consider voltage windows less than the stability limit of water.¹⁰ Recently, Perry et al. showed that a generic aqueous RFB with a voltage of 2.3 V or greater could reach the 150 $/kWh capital cost target.¹⁰ We investigate the Ce³⁺/Ce⁴⁺ redox chemistry as a promising positive RFB electrolyte. The Ce³⁺/Ce⁴⁺ redox potential is higher than VO²⁺/VO₂⁺ and ranges as a function of acid between 1.44 – 1.74 V vs. SHE.²⁴ The Ce precursor (CeO₂, ~1.9 $/kg²⁵) is also less expensive than the V precursor (V₂O₅, ~22 $/kg²⁶). Replacing the V²⁺/V³⁺ and VO²⁺/VO₂⁺ chemistries with less costly precursors is another strategy for reducing energy storage costs,¹⁵,²⁷ because V₂O₅ is volatile in both price and supply.⁴,¹²,²⁸ Despite the advantages of Ce, it is unclear how the overall cost of energy storage would compare to that of the VRFB, because an in-depth study of how roundtrip efficiency would change has not been completed. Only one preliminary cost estimate of a Ce RFB exists,²⁹ but it does not consider the impact of the electricity grid mix on overall cost, motivating additional study.

Since RFB production and electricity delivery result in GHG emissions, a model comparing the cost of an alternative RFB to the state-of-the-art VRFB for the purpose of decarbonizing electricity should also consider how the RFBs’ life cycle GHG emissions compare. Life cycle assessment (LCA) can be used to quantify the RFBs’ emissions throughout the production, use, and end-of-life (EoL) phases.²⁹ Previous RFB LCAs showed the EoL phase GHG emissions are
negligible,\textsuperscript{28,30} the electrolyte dominates production emissions,\textsuperscript{29,31,32} and use phase emissions are controlled by the RFB roundtrip efficiency.\textsuperscript{33} The production emissions of a Ce-Zn RFB were higher than those of a VRFB,\textsuperscript{29} but the two RFBs’ use phase emissions were not considered, and so more analysis is needed to ensure that a Ce-based RFB does not result in significantly increased life cycle emissions compared to the VRFB. RFB life cycle GHG emissions decrease significantly as the share of renewable energy increases,\textsuperscript{32–35} and so comparing the VRFB to Ce-based RFB under different energy mixes may be valuable. Wind energy stored through VRFBs was found to be cost-effective only when very stringent CO\textsubscript{2} emission targets were implemented, meaning that the model was constrained so that GHG emissions calculated through LCA could not exceed that limit.\textsuperscript{36} At less stringent emissions targets, wind curtailment was more economical, emphasizing the importance of coupling LCA methods with economic analysis to determine optimal operating conditions and using economic instruments like carbon taxes to promote energy storage. No RFB modeling studies yet compare the different optimal current densities for an RFB in which cost versus emissions are minimized. Additionally, the influences of a carbon tax on optimal operating current density have not been studied. Identification of the optimal operating parameters for these scenarios, as well as identification of the key RFB parameters that control cost and emissions, will help energy storage researchers target future areas of work and operators to select appropriate operating discharge times and current densities to minimize cost and emissions.

In this work we develop a TEA model and life cycle inventory (LCI) model to quantify the levelized costs and GHG emissions of a Ce-V RFB and VRFB. An LCI uses LCA techniques but does not incorporate the impact assessment stage, because weighting techniques are noted to be subjective.\textsuperscript{37} We find that significantly lower current densities are needed to minimize GHG emissions than to minimize LCOE, because the use phase emissions dominate life cycle emissions,
whereas production costs make up a more significant portion of the LCOE. The optimal current density for 12-hour storage is lower relative to the 4-hour storage case. The Ce-V RFB has lower energy storage costs and similar GHG emissions to the VRFB with the current U.S. electricity mix at current densities between 25-140 mA/cm², while for a 100% renewable grid, the GHG emissions drop dramatically, but the Ce-V RFB emissions become significantly higher than the VRFB. Even with a stringent carbon tax, however, the Ce-V RFB is cheaper than the VRFB. We show that the most important factors on the LCOE of both RFBs are the electrolyte redox potential, faradaic efficiency, and cost of the V₂O₅ precursor, but the Ce-V RFB is also influenced by Ce³⁺/Ce⁴⁺ kinetics. RFB emissions are similarly controlled by the redox potentials, faradaic efficiency, and kinetics of both the positive and negative redox couples, but the Ce-V RFB is more impacted by the emissions rate of CeO₂ production than the VRFB is by the V₂O₅ production emissions. The LCOE sensitivity trends do not change for different electricity mixes, but the emissions associated with the production phase become more influential while parameters that control the use phase become less significant for a 100% renewable grid relative to the average grid mix. Given the lowered cost of the Ce-V RFB compared to VRFB, our study motivates further consideration of using Ce in RFB applications to achieve more affordable energy storage.

3.2 Methods

The technoeconomic assessment (TEA) cost model and life cycle inventory (LCI) emissions model reported in this study were developed using a component level approach and coupled with a performance (charge-discharge voltage) model for two different redox flow battery (RFB) systems. Briefly, as shown by the process depicted in Scheme 3.1, the charge-discharge performance model incorporates kinetics, ohmic losses, and mass transport to determine the voltage during charge or discharge as a function of current density \( i_m \) for the RFBs. The TEA cost
model gives the levelized cost of electricity (LCOE) at a particular operating $i_m$, using the performance model to calculate the voltage. The LCI emissions model gives the levelized GHG emissions (LGHG) at the same operating $i_m$ and voltages from the performance model. The LCOE or LGHG was minimized by iteratively varying the $i_m$ to minimize the LCOE and LGHG while accounting for any changes in the RFB roundtrip efficiency ($RTE$) through our performance model. Below, the system boundaries and functional unit are defined in Section 3.2.1. The performance model parameters and charge-discharge calculations are described in Section 3.2.2. In Section 3.2.3 the energy dependent components and power dependent components are described as well as details on the electricity mixes. In Section 3.2.4, the TEA cost model is described, and the LCI emissions model is detailed in Section 3.2.5. Finally, the optimization method and sensitivity analysis are described in Section 3.2.6.

Scheme 3.1. Flow chart for optimization process to minimize either LCOE or LGHG using the performance and TEA-LCI models by varying current density $i_m$. $RTE$ refers to roundtrip efficiency.
3.2.1 System definition

In life cycle assessment studies, the functional unit (FU) is a reference unit and represents the amount of product, material, or service that the technology performance is referenced against. Herein, the FU was defined as the delivery of 1 kWh of electricity by the RFB over an assumed lifetime of 20 years. Only the impacts of the production and use phases were incorporated in the TEA-LCI models, e.g., the end-of-life costs and environmental burdens were not considered. Upstream processes such as material mining, processing, and manufacturing were included in the production phase. The use phase was defined as the storage and delivery of electricity and included the impacts of the battery roundtrip efficiency, which was related to the loss in electricity that occurs during charging and discharging.

3.2.2 Charge-discharge performance model for RFBs

RFB chemistry and operation. The two RFB systems considered were the all-vanadium RFB (VRFB) and the Ce-V RFB. The VRFB consists of the two half-cell reactions shown in Eq. 3.1a-b, with Eq. 3.1a occurring at the positive electrode and Eq. 3.1b occurring at the negative electrode, and their respective standard redox potentials, $E^\circ$, listed. Based on the $E^\circ$ values at the positive and negative electrodes, the theoretical voltage expected for the VRFB is 1.26 V. Experimentally, however, the open circuit voltage (OCV) of the VRFB is generally found to be 1.4 V at 50% state of charge (SoC), where SoC refers to the ratio between the available amount of charge of a battery and its total capacity. At 50% SoC, 50% of the positive electrolyte is in the $V^{5+}$ (or VO$_2^+$) state and 50% of the negative electrolyte is in the $V^{2+}$ state. This difference between theoretical and actual OCV has been ascribed to the effect of the proton concentration at the positive electrolyte on potential as well as the charged double layers at each side of the ion-
exchange membrane, which are caused by a concentration gradient of protons between the membrane and the electrolyte, which is called the Donnan potential.\textsuperscript{40} Thus, we assumed that the redox potential of the positive electrolyte for the VRFB was $V_{\text{pos,thermo}} = 1.0875$ V and the redox potential of the negative electrolyte was $V_{\text{neg,thermo}} = -0.3125$ V, so that the overall OCV would be 1.4 V. During charge, VO\textsuperscript{2+} is oxidized to VO\textsubscript{2}\textsuperscript{+} at the positive electrode and V\textsuperscript{3+} is reduced to V\textsuperscript{2+} at the negative electrode, while during discharge, VO\textsubscript{2}\textsuperscript{+} is reduced to VO\textsuperscript{2+} and V\textsuperscript{2+} is oxidized to V\textsuperscript{3+}. The VO\textsuperscript{2+}/VO\textsubscript{2}\textsuperscript{+} redox couple is often referred to as the V\textsuperscript{4+}/V\textsuperscript{5+} reaction, which is how we will refer to it.

\begin{equation}
\text{VO}_2^+ + 2\text{H}^+ + \text{e}^- \rightarrow \text{VO}^{2+} + \text{H}_2\text{O} \quad E' = 1.00 \text{ V vs. RHE} \quad (3.1a)
\end{equation}

\begin{equation}
\text{V}^{3+} + \text{e}^- \rightarrow \text{V}^{2+} \quad E' = -0.26 \text{ V vs. RHE} \quad (3.1b)
\end{equation}

The Ce-V RFB has the same half-cell reaction at the negative electrode as the VRFB (\textbf{Eq. 3.1b}), but at the positive electrode, \textbf{Eq. 3.2} occurs. The redox potential of the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} redox couple is highly dependent on electrolyte, varying from 1.44 V vs. RHE in 1 M H\textsubscript{2}SO\textsubscript{4} to 1.74 V vs. RHE in 1 M HClO\textsubscript{4}.\textsuperscript{24} In this study, we assume the electrolyte used for the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} redox couple is H\textsubscript{2}SO\textsubscript{4}, so $V_{\text{pos,thermo}} = 1.44$ V for the Ce-V RFB. As discussed for the VRFB we treat the V\textsuperscript{2+}/V\textsuperscript{3+} redox potential to be $-0.3125$ V. Thus, the OCV for the Ce-V RFB used in the performance model is 1.7525 V. During charge, at the positive electrode, Ce\textsuperscript{3+} is oxidized to Ce\textsuperscript{4+}, and at the negative electrode, V\textsuperscript{3+} is reduced to V\textsuperscript{2+}. During discharge, Ce\textsuperscript{4+} is reduced to Ce\textsuperscript{3+} while V\textsuperscript{2+} is oxidized to V\textsuperscript{3+}.

\begin{equation}
\text{Ce}^{4+} + \text{e}^- \rightarrow \text{Ce}^{3+} \quad E' = 1.44 \text{ V vs. RHE} \quad (3.2)
\end{equation}
The kinetic, mass transport, and ohmic performance parameters for the redox couples for both charge and discharge were based on literature values and are included in Table 3.1. To represent the state-of-the-art performance of the VRFB, the $V^{4+}/V^{5+}$ exchange current density ($i_0$) and $V^{2+}/V^{3+}$ exchange current density and Tafel slopes were extracted from a recent study of the kinetic performance of graphite electrodes with Co$_3$O$_4$ catalysts.\textsuperscript{41} The $V^{4+}/V^{5+}$ Tafel slopes ($b_{dls}$ and $b_{charge}$) on graphite varied significantly in the literature,\textsuperscript{42-44} so standard values of approximately 0.12 V/decade were selected. The limiting current densities ($i_{L,dls}$ and $i_{L,charge}$) for both $V^{4+}/V^{5+}$ and $V^{2+}/V^{3+}$ were based on reports of VRFBs reaching current densities of 1 A/cm$^2$.\textsuperscript{45,46} A platinized titanium mesh was assumed for the Ce$^{3+}$/Ce$^{4+}$ electrode, because carbon-based materials are not stable at the higher oxidizing materials.\textsuperscript{12} Information on the kinetics of the Ce$^{3+}$/Ce$^{4+}$ redox reaction in Ce-V RFBs is limited, and so the exchange current density on platinum was extracted from a study of a cerium-zinc battery,\textsuperscript{47} and the limiting current densities were obtained from a cerium-hydrogen RFB study.\textsuperscript{48} The Ce$^{3+}$/Ce$^{4+}$ discharge Tafel slope is an estimate from experimental measurements on a platinum disk in our laboratory (see Chapter 5), and the charge Tafel slope is from literature, albeit for a different electrolyte.\textsuperscript{49} The faradaic efficiency values were based on average values from RFB literature,\textsuperscript{10,15,50} and the effect of faradaic efficiency was studied in the sensitivity analysis.
Table 3.1. Kinetic, mass transport, ohmic, and solubility parameters as well as depth of discharge (SoC\textsubscript{usable}) and faradaic efficiency (FE\textsubscript{discharge}, FE\textsubscript{charge}) assumptions used in the charge-discharge performance model. Exchange current densities are normalized to geometric area of the battery.

<table>
<thead>
<tr>
<th>Performance Model Parameters</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>VO\textsubscript{2+}/VO\textsuperscript{2+} (i_0) (mA/cm\textsuperscript{2})</td>
<td>43.5</td>
<td>41</td>
</tr>
<tr>
<td>VO\textsubscript{2+}/VO\textsuperscript{2+} (i_{L\text{dis}}) (mA/cm\textsuperscript{2})</td>
<td>1000</td>
<td>45,46</td>
</tr>
<tr>
<td>VO\textsubscript{2+}/VO\textsuperscript{2+} (i_{L\text{charge}}) (mA/cm\textsuperscript{2})</td>
<td>1000</td>
<td>45,46</td>
</tr>
<tr>
<td>VO\textsubscript{2+}/VO\textsuperscript{2+} (b_{\text{dis}}) (mV/dec)</td>
<td>117</td>
<td>42-44</td>
</tr>
<tr>
<td>VO\textsubscript{2+}/VO\textsuperscript{2+} (b_{\text{charge}}) (mV/dec)</td>
<td>120</td>
<td>44</td>
</tr>
<tr>
<td>VO\textsubscript{2+}/VO\textsuperscript{2+} solubility (M)</td>
<td>1.75</td>
<td>51</td>
</tr>
<tr>
<td>V\textsuperscript{2+}/V\textsuperscript{3+} (i_0) (mA/cm\textsuperscript{2})</td>
<td>16.8</td>
<td>41</td>
</tr>
<tr>
<td>V\textsuperscript{2+}/V\textsuperscript{3+} (i_{L\text{dis}}) (mA/cm\textsuperscript{2})</td>
<td>1000</td>
<td>45,46</td>
</tr>
<tr>
<td>V\textsuperscript{2+}/V\textsuperscript{3+} (i_{L\text{charge}}) (mA/cm\textsuperscript{2})</td>
<td>1000</td>
<td>45,46</td>
</tr>
<tr>
<td>V\textsuperscript{2+}/V\textsuperscript{3+} (b_{\text{dis}}) (mV/dec)</td>
<td>71.9</td>
<td>41</td>
</tr>
<tr>
<td>V\textsuperscript{2+}/V\textsuperscript{3+} (b_{\text{charge}}) (mV/dec)</td>
<td>84.9</td>
<td>41</td>
</tr>
<tr>
<td>V\textsuperscript{2+}/V\textsuperscript{3+} solubility (M)</td>
<td>1.6</td>
<td>52</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+}/Ce\textsuperscript{4+} (i_0) (mA/cm\textsuperscript{2})</td>
<td>24.2</td>
<td>47</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+}/Ce\textsuperscript{4+} (i_{L\text{dis}}) (mA/cm\textsuperscript{2})</td>
<td>750</td>
<td>48</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+}/Ce\textsuperscript{4+} (i_{L\text{charge}}) (mA/cm\textsuperscript{2})</td>
<td>200</td>
<td>48</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+}/Ce\textsuperscript{4+} (b_{\text{dis}}) (mV/dec)</td>
<td>250</td>
<td>See Chapter 5</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+}/Ce\textsuperscript{4+} (b_{\text{charge}}) (mV/dec)</td>
<td>300</td>
<td>49</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+}/Ce\textsuperscript{4+} solubility in 2 M H\textsubscript{2}SO\textsubscript{4} (M)</td>
<td>0.35</td>
<td>53</td>
</tr>
<tr>
<td>FE\textsubscript{discharge}</td>
<td>0.985</td>
<td>10,15,50</td>
</tr>
<tr>
<td>FE\textsubscript{charge}</td>
<td>0.985</td>
<td>10,15,50</td>
</tr>
<tr>
<td>SoC\textsubscript{usable}</td>
<td>0.85</td>
<td>18</td>
</tr>
<tr>
<td>(R_{\text{area}}) (Ωcm\textsuperscript{2})</td>
<td>0.843</td>
<td>54</td>
</tr>
<tr>
<td>(\text{loss}_{\text{pump}})</td>
<td>2%</td>
<td>55</td>
</tr>
</tbody>
</table>

The assumptions related to the operation of the battery, such as lifetime and cycles per year, are included in Table 3.2. Based on reports that the VRFB calendar life falls between 10−20 years,\textsuperscript{18} we assumed the VRFB has a lifetime of 20 years. We assumed that all stack components and electrolyte would remain stable for the entire 20-year lifetime. This represents a limitation of the current work which should be addressed in future iterations. We assumed that the battery was operated once per day, for a total of 365 cycles per year, and that it delivered 1 kWh per cycle.
Table 3.2. RFB operation assumptions used in charge–discharge performance model.

<table>
<thead>
<tr>
<th>Operation Parameter</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating lifetime, ( n_{\text{lifetime}} ) (yr)</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>Cycles per year (cycles/yr)</td>
<td>365</td>
<td>–</td>
</tr>
<tr>
<td>Electricity rate per cycle (kWh/cycle)</td>
<td>1</td>
<td>–</td>
</tr>
</tbody>
</table>

**Charge-discharge calculations.** To calculate the charge \((V_{\text{actual,charge}})\) and discharge \((V_{\text{actual,dis}})\) voltages at a given current density, \(i_m\), **Eq. 3.3a** and **Eq. 3.3b** were used. As seen in **Eq. 3.3a-b**, the charge and discharge voltages are comprised of the thermodynamic voltages for the chemistry at positive and negative electrodes, \(V_{\text{pos,thermo}}\) and \(V_{\text{neg,thermo}}\), respectively, as well as the kinetic, mass transport, and ohmic overvoltages \(\eta\), described in more detail below.

\[
V_{\text{actual,charge}} = (V_{\text{pos,thermo}} + \eta_{\text{MT,pos,charge}} + \eta_{\text{k,pos,charge}}) - (V_{\text{neg,thermo}} + \eta_{\text{MT,neg,charge}} + \eta_{\text{k,neg,charge}}) + \eta_{0,\text{total}} \tag{3.3a}
\]

\[
V_{\text{actual,dis}} = (V_{\text{pos,thermo}} - \eta_{\text{MT,pos,dis}} - \eta_{\text{k,pos,dis}}) - (V_{\text{neg,thermo}} + \eta_{\text{MT,neg,dis}} + \eta_{\text{k,neg,dis}}) - \eta_{0,\text{total}} \tag{3.3b}
\]

The kinetic \((\eta_{\text{k,pos,charge}}, \eta_{\text{k,neg,charge}}, \eta_{\text{k,pos,dis}}, \eta_{\text{k,neg,dis}})\) and mass transport \((\eta_{\text{MT,pos,charge}}, \eta_{\text{MT,neg,charge}}, \eta_{\text{MT,pos,dis}}, \eta_{\text{MT,neg,dis}})\) overvoltages are broken down between discharge and charge for both the positive and negative chemistries and \(\eta_{0,\text{total}}\) is the overvoltage from all ohmic losses. The Butler-Volmer (BV) formulism of kinetics was used to relate current density \(i_m\) to kinetic overvoltages,\(^{56}\) as shown in **Eq. 3.4**, where \(i_0\) is the exchange current density, \(\alpha\) is the charge transfer coefficient which can be related to the Tafel slope, \(\eta_k\) is a generic kinetic overvoltage, and \(F, R,\) and \(T\) have their usual meanings.

\[
i_m = i_0 \left( \exp \left( \frac{\alpha F \eta_k}{RT} \right) - \exp \left( \frac{-(1-\alpha) F \eta_k}{RT} \right) \right) \tag{3.4}
\]
Because each of the overvoltages are a function of $i_m$, we selected to make current density the independent variable and each overvoltage was a dependent variable. In the non-simplified BV form, however, there is not a simple analytical method to calculate the individual kinetic overvoltages in the RFB ($\eta_{k,pos,charge}$, $\eta_{k,neg,charge}$, $\eta_{k,pos,dis}$, $\eta_{k,neg,dis}$) at a given current density using their relevant Tafel slopes and exchange current density extracted from literature. Thus, we simplify the BV equation so that there is an analytical solution for each kinetic overvoltage based on the current density $i_m$. As shown in Eq. 3.5a, at low kinetic overvoltages ($\eta_k < \eta_{low}$), $i_m$ can be approximated to be linearly dependent on overvoltage and the different kinetic overvoltages were calculated from $i_m$ using the parameters in Table 3.1. At large overvoltages ($\eta_k > \eta_{high}$), $i_m$ will display an exponential dependence on overvoltage (Eq. 3.5b), where $b$ is the Tafel slope for charge or discharge, because either the anodic or cathodic branch of the Butler-Volmer expression dominates (i.e., Tafel equation). To estimate the relationship between measured current and overvoltage at intermediate overvoltages, a “linearization” approach was taken, in which the slope of the line formed between the points at the low overvoltage and high overvoltage ranges was used to calculate the approximate value of the current, as shown in Eq. 3.5c, where slope represents the slope and intercept refers to the y-intercept of the line formed between the low and high overvoltage points. This approach resulted in reasonable approximations of current in the intermediate overvoltage range compared to the full BV equation. For the Ce$^{3+}$/Ce$^{4+}$ reaction, $\eta_{low}$ and $\eta_{high}$ were found to be 0.03 V and 0.1 V, respectively, while for the V$^{2+}$/V$^{3+}$, $\eta_{low}$ and $\eta_{high}$ values of 0.03 V and 0.06 V resulted in the best approximation of the full Butler-Volmer expression. For V$^{4+}$/V$^{5+}$, the best approximating values of $\eta_{low}$ and $\eta_{high}$ were 0.03 V and 0.073 V.
To calculate the mass transport overvoltages ($\eta_{MT, pos, charge}$, $\eta_{MT, neg, charge}$, $\eta_{MT, pos, dis}$, $\eta_{MT, neg, dis}$) at a given current density, Eq. 3.6a-b were used if $i_m > 0.1i_L$. Here, $i_k$ is the kinetically-limited current and $i_L$ is the limiting current for the particular redox couple and direction (e.g., for the positive electrolyte and during charging) from Table 3.1. The $i_k$ was calculated with Eq. 3.6a and represents the current density achievable if there were no mass transport limitations. The mass transport overvoltage is calculated using Eq. 3.6b with the kinetic overvoltage from Eq. 3.5. If $i_m \leq 0.1i_L$, then it was assumed that the mass transport overvoltage was negligible. $\eta_{O, total}$ is the ohmic overvoltage and defined in Eq. 3.6c, where $R_{area}$ is the area specific resistance.

\[
\text{when } \eta_k < \eta_{low}, \eta_k = \frac{i_m RT}{i_0 F} \quad (3.5a)
\]
\[
\text{when } \eta_k > \eta_{high}, \eta_k = b \log \left( \frac{i_m}{i_0} \right) \quad (3.5b)
\]
\[
\text{when } \eta_{low} \leq \eta_k \leq \eta_{high}, \eta_k = i_m \times \text{slope} + \text{intercept} \quad (3.5c)
\]

Combining the overvoltages from Eq. 3.5 and Eq. 3.6 with Eq. 3.3, the charge and discharge voltage curves were determined as a function of current density.
3.2.3 Components and electricity sources

Energy-dependent material. The components of the RFB that scale with energy, i.e., the energy-dependent material, include the electrolyte and the electrolyte tanks. The pumps and flow meters associated with flowing the electrolyte past the electrodes were also assumed to be energy-dependent, because the sizing of the pumps would be dependent on the volume of electrolyte being moved. The electrolyte consists of the active species, i.e., VO$_2^+$/VO$^{2+}$, V$^{2+}$/V$^{3+}$, or Ce$^{3+}$/Ce$^{4+}$, and the acid, which was assumed to be 2 M H$_2$SO$_4$ for both positive and negative electrodes in both the VRFB and Ce-V RFB. This concentration was selected because in VRFB systems, 2-3 M is typically used.$^{51}$ In future iterations, the influence of acid concentration should be studied on the Ce-V RFB system.

To calculate the concentration of active species, \([\text{Active species}]\), to deliver 1 kWh of electricity to inform the TEA-LCI calculations, Eq. 3.7 was used. The volume of H$_2$SO$_4$ needed was based on the concentration of active species and solubility of the active species in H$_2$SO$_4$. The electrolyte tanks were assumed to be cylindrical in shape and made of corrosion resistant polyethylene$^{55}$ and were sized according to the volume of H$_2$SO$_4$ calculated, assuming an inner radius of 0.15 m and a thickness of 2.5 cm. The pumps used to flow the electrolyte in the RFB were assumed to be DC magnetic drive pumps with a flow rate of 2.5 L/min.$^{55}$ $V_{actual,dis}$ is the discharge voltage from Eq. 3.3a. $FE_{discharge}$ is the discharge faradaic efficiency, $SoC_{usable}$ accounts for the depth of discharge, and $loss_{pump}$ accounts for the loss in efficiency from operating the RFB pumps. These parameters are also included in Table 3.1.

\[
[\text{Active species}] = \left( V_{actual,dis} \times (1 \times FE_{discharge} \times F \times SoC_{usable}) \times (1 - loss_{pump}) \right)^{-1} \tag{3.7}
\]
Power-dependent material. The cell stack components are power-dependent, meaning that the cell area scales with the power required, as dictated by the efficiency of the RFB and current density. The stack includes the end plates, current collectors, bipolar plates, membrane electrode assembly, which consists of a frame, the negative and positive electrodes, the ion-exchange membrane, and gaskets. To determine the area of the cell components needed to deliver the specified current density, $i_m$, Eq. 3.8 was used. While it is recognized that an actual RFB would have multiple cells of a smaller area, it was assumed in this model that only one stack would be used, and so the area reported is the total area of cell needed.

$$Cell\ area = (i_m \times FE_{\text{discharge}} \times V_{\text{actual,dis}} \times (1 - loss_{\text{pump}}))^{-1}$$ (3.8)

The end plates and bipolar plates were assumed to be stainless steel and the current collectors were assumed to be made from copper. The cell stack was assumed to have two end plates, bipolar plates, and current collectors each, and each of these components were assumed to be 0.25 cm thick. The ion-exchange membrane was assumed to be Nafion 117, and the membrane electrode assembly was assumed to be a high-density polymer that was 0.25 cm thick. The gaskets were assumed to be rubber of thickness of 0.25 cm. Graphite felt was modeled as the electrode used for both VO$_2^+$/VO$_2^{2+}$ and V$^{2+}$/V$^{3+}$ redox reactions and was assumed to be 0.25 cm thick. For the Ce$^{3+}$/Ce$^{4+}$ redox reaction, a platinized titanium mesh was assumed to be the electrode, with a platinum loading of 2 g/m$^2$, which was an estimate based on typical platinum loadings used in proton exchange membrane fuel cells.$^{57}$ We assumed that this electrode had the same kinetic performance as reported for a cerium-zinc battery.$^{47}$ We discuss the impact of higher surface area electrodes in the sensitivity analysis in Section 3.3.4. Another possible positive electrode option is a pure platinum mesh but given the high cost of platinum, we did not model this electrode. In
addition to the area-scaled cell stack components, another power-dependent component is the power conversion system (PCS), which is used to convert DC electricity generated by the battery to AC. It was sized on a kW basis, as discussed further below.

*Electricity grid.* Four electricity grid scenarios were included in the model: average U.S. electricity mix, 100% coal, 100% natural gas, and 100% renewables. The average U.S. electricity mix is based on the EIA 2021 electricity generation source profile, as shown in *Table 3.3.* The 100% renewables case includes wind (46.0%), hydropower (31.5%), solar (14.0%), biomass (6.5%), and geothermal (2.0%) at the same proportions as assumed in the average U.S. electricity mix.

**Table 3.3.** Distribution of 2021 U.S. electricity generation sources used for the average U.S. electricity mix scenario.

<table>
<thead>
<tr>
<th>Electricity Generation Source</th>
<th>Share of Generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural gas</td>
<td>38.0%</td>
</tr>
<tr>
<td>Coal</td>
<td>22.0%</td>
</tr>
<tr>
<td>Nuclear</td>
<td>19.0%</td>
</tr>
<tr>
<td>Wind</td>
<td>9.2%</td>
</tr>
<tr>
<td>Hydropower</td>
<td>6.3%</td>
</tr>
<tr>
<td>Solar</td>
<td>2.8%</td>
</tr>
<tr>
<td>Biomass</td>
<td>1.3%</td>
</tr>
<tr>
<td>Geothermal</td>
<td>0.4%</td>
</tr>
</tbody>
</table>

*Other considerations.* Balance of System (BOS) costs were incorporated on a kWh basis. PCS was modeled separately, so herein, BOS was assumed to include factors such as safety equipment and meters and instrumentation and modeled after Mongird et al. Other factors like operating costs, installation costs, tax rates, inflation were not included.

**3.2.4 Technoeconomic assessment (TEA) model**

The technoeconomic assessment (TEA) cost model calculated the economic cost of the energy-dependent and power-dependent material as well as the electricity use phase in U.S.
dollars. Both the capital cost and LCOE are calculated. Below, the economic assumptions that went into the TEA model, as well as the calculation of the LCOE, and the carbon tax scenarios are described. All costs are reported in $USD in 2021.

Economic assumptions. The component costs used in the TEA are included in Table 3.4. The price of CeO$_2$, V$_2$O$_5$, and H$_2$SO$_4$ were obtained from vendors or market analyses on a mass basis. The price of the electrolyte tanks, pumps, flow meters, end plates, current collectors, bipolar plates, membrane electrode assembly, graphite felt electrode, platinized titanium electrode and gaskets were obtained from literature. There was a large range in possible prices to use for the platinized titanium electrode based on costs of titanium and Pt-group metal coated titanium electrodes available in the literature,$^{59-61}$ depending on the Pt-group metal loading. We based our value of the titanium mesh off of an NREL report that a titanium anode porous transport layer for a proton exchange membrane water electrolyzer would cost 435 $/m$^2$ (15 $$/kW at large production scale for electrolyzers with a power density of 28.9 kW/m$^2$).$^{59}$ We then added the cost of platinum (39 $$/g)$^{62}$ assuming a 2 g/m$^2$ loading, to obtain a total cost of 511 $$/m^2$ for the platinized titanium mesh electrode. Given the large uncertainty in this price, we explore the effect of the cost of the platinized titanium electrode on the Ce-V RFB cost in the sensitivity analysis. Reports of the Nafion 117 cost varied between 250-350 $$/m^2$,$^{17,55,63}$ and the lower limit was assumed in this analysis. The BOS and PCS costs were pulled from a DOE report of VRFB costs.$^{18}$ The cost of charging the electricity grid was based on the levelized cost of electricity calculations from Lazard,$^{64}$ with the average U.S. electricity grid and 100% renewables costs consisting of weighted sums of each of the different energy sources that make these mixes up, based on the distribution shown in Table 3.3. The costs for each energy source were pulled from Lazard$^{64}$ except hydropower, which was based on an EIA report.$^{65}$
Table 3.4. Components’ costs for VRFB and Ce-V RFB systems.

<table>
<thead>
<tr>
<th>Component</th>
<th>Cost</th>
<th>$/unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Energy-dependent capital</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CeO₂</td>
<td>0.30</td>
<td>$/mol</td>
<td>25</td>
</tr>
<tr>
<td>V₂O₅</td>
<td>1.96</td>
<td>$/mol</td>
<td>26</td>
</tr>
<tr>
<td>H₂SO₄</td>
<td>0.032</td>
<td>$/mol</td>
<td>66</td>
</tr>
<tr>
<td>Electrolyte tank (polyethylene)</td>
<td>500</td>
<td>$/m³</td>
<td>55</td>
</tr>
<tr>
<td>Electrolyte pump</td>
<td>4.76</td>
<td>$/(L/min)</td>
<td>16</td>
</tr>
<tr>
<td>Electrolyte pump flow meter</td>
<td>1</td>
<td>$/(L/min)</td>
<td>55</td>
</tr>
<tr>
<td>BOS</td>
<td>44</td>
<td>kWh</td>
<td>18</td>
</tr>
<tr>
<td><strong>Power-dependent capital</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>End plate (stainless steel)</td>
<td>10</td>
<td>$/m²</td>
<td>55</td>
</tr>
<tr>
<td>Current collector (copper)</td>
<td>10</td>
<td>$/m²</td>
<td>55</td>
</tr>
<tr>
<td>Bipolar plate (stainless steel)</td>
<td>55</td>
<td>$/m²</td>
<td>67</td>
</tr>
<tr>
<td>V²⁺/V³⁺ and VO₂⁺/VO₂⁻ electrode (graphite felt)</td>
<td>90</td>
<td>$/m²</td>
<td>55</td>
</tr>
<tr>
<td>Ce³⁺/Ce⁴⁺ electrode (platinized titanium mesh)</td>
<td>511</td>
<td>$/m²</td>
<td>59,62</td>
</tr>
<tr>
<td>Membrane (Nafion 117)</td>
<td>250</td>
<td>$/m²</td>
<td>17,55,63</td>
</tr>
<tr>
<td>Membrane electrode assembly frame (high-density polymer)</td>
<td>50</td>
<td>$/m²</td>
<td>55</td>
</tr>
<tr>
<td>Gaskets (rubber)</td>
<td>28</td>
<td>$/m²</td>
<td>55</td>
</tr>
<tr>
<td>PCS</td>
<td>133</td>
<td>$/kW</td>
<td>18</td>
</tr>
<tr>
<td><strong>Electricity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average U.S. electricity mix</td>
<td>0.064</td>
<td>$/kWh</td>
<td>64</td>
</tr>
<tr>
<td>100% coal</td>
<td>0.071</td>
<td>$/kWh</td>
<td>64</td>
</tr>
<tr>
<td>100% natural gas</td>
<td>0.056</td>
<td>$/kWh</td>
<td>64</td>
</tr>
<tr>
<td>100% renewable</td>
<td>0.075</td>
<td>$/kWh</td>
<td>64</td>
</tr>
</tbody>
</table>

Calculation of LCOE. To calculate the LCOE of the battery, Eqs. 3.9a-3.9j were used. In Eq. 3.9a, the LCOE is split between the LCOE of the production and use phases, \( LCOE_{production} \) and \( LCOE_{use} \) and has units of $/kWhₜ, where kWhₜ refers to delivered electricity. As seen in Eq. 3.9b, \( LCOE_{production} \) is a function of the energy-dependent and power-dependent capital, as well as the annual energy discharged, and total discount factor, \( TDF \). The energy-dependent and power-dependent capital costs were calculated using Eq. 3.9c and Eq. 3.9d, respectively, where there are \( m \) energy-dependent components and \( l \) power-dependent components. The total discount factor,
was dependent on the assumed discount rate, $i_{\text{discount}}$, which was assumed to be 10%, and the operating lifetime in years, $n_{\text{lifetime}}$ (Eq. 3.9f). $LCOE_{\text{use}}$ was calculated using Eq. 3.9g and is a function of the price of electricity, which is dependent on the electricity grid source, and the roundtrip efficiency $RTE$. $RTE$ is defined in Eq. 3.9h as the product of the charge and discharge voltage efficiencies and roundtrip faradaic efficiency (Eq. 3.9i), where charge voltage efficiency is defined in Eq. 3.9j and discharge voltage efficiency is defined in Eq. 3.9k.

\[
LCOE = LCOE_{\text{production}} + LCOE_{\text{use}}
\]
\[
LCOE_{\text{production}} = \frac{\text{energy dep. capital} + \text{power dep. capital}}{\text{annual energy discharged} \times TDF}
\]
\[
\text{energy dep. capital} = \sum_{n=1}^{m} \text{unit}_{\text{energy-dep.component},n} \times \text{cost}
\]
\[
\text{power dep. capital} = \left( \sum_{n=1}^{t} \text{unit}_{\text{power-dep.component},n} \times \text{cost} \right) \times \frac{1}{\text{discharge time}}
\]
\[\text{annual energy discharged} = \frac{\text{energy}}{\text{discharge cycle}} \times \frac{\text{number of cycle discharges}}{\text{yr}}
\]
\[
TDF = \frac{1}{i_{\text{discount}}} \left( 1 + i_{\text{discount}} \right)^{-n_{\text{lifetime}}}
\]
\[
LCOE_{\text{use}} = \frac{\text{electricity price}}{RTE}
\]
\[
RTE = \text{charge efficiency} \times \text{discharge efficiency} \times FE_{\text{roundtrip}}
\]
\[
FE_{\text{roundtrip}} = FE_{\text{discharge}} \times FE_{\text{charge}}
\]
\[
\text{charge voltage efficiency} = \frac{V_{\text{pos,thermo}} - V_{\text{neg,thermo}}}{V_{\text{actual,charge}} \times (1 + \text{loss}_\text{pump})}
\]
\[
\text{discharge voltage efficiency} = \frac{V_{\text{act,dis}} \times (1 - \text{loss}_\text{pump})}{(V_{\text{pos,thermo}} - V_{\text{neg,thermo}})}
\]
When reporting $LCOE$ in the Results and Discussion, we identify the contributions from energy-dependent capital ($\text{Capital}_E$), power-dependent capital ($\text{Capital}_P$), and electricity ($\text{Elec}$). The $\text{Capital}_E$, $\text{Capital}_P$, and $\text{Elec}$ contributions are defined in Eq. 3.10a-c.

\[
\text{Capital}_E = \frac{\text{energy dep. capital}}{\text{annual energy discharged} \times \text{TDF}} \tag{3.10a}
\]

\[
\text{Capital}_P = \frac{\text{power dep. capital}}{\text{annual energy discharged} \times \text{TDF}} \tag{3.10b}
\]

\[
\text{Elec.} = LCOE_{\text{use}} \tag{3.10c}
\]

**Carbon tax scenarios.** Three carbon tax scenarios were incorporated into the LCOE calculation: no carbon tax ($0/\text{tonne CO}_2\text{e}$), moderate ($50/\text{tonne CO}_2\text{e}$), and extreme ($150/\text{tonne CO}_2\text{e}$). The carbon tax was added to the total LCOE as shown in Eq. 3.11, where $LCOE_{\text{base}}$ is calculated from Eq. 3.9a. The levelized amount of carbon emitted from the production and use phases, $LGHG$, was calculated using methods described in the next section.

\[
LCOE_{\text{with CO}_2\text{e tax}} = LCOE_{\text{base}} + LGHG \times \text{carbon tax} \tag{3.11}
\]

### 3.2.5 Life cycle inventory (LCI) model

The life cycle inventory (LCI) emissions model used attributional life cycle assessment (LCA) methods to quantify the greenhouse gas emissions of the production and use phases of the RFBs per kWh of electricity delivered. LCA principles and framework are defined by the International Organization for Standardization.\(^{68}\) The greenhouse gas emissions were defined in terms of equivalent CO$_2$ on a 100 year basis (kg CO$_2$e). The production phase included the mining of materials, material production, and manufacturing. Wherever possible, the GHG emissions
intensity per RFB component was sourced from GREET 2 Version 2020,\(^6^9\) as shown in Table 3.5. For CeO\(_2\), GREET 2 reported the emissions intensity of all rare earth metals as an aggregate number, and so we assumed that value to be representative of the emissions for CeO\(_2\). The electrolyte pumps were assumed to be made of polypropylene and weigh 6 kg each, and the emissions of the pump were calculated on a mass basis using the emissions intensity of polypropylene from GREET 2.\(^6^9\) The flow meters were assumed to consist of an acrylic body (0.2 kg) and stainless steel fittings (0.05 kg) and the emissions were also calculated on a mass basis. GHG emissions for acrylic were not available from GREET 2, so the average plastic product emissions were used.\(^6^9\) The electrolyte tanks were assumed to be polypropylene and the average of the LDPE and HDPE emissions from GREET 2 were used.\(^6^9\) Emissions associated with the BOS were assumed to be negligible. For the membrane electrode assembly frame, high-density polymer emissions were assumed to be the same as polyethylene emissions from GREET 2.\(^6^9\) The gasket was assumed to be rubber, and the average rubber product emissions from GREET 2\(^6^9\) were used to model it. The PCS was estimated to weigh 0.345 kg according to vendor supply lists, and as an upper limit estimate of the emissions associated with producing the PCS, it was assumed that the entire weight of the system was silicon material. Using the emissions intensity of silicon from GREET 2,\(^6^9\) the emissions associated with the PCS were calculated on a mass basis. The emissions of the V\(_2\)O\(_5\) precursor were not available through GREET 2, and so instead, a report on the emissions of several metal oxides including vanadium pentoxide was used.\(^7^0\) The emissions associated with titanium were not available through GREET 2, and so literature reports of the carbon intensity of titanium on a mass basis were used.\(^7^1\) To estimate the emissions intensity of the platinized titanium mesh on a m\(^2\) basis, the titanium carbon intensity was converted first to a volume basis using the density of titanium and then to a m\(^2\) basis assuming a thickness of the
titanium layer of 0.0025 m. The emissions of the platinum were added to this titanium value by taking the emissions intensity of platinum on a mass basis available from GREET 2 and multiplying it by the assumed loading of 2 g/m².

The use phase accounted for the roundtrip efficiency of the RFB to deliver 1 kWh of electricity and the emissions associated with the energy source of the electricity. The emissions associated with each energy source are included in Table 3.5 and are based off GREET 1 reported emissions. Specifically, the stationary use: U.S. mix emissions were used for the average U.S. electricity mix, the coal-fired power plant emissions were used for the 100% coal case, the NG-fired power plant emissions were used for the 100% natural gas case, and the 100% renewables case was based on the average of the wind and photovoltaic power plant emissions, which were both zero. Because of the share of coal in the average U.S. electricity grid (22%), the average U.S. electricity grid mix results in slightly higher emissions than the 100% natural gas case, which has lower emissions associated with it than coal.

To calculate the levelized greenhouse gas emissions (LGHG) of the production phase, which has units of kg CO₂e/kWh, the GHG of the energy-dependent material and power-dependent material were summed and then normalized by the total amount of electricity delivered throughout the RFB lifetime, as shown in Eq. 3.12a. The energy-dependent and power-dependent GHGs were calculated in Eq. 3.12b and Eq. 3.12c, respectively, where there are $m$ energy-dependent components and $l$ power-dependent components and GHG$_n$ refers to the greenhouse gases associated with producing a particular unit. The total amount of energy delivered by a battery in its lifetime was calculated using Eq. 3.12d, where $n_{lifetime}$ is the lifetime of the battery in years and annual energy discharged was equal to the assumed number of cycles per year (see Table 3.2) multiplied by the energy delivered per cycle, which was set to 1 kWh.
Table 3.5. Component GHG emissions for VRFB and Ce-V RFB systems with references for all emissions listed.

<table>
<thead>
<tr>
<th>Component</th>
<th>GHG_n</th>
<th>kg CO_2e/unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy-dependent material</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CeO_2</td>
<td>2.3</td>
<td>kg CO_2e/mol</td>
<td>69</td>
</tr>
<tr>
<td>V_2O_3</td>
<td>0.31</td>
<td>kg CO_2e/mol</td>
<td>70</td>
</tr>
<tr>
<td>H_2SO_4</td>
<td>0.011</td>
<td>kg CO_2e/mol</td>
<td>69</td>
</tr>
<tr>
<td>Electrolyte tank (polyethylene)</td>
<td>2865</td>
<td>kg CO_2e/m(^3)</td>
<td>69</td>
</tr>
<tr>
<td>Electrolyte pumps (polypropylene)</td>
<td>2.4</td>
<td>kg CO_2e/kg</td>
<td>69</td>
</tr>
<tr>
<td>Electrolyte pump flow meters (80% acrylic, 20% stainless steel)</td>
<td>3.3</td>
<td>kg CO_2e/kg</td>
<td>69</td>
</tr>
<tr>
<td>BOS</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Power-dependent material</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>End plate (stainless steel)</td>
<td>38</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>Current collector (copper)</td>
<td>68</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>Bipolar plate (stainless steel)</td>
<td>38</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>V(^{2+}/V^{3+}) and VO(^{2+}/VO^{2+}) electrode (graphite felt)</td>
<td>27</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>Ce(^{3+}/Ce^{4+}) electrode (platinized titanium mesh)</td>
<td>402</td>
<td>kg CO_2e/m(^2)</td>
<td>69,71</td>
</tr>
<tr>
<td>Membrane (Nafion 117)</td>
<td>0.47</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>Membrane electrode assembly frame (high-density polymer)</td>
<td>7.2</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>Gaskets (rubber)</td>
<td>15</td>
<td>kg CO_2e/m(^2)</td>
<td>69</td>
</tr>
<tr>
<td>PCS (silicon)</td>
<td>463</td>
<td>kg CO_2e/kg</td>
<td>69</td>
</tr>
<tr>
<td>Electricity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average U.S. electricity mix</td>
<td>0.435</td>
<td>kg CO_2e/kWh</td>
<td>72</td>
</tr>
<tr>
<td>100% coal</td>
<td>0.996</td>
<td>kg CO_2e/kWh</td>
<td>72</td>
</tr>
<tr>
<td>100% natural gas</td>
<td>0.425</td>
<td>kg CO_2e/kWh</td>
<td>72</td>
</tr>
<tr>
<td>100% renewable</td>
<td>0.0</td>
<td>kg CO_2e/kWh</td>
<td>72</td>
</tr>
</tbody>
</table>

\[ LGH\_{production} = \frac{\text{energy dep. GHG} + \text{power dep. GHG}}{\text{lifetime energy delivered}} \]  
\[ \text{energy dep. GHG} = \sum_{n=1}^{m} \text{unit}_{\text{energy-dep.component,n}} \times \text{GHG}_n \]  
\[ \text{power dep. GHG} = \left( \sum_{n=1}^{l} \text{unit}_{\text{power-dep.component,n}} \times \text{GHG}_n \right) \times \frac{1}{\text{discharge time}} \]  
\[ \text{lifetime energy delivered} = \text{annual energy discharged} \times n_{\text{lifetime}} \]
The use phase GHG, \( LGH_{\text{use}} \), was calculated using the roundtrip efficiency, \( RTE \), as well as the electricity mix GHG intensity, as shown in Eq. 3.13. The electricity GHG values were those shown in Table 3.5. The \( RTE \) was calculated using Eq. 3.9h. The total LGHG was calculated by summing the production and use phase LGHGs (Eq. 3.14), and it has units of kg CO\(_2\)/kWh.

\[
LGH_{\text{use}} = \frac{\text{electricity GHG}}{RTE} \tag{3.13}
\]

\[
LGHG = LGHG_{\text{production}} + LGHG_{\text{use}} \tag{3.14}
\]

When we report the LGHG in Section 3.3, we identify the contributions from energy-dependent material, power-dependent material, and electricity, which are all defined below in Eq. 3.15a-c.

\[
\text{GHG}_{\text{En}} = \frac{\text{energy dep. GHG}}{\text{lifetime energy delivered}} \tag{3.15a}
\]

\[
\text{GHG}_{\text{Pow.}} = \frac{\text{power dep. GHG}}{\text{lifetime energy delivered}} \tag{3.15b}
\]

\[
\text{GHG}_{\text{Elec}} = LGHG_{\text{use}} \tag{3.15c}
\]

### 3.2.6 Optimization and sensitivity analysis

**Current density optimization.** In the TEA-LCI models, the performance of the RFB, e.g., the charge and discharge voltage, was dependent on the specified current density. As a result, the amount of material needed for the energy- and power-dependent capital and the cost and emissions of the RFB were all controlled by the current density input into the models (Eq. 3.4-3.5 and Scheme 3.1). In addition to reporting the expected performance of the RFB as a function of current density, the models were used to optimize the current density to minimize either levelized cost of electricity (LCOE) or levelized greenhouse gas (LGHG) emissions. The methods to calculate
LCOE and LGHGs are included above in their respective sections. The Solver function within Excel (Microsoft 365) was used for optimization. The Solver method used was GRG Nonlinear, and the optimization was run until the current density selected to minimize either LGHG or LCOE converged no matter the starting current density. The constraint precision of the Solver was $1 \times 10^{-6}$ and the convergence was set to $1 \times 10^{-4}$.

Sensitivity analysis. Parameters considered in the sensitivity analysis of the VRFB and Ce-V RFB include those associated with the thermodynamics, kinetics, solubility, faradaic efficiency, and precursor costs and emissions on a mass basis. Specifically, each of the redox couple’s redox potentials were included in the sensitivity analysis, as were each redox couple’s exchange current density and charge and discharge Tafel slopes. The effect of each of these parameters except redox potentials and faradaic efficiency on the minimum LCOE and LGHG results was tested by changing the base values and varying the current density to minimize either the LCOE or LGHG in the cases when the parameter is (1) increased by 20% and (2) decreased by 20%, while holding all other parameters values constant. The redox potentials were varied by $+/−$ 200 mV and the roundtrip faradaic efficiency was varied by approximately $+/−$ 2%, i.e., both the charge and discharge faradaic efficiency were either increased or decreased by 1%. The base values for each of the performance parameters are included in Table 3.1 and the base values for the cost and emissions parameters are included in Table 3.4 and Table 3.5, respectively.

3.3 Results and Discussion

Here, we present the results of our TEA-LCI models. In Section 3.3.1, we determine the charge and discharge voltages, LCOE, and LGHG for a 1 MW sized VRFB as a function of current density and discharge time to validate our models against previously reported literature values. In Section 3.3.2, we compare the LCOE and LGHG of a Ce-V RFB to the VRFB for a longer
discharge time of 12 hours assuming the average U.S. electricity grid. We consider the effects of future, low carbon scenarios on LCOE and LGHG such as 100% renewables and carbon taxes in Section 3.3.3 and explore the sensitivity of the results to different performance and cost parameters in Section 3.3.4.

3.3.1 Effect of current density and discharge time on LCOE and LGHG for all-vanadium redox flow battery

Our TEA-LCI models determine the minimum levelized cost of electricity (LCOE) or minimum levelized greenhouse gas emissions (LGHG) by varying the operating current density using our charge-discharge performance model. For a VRFB, we show in Fig. 3.1a that increasing current density causes the discharge voltage to decrease and the charge voltage to increase due to kinetic, mass transport, and ohmic overvoltages. As a result, the roundtrip efficiency, $RTE$, decreases with increasing current density. We show how current density affects LCOE and LGHG for the VRFB with a discharge time of 4 hours in Fig. 3.1b. As the current density is increased from zero, both LCOE and LGHG drop significantly, because a higher current density means a smaller battery area is needed, and power-dependent, e.g., materials related to the battery stack, capital costs and production emissions decrease. As the current density is further increased the LCOE and LGHG reach minima then start to increase, because the decrease in $RTE$ increases electricity costs and emissions as well as energy-dependent, e.g., electrolyte, capital costs and emissions. We denote the current densities at which the VRFB LCOE and LGHG are minimized for 4-hour discharge in Fig. 3.1b with a blue circle and green triangle, respectively, demonstrating the different current densities needed to minimize LCOE and LGHG.
Figure 3.1. For a 1 MW VRFB: (a) discharge and charge voltage as a function of current density. (b) LCOE (light blue solid line) and levelized GHGs (green dashed line) as a function of current density for 4-hour discharge time, with minima for both LCOE and LGHG indicated. (c) Minimized LCOE and (d) minimized levelized GHGs for 4-, 8-, 12-hour discharge time. Current densities for each minimized value are indicated. LCOE and LGHG contributions from energy dependent material (Capital\textsubscript{E} and GHG\textsubscript{Elec.}, blue), power dependent material (Capital\textsubscript{P} and GHG\textsubscript{Pow.}, gray), and electricity (Elec. and GHG\textsubscript{Elec.}, orange) indicated. LGHG and LCOE values are calculated assuming average U.S. electricity grid mix.

The LGHG minimum occurs at a lower current density than the LCOE minimum because LGHG is more dominated by the use phase of the VRFB, and so LGHG and LCOE cannot be minimized simultaneously. From Fig. 3.1b, the minimum LCOE for the 4-hour discharge VRFB of 0.218 $/kWh\textsubscript{d}$ occurs at a current density of 114 mA/cm\textsuperscript{2}, while the minimum LGHG of 0.551 kg CO\textsubscript{2}e/kWh\textsubscript{d} occurs at a lower current density of 24.6 mA/cm\textsuperscript{2}. Typically, only LCOE minimization is considered in RFB modeling studies, but it is useful to determine how operating conditions would differ when minimizing LGHG, to understand if there is a regime in which both
LCOE and LGHG can be minimized. We show in Fig. 3.1c that the shares of LCOE for 4-hour discharge related to energy-dependent capital (Capitate, 33%) and electricity costs (Elec., 43%) are slightly larger than power-dependent capital costs (CapitaP, 24%). With increasing current density, the battery area decreases, so power-dependent costs decrease, but the discharge voltage also decreases, meaning that more electrolyte is needed to deliver 1 kWh, so energy-dependent capital costs increase. Additionally, as previously noted, the RTE decreases with increasing current density, meaning the electricity costs increase. In Fig. 3.1d, the minimum LGHG is not split evenly between the three types of costs. Instead, 92% of the minimum LGHG for 4-hour discharge is driven by electricity (GHGElec). As a result, LGHG is impacted more by losses in the electricity delivery phase than LCOE. Thus, to minimize LGHG, a lower current density is incentivized compared to the LCOE, which is influenced by the trade-off between decreasing power-dependent costs and increasing electricity costs and energy-dependent capital costs with increased current density. We show the full results of minimizing LCOE and LGHG in Table 3.6. The trend between energy-dependent and power-dependent capital costs with current density has been identified previously,11,23 and the tradeoff between the power-dependent costs with electricity costs underscores why the LCOE and LGHG cannot be minimized simultaneously.

Table 3.6. Current density, RTE, capital cost, LCOE, and LGHG for LCOE and LGHG minimization cases for different discharge times for 1 kWh VRFB. Round trip faradaic efficiency was assumed to be 97%.

<table>
<thead>
<tr>
<th></th>
<th>LCOE minimized</th>
<th></th>
<th></th>
<th>LGHG minimized</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4-hour</td>
<td>8-hour</td>
<td>12-hour</td>
<td>4-hour</td>
<td>8-hour</td>
<td>12-hour</td>
</tr>
<tr>
<td>Current density (mA/cm²)</td>
<td>114</td>
<td>83.0</td>
<td>69.2</td>
<td>24.6</td>
<td>19.6</td>
<td>19.6</td>
</tr>
<tr>
<td>RTE (%)</td>
<td>67.9</td>
<td>73.8</td>
<td>76.4</td>
<td>85.9</td>
<td>87.1</td>
<td>87.1</td>
</tr>
<tr>
<td>Capital cost ($/kWh)</td>
<td>386</td>
<td>319</td>
<td>293</td>
<td>757</td>
<td>545</td>
<td>432</td>
</tr>
<tr>
<td>LCOE ($/kWhₐ)</td>
<td>0.218</td>
<td>0.189</td>
<td>0.178</td>
<td>0.318</td>
<td>0.248</td>
<td>0.212</td>
</tr>
<tr>
<td>LGHG (kg CO₂e/kWhₐ)</td>
<td>0.657</td>
<td>0.603</td>
<td>0.581</td>
<td>0.551</td>
<td>0.530</td>
<td>0.522</td>
</tr>
</tbody>
</table>

The capital costs, LCOE, and LGHG values we obtain for a 4-hour 1 MW VRFB agree with previously reported values and trends, validating our TEA-LCI models. For a 4-hour VRFB
with high discharge voltage efficiency (92%), a capital cost of approximately 555 $/kWh in 2014 USD was calculated including contributions such as depreciation and overhead.\textsuperscript{15} Crawford et al. reported a capital cost of approximately 400 $/kWh in 2015 USD at a current density of 100 mA/cm\textsuperscript{2},\textsuperscript{17} and Mongird et al. reported more recently a capital cost of $391/kWh in 2020 USD, but the current density assumed was not clearly stated.\textsuperscript{18} Our capital cost at 100 mA/cm\textsuperscript{2} is $397/kWh, which falls in the previously reported range. The reported LCOE for VRFBs range between 0.16 $/kWh\textsubscript{d} (in 2015 USD),\textsuperscript{17} for which the cost of electricity was not incorporated, and 0.47 $/kWh\textsubscript{d} (in 2018 USD).\textsuperscript{74} Our LCOE for 4-hour discharge 0.218 $/kWh\textsubscript{d}, falls within this range.

Importantly, our TEA model indicates that the capital costs and LCOE (Fig. 3.1b) decrease with increasing current density up to approximately 115 mA/cm\textsuperscript{2}, which agrees with literature that shows increasing current density decreases VRFB storage costs until energy-dependent costs begin to dominate.\textsuperscript{11,17,23} A wide range in VRFB LGHG has been reported, from 0.279 kg CO\textsubscript{2e}/kWh\textsubscript{d}\textsuperscript{32} to 0.95 kg CO\textsubscript{2e}/kWh\textsubscript{d},\textsuperscript{33} and our LGHG for the case when LCOE is minimized for the 4-hour VRFB of 0.657 kg CO\textsubscript{2e}/kWh\textsubscript{d} falls within this range. As will be discussed in more detail below, we show that the LGHG is dominated by the use phase emissions, which is a trend that has been noted in literature.\textsuperscript{33} The VRFB capital costs, LCOE, and LGHG results of our TEA-LCI models fall within the ranges reported in literature, substantiating the models and lending confidence to our results.

When minimizing either cost or emissions, the optimal current density for the VRFB decreases with discharge time (Fig. 3.1c,d), because the power-dependent costs and emissions become less impactful and energy-dependent material and electricity dominate, which are improved with increased round trip efficiency. The decrease in LCOE from 0.218 $/kWh\textsubscript{d} for 4 hours to 0.178 $/kWh\textsubscript{d} for 12 hours in Fig. 3.1c occurs because the power-dependent capital costs
do not change with increasing discharge time, and so when normalized by discharge time, they become less costly on a kWh basis. Thus, the power-dependent capital costs become less influential to the overall cost, and a lower current density can be tolerated, which has the benefit of decreasing the energy-dependent capital costs and electricity costs. We demonstrate the decrease in optimal current densities in Fig. 3.1c. When minimizing for LCOE, the LGHG for the VRFB also decreases with increasing discharge time (Table 3.6), because the emissions associated with electricity decrease with decreased current density. Fig. 3.1c,d and Table 3.6 highlight the utility of increasing discharge time to be both more economical and less emissions-intensive. Regarding the effect of discharge time on minimum LGHG (Fig. 3.1d), as discharge time increases from 4 hours to 12 hours, the current density decreases, and the minimum LGHG decreases from 0.551 kg CO₂e/kWhₜ to 0.522 kg CO₂e/kWhₜ, primarily due to the decrease in emissions of the power-dependent material. The result that the optimal current density decreases with increasing discharge time indicates that as long duration (>10 hours⁵,⁷) energy storage becomes more relevant, battery efficiency will become even more crucial. This has important implications for the broader field of battery operation as well as for what parameters will control battery performance. For example, kinetics losses dominate at lower current densities rather than mass transport or ohmic losses, and so improvements in kinetics (e.g., using catalysts) will become increasingly important. While we modeled 4-hour discharge here to compare to literature, we consider 12-hour discharge moving forward as we compare the VRFB and Ce-V RFB performance given the utility of RFBs for long-duration energy storage applications.
3.3.2 Minimized LCOE and LGHG for Ce-V RFB compared to VRFB assuming average U.S. electricity mix

In Fig. 3.2 we compare the LCOE and LGHG as a function of current density for a 1 MW sized VRFB and Ce-V RFB and show that the Ce-V RFB has slightly lower LCOE at intermediate current densities, but higher LGHG compared to the VRFB even at low current densities meant for minimizing LGHG. We compare the Ce-V RFB and VRFB LCOE across a range of current densities in Fig. 3.2a for 12-hour discharge, assuming the average U.S. electricity grid. Above 25 mA/cm² and below 150 mA/cm², the Ce-V RFB LCOE is lower than the VRFB LCOE, and the minimum LCOE for the Ce-V RFB (0.170 $/kWh_d) is lower than for the VRFB (0.178 $/kWh_d) and occurs at a lower current density. The large increase in the Ce-V RFB LCOE at 200 mA/cm² is due to the limiting current density of the Ce³⁺/Ce⁴⁺ redox couple during charging. Comparing the LGHG as a function of current density in Fig. 3.2b, at current densities less than 25 mA/cm², we show the emissions are similar between the Ce-V RFB and the VRFB, but as current densities increase, the Ce-V RFB LGHG increases more than the VRFB. The LGHG minima for both the VRFB and the Ce-V RFB occur at 19.6 mA/cm². The Ce-V RFB LGHG of 0.539 kg CO₂e/kWh_d is 3% higher than the VRFB LGHG of 0.522 kg CO₂e/kWh_d. It is useful to understand what operating conditions are necessary to minimize GHG emissions, given the goal of using RFBs to promote renewable energy sources to decrease GHG emissions. An analysis of the effect of current density on each of the cost and emissions components can lend insight to why the Ce-V RFB performs better in terms of cost but worse in terms of emissions than the VRFB.
Figure 3.2. For 12-hour discharge: (a) LCOE for VRFB (light blue solid line) and Ce-V RFB (dark orange solid line), and (b) levelized GHGs for VRFB (green dashed line) and Ce-V RFB (indigo dashed line) as a function of current density, with minima for LCOE in (a) and LGHG in (b) indicated with circle and triangle markers, respectively.

Compared to the VRFB, the Ce-V RFB has a slightly lower minimum LCOE because of its lower electrolyte cost, larger thermodynamic voltage, and lower corresponding current density, which is incentivized because of the slower Ce$^{3+}$/Ce$^{4+}$ kinetics. When LCOE is minimized, the VRFB LCOE is 0.178 $/\text{kWh}_d$ and the Ce-V RFB is 0.170 $/\text{kWh}_d$ (Fig. 3.3a) and the optimal current density for VRFB is higher at 69 mA/cm$^2$ than the Ce-V RFB (64 mA/cm$^2$). Comparing the breakdown of costs in Fig. 3.3a, the Ce-V RFB energy-dependent costs are lower than the VRFB’s, but the Ce-V RFB’s power-dependent capital and electricity costs are higher. The lower energy-dependent costs are due to three factors: 1) the lower cost of CeO$_2$ compared to V$_2$O$_5$, 2) the larger open circuit voltage (OCV), and 3) the lower current density. Comparing the breakdown of costs into their individual components for the VRFB (Fig. 3.3b) and Ce-V RFB (Fig. 3.3c), the share of the cost of the positive electrolyte drops significantly for Ce-V RFB because of the lower cost of CeO$_2$ than V$_2$O$_5$. Additionally, the Ce-V RFB’s higher thermodynamic voltage and lower current density means the operating discharge voltage is higher, resulting in less electrolyte required to deliver 1 kWh. The VRFB has a higher current density compared to the Ce-V RFB
because it has a lower thermodynamic voltage, meaning that if the batteries had the same area, the VRFB would need a higher current density to deliver the same amount of power. Additionally, the VRFB has faster kinetics, and so a higher current density for the VRFB results in lower overvoltages relative to the Ce-V RFB. Thus, a higher current density is incentivized to drive the power-dependent costs down for the VRFB. The Ce-V RFB optimized power-dependent capital costs are higher than for the VRFB (Fig. 3.3a) because the current density is low enough to require more area for the Ce-V RFB system, despite the larger thermodynamic voltage. The Ce-V RFB LCOE is still close to the VRFB LCOE because of the higher cost of the Ce$^{3+}$/Ce$^{4+}$ electrode (platinized titanium, needed for stability at higher potentials) than the V$^{4+}$/V$^{5+}$ electrode (graphite). The higher cost is evident in the electrodes cost for the Ce-V RFB in Fig. 3.3c compared to the VRFB Electrodes cost in Fig. 3.3b. A higher current density is not incentivized for the Ce-V RFB despite its larger power-dependent capital costs because the Ce$^{3+}$/Ce$^{4+}$ redox system has slower kinetics than V$^{4+}$/V$^{5+}$. The slower kinetics of the Ce-V RFB result in its lower $\text{RTE}$ (71.4%) than the VRFB $\text{RTE}$ (76.4%), despite the larger OCV of the Ce-V RFB. The lower $\text{RTE}$ results in the larger electricity costs of the Ce-V RFB compared to the VRFB (Fig. 3.3a). This analysis demonstrates why the minimum Ce-V RFB LCOE is lower than the VRFB under current grid assumptions, and a similar analysis is conducted next to understand why the LGHG for Ce-V RFB and VRFB are similar.
Figure 3.3. When minimizing LCOE: (a) 1 MW, 12-hour discharge VRFB (solid) and Ce-VRBs (dashed) LCOE, with contributions from energy-dependent capital (Capital_e, blue), power-dependent capital (Capital_p, gray), and electricity (Elec., orange) costs. Component breakdown of LCOE for (b) VRFB and (c) Ce-V RFB. Other energy-dependent components include: acids for positive and negative electrolyte, electrolyte tanks, pumps, and flow meters. Other power-dependent components include: end plates, membrane electrode assembly, gaskets, and PCS. Other electricity components include the overvoltages associated with the charge and discharge mass transport for both the positive and negative electrodes. (d) 1 MW, 12-hour discharge VRFB and Ce-V RFB LGHG with contributions from energy-dependent material (GHG_{En}, blue), power-dependent material (GHG_{Pow}, gray), and electricity emissions (GHG_{Elec}, orange). Component breakdown of LGHG for (e) VRFB and (f) Ce-V RFB. All values calculated assuming average U.S. electricity grid mix.

When minimizing for LCOE, the Ce-V RFB LGHG is higher than the VRFB LGHG, because of the Ce-V RFB’s lower $RTE$, which results in increased use phase emissions. The LGHG values for the VRFB and Ce-V RFB when LCOE is optimized are 0.581 kg CO$_2$e/kWh$_d$ (VRFB) and 0.634 kg CO$_2$e/kWh$_d$ (Fig. 3.3d), respectively. From Fig. 3.3d, we show that the LGHG for both RFBs is dominated by the use phase (98% and 96% of the LGHG are from electricity for VRFB and Ce-V, respectively). The use phase LGHG for the VRFB is 0.569 kg CO$_2$e/kWh$_d$ and 0.609 kg CO$_2$e/kWh$_d$ for the Ce-V RFB, and the larger Ce-V RFB electricity LGHG is due to the lower $RTE$, which occurs despite the larger thermodynamic voltage and lower current density of
the Ce-V RFB because of its larger kinetic overvoltages. Additionally, the Ce-V RFB has a larger share of electrolyte-related production emissions due to the use of CeO$_2$ (CeO$_2$ pos. in Fig. 3.3f compared to V$_2$O$_5$ pos. in Fig. 3.3e). The Ce-V RFB LGHG is dominated by the electricity grid emissions, however, not the production emissions, suggesting that in future decarbonized electricity grid scenarios, the Ce-V RFB may be a more environmentally friendly option than it is for the average U.S. electricity grid scenario. This analysis highlights that for the average U.S. electricity grid, the Ce-V RFB will result in a 9% increase in GHG emissions compared to the VRFB when operating conditions are chosen to minimize cost, and so it is useful to consider how the Ce-V RFB LGHG will compare to the VRFB’s when operating conditions are selected to minimize LGHG.

When minimizing for LGHG, the Ce-V RFB LCOE and VRFB LCOE values are similar, because the power-dependent capital of the Ce-V RFB is more costly than the VRFB power-dependent capital, but the Ce-V RFB’s energy-dependent capital costs are less than the VRFB’s. We include the comparison of VRFB and Ce-V RFB LCOEs when LGHG is minimized in Fig. 3.4a. The VRFB and Ce-V LCOEs in this case are both 0.212 $/kWh. The current densities for minimizing emissions are significantly lower for both the VRFB and Ce-V RFB than in the case for minimizing cost because the use phase dominates LGHG, incentivizing high roundtrip efficiencies. The current densities are the same for the VRFB and Ce-V RFB (19.6 mA/cm$^2$) because the current densities are incentivized to be as low as possible before power-dependent material emissions start to dominate, as seen in Fig. 3.2 at current densities lower than 19.6 mA/cm$^2$. These similar current densities result in similar RTEs and therefore similar electricity costs (Fig. 3.4a). At conditions to minimize LGHG, the Ce-V RFB power-dependent capital costs are larger because the platinized titanium mesh electrode for the Ce$^{3+}$/Ce$^{4+}$ positive electrolyte is
significantly more expensive than the graphite felts assumed for the VRFB (see smaller Electrodes cost for VRFB in Fig. 3.4b and larger Ce-V RFB Electrodes in Fig. 3.4c). Comparing the energy-dependent costs, the Ce-V RFB’s are lower, primarily due to the higher thermodynamic voltage, meaning less material is required to deliver the same amount of electricity, and the lower cost of CeO$_2$ compared to V$_2$O$_5$. This lower cost is visible in the comparison of the share of positive electrolyte cost for the VRFB in Fig. 3.4b (V$_2$O$_5$ pos.) compared to the Ce-V RFB positive electrolyte cost in Fig. 3.4c (CeO$_2$ pos.). Compared to the minimum LCOE, the LCOE when LGHG is minimized is 19% higher for the VRFB and 25% higher for the Ce-V RFB. This increase in cost suggests that the operating conditions will not be varied to minimize emissions unless incentives like carbon taxes are incorporated to penalize higher emissions. Nonetheless, it is useful to understand what the minimum possible emissions are for each system, given the goal of using energy storage to decrease GHG emissions through renewable energy integration.
Figure 3.4. When minimizing LGHG: (a) 1 MW, 12-hour discharge VRFB (solid) and Ce-V RFBs (dashed) LCOE with contributions from energy-dependent capital (CapitalE, blue), power-dependent capital (CapitalP, gray), and electricity costs (Elec., orange). Component breakdown of LCOE for (b) VRFB and (c) Ce-V RFB. (d) 1 MW, 12-hour discharge VRFB and Ce-V RFB LGHG with contributions from energy-dependent material (GHGEEn., blue), power-dependent material (GHGPow., gray), and electricity emissions (GHGElec., orange). Component breakdown of LGHG for (e) VRFB and (f) Ce-V RFB. All values calculated assuming average U.S. electricity grid mix.

The VRFB and Ce-V RFB LGHG minima and corresponding current densities are within 4% of each other, with the Ce-V RFB performing slightly worse due to the higher emissions of the energy-dependent material. When LGHG is minimized, VRFB LGHG is 0.522 kg CO$_2$e/kWh$_d$ while Ce-V RFB LGHG is 0.539 kg CO$_2$e/kWh$_d$, as seen in Fig. 3.4d. The VRFB $RTE$ is 87.0% and the Ce-V RFB $RTE$ is 87.3%, and so the emissions for use phase of the Ce-V RFB are lower than for the VRFB. The energy-dependent material emissions are greater for the Ce-V RFB because of the larger positive electrolyte emissions (in Fig. 3.4e, $V_2O_5$ pos. contribution is very small compared to CeO$_2$ pos. contribution in Fig. 3.4f). The power-dependent material emissions are also greater for the Ce-V RFB because of the larger emissions associated with the production
of the platinized titanium electrode (Fig. 3.4f) than the graphite electrode (Fig. 3.4e). The larger material emissions are what drive the larger LGHG for the Ce-V RFB than the VRFB. While it is unlikely that RFBs will be operated to minimize GHG emissions at the expense of increased LCOE, this analysis demonstrates that when minimizing for emissions, switching from the VRFB to the Ce-V RFB results in only a 4% increase in LGHG and a 0.3% increase in LCOE for the case in which the average U.S. electricity grid is assumed to be charging the battery. Overall, the exploration of the Ce-V RFB performance compared to the VRFB assuming the average U.S. electricity grid demonstrates that there are operating conditions at which the Ce-V RFB is more economical and does not result in a significant increase in GHG emissions when the battery is operated to minimize either LGHG or LCOE. Next, we conduct an analysis to understand how the Ce-V RFB and VRFB compare assuming a 100% renewable grid and the addition of a carbon tax to indicate how selection between and operation of these batteries may change in future, low carbon scenarios.

3.3.3 Minimized LCOE and LGHG for Ce-V RFB compared to VRFB for future, low-carbon scenarios

As the electricity grid mix becomes more renewable, although both RFBs LGHG decrease, the Ce-V RFB LGHG becomes increasingly larger than the VRFB LGHG because the production phase begins to dominate LGHG. In Fig. 3.5a we show the LGHG when LCOE is minimized for four different electricity grid scenarios for both the VRFB and Ce-V RFB: a 100% coal case, the average U.S. electricity grid, 100% natural gas case, and a 100% renewables case. As expected, the LGHG trends roughly match the emissions associated with the electricity source listed in Table 3.5. Because coal-based electricity emissions are twice as high as any of the other cases and the use phase dominates emissions, the 100% coal case results in the largest LGHG for both the VRFB
and Ce-V RFB. Because the average U.S. electricity grid mix results in slightly higher emissions than the 100% natural gas case, the RFBs have higher LGHGs for the U.S. mix than the natural gas. For these three electricity grid scenarios, the Ce-V RFB results in higher emissions than the VRFB because of the larger positive electrolyte production emissions and larger use phase emissions. In the 100% renewables case, the use phase emissions are 0 kg CO$_2$e/kWh$_d$, and so the overall emissions for both the VRFB and Ce-V RFB drop by over 96% to 0.013 kg CO$_2$e/kWh$_d$ and 0.026 kg CO$_2$e/kWh$_d$, respectively. As we show in the inset in Fig. 3.5a, when 100% renewables are used, the RFB production emissions associated with both the energy-dependent and power-dependent materials play more important roles. The Ce-V RFB has a significantly higher LGHG than the VRFB in the 100% renewables case primarily due to the larger emissions intensity of CeO$_2$ than V$_2$O$_5$, although the power-dependent material emissions are also increased for the Ce-V RFB compared to the VRFB due to the increased production emissions of the platinized titanium electrode compared to the graphite felt. For RFBs, the 100% coal and 100% renewables cases are optimized at lower current density than the average U.S. electricity grid, because coal and renewable electricity are more expensive than the average U.S. grid, incentivizing higher $RTE$. The 100% natural gas cases are optimized at a higher current density, because natural gas is cheaper than the average U.S. grid, meaning that a lower $RTE$ can be tolerated.
Figure 3.5. (a) LGHG when LCOE is minimized for 1 MW delivery power for 12 hours for coal, U.S. mix, natural gas, pure renewable for VRFB (solid) and Ce-V (dashed) batteries. Emissions broken down between energy dependent material (GHG_{En}. blue), power dependent material (GHG_{Pow.}, gray), and electricity emissions (GHG_{Elec.}, orange). Optimal current densities to achieve minimum LCOE included in panel, and minimum LCOE for each scenario is listed in blue. For 1 MW, 12-hour (b) VRFB and (c) Ce-V RFB, LCOE (light blue) and LGHG (green) as a function of current density for average U.S. electricity grid and 100% renewable electricity grid. LCOE (circle) and LGHG (triangle) minima are included in (b) and (c) for average U.S. grid (filled) and 100% renewables (unfilled) cases.

The optimal current densities for minimum LGHG increase significantly for the 100% renewable case for both the VRFB (Fig. 3.5b) and Ce-V RFB (Fig. 3.5c), while the current densities for the RFB LCOE minima decrease slightly. Fig. 3.5b shows the LCOE and LGHG as a function of current density for a 1 MW VRFB with a 12-hour discharge time for both the average U.S. electricity grid case and the 100% renewable grid case, and we show the same analysis for the Ce-V RFB in Fig. 3.5c. The LCOE for the renewables case is larger for both RFBs than the average U.S. electricity grid, because the cost of the electricity source is higher. The minimum
LCOEs for all four electricity grid scenarios are included in Fig. 3.5a, and the average U.S. electricity grid and 100% renewables grid are marked by the filled and unfilled blue markers, respectively, in Fig. 3.5b (VRFB) and Fig. 3.5c (Ce-V RFB). The optimal current density to minimize LCOE decreases slightly with the 100% renewables grid, which is driven by the need to increase \( RTE \) to decrease the cost of electricity delivery. Compared to the LGHGs for both RFBs for the average U.S. electricity grid case, the LGHGs for the 100% renewables grid drops dramatically across the entire range of current density. The LGHG minima are marked in Fig. 3.5b-c by the green triangles. The minimum LGHG for the 100% renewables case (unfilled triangle) occurs at significantly higher current densities (221 mA/cm\(^2\) for VRFB and 155 mA/cm\(^2\) for Ce-V RFB) than for the average U.S. electricity grid case because the \( RTE \) does not need to be as high, since the use phase does not control the emissions for the 100% renewables case. The VRFB optimal current density is higher than the Ce-V RFB because the Ce-V RFB is still incentivized to keep current densities low enough to minimize the emissions of the CeO\(_2\) electrolyte. With higher current densities, the discharge voltage decreases, and more energy-dependent material is needed. The power-dependent material emissions are higher for the Ce-V RFB than the VRFB as a result of this lower current density and the larger production emissions of the platinized titanium electrode. As the grid shifts closer to a renewables-dominated supply, as is needed to drive down GHG emissions, the Ce-V RFB will remain cost competitive but will become increasingly emissions intensive relative to the VRFB. In addition to understanding the influence of an increasingly renewable grid on performance results, it is useful to consider the impacts of a carbon tax, which can be used to quantify the penalty for the increased emissions of the Ce-V RFB compared to the VRFB.
With the incorporation of a carbon tax assuming the average U.S. electricity grid, the optimal current density to minimize LCOE decreases for both the VRFB and Ce-V RFB, and the corresponding LCOE increases. We show the minimized LCOE ranging from no carbon tax to a stringent carbon tax of $150/tonne CO$_2$e for the VRFB and Ce-V RFB in Fig. 3.6a and Fig. 3.6b, respectively. The LCOEs for both the VRFB and Ce-V RFB increase with increasing carbon tax. The effect of decreasing current density with increasing carbon tax is demonstrated for the VRFB in Fig. 3.6a and Ce-V RFB in Fig. 3.6b by the decrease in the LGHG (triangles). We include the LCOE for each carbon tax scenario as a function of current density for the VRFB and Ce-V RFB in 3.6c and 3.6d. The LCOE minima denoted by circle markers in Fig. 3.6c-d occur at lower current densities as the carbon tax increases. The decrease in current density with higher LGHG penalty occurs because LGHG is dominated by the use phase for the average U.S. electricity grid, motivating higher $RTE$ when carbon is penalized. For a 100% renewables case, the optimized current density would not decrease as significantly, because the LGHG is no longer dominated by the use phase and $RTE$. The carbon tax analysis can be used to understand whether the VRFB or Ce-V RFB would be better suited to a future scenario where emissions were penalized.
Figure 3.6. Minimized LCOE and corresponding LGHGs (green triangles) for different carbon tax scenarios, with optimal current densities indicated, for (a) VRFB and (b) Ce-V RFB with 12-hour discharge. LCOE and LGHGs (dashed green line) as a function of current density for: no carbon tax (solid light blue line), $50/\text{tonne CO}_2$ carbon tax (dashed purple line), and $150/\text{tonne CO}_2$ carbon tax (dotted black line) scenarios, for (c) VRFB and (d) Ce-V RFB with 12-hour discharge. The dots in (c) and (d) represent LCOE minima for each carbon tax scenario.

Up to a large carbon tax of $150/\text{tonne CO}_2$, the Ce-V RFB LCOE is lower than the VRFB at current densities less than 50 mA/cm$^2$, despite the larger Ce-V RFB emissions. For a $50/\text{tonne CO}_2$ carbon tax, the minimum VRFB LCOE is 0.234 $$/\text{kWh}_d$ (Fig. 3.6c) and the minimum Ce-V RFB LCOE is 0.231 $$/\text{kWh}_d$ (Fig. 3.6d). As the carbon tax is increased to $150/\text{tonne CO}_2$, the minimum LCOE for the VRFB becomes 0.344 $$/\text{kWh}_d$ and the Ce-V RFB becomes 0.345 $$/\text{kWh}_d$. This indicates that at carbon taxes less stringent than $150/\text{tonne CO}_2$, the Ce-V RFB is more economical than the VRFB.
3.3.4 Thermodynamic, kinetic, selectivity, and material properties are important to the performance of the Ce-V RFB and VRFB

For both RFBs the redox potential has the biggest impact on cost and second biggest impact on emissions, which motivates further investigation into controlling the redox potential through electrolyte preparation and selection. As an example, from Fig. 3.7a, a 200 mV increase in V$^{4+}$/V$^{5+}$ redox potential causes the minimum VRFB LCOE to decrease from 0.178 $/kWh_d$ to 0.166 $/kWh_d$. The effect of redox potential on VRFB LGHG is shown in Fig. 3.7b, and effects of redox potential on the Ce-V RFB LCOE and LGHG are shown in Fig. 3.7c and Fig. 3.7d, respectively. The electrolyte redox potential changes the overall voltage of the battery, which controls the amount of energy-dependent material needed, the total area of the battery required, i.e., the power-dependent material, and the roundtrip efficiency. While kinetic parameters affect the overall voltage of the battery through the kinetic overvoltages, the change in overvoltage is smaller than the change in redox potential. The finding that redox potential has the largest influence on an RFB’s cost is in line with literature reports that OCV has a significant impact on cost.$^{10}$ The electrolyte can be manipulated to increase the RFBs’ redox potentials. Both increasing the concentration of V$_2$O$_5$ from its solubility limit of 0.5 M to 1.6 M through chemical or electrochemical reduction$^{52}$ and controlling the Donnan potential through changing the relative positive and negative electrolyte proton concentrations have an impact on VRFB OCV.$^{10,40}$ For the Ce-V RFB, the Ce$^{3+}$/Ce$^{4+}$ redox potential can be varied significantly by changing the electrolyte, for instance changing the electrolyte from H$_2$SO$_4$ to CH$_3$SO$_3$H (MSA) causes the Ce$^{3+}$/Ce$^{4+}$ redox potential to increase from 1.44 V vs. SHE to 1.61 V vs. SHE.$^{24}$ We explore the tradeoff between the effect of electrolyte selection on thermodynamics and other parameters like kinetics below.
Figure 3.7. For 1 MW delivery power with 12-hour delivery and average U.S. electricity mix, sensitivity of (a) VRFB LCOE, (b) VRFB LGHG, (c) Ce-V RFB LCOE, and (d) Ce-V RFB LGHG to a 20% increase (red) or 20% decrease (blue) change in parameter, unless otherwise noted. Parameters include $V^{4+/5+}$ redox potential, $V^{2+/3+}$ redox potential, $V_2O_5$ cost or emissions, $V^{4+/5+}$ charge Tafel slope, $V^{2+/3+}$ discharge Tafel slope, $V^{4+/5+}$ exchange current density, $V^{2+/3+}$ solubility, $V^{2+/3+}$ exchange current density, $V^{2+/3+}$ solubility, and $CeO_2$ cost and CO$_2$ intensity. An increase in faradaic efficiency results in a decreased active species concentration and decreased battery area, driving down their related costs and emissions, and an increase in RTE.

The kinetic rates and roundtrip faradaic efficiency are significant drivers of both RFBs’ LCOE and LGHG as we show in Fig. 3.7, and the cost of the $V_2O_5$ impacts the LCOE for both RFBs, while only the Ce-V RFB LGHG is affected substantially by precursor production emissions. An increase in faradaic efficiency results in a decreased active species concentration and decreased battery area, driving down their related costs and emissions, and an increase in RTE.
The large impact of faradaic efficiency on RTE is why the faradaic efficiency has such a large impact on LGHG, which is controlled by the RTE for the average U.S. electricity grid. Thus, factors that control faradaic efficiency such as an electrode’s selectivity should be prioritized in RFB development. Exchange current density, $i_0$, and Tafel slopes have an impact on the RFB’s LCOE and LGHG by changing the kinetic overvoltages as a function of current density. The $\text{Ce}^{3+}/\text{Ce}^{4+} i_0$ has a larger impact on minimum Ce-V RFB LCOE than the $\text{V}^{2+}/\text{V}^{3+} i_0$ because an increase in the $\text{V}^{2+}/\text{V}^{3+} i_0$ does not reduce kinetic overvoltages as significantly as an increase in the $\text{Ce}^{3+}/\text{Ce}^{4+} i_0$. For the case of minimizing LGHG, where the current densities are optimized to be lower relative to the case of minimizing LCOE, the BV equation is simplified to show a linear dependence between Tafel slope and current density and so Tafel slopes have less of an influence, but $i_0$ still has an influence on the minimum LGHG. The $\text{V}_2\text{O}_5$ precursor cost also has a significant effect on both RFB’s minimum LCOE and is more significant for the VRFB (Fig. 3.7a) because it uses $\text{V}_2\text{O}_5$ in both electrolytes. The influence of $\text{V}_2\text{O}_5$ precursor cost underscores why it is so important to identify alternatives to the V chemistry for RFB applications. The CeO$_2$ production emissions are more influential to the Ce-V RFB minimum LGHG than $\text{V}_2\text{O}_5$ production emissions are to either the Ce-V RFB or VRFB LGHG because the CeO$_2$ production emissions are an order of magnitude larger than the $\text{V}_2\text{O}_5$ production emissions. In developing new systems, it is important to maximize the thermodynamic potential of the RFB, kinetic rates, and faradaic efficiency while taking into account possible changes in electrolyte or electrode cost.

The sensitivity analysis can be used to quantify the allowable increase in material costs for a 200 mV increase in thermodynamics or a doubling in the exchange current density as well as indicate what the equivalent changes in thermodynamics and kinetics are for the same cost savings. For instance, for the Ce-V RFB, a 200 mV increase in redox potential is worth an increase in
electrolyte cost of up to 1.83 $/kg, assuming no significant changes in solubility or molecular weight with electrolyte. Here we mean that a 200 mV increase in redox potential with a corresponding 1.83 $/kg increase in electrolyte cost would keep the overall LCOE the same, and if the electrolyte cost increase was <1.83 $/kg, the LCOE would decrease. For reference, the cost of H₂SO₄ used in this study is 0.32 $/kg. An increase in roundtrip faradaic efficiency to 99.98% from 97.02% is worth an increase in electrolyte cost of 0.66 $/kg. A doubling of the Ce³⁺/Ce⁴⁺ $i_0$ justifies a 333 $/m² increase in electrode price, assuming the area of the battery remains the same, due to the corresponding decrease in overvoltage. As a reminder, the amount of platinum that is assumed to be deposited on the titanium mesh used for the electrode costs 77 $/m², which suggests that an effective strategy for reducing cost would be to use twice as much Pt to double the electrode active surface area because the increase in $i_0$ would save more than the cost of the additional Pt. We note that the $i_0$ used is normalized to the geometric surface area, and so for our model a doubling of the active surface area per geometric area would effectively double $i_0$. If the Ce³⁺/Ce⁴⁺ $i_0$ is increased by more than a factor of 7, however, the cost savings from increased performance no longer outweigh the increased cost of Pt (assuming the Pt cost is also increased by a factor of 7). Another strategy to increase the surface area would be to change the geometric configuration of the titanium mesh underlayer, which would be expected to have an increased manufacturing cost that would need to be compared to the overvoltage savings. Alternatively, an increase in the Ce³⁺/Ce⁴⁺ $i_0$ by a factor of 2 is approximately equivalent to a 194 mV increase in redox potential, demonstrating the significance of Ce³⁺/Ce⁴⁺ kinetics on performance. For the VRFB, to keep the LCOE at its current minimum of 0.178 $/kWh_d$, the electrolyte cost could be increased by 10.03 $/kg for a 200 mV increase in redox potential. This much larger window for the electrolyte cost for the same increase in redox potential between VRFB and the Ce-V RFB (10.03 $/kg and 1.83
$/kg, respectively), is because of the much higher total amount of electrolyte needed for Ce, due to its lower solubility than V. For an increase in roundtrip faradaic efficiency from 97.02% up to 99.98%, the electrolyte could increase by 2.71 $/kg. An increase in electrode cost from 90 $/m² to 166 $/m² could be tolerated to double the $V^{4+}/V^{5+} i_0$. A 37 mV increase in the $V^{4+}/V^{5+}$ redox potential is approximately equivalent to the effect on cost of doubling the $V^{4+}/V^{5+} i_0$. Compared to the equivalent change in $Ce^{3+}/Ce^{4+}$ redox potential to achieve a doubled $i_0$ for the Ce-V RFB of 200 mV, the equivalent $V^{4+}/V^{5+}$ redox potential increase is quite low, indicating that the $Ce^{3+}/Ce^{4+}$ kinetics are more influential to the Ce-V RFB cost than the $V^{4+}/V^{5+}$ kinetics are to the VRFB cost. These analyses help quantify how important a certain improvement in thermodynamic and kinetic performance is to a system, e.g., for a Ce-V RFB, if an electrolyte that increases the $Ce^{3+}/Ce^{4+}$ redox potential by 200 mV and does not increase electrolyte costs more than 1.83 $/kg above the H₂SO₄ price, then the electrolyte is a viable alternative to H₂SO₄. A summary of the allowable electrolyte and electrode cost increases for different thermodynamic and kinetic improvements of the redox couples is included in Table 3.7.
Table 3.7. Reference values and equivalent effects on costs for U.S. grid electricity mixture.

<table>
<thead>
<tr>
<th>Cerium-Vanadium Redox Flow Battery (Ce-V RFB)</th>
<th>Ce³⁺/Ce⁴⁺ Redox Potential</th>
<th>Electrolyte Cost</th>
<th>Roundtrip Faradaic Efficiency</th>
<th>Ce³⁺/Ce⁴⁺ ( i_0 )</th>
<th>Positive Electrode Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Value</td>
<td>1.44 V vs. SHE</td>
<td>0.32 $/kg (H₂SO₄ only)</td>
<td>97.02%</td>
<td>24.2 mA/cm² (geometric area)</td>
<td>511 $/m² (76 $/m² for Pt)</td>
</tr>
<tr>
<td>+200 mV</td>
<td>+1.83 $/kg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+0.66 $/kg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+$1.77 $/kg</td>
<td></td>
<td>×2</td>
<td>+333 $/m²</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>×7</td>
<td>+574 $/m²</td>
<td></td>
</tr>
<tr>
<td>+194 mV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V²⁺/V³⁺ Redox Potential</td>
<td>Electrolyte Cost</td>
<td>Roundtrip Faradaic Efficiency</td>
<td>V²⁺/V³⁺ ( i_0 )</td>
<td>Negative Electrode Cost</td>
<td></td>
</tr>
<tr>
<td>Reference Value</td>
<td>−0.3125 V vs. SHE</td>
<td>0.32 $/kg (H₂SO₄ only)</td>
<td>97.02%</td>
<td>16.8 mA/cm² (geometric area)</td>
<td>90 $/m²</td>
</tr>
<tr>
<td>−200 mV</td>
<td>+16.72 $/kg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+6.06 $/kg</td>
<td></td>
<td>+2.96%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+3.05 $/kg</td>
<td></td>
<td>×2</td>
<td>+63 $/m²</td>
<td></td>
</tr>
<tr>
<td>−36.5 mV</td>
<td></td>
<td></td>
<td>×2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All Vanadium Redox Flow Battery (VRFB)</td>
<td>V⁴⁺/V⁵⁺ Redox Potential</td>
<td>Electrolyte Cost</td>
<td>Roundtrip Faradaic Efficiency</td>
<td>V⁴⁺/V⁵⁺ ( i_0 )</td>
<td>Positive Electrode Cost</td>
</tr>
<tr>
<td>Reference Value</td>
<td>1.0875 V vs. SHE</td>
<td>0.32 $/kg (H₂SO₄ only)</td>
<td>97.02%</td>
<td>43.5 mA/cm²</td>
<td>90 $/m²</td>
</tr>
<tr>
<td>+200 mV</td>
<td>+10.03 $/kg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+2.71 $/kg</td>
<td></td>
<td>+2.96%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1.86 $/kg</td>
<td></td>
<td>×2</td>
<td>+76 $/m²</td>
<td></td>
</tr>
<tr>
<td>+37 mV</td>
<td></td>
<td></td>
<td>×2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>V²⁺/V³⁺ Redox Potential</td>
<td>Electrolyte Cost</td>
<td>Roundtrip Faradaic Efficiency</td>
<td>V²⁺/V³⁺ ( i_0 )</td>
<td>Negative Electrode Cost</td>
<td></td>
</tr>
<tr>
<td>Reference Value</td>
<td>−0.3125 V vs. SHE</td>
<td>0.32 $/kg (H₂SO₄ only)</td>
<td>97.02%</td>
<td>16.8 mA/cm² (geometric area)</td>
<td>90 $/m²</td>
</tr>
<tr>
<td>−200 mV</td>
<td>+18.35 $/kg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+4.96 $/kg</td>
<td></td>
<td>+2.96%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+3.30 $/kg</td>
<td></td>
<td>×2</td>
<td>+74 $/m²</td>
<td></td>
</tr>
<tr>
<td>−36 mV</td>
<td></td>
<td></td>
<td>×2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Comparing the sensitivity of the Ce-V RFB and VRFB LCOE and LGHG values in Fig. 3.7a-d, there are cases in which the Ce-V RFB has lower LGHG than the VRFB, or the minimum VRFB LCOE is lower than the minimum Ce-V RFB, assuming the average U.S. electricity grid mix. For instance, if the Ce\(^{3+}/Ce^{4+}\) redox potential was decreased by 20\%, the Ce-V RFB minimum LCOE would be 0.181 $/kWh\(_d\), which is higher than the baseline VRFB minimum LCOE. If the Ce-V RFB roundtrip faradaic efficiency was increased to 99\%, its minimum LGHG would be 0.529 kg CO\(_2\)/kWh\(_d\), which is lower than the VRFB minimum LGHG if its faradaic efficiency were decreased to 95\% (0.532 kg CO\(_2\)/kWh\(_d\)). The large influence of the faradaic efficiency demonstrates that more certainty in VRFB and Ce-V RFB faradaic efficiencies is important to further quantify the relative LCOEs and LGHGs for the two systems, since in the TEA-LCI models we assumed the roundtrip faradaic efficiencies were both equal to approximately 97\% due to a lack of information on the Ce-V RFB. Additionally, if the Ce\(^{3+}/Ce^{4+}\) redox potential were increased by 200 mV to 1.64 V vs. SHE, the minimum LGHG would be 0.517 kg CO\(_2\)/kWh\(_d\). The sensitivity analysis in Fig. 3.7 demonstrates that there are opportunities for reducing the LGHG of the Ce-V RFB further to align with or even surpass the performance of the state-of-the-art VRFB, and also highlights parameters used in the TEA-LCI models such as faradaic efficiency that should be further verified to confirm that the Ce-V RFB minimum LCOE is lower than the VRFB LCOE.

Given the large uncertainty in the price of the platinized titanium electrode assumed for the Ce-V RFB positive electrode, we conduct an additional sensitivity analysis to understand its effect on the minimum Ce-V RFB LCOE. Our baseline price of the platinized titanium electrode was 511 $/m^2, but both platinum and titanium are expensive, and it is possible that the actual price is significantly higher. We find that for a positive electrode price of 1500 $/m^2,\(^6\) the minimum Ce-V RFB LCOE is 0.195 $/kWh\(_d\), which is significantly larger than the minimum VRFB LCOE of
0.178 $/kWh, and the positive electrode accounts for 19% of the total Ce-V RFB LCOE. The large impact of the positive electrode price on minimum LCOE highlights the need for greater certainty in its value through additional studies. Additionally, there is a need for the development of an inexpensive positive electrode for the Ce-V RFB, for instance, if the positive electrode cost were reduced to 100 $/m² to be more comparable to the VRFB positive electrode, the Ce-V RFB minimum LCOE would decrease to 0.158 $/m².

For the case of 100% renewable electricity, the trends in sensitivity for both RFBs remain approximately the same for LCOE, as do the tolerated materials cost for increasing thermodynamic and kinetic performance, but the LGHG for both batteries becomes more sensitive to the factors that control the production phase emissions relative to the U.S. average electricity grid mix case. As seen in Fig. 3.8a for the VRFB minimum LCOE, the redox potentials, $V_2O_5$ cost, and faradaic efficiency remain the most influential parameters for the 100% renewables case, with the baseline minimum LCOE increasing to 0.193 $/kWh. In Fig. 3.8b, the relative influence of the $V_2O_5$ production emissions on the VRFB minimum LGHG is greater compared to the kinetics and faradaic efficiency because the production phase emissions now dominate emissions. In Fig. 3.8c, the Ce-V RFB minimum LCOE is similarly most impacted by redox potential, $V_2O_5$ cost, and kinetics, which is consistent with the trends observed in Fig. 3.7c for the average U.S. grid case. Like the 100% renewables case for the VRFB, the minimum LGHG for the Ce-V RFB (Fig. 3.8d) is influenced by the redox potentials, and the CeO₂ production emissions and solubility, which are both strongly related to the energy-dependent material emissions, also become important. Considering the tradeoffs between material cost and thermodynamic and kinetic performance (Table 3.8), a 200 mV increase in $V^{4+}/V^{5+}$ would be worth a 10.36 $/kg increase in electrolyte cost, and an increase in electrode cost of up to 78 $/m² would be justified to double the $V^{4+}/V^{5+} \ i_0$
for the 100% renewables case. For the Ce-V RFB assuming a 100% renewable grid, a 200 mV increase in the Ce\(^{3+/4+}\) redox couple would be worthwhile for an increase in electrolyte cost up to 1.92 $/kg, and to double the Ce\(^{3+/4+}\) \(i_0\), an increase in electrode cost of 336 $/m\(^2\) could be tolerated. The results of the sensitivity analysis for the 100% renewables case help to illustrate how RFB performance is expected to change as the electricity grid becomes increasingly decarbonized through renewable energy sources.

**Figure 3.8.** For 1 MW delivery power with 12-hour delivery and 100% renewables, sensitivity of (a) VRFB LCOE, (b) VRFB LGHG, (c) Ce-V RFB LCOE, and (d) Ce-V RFB LGHG to a 20% increase (red) or 20% decrease (blue) change in parameter, unless otherwise noted. Parameters include V\(^{4+/5+}\) redox potential, V\(^{4+/5+}\) charge Tafel slope, V\(^{4+/5+}\) discharge Tafel slope, V\(^{4+/5+}\) exchange current density, V\(^{4+/5+}\) solubility, V\(^{2+/3+}\) redox potential, V\(^{2+/3+}\) charge Tafel slope, V\(^{2+/3+}\) discharge Tafel slope, V\(^{2+/3+}\) exchange current density, V\(^{2+/3+}\) solubility, and CO\(_2\) intensity, Ce\(^{3+/4+}\) redox potential, roundtrip faradaic efficiency, Ce\(^{3+/4+}\) charge Tafel slope, Ce\(^{3+/4+}\) discharge Tafel slope, Ce\(^{3+/4+}\) exchange current density, Ce\(^{3+/4+}\) solubility, and CeO\(_2\) cost and CO\(_2\) intensity.
Table 3.8. Reference values and equivalent effects on costs for 100% renewable electricity.

<table>
<thead>
<tr>
<th>Cerium-Vanadium Redox Flow Battery (Ce-V RFB)</th>
<th>Electrolyte Cost</th>
<th>Roundtrip Faradaic Efficiency</th>
<th>Positive Electrode Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ce³⁺/Ce⁴⁺ Redox Potential</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference Value</td>
<td>1.44 V vs. SHE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+200 mV</td>
<td>+1.92 $/kg</td>
<td>97.02%</td>
<td>24.2 mA/cm² (geometric area)</td>
</tr>
<tr>
<td></td>
<td>+0.76 $/kg</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+1.94 $/kg</td>
<td>×2</td>
<td>+336 $/m²</td>
</tr>
<tr>
<td>+202 mV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>V²⁺/V³⁺ Redox Potential</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference Value</td>
<td>−0.3125 V vs. SHE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>−200 mV</td>
<td>+17.55 $/kg</td>
<td>97.02%</td>
<td>16.8 mA/cm² (geometric area)</td>
</tr>
<tr>
<td></td>
<td>−6.92 $/kg</td>
<td>+2.96%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>+3.33 $/kg</td>
<td>×2</td>
<td>+63 $/m²</td>
</tr>
<tr>
<td>−38 mV</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| All Vanadium Redox Flow Battery (VRFB)        |                  |                              |                         |
| **V⁴⁺/V⁵⁺ Redox Potential**                  |                  |                              |                         |
| Reference Value                              | 1.0875 V vs. SHE |                             |                         |
| +200 mV                                      | +10.36 $/kg      | 97.02%                       | 43.5 mA/cm²             |
|                                               | +3.07 $/kg       | +2.96%                       | 90 $/m²                 |
|                                               | +2.04 $/kg       | ×2                           | +78 $/m²                |
| +0.39 mV                                      |                  |                              |                         |
| **V²⁺/V³⁺ Redox Potential**                  |                  |                              |                         |
| Reference Value                              | −0.3125 V vs. SHE |                             |                         |
| −200 mV                                      | +18.95 $/kg      | 97.02%                       | 16.8 mA/cm² (geometric area) |
|                                               | +5.62 $/kg       | +2.96%                       | 90 $/m²                 |
|                                               | +3.61 $/kg       | ×2                           | +76 $/m²                |
| −38 mV                                       |                  |                              |                         |

3.4 Conclusion

Here we investigate the levelized cost of electricity (LCOE) and the levelized greenhouse gas emissions (LGHG) associated with that delivered electricity for an all-vanadium redox flow battery (VRFB) and a V²⁺/V³⁺//Ce³⁺/Ce⁴⁺ redox flow battery (Ce-V RFB) using a performance
model that allows us to optimize the operating current density to minimize cost or emissions. Although both redox flow batteries have more emissions than directly produced electricity, this is primarily due to the inherent inefficiency in storing electricity, and only a small contribution of the LGHGs are from the production of the batteries (<10% for 12-hour operation with the current US electricity mix). Based on our assumptions, which include similar roundtrip faradaic efficiency between the two RFBs, the Ce-V RFB is a promising alternative to the VRFB because it can result in reduced energy storage cost, which is the major challenge for the VRFB system. For the Ce-V RFB to be seriously considered as an alternative RFB, the Ce-V RFB technical performance should be confirmed at larger scale than benchtop studies, and substitutes for the positive electrode that are significantly cheaper than the platinized titanium mesh are needed given the low abundance of Pt and high costs of Pt and titanium and their large effect on minimum LCOE. Our findings are promising for use of RFBs as a long-duration renewable energy storage system and implies that as electricity sources shift to sources with less greenhouse gas emissions and energy storage shifts to longer time scales (e.g., from 4 to 12 hours), RFB emissions will also decrease. Despite having a higher amount of greenhouse gases emitted during its production, the Ce-V RFB emits a similar amount of LGHG during its lifetime as the VRFB, because the higher redox potential of the Ce-V RFB allows it to be operated at lower current densities (higher round trip efficiency) than the VRFB without an economic penalty.
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Chapter 4 Structures and Free Energies of Cerium Ions in Acidic Electrolytes

This chapter was adapted from Buchanan, C. A. et al. (2020). “Structures and Free Energies of Cerium Ions in Acidic Electrolytes.” Inorganic Chemistry, 59(17), 12552-12563.

4.1 Introduction

The Ce\(^{3+}\)/Ce\(^{4+}\) redox couple is used in many fields, including organic synthesis,\(^1\) materials chemistry,\(^2\) waste remediation,\(^3\) and energy storage.\(^4-7\) The potential of the Ce\(^{3+}/Ce^{4+}\) redox couple is important for its utility as an intermediate for indirect oxidation\(^8\) and for high voltage flow batteries, and is tunable by changing the electrolyte to fit the desired application.\(^1\) The redox potential ranges between 1.44 V vs. SHE in H\(_2\)SO\(_4\) and 1.74 V vs. SHE in HClO\(_4\) for aqueous systems,\(^4,9,10\) with even lower redox potentials reported with significant uncertainty in HCl,\(^9,11,12\) as shown in Scheme 4.1. The solubility of cerium ions also varies with electrolyte. Methanesulfonic acid (MSA) has been explored in research because of its ability to solvate high cerium ion concentrations,\(^13\) which is necessary to increase electrolyte energy density and current areal density for energy storage applications.

The different redox potentials in Scheme 4.1 arise from the different Gibbs free energies of cerium ions in the electrolytes, as described by the Nernst equation. A less positive redox potential corresponds to Ce\(^{4+}\) having lower free energy than Ce\(^{3+}\) as compared to other electrolytes. This lower free energy is a result of anion complexation with the cerium ions, or differences in screening of long range electrostatic interactions for Ce\(^{3+}\) as compared to Ce\(^{4+}\). Electrostatic interactions include ion pairing such as outer-sphere ion pairs or solvent sharing ions. As expected from known trends in the cerium ion radii\(^14\) and Lewis acid strength,\(^1\) our experimental and
computational findings here show the shift in redox potential is primarily from the differences in anion complexation of Ce\(^{3+}\) and Ce\(^{4+}\). The electrostatic effects are hypothesized to be partially responsible for differences in solubility of Ce\(^{3+}\) and Ce\(^{4+}\) in different acids, in addition to different free energies of the cerium precursor salts used in the different acids. Whether the redox potential shift is caused by anions complexing with Ce\(^{4+}\) only or both Ce\(^{3+}\) and Ce\(^{4+}\) is uncertain because whether Ce\(^{3+}\) complexes with anions is unclear in the literature. In this study, we use the term complex to refer to the Ce ion and its first coordination sphere (or inner sphere) involving an anion, where anion complexation corresponds to a covalent bond formed between Ce and an anion.\(^{15}\)

![Scheme 4.1. Standard redox potentials (\(E^\circ\)) vs. SHE for the Ce\(^{3+}/Ce^{4+}\) redox couple in different 1 M acidic aqueous electrolytes. The redox potential of Ce\(^{3+}/Ce^{4+}\) without anion complexation (i.e., \([\text{Ce(H}_2\text{O)}_9]^{3+}/[\text{Ce(H}_2\text{O)}_9]^{4+}\)), \(E_{\text{ref}}^\circ\), at 1.74 V vs. SHE is determined in perchloric acid and is used as a reference because of the noncomplexing nature of the perchlorate anion.\(^{16}\) *The reported redox potential for Ce\(^{3+}/Ce^{4+}\) in HCl\(^9\) is included here for completeness, but has a high value of uncertainty due to the interference of the Cl\(^-)/Cl_2\) redox couple.\(^{11,12}\)

We refer to Ce ions with only water in the first coordination sphere as hydrated, to distinguish from anion complexation. We show that Ce\(^{3+}\) is hydrated in all studied electrolytes, while Ce\(^{4+}\) is complexed by anions, which agrees with previous reports of stronger stabilization of Ce\(^{4+}\) through ligand coordination in aqueous solutions than Ce\(^{3+}\).\(^{1,4,17,18}\) Furthermore, we explain the shift in redox potential in Scheme 4.1 semi-quantitatively using ab initio calculations.

Knowledge of the structures and free energies of cerium ions in acidic electrolytes would clarify trends in solubility, redox potentials and redox kinetics,\(^{1,8,19}\) as well as enable better control over the Ce\(^{3+}/Ce^{4+}\) redox potential for target applications. For example, understanding whether the Ce\(^{3+}/Ce^{4+}\) redox reaction involves a change in the inner sphere is important for discerning the
charge transfer mechanism and kinetics. Therefore, herein we calculate the structures and free energies of the Ce$^{3+}$ and Ce$^{4+}$ ions in seven different acidic electrolytes, namely, HCl, H$_2$SO$_4$, H$_3$NSO$_3$, CH$_3$SO$_3$H, HNO$_3$, CF$_3$SO$_3$H, and HClO$_4$. We also use spectroscopy to probe the structure experimentally in five of the acids (HCl, H$_2$SO$_4$, CH$_3$SO$_3$H, HNO$_3$, and CF$_3$SO$_3$H). These acids were selected because they span a range of redox potentials and are commonly used. Besides clarifying the redox potential shift, this work provides benchmarks of predicted free energies of cerium-anion complexes from quantum mechanical calculations.

The Ce$^{3+}$ and Ce$^{4+}$ structures have been studied in H$_2$O, CF$_3$SO$_3$H, HClO$_4$, HCl, H$_2$SO$_4$, and HNO$_3$, but information on Ce$^{3+}$ anion complexation is inconsistent, and free energies of complexation for either Ce$^{3+}$ or Ce$^{4+}$ are rarely reported. In pure water, Ce$^{3+}$ and Ce$^{4+}$ are hydrated by nine water molecules as [Ce(H$_2$O)$_9$]$^{3+}$/$^{4+}$. [Ce(H$_2$O)$_9$]$^{3+}$ is the dominant species in trifluoromethanesulfonylic acid (also known as triflic acid or TFSA), and low concentrations of hydrochloric acid and perchloric acid. Outer-sphere ion pairs (i.e., solvent sharing ion pairs) are reported to occur at concentrations greater than 1.5 M in perchloric acid, with contact ion pairs (i.e., long range, non-directional electrostatic forces) occurring at concentrations higher than 3.1 M HClO$_4$. Evidence of Ce$^{3+}$ complexation with anions has been reported for nitrate, sulfate, and systems with high concentrations of chloride (14 M), but its structure in MSA has not been studied. The structure of the Ce$^{4+}$ complex is unknown in MSA and TFSA, but Ce$^{4+}$ is expected to complex with anions in all acids studied here except perchloric acid, where evidence of dimerization has been reported. The structures of Ce$^{3+}$ and Ce$^{4+}$ are rarely studied in more than one electrolyte per study. Additionally, the methods and conditions at which the cerium ions are studied are varied, which limits the ability to compare structures across acids and...
extract trends in free energy. Previous structural studies of Ce$^{3+}$ and Ce$^{4+}$ in acidic electrolytes are summarized in Section 1.4.2 of the Introduction.

The inconsistencies and heterogeneity of the Ce$^{3+}$-anion complexation literature motivate this study to characterize Ce$^{3+}$ and Ce$^{4+}$ complexation using the same methods across multiple acidic electrolytes. We show that the dominant Ce$^{3+}$ structure is with water only in all electrolytes, whereas Ce$^{4+}$ complexes with anions in all electrolytes except perchloric acid. We obtain electronic information of the Ce$^{3+}$ ion from X-ray Absorption Near Edge Spectroscopy (XANES) and UV-Vis, and structural information from Extended X-ray Absorption Fine Structure (EXAFS) in electrolytes that span a range of Ce$^{3+}$/Ce$^{4+}$ redox potentials (Scheme 4.1), including HCl, H$_2$SO$_4$, MSA, and HNO$_3$. We also include TFSA as a standard, due to recent reports of its structure via EXAFS,$^{23}$ despite not having a measured redox potential. UV-Vis of Ce$^{4+}$ in three of the acids (HCl, H$_2$SO$_4$, MSA) is used to provide evidence of Ce$^{4+}$ complexation. From EXAFS, we find both Ce$^{3+}$ and Ce$^{4+}$ are coordinated by nine waters or anions.

We compute free energies using Density Functional Theory (DFT) of both Ce$^{3+}$ and Ce$^{4+}$ ions in the seven considered acidic electrolytes. These DFT calculations predict the most stable structures of Ce$^{3+}$ and Ce$^{4+}$ in each electrolyte are tricapped trigonal pyramid [Ce(H$_2$O)$_9$]$^{3+}$ and [Ce(H$_2$O)$_x$(anion)$_y$$^{α-}$]$^{4-}$$^{α}$, respectively. This finding from DFT is consistent with the experimentally determined coordination numbers and bond lengths. Therefore the large shift in redox potential manifests from the anion-stabilization of the Ce$^{4+}$ ion, not the Ce$^{3+}$ ion. This observation allows us to extract free energies of complexation for the Ce$^{4+}$ ion in the electrolytes from experimentally reported redox potentials, which agree with DFT-predicted free energies of Ce$^{4+}$ complexes. The structures, coordination numbers, and the Ce-water distances from DFT are consistent with our EXAFS measurements. We also determine the structures of Ce$^{3+}$ and Ce$^{4+}$ in
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MSA, which have not been previously reported. Our free energy calculations also lend insight to the existing Ce\textsuperscript{3+} and Ce\textsuperscript{4+} solubility trends, indicating that complexation is not responsible for the high solubility of Ce\textsuperscript{3+} or Ce\textsuperscript{4+} in MSA.\textsuperscript{13} Ultimately, these findings clarify the solvation structures and free energies of Ce\textsuperscript{3+} and Ce\textsuperscript{4+} in acidic electrolytes, which have implications for electrolyte and electrocatalyst design for energy storage, organic synthesis, and waste remediation.

4.2 Experimental and computational methods

4.2.1 Experimental methods

Preparation of electrolyte solutions. Electrolytes prepared included H\textsubscript{2}SO\textsubscript{4} (Aldrich Chemistry, 99.999\% purity), MSA (Sigma-Aldrich, \( \geq 99.0\% \) purity), TFSA (Acros Organics, 99\% extra pure), HCl (Sigma-Aldrich, 37\%), and HNO\textsubscript{3} (Fisher Chemical, 67–70\%), ranging in concentration from 0.001 M to 2 M. All acids were prepared by diluting the commercially available acid with water purified through the MilliporeSigma\textsuperscript{TM} Synergy\textsuperscript{TM} UltrapureWater Purification System (18.2 M\( \Omega \) cm resistivity). To prepare Ce\textsuperscript{3+} acidic solutions, a cerium(III) carbonate hydrate salt (Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3}, Aldrich Chemistry, 99.9\% trace metals basis) was added to the acid at room temperature while stirring for no more than 1 hour. Cerium(III) carbonate was used as the primary cerium precursor because of its common use as a precursor for cerium flow batteries.\textsuperscript{43} It should be noted, however, that lanthanides complex with carbonate,\textsuperscript{44} so if carbonate remains in solution, cerium could be complexed by carbonate instead of either being hydrated by water or complexed by anions. During the addition of cerium(III) carbonate to acidic media, carbon dioxide is vented away and does not remain in solution, according to the balanced series of chemical reactions below (\textbf{R1-R5}). The reaction series \textbf{R1-R5} is written for the dissolution of cerium(III) carbonate into HCl, but it would hold similarly for the other acids studied experimentally here (HNO\textsubscript{3}, H\textsubscript{2}SO\textsubscript{4}, MSA, TFSA). Based on the large equilibrium constants for the series of reactions (\textbf{R2-R5}) to
convert CO$_3^{2-}$ to CO$_2$(aq), it is assumed that most of the CO$_3^{2-}$ is converted to CO$_2$(aq). Using Henry’s law, the vapor pressure of CO$_2$ for a starting concentration of 1.5 mM Ce$_2$(CO$_3$)$_3$ is 0.13 atm, which is high enough such that sparging with nitrogen at a rate of 10 mL/min is sufficient to remove any CO$_2$(aq) from solution within 20 minutes.

\[
\begin{align*}
\text{Ce}_2(\text{CO}_3)_3 + 6\text{HCl} &\rightleftharpoons 2\text{Ce}^{3+} + 3\text{CO}_3^{2-} + 6\text{H}^+ + 6\text{Cl}^- \quad (\text{R1}) \\
\text{CO}_3^{2-} + \text{H}^+ &\rightleftharpoons \text{HCO}_3^- \quad (\text{R2}) \\
\text{HCO}_3^- + \text{H}^+ &\rightleftharpoons \text{H}_2\text{CO}_3 \quad (\text{R3}) \\
\text{H}_2\text{CO}_3 &\rightleftharpoons \text{CO}_2(\text{aq}) + \text{H}_2\text{O}(l) \quad (\text{R4}) \\
\text{CO}_2(\text{aq}) &\rightleftharpoons \text{CO}_2(g) \quad (\text{R5})
\end{align*}
\]

While lanthanides have been reported to complex with carbonate, this study was conducted in basic media, in which reactions R2-R5 would be less likely to occur due to the lack of protons, meaning carbonate would remain in solution and be available for complexation. Additionally, we have monitored the redox potential while adding the cerium(III) carbonate salt to sulfuric acid and have observed that the redox potential stays at approximately 1.2 V vs. SHE throughout the addition. If Ce$^{3+}$ were being complexed by carbonate, we would expect the redox potential to drop to approximately 0.45 V vs. SHE.$^1$ The matching UV-Vis spectra of Ce$^{3+}$ in TFSA and H$_2$SO$_4$ prepared from different non-carbonate precursors to the spectra from the carbonate precursor, also indicates no carbonate remained in the solutions studied here (see Appendix A).

To prepare Ce$^{4+}$ in H$_2$SO$_4$ solutions, a cerium(IV) sulfate salt (Ce(SO$_4$)$_2$, Acros Organics, 99%) was added to H$_2$SO$_4$ and stirred for 24 hours to ensure complete dissolution. In MSA and HCl, a cerium(III) carbonate salt was added to the acid and then electrochemically oxidized using a two compartment electrochemical cell with a Nafion$^\circledR$ N117 (Fuel Cell Store) proton conducting membrane until the Ce$^{3+}$ ions were fully converted to Ce$^{4+}$. Anodes for solution preparation were
either a 5.0 cm height by 0.615 cm in diameter graphite rod (Alfa Aesar™, 99.9995% metals basis) fed through a 6.35 cm thick carbon felt (Alfa Aesar™, 99.0%), or a mesh titanium-based anode supplied by De Nora, coating type DN-240. The counter electrode was a coiled 0.127 mm diameter Pt wire (Alfa Aesar™, 99.9% metals basis), and the reference electrode was a double junction Ag/AgCl electrode (saturated KCl, Pine Research).

Determining the State of Charge. State of charge (SoC) refers to the amount of Ce⁴⁺ ions present in solution relative to the total cerium ion concentration, with 100% SoC indicating a solution comprised entirely of Ce⁴⁺. To determine SoC of a solution, UV-Vis was used to verify that the spectrum did not change with additional oxidation, and confirmed using titration with ammonium iron(II) sulfate. For more details on titration, see Chapter 2.

UV-Vis spectroscopy. The Evolution™ 300, Thermo Scientific double-slit UV-Vis Spectrophotometer was used to collect absorption spectra as a function of wavelength from 190 to 1100 nm at a scan rate of 600 nm/min. The absorbance values were automatically corrected against a baseline sample, which consisted of the supporting electrolyte solution without cerium. A quartz cuvette with a pathlength of either 10 mm or 1 mm (for high Ce concentrations) was used to hold the samples during measurements. UV-Vis spectroscopy is described in more detail in Chapter 2.

X-ray absorption fine structure (XAFS) spectroscopy of solid CeO₂ and aqueous Ce³⁺ and Ce⁴⁺. To extract electronic and structural information on Ce³⁺ in HCl, H₂SO₄, HNO₃, MSA, and TFSA and Ce⁴⁺ in H₂SO₄, both X-ray absorption near edge spectroscopy (XANES) and extended X-ray absorption fine structure (EXAFS) were collected at the sector 20 BM beamline at the Advanced Photon Source in Argonne National Laboratory. A polyacrylate electrochemical flow cell that was previously designed for use in the beamline was used to pump aqueous solutions continuously during data collection. To maintain the oxidation state of Ce⁴⁺ in H₂SO₄, a potential
of 1.57 V vs. RHE was applied to the working electrode of the flow cell. Deaerated and degassed
electrolyte was flowed past a carbon felt working electrode separated from the carbon felt counter
electrode by a Nafion membrane through the electrochemical cell at 0.5 mL min\(^{-1}\) using a syringe
pump. XAFS measurements were performed at the Ce L\(_3\) X-ray absorption edge. A Si(111)
double-crystal monochromator was used to monochromatize the incidental beam. Harmonic
contamination was suppressed using a Rh coated harmonic mirror set to a cut off energy of 5.8
keV and by detuning the incident beam intensity to 85% of its maximum value. An appropriate
combination of helium and nitrogen gases was used to measure the incident beam intensity. Energy
reproducibility was verified by measuring the XANES of a vanadium foil several times throughout
the data collection process. The vanadium foil was used because a Ce foil was unavailable, and
the vanadium K-edge energy (5465 eV) is close to the L\(_3\)-edge energy of Ce (5723 eV). Data
collection was performed in fluorescence mode, using a 13-element germanium fluorescence
detector. Five scans were collected for each solution-based Ce ion sample, and then the cell was
flushed with the next Ce ion sample for 20 minutes at a flow rate of 0.5 mL min\(^{-1}\) before scans for
the next solution sample were collected. XAFS spectra of CeO\(_2\) were also collected to serve as a
standard. A pellet was made by mixing 20 mg CeO\(_2\) (Alfa Aesar\textsuperscript{TM}, 99.99%) and 132 mg boron
nitride (Sigma Aldrich) then adding into a die and forming a pellet using a pellet press with a
pressure of 15,000 psi. The pellet was then measured using fluorescence, because a stable pellet
could not be made thin enough to conduct a transmission measurement.

**XAFS data normalization.** Background subtraction and calibration of the XAFS data
collected for the CeO\(_2\) solid pellet and aqueous Ce\(^{3+}\) and Ce\(^{4+}\) samples was conducted in the
software ATHENA.\textsuperscript{47} The threshold energy (\(E_0\)) was set to 5724.5 eV for Ce\(^{3+}\), based on the
inflection point in the absorption energy spectrum, which agrees with the theoretical value of the
For Ce\textsuperscript{4+} and CeO\textsubscript{2}, \(E_0\) was set to 5729 eV which aligns with previous reports\textsuperscript{53} of the difference between aqueous Ce\textsuperscript{3+} and Ce\textsuperscript{4+} edge energies. The pre-edge range for both the aqueous Ce\textsuperscript{3+} and Ce\textsuperscript{4+} samples and the solid CeO\textsubscript{2} sample were all set to be -150 eV to -50 eV. The normalized range was 27 eV to 400 eV for Ce\textsuperscript{3+}, 37 eV to 400 eV for Ce\textsuperscript{4+}, and 150 eV to 400 eV for CeO\textsubscript{2}, while the spline k ranges for all samples were set to be 0 to 10.2 Å\textsuperscript{-1}. Due to self-absorption, the white line intensity of the CeO\textsubscript{2} sample was very low, and so the CeO\textsubscript{2} sample was corrected for self-absorption in ATHENA. After this correction, the absorption intensity was comparable to the intensity values of the Ce\textsuperscript{4+} solution-based sample as well as previous CeO\textsubscript{2} L\textsubscript{3}-edge XAFS.\textsuperscript{54} Only the corrected spectra for CeO\textsubscript{2} are shown here. No other samples were corrected for self-absorption. The \(R\text{_{bkg}}\) parameter for all Fourier transformed EXAFS data were set to 1.2 Â. All plotted EXAFS data have unadjusted R space values.

**Double-electron excitation correction.** Solution-based lanthanides are known to exhibit anomalies in the EXAFS spectra (typically between 5−6 Å\textsuperscript{-1} of k range) that have been attributed to multi-electron excitation (MEE).\textsuperscript{55,56} There are multiple methods that have been proposed to remove multi-electron excitation (MEE) effects,\textsuperscript{57,58} including using a damped sine wave to isolate the EXAFS signal of a single excitation,\textsuperscript{59} or using arctangent and Lorentzian functions to represent peaks associated with the single and double excitations, and then subtracting the functions associated with MEE effect from the raw data.\textsuperscript{55−57} In this work to determine the effect of a MEE correction, we used the option in ATHENA to use an arctangent function and specify a broadening term (similar to using a Lorentzian function), as well as set an "energy shift" and a "scale by" parameter. "Energy shift" specifies the edge energy at which the MEE effect starts to occur relative to the absorption edge energy and "scale by" is the amplitude of the correction as a fraction of the edge step. For the Ce\textsuperscript{3+} solution EXAFS MEE correction, the energy shift was set
to 122 eV, scale by was set to 0.015, and broadening was set to 2 eV, based on previous reports for corrections and because these values resulted in the most clear removal of MEE features. However, for both Ce$^{3+}$ and Ce$^{4+}$ solutions in this study, we chose not to include a MEE correction in the presented data because this correction did not affect the coordination numbers for Ce$^{3+}$ and distances of the first coordination sphere for both Ce$^{3+}$ and Ce$^{4+}$. Instead, the MEE correction method introduced inaccuracies in the spectra and more uncertainty in the fitting results. See Appendix A for comparisons of fitting Ce$^{3+}$ in MSA with and without MEE correction.

Extended X-ray absorption fine structure (EXAFS) fitting. The EXAFS data of the normalized aqueous Ce$^{3+}$ and Ce$^{4+}$ samples were fit using the software program ARTEMIS$^{47}$ with paths generated from DFT-predicted structures using FEFF9 with self-consistency in JFEFF.$^{60}$ For Ce$^{3+}$, the R range of the fit was 1.4 Å to 3.0 Å, the k range was 1.5 Å$^{-1}$ to 9.7 Å$^{-1}$, and the data were k$^2$ weighted, because k$^2$ weighting places emphasis on the scattering of lighter atoms, such as oxygen, and it avoids overemphasis of higher energy k data, where the L$_2$ edge will start to interfere with the L$_3$ edge k data. The Ce$^{3+}$ EXAFS data in all acids were fit using one Ce-O shell from water scattering, although additional water and anion scattering shells were considered, as discussed in Section 4.3.1. Three parameters were obtained by fitting: coordination number (CN), the change in the path distance from the FEFF9-predicted path length ($\Delta R$), and the Debye-Waller factor ($\sigma^2$). The amplitude reduction factor ($S_0^2$, 0.970) and shift in threshold energy ($\Delta E_0$, 0.954 eV) were obtained by fitting the Ce$^{3+}$ EXAFS data in TFSA, and then these values were set as fixed global parameters for the fits of Ce$^{3+}$ in the four other acids.

To fit the EXAFS data of Ce$^{4+}$ in H$_2$SO$_4$, the standard CeO$_2$ EXAFS data were first fit in ARTEMIS using paths generated in JFEFF with FEFF9 from the known structure$^{61-67}$ to obtain appropriate values of $S_0^2$ and $\Delta E_0$. Three shells were included in the fit of CeO$_2$: two Ce-O shells
and one Ce-Ce shell. The R range of the CeO$_2$ fit was 1.5 Å to 4.6 Å, while the k range was 3.0 Å$^{-1}$ to 9.7 Å$^{-1}$, and the data were k$^3$ weighted because higher k data is affected less by the choice of the E$_0$ value, which is less certain for Ce$^{4+}$ samples. The CN of each shell was set to the expected value, and $S_0^2$ and ΔE$_0$ were found to be 0.687 and 2.918 eV, respectively. These values were then set as fixed global parameters for the fit of the EXAFS data of Ce$^{4+}$ in H$_2$SO$_4$. Because we were primarily interested in finding the Ce-O distance of Ce$^{4+}$ as compared to Ce$^{3+}$, the final fit of the k$^3$ weighted Ce$^{4+}$ data included only a Ce-O shell, generated from the DFT-predicted structure for Ce$^{4+}$ with a bisulfate anion attached. The R range of the fit was 1.4 Å to 2.2 Å, with a k range of 3.0 Å$^{-1}$ to 9.7 Å$^{-1}$. The CN, ΔR, and $σ^2$ of the Ce-O shell were obtained by fitting.

4.2.2 Computational methods

Density functional theory (DFT) modeling of ligand exchange reactions. The NWChem software package was used to perform all the DFT calculations. The B3LYP-D3 hybrid functional was employed for modeling the structures and ligand exchange reaction energies of Ce$^{3+}$ and Ce$^{4+}$ complexes in solution. There were no symmetry constraints included during geometry optimization of cerium complexes, and the energy convergence cut-off was set to 5×10$^{-5}$ Hartree. The mixed basis set that was used comprised of the Stuttgart RSC ECP for the cerium ion and the 6-31+g* split-valence basis set for all other atoms. The spin states of the Ce$^{3+}$ and Ce$^{4+}$ complexes were 2 and 1, respectively. The Conductor-like Screening Model (COSMO) solvation model was used to implicitly compute the solvation free energy of all reactants and products during geometry optimization, with the dielectric constant of 78.4 for water used and all other settings set to default.

The Gibbs free energy of complexation ($ΔG_{complex}$) in the aqueous phase was computed as
\[
\Delta G_{\text{complex}}(T) = \sum_{\text{products}} v_i G_i - \sum_{\text{reactants}} v_j G_j
\]  

(4.1)

where \( G_i \) is the aqueous-phase Gibbs free energy of species \( i \) at temperature \( T \) and \( v_i \) is the corresponding stoichiometric coefficient of species \( i \) for the reaction. Entropic and enthalpic contributions were evaluated at 298.15 K. The free energy for each species in the aqueous phase was approximated as\textsuperscript{77,78}

\[
G_i = E_{i,\text{gas}} + \Delta G_{i,\text{solv}} + \Delta H_{i,\text{gas}} - T S_{i,\text{liq}}
\]  

(4.2)

where \( E_{i,\text{gas}} \) is the DFT-computed electronic energy of species \( i \) in the gas phase, \( G_{i,\text{solv}} \) is the solvation free energy of species \( i \) via COSMO, \( \Delta H_{i,\text{gas}} \) is the ideal gas thermal correction to enthalpy of species \( i \) (including zero-point, translational, rotational, and harmonic vibrational enthalpy contributions), and \( S_{i,\text{liq}} \) is the liquid phase entropy of species \( i \). The Wertz correction was used to correct the ideal gas phase entropy (\( S_{i,\text{gas}} \)) of each species for solvation induced structural ordering in the aqueous electrolyte to obtain \( S_{i,\text{liq}} \) (i.e., \( S_{i,\text{liq}} = 0.54 S_{i,\text{gas}} + 0.006578 \text{ kJ mol}^{-1} \text{ at 1 M}.\textsuperscript{79} \) Free energy calculations assumed a concentration of 1 M for all species except \( \text{H}_2\text{O} \), which was 55 M.

When modeling the free energy of water complexation with cerium to form \([\text{Ce(H}_2\text{O})_x]^{3+}\) or \([\text{Ce(H}_2\text{O})_x]^{4+}\) in pure water

\[
\text{Ce}^{3+}_{(aq)} + x \text{H}_2\text{O}_{(l)} \rightleftharpoons [\text{Ce(H}_2\text{O})_x]^{3+}_{(aq)} \tag{4.3}
\]

\[
\text{Ce}^{4+}_{(aq)} + x \text{H}_2\text{O}_{(l)} \rightleftharpoons [\text{Ce(H}_2\text{O})_x]^{4+}_{(aq)} \tag{4.4}
\]
we use a single water molecule in COSMO implicit solvent to calculate \( G_{H_2O} \). However, when computing the free energy of Ce-anion (i.e., ClO\(_4^−\), NO\(_3^−\), CH\(_3\)O\(_3^−\), CF\(_3\)SO\(_3^−\), H\(_2\)NO\(_3^−\), SO\(_4^{2−}\), HSO\(_4^{−}\), or Cl\(^−\)) ligand exchange reactions for Ce\(^{3+}\) and Ce\(^{4+}\):

\[
[\text{Ce}(H_2O)_9]^{3+} (aq) + [\text{anion}]^{a−} (aq) \rightleftharpoons [\text{Ce}(H_2O)_9(\text{anion})]^{3−−a} (aq) + H_2O(l) \quad (4.5)
\]

\[
[\text{Ce}(H_2O)_9]^{4+} (aq) + [\text{anion}]^{a−} (aq) \rightleftharpoons [\text{Ce}(H_2O)_9(\text{anion})]^{4−−a} (aq) + H_2O(l) \quad (4.6)
\]

we use another procedure. Specifically, we solvate the anions with 12 explicit water molecules in addition to implicit COSMO solvation to improve the accuracy for modeling anions in solution.\(^{80,81}\) Ligand exchange reactions without explicit water solvation of the anion greatly overpredict complexation strength with cerium ions (see Appendix B). The free energy of an anion was computed as

\[
G_{[\text{anion}]}^{a−} = G_{[\text{anion}(H_2O)_{12}]}^{a−} - G_{(H_2O)_{12}}
\]

and in Eq. 4.5, 4.6, \( G_{H_2O} \) is approximated as \( \frac{1}{12} G_{(H_2O)_{12}} \). The initial geometries for the \([\text{anion}(H_2O)_{12}]^{a−}\) species were generated by placing 12 explicit water molecules around each anion. The initial 12 explicit water structure was the same starting configuration for all anions. The \([\text{anion}(H_2O)_{12}]^{a−}\) structure was first equilibrated for 1 ps then sampled for 10 ps with a 0.12 fs time step using Car Parrinello Molecular Dynamics in the NVT ensemble at 298.15 K with the Berendsen thermostat.\(^{82}\) Next, DFT-based geometry optimization of multiple selected \([\text{anion}(H_2O)_{12}]^{a−}\) structures from the 10 ps simulation were performed and the lowest energy structure identified was chosen. The geometry of \((H_2O)_{12}\) was created by removing the anion from the lowest-energy optimized \([\text{anion}(H_2O)_{12}]^{a−}\) structure (i.e., a different \((H_2O)_{12}\) for each anion.
was used) and a single point calculation of \((\text{H}_2\text{O})_{12}\) was done to compute \(G_{(\text{H}_2\text{O})_{12}}\) (all vibrational frequencies were confirmed to be positive). The cerium-anion complexes were not explicitly solvated by the 12 additional water molecules and were only modelled with implicit COSMO solvation. All computational data has been uploaded to the Novel Materials Discovery (NOMAD) Repository and is accessible via https://dx.doi.org/10.17172/NOMAD/2020.05.22-1.

4.3 Results and discussion

4.3.1 Determining the structure and free energies of Ce\(^{3+}\) in aqueous acidic electrolytes

In this section, we use XANES, UV-Vis, EXAFS, and DFT calculations to gain information about the structure of Ce\(^{3+}\) in aqueous solutions. We find that the dominant Ce\(^{3+}\) structure is Ce\(^{3+}\) only hydrated by water as \([\text{Ce(H}_2\text{O})_9]^{3+}\), based on the similar EXAFS data and fitting results in all electrolytes. Our XANES and UV-Vis measurements support these EXAFS findings of Ce\(^{3+}\) because there is no significant shift in energy of the absorption peaks as the acid is changed, whereas anion complexation in the first coordination shell causes the L\(_3\)-edge white line of other lanthanides in XANES to shift by 1 eV,\(^{83}\) and the UV-Vis absorption spectra of Ce\(^{3+}\) glasses to shift \(\approx\)20 nm.\(^{84-87}\) DFT-predicted free energies from models of Ce\(^{3+}\) in pure water and acidic solutions corroborate that Ce\(^{3+}\) preferentially coordinates only with nine water molecules. The first coordination shell of aqueous Ce\(^{3+}\) is the same in TFSA, HCl, and MSA based on the similar Ce L\(_3\)-edge EXAFS peaks and intensities, as shown in Figure 4.1a. The EXAFS data in k space for Ce\(^{3+}\) in all five acids is in Appendix A, to give information on the data’s signal to noise ratio. The similar local structure in these three acids implies the dominant Ce\(^{3+}\) structure has only water in its first coordination shell. The structural evidence from EXAFS of hydrated Ce\(^{3+}\) is supported by the lack of peak shifts in XANES (Figure 4.2) and UV-Vis (absorption peak at 255
nm in Figure 4.3a) in these acids, showing an absence of anion complexation that would otherwise influence the electronic properties of Ce$^{3+}$.

Figure 4.1. The magnitude component of $k^2\chi(R)$ Fourier transformed EXAFS spectra of the L$_3$-edge of Ce for (a) 0.1 M Ce$^{3+}$ in TFSA (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M TFSA), HCl (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M HCl), and MSA (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M MSA) and (b) 0.1 M Ce$^{3+}$ in H$_2$SO$_4$ (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M H$_2$SO$_4$), HNO$_3$ (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M HNO$_3$), and Ce$^{3+}$ in MSA. Plots of the $k^2$ weighted EXAFS data in the $k$ space for Ce$^{3+}$ in all five experimentally considered acids are included in Appendix A. (c) DFT-predicted Gibbs free energy of [Ce(H$_2$O)$_x$]$^{3+}$ structures containing different numbers of water molecules ($x$) in their first-coordination shell ($x = 5$–$10$) in pure water. Inset: structure of Ce$^{3+}$ surrounded by nine water molecules in a tricapped trigonal prismatic geometry. Atom color legend: oxygen = red; cerium = beige; hydrogen = white. (d) Predicted change in Gibbs free energy of [Ce(H$_2$O)$_9$]$^{3+}$ due to anion complexation in seven different acids. For sulfuric acid, two anions are considered (HSO$_4^-$ and SO$_4^{2-}$). Each species was set to have a concentration of 1 M, except water was set to 55 M. Positive values correspond to unfavorable complexation at standard conditions.

The normalized XANES spectra of the aqueous cerium solutions in Figure 4.2 all exhibit the same white line centered at 5726 eV, albeit with slightly different intensities. The single-peaked white line situated immediately above the absorption threshold is characteristic of Ce$^{3+}$ XANES, and is associated with the $2p^64f^1(5d,6s)^3 \rightarrow 2p^54f^1(5d,6s)^4$ electron transition,$^{88}$ whereas Ce$^{4+}$ solutions are known to exhibit two peaks in XANES, which are associated with the mixing of two electronic configurations that are possible for Ce$^{4+}$: $4f^0$ and $4f^1L$, where $L$ indicates a ligand.
Thus, the oxidation state of all cerium ions in the 0.1 M Ce solutions tested was Ce$^{3+}$, as two peaks are not present for any of the solutions. Differences in white line intensities could be attributed to differences in the local environment or covalency, but it is possible that self-absorption, or the attenuation of the fluorescence signal as the depth that the incident beam can penetrate changes, could also be contributing to the intensity difference observed in Figure 4.2.

![Figure 4.2. XANES of the Ce L$_3$-edge of Ce$^{3+}$ (0.05 M Ce$_2$(CO$_3$)$_3$) in 2 M TFSA, 2 M HCl, 2 M MSA, 2 M H$_2$SO$_4$, and 2 M HNO$_3$.](image)

The UV-Vis peak locations of Ce$^{3+}$ in 2 M MSA, 0.5 M HCl, and 2 M TFSA all nearly overlap (Figure 4.3a), implying that the dominant species is the same in these three electrolytes. Ce$^{3+}$ exhibits narrow UV-Vis absorbance peaks in acids and glasses, which can shift on the order of 20 nm depending on the first-coordination sphere of the cerium ion because of changing covalency between the metal ion and the ligands. UV-Vis shows that the dominant structure contains only water in the first-coordination sphere (i.e., [Ce(H$_2$O)$_9$]$^{3+}$). The amplitude of the peaks located at 202 nm and 212 nm are affected by oxidation state and nitrogen sparging (Appendix A), so we do not attribute these small differences between the acids to anion complexation. Thus, we can confirm our findings from DFT and EXAFS that [Ce(H$_2$O)$_9$]$^{3+}$ is the dominant Ce$^{3+}$ structure in MSA, HCl, and TFSA.
**Figure 4.3.** UV-Vis absorbance as a function of wavelength at room temperature (T = 23 ± 1 °C) of (a) Ce³⁺ spectra for MSA (3 mM Ce³⁺ + 2 M MSA) and TFSA (3 mM Ce³⁺ + 2 M TFSA) using both a 10 mm cuvette, and HCl (30 mM Ce³⁺ + 0.5 M HCl) using a 1 mm cuvette—the higher concentration of 30 mM Ce³⁺ was used to increase the signal to noise in 0.5 M HCl because the chloride ion absorbs strongly at the low wavelength regions of light; (b) Ce³⁺ spectra for MSA and H₂SO₄ (3 mM Ce³⁺ + 2 M H₂SO₄) using a 10 mm cuvette, and HNO₃ (30 mM Ce³⁺ + 0.5 M HNO₃) using a 1 mm cuvette; (c) Ce³⁺ in HNO₃ spectrum (30 mM Ce³⁺ + 0.5 M HNO₃) as well as 0.5 M HNO₃ spectrum both using a 1 mm cuvette; and (d) Ce³⁺ spectrum for MSA (3 mM Ce³⁺ + 2 M MSA) as well as Ce³⁺ spectra for H₂SO₄ (3 mM Ce³⁺ + 2 M H₂SO₄) with increasing sulfate concentration (0 to 0.4 M Na₂SO₄) in wavelength region of 250 to 310 nm, using a 10 mm cuvette. Inset in (d) shows magnified portion between 280 and 310 nm. All spectra were obtained by adding Ce₂(CO₃)₃ to acid and venting CO₂ out of the electrolyte.

In apparent contrast to Ce³⁺ in TFSA, HCl and MSA, the EXAFS spectra in **Figure 4.1b** of Ce³⁺ in H₂SO₄ and HNO₃ display differences between 2.4 Å and 3.0 Å (unadjusted). Additionally, the UV-Vis of Ce³⁺ in H₂SO₄ and HNO₃ (**Figure 4.3b**) exhibit slight differences. The higher Ce³⁺ concentration of 30 mM was used in HNO₃ because of the strong absorbance of nitrate (**Figure 4.3c**), which blocks any meaningful information for Ce³⁺ in nitric acid below 240 nm. The peak locations are the same for H₂SO₄ and HNO₃ in **Figure 4.3b** as they were for the other acids studied, suggesting that the dominant structure is still [Ce(H₂O)₉]³⁺. However, H₂SO₄ and HNO₃ have wider shoulders to the right of the peak at 255 nm compared to MSA, which could
be attributed to a small fraction of the Ce$^{3+}$ species being complexed by anions. Figure 4.3d supports this assignment for H$_2$SO$_4$ because the widening of the 255 nm peak increases with increasing sulfuric acid concentration. Although this evidence of minor anion complexation occurring in H$_2$SO$_4$ and HNO$_3$ from UV-Vis is consistent with some prior UV-Vis$^{30}$ and Raman spectroscopy$^{27}$ studies, our DFT calculations and EXAFS fits do not support the assignment of sulfate or nitrate complexation of Ce$^{3+}$. Additionally, the XANES are not shifted (Figure 4.2). Although these slight differences in the EXAFS and UV-Vis may suggest structural differences of Ce$^{3+}$ in H$_2$SO$_4$ and HNO$_3$ compared to the other acids, DFT calculations and EXAFS fitting, discussed next, indicate they are not due to anion complexation.

The DFT-predicted free energies for Ce$^{3+}$ structures in pure water shown in Figure 4.1c indicate the most stable species is hydrated by nine water molecules. The free energies were computed for [Ce(H$_2$O)$_x$]$^{3+}$, with $x$ varied from 5 to 10 (all structures included in Appendix B). The lowest energy structure, [Ce(H$_2$O)$_9$]$^{3+}$, has a tricapped trigonal prismatic geometry as shown in Figure 4.1c. This structure in pure water agrees with previous quantum mechanical predictions,$^{20,21}$ previous EXAFS studies of 0.2 M Ce$^{3+}$ in 0.1 M TFSA,$^{23,93}$ and the EXAFS we report here (see below for fitting to determine coordination numbers). The average bond distances for Ce$^{3+}$-O from our DFT calculations match within 0.04 Å of those reported from experimental EXAFS.$^{21}$

For the five acids we experimentally study and H$_3$NSO$_3$ and HClO$_4$, we calculate via DFT the free energy of anion-complexation of [Ce(H$_2$O)$_9$]$^{3+}$ at standard conditions to be endergonic as shown in Figure 4.1d. Further information on the computed Ce$^{3+}$-anion structures and bond lengths is given in Appendix B. Two methods of computing the free energy of Ce$^{3+}$-anion ligand exchange were used: implicit COSMO (COnductor-like Screening MOdel) solvation$^{75}$ with and
without explicit solvation using 12 water molecules. As discussed in Section 4.2.2, the implicit water solvent only calculations for Ce$^{4+}$ led to large errors when compared to experiment, so we report only the explicit+implicit water values in the main text for both Ce$^{3+}$ and Ce$^{4+}$. Even for the three most strongly complexing anions (i.e., bisulfate, sulfate, and chloride), complexing with two anions is less favorable compared with one anion at 1 M (Figure 4.4a). A prior EXAFS study found that the 1.8 chloride ions are bound to the Ce$^{3+}$ in 14 M LiCl, but we do not predict via DFT that two chloride ions prefer to complex to Ce$^{3+}$ at 1 M Cl$^{-}$ nor is it observed in our experimental EXAFS spectra at 2 M Cl$^{-}$.

Figure 4.4. (a) DFT-predicted $\Delta G_{\text{complex}}$ of Ce$^{3+}$ to form $[\text{Ce(H}_2\text{O)}_{9-x}(\text{anion})_x]^{3-x\alpha}$ with $x = 1$ or 2. (b) DFT-predicted structures for $[\text{Ce(H}_2\text{O)}_7(\text{anion})_2]^{3-2\alpha}$, where $\alpha$ is the charge of the anion.

Our DFT prediction that $[\text{Ce(H}_2\text{O)}_9]^{3+}$ is the dominant (lowest energy) species in the different acids is consistent with the majority of previous reports, and consistent with our experimental results here. $[\text{Ce(H}_2\text{O)}_9]^{3+}$ is shown to be the dominant species by prior EXAFS measurements in TFSA$^{23}$ and low concentrations of HCl (0.2 M).$^{25}$ $[\text{Ce(H}_2\text{O)}_9]^{3+}$ is also the dominant species in TFSA, MSA, and HCl based on our XANES (Figure 4.2), UV-Vis (Figure 4.3a) and EXAFS (Figure 4.1a). Although Ce$^{3+}$-Cl complexation has been reported to occur in solutions with high Cl$^{-}$ activity such as 14 M LiCl,$^{25}$ this is because of the large activity coefficient
for concentrated LiCl (e.g., activity of 12 M LiCl is 620$^{25}$). If we adjust our DFT calculated free energies to represent a concentration of 12 M LiCl instead of 1 M Cl$^-$, the free energy of complexation of Ce$^{3+}$ with Cl$^-$ would shift from an unfavorable 8.5 kJ mol$^{-1}$ to a favorable free energy of −7.6 kJ mol$^{-1}$, in agreement with the previous work showing Ce$^{3+}$ does not complex with Cl$^-$ in 0.2 M HCl, but it does complex with Cl$^-$ in 14 M LiCl.$^{25}$ For sulfuric acid and nitric acid, where there are uncertainties in the structure from our experimental results, we turn to EXAFS fitting analysis to confirm the structures.

As expected from the visual inspection of the EXAFS data in Figure 4.1a, the best fit of the EXAFS data of Ce$^{3+}$ in MSA shown in Figures 4.5a,b only included scattering from water molecules in the first coordination shell (i.e., Ce-O scattering). EXAFS fitting was conducted using ARTEMIS$^{47}$ with FEFF9 for generating paths, as described in Section 4.2.1. The best fit was determined by which set of included paths/shells gave the lowest reduced $\chi^2$ values and uncertainty in fitting parameters.
Figure 4.5. EXAFS spectra of the Ce L3-edge for 0.1 M Ce3+ in 2 M MSA and a fit with a Ce-O shell plotted in (a) k2\r(\r) Fourier transformed space (magnitude), and (b) Fourier transformed space (imaginary). EXAFS spectra of the Ce L3-edge for 0.1 M Ce3+ in 2 M H2SO4 and fit with a Ce-O shell in the (c) Fourier transformed space (magnitude) and (d) k2\r(\r) Fourier transformed space (imaginary). EXAFS spectra of the Ce L3-edge for 0.1 M Ce3+ in 2 M HNO3 and fit with a Ce-O shell in the (e) k2\r(\r) Fourier transformed space (magnitude) and (f) k2\r(\r) Fourier transformed space (imaginary). All Ce sources were Ce2(CO3)3. Inset geometries are the optimized structure of [Ce(H2O)7]3+ from DFT, that were also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å−1 in the k space.

The real component of the MSA fit is included in Appendix A. As discussed in Section 4.2.1, although the multi-electron excitation (MEE) 2p,4d→5d,5d is known to occur in the L3 EXAFS spectra of Ce3+,55,58,94 MEE corrections introduced more uncertainty in the fitting parameters and resulted in larger reduced \r2 values of the Ce-O shell fit and therefore were not
used. The inset structure in Figure 4.5a shows the DFT-predicted structure of Ce\(^{3+}\) in MSA ([Ce(H\(_2\)O)\(_9\)]\(^{3+}\)) from which the Ce-O shell scattering path that gave the best fit was generated. The same scattering path used for MSA also gave the best fit for the Ce\(^{3+}\) L\(_3\)-edge spectra in TFSA and HCl, and the similar fitted parameters imply Ce\(^{3+}\) has the same structure in all three acids. Table 4.1 gives the details of the EXAFS fits with one Ce-O shell for Ce\(^{3+}\) in MSA, TFSA, and HCl. The coordination numbers for the Ce-O shell in these three acids were between 8.7 and 9.0, substantiating our DFT prediction of [Ce(H\(_2\)O)\(_9\)]\(^{3+}\) and previous literature findings that Ce\(^{3+}\) is hydrated by nine water molecules in 0.1 M triflic acid.\(^{23}\)

Table 4.1. EXAFS fitting results for Ce\(^{3+}\) in TFSA, MSA, HCl, H\(_2\)SO\(_4\), and H\(_2\)SO\(_4\) from ARTEMIS, fitting with one Ce-O shell. Three parameters were varied: CN (coordination number), ΔR (to obtain the scattering distance), and σ\(^2\) (Debye-Waller factor). S\(_0^2\) (amplitude reduction factor) and Δ\(E_0\) were obtained by fitting the Ce\(^{3+}\) in triflic acid data, and then these same values were set as fixed global parameters for the fits of Ce\(^{3+}\) in the other four acids. S\(_0^2\) was 0.970 and Δ\(E_0\) was 0.954 eV. All the other parameters for the Ce-O shell were obtained by fitting. Data for other fits using different combinations of shells that all resulted in higher reduced \(\chi^2\) are in Appendix A.

<table>
<thead>
<tr>
<th>Acid</th>
<th>Ce-O shell</th>
<th>Reduced (\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R (Å)</td>
<td>σ(^2) (Å(^2))</td>
</tr>
<tr>
<td>TFSA</td>
<td>2.543±0.007</td>
<td>0.010±0.002</td>
</tr>
<tr>
<td>MSA</td>
<td>2.542±0.007</td>
<td>0.010±0.002</td>
</tr>
<tr>
<td>HCl</td>
<td>2.543±0.007</td>
<td>0.010±0.002</td>
</tr>
<tr>
<td>H(_2)SO(_4)</td>
<td>2.550±0.007</td>
<td>0.010±0.002</td>
</tr>
<tr>
<td>H(_2)SO(_4)</td>
<td>2.541±0.006</td>
<td>0.010±0.002</td>
</tr>
</tbody>
</table>

The Ce-O bond distances for these three acids are all 2.54±0.01 Å, which is within 0.06 Å of our DFT predicted Ce-O bond lengths, and within 0.07 Å of previously reported Ce\(^{3+}\)-O bond lengths.\(^{21,23,25,26}\) A fit with a Ce-H shell in addition to the Ce-O shell was also made, but it resulted in higher reduced \(\chi^2\) and uncertainty values in the fitted parameters. A fit with a combination of one Ce-O shell and one multiple scattering Ce-O-O shell was also attempted, but resulted in physically unrealistic values. EXAFS fitting using a Ce-Cl path provides no evidence that Ce\(^{3+}\) is complexed by Cl\(^-\) in 2 M in HCl. Consequently, the EXAFS analysis implies Ce\(^{3+}\) is hydrated by nine water molecules in MSA, HCl, and TFSA, as expected by our DFT predictions.
To study the apparent differences in the EXAFS spectra between 2.4 and 3.0 Å in Figure 4.1b for H₂SO₄ and HNO₃ compared to the other three acids, we performed several fits with various possible scattering shells associated with anions in HNO₃ and H₂SO₄. However, we were unable to obtain reasonable fitting parameters when fitting the EXAFS data of Ce³⁺ in HNO₃ with scattering shells associated with the nitrate anion. The best fits of the EXAFS data of Ce³⁺ in H₂SO₄ and HNO₃ were again achieved by including only a Ce-O shell (Figures 4.5c–f), the same shell used in MSA, HCl, and TFSA. It should be noted, however, that it is not possible to resolve from Ce L₃-edge EXAFS data the source of the O atom (i.e., whether it arises from a H₂O or NO₃⁻ molecule), and previous EXAFS studies of Ce³⁺ in 3 M HNO₃ suggest monodentate complexation of Ce³⁺ with nitrate, while other experimental methods have led to the conclusion that upwards of five nitrate anions can complex with Ce³⁺. Nevertheless, based on our EXAFS fitting results here, along with our DFT predictions and findings from UV-Vis, we include the DFT-predicted structures of Ce³⁺ in H₂SO₄ and HNO₃ (i.e., [Ce(H₂O)₉]³⁺) as inset structures in Figures 4.5c and 4.5e. The real components of the H₂SO₄ and HNO₃ fits are included in Appendix A, as are all attempted anion-scattering EXAFS fits discussed herein.

From Table 4.1, the Ce-O coordination numbers of Ce³⁺ in H₂SO₄ and HNO₃ are similar to those determined in MSA, HCl, and TFSA. The length of the Ce-O bond reported in H₂SO₄ and HNO₃ are both within error of the distances reported for Ce³⁺ in MSA, HCl, and TFSA. Our DFT calculations predict that the Ce-O bond distance would be shorter if there was a change in Ce coordination, for example, if the O was part of a nitrate anion (e.g., Ce-ONO₂ for HNO₃) instead of a water molecule (Appendix A). We thus conclude that there is no clear evidence of anion complexation of Ce³⁺ in H₂SO₄ or HNO₃ based on the EXAFS fits, which aligns with our DFT calculations, despite prior literature’s assertion that Ce³⁺ can complex with nitrate. We attribute
the slight differences of the spectra in Figure 4.1b to other effects, such as minor differences in the extent of self-absorption. Differences in self-absorption may also be the cause of the slightly different XANES intensities in Figure 4.2.

Ultimately, the UV-Vis, XANES, and EXAFS spectra of Ce$^{3+}$ and the DFT-predicted free energies of Ce$^{3+}$-anion complexes, show that Ce$^{3+}$ does not readily complex with perchlorate, methanesulfonate, triflate, or chloride. Ce[($\text{H}_2\text{O}$)$_6$]$^{3+}$, the dominant structure of Ce$^{3+}$, had not been determined previously in MSA. Slight visual discrepancies in EXAFS and UV-Vis could indicate minor complexation with nitrate and either bisulfate or sulfate, which agrees with previous studies that suggest Ce$^{3+}$ complexes with anions in HNO$_3$ and H$_2$SO$_4$. There is no evidence of significant Ce$^{3+}$-anion complexation in either of these acids, however, from either our EXAFS fitting or DFT calculations.

The finding that Ce$^{3+}$ does not complex with anions in MSA suggests that the high solubility of Ce$^{3+}$ in MSA relative to other acids is caused by an effect other than anion complexation in the first coordination sphere, such as the free energy of the solid Ce$^{3+}$ salt used, or a high permittivity of the MSA solvent. In a study analyzing the solubility Ce$^{3+}$ from Ce$_2$(CO$_3$)$_3$$_{(s)}$ in H$_2$SO$_4$, the solubility equilibrium constant is found to increase when MSA is included, using the same Ce$^{3+}$ salt. We thus hypothesize that the high solubility of Ce$^{3+}$ in MSA is at least partially due to a higher permittivity of MSA, which results in higher electrostatic screening in MSA, which dampens long-range Coulombic interactions between ions. This strong screening in MSA would lower the cerium ion activity coefficient compared to other acids based on Debye-Hückel theory. A higher permittivity in MSA is consistent with the high solubility of other metal ions in MSA. However, this would likely stabilize both Ce$^{3+}$ and Ce$^{4+}$ similarly, and so may not be responsible for the redox potential shift in Scheme 4.1. Because Ce$^{3+}$
is predominantly only hydrated by water, we hypothesize that anion complexation with Ce⁴⁺ is responsible for the shift in redox potential with electrolyte. The results shown in the next section corroborate this hypothesis.

**4.3.2 Determining the structure of Ce⁴⁺ in aqueous acidic electrolytes**

In this section, we first present the XAFS of Ce⁴⁺ in H₂SO₄ as compared to Ce³⁺ in H₂SO₄ and find that the bond lengths for Ce⁴⁺-O are shorter than Ce³⁺-O from fitting the Ce⁴⁺ EXAFS with a Ce-O shell. Next, we discuss the DFT-predicted structure of Ce⁴⁺ in pure water, then clarify the structure of Ce⁴⁺ in different electrolytes and the complexation strength of the different anions using both DFT and UV-Vis. Unlike Ce³⁺, our cumulative findings show that Ce⁴⁺ readily complexes with anions in aqueous acidic electrolytes, and the free energy of Ce⁴⁺ complexation is responsible for the change in Ce³⁺/Ce⁴⁺ redox potential, which is consistent with previous reports of stronger anion complexation for Ce⁴⁺ than Ce³⁺.¹,⁴,¹⁷ These findings also indicate that the Ce³⁺/Ce⁴⁺ redox reaction involves a change in the inner sphere, which may help to understand the kinetics of this reaction.

The XANES and EXAFS spectra of 0.1 M Ce⁴⁺ in 2 M H₂SO₄ (Figure 4.6) are different than 0.1 M Ce³⁺ in 2 M H₂SO₄ and solid CeO₂ due to electronic and structural differences. The core electrons of CeO₂ and Ce⁴⁺ have less electrostatic screening than Ce³⁺, which results in the higher L₃-edge energy observed in Figure 4.6a. The matching XANES L₃-edge energy between CeO₂ and Ce⁴⁺ in H₂SO₄ proves that the Ce⁴⁺ sample has no Ce³⁺ present. The first EXAFS peaks for each sample in Figure 4.6b are attributed to a Ce-O shell, and thus the Ce-O distance is shorter for Ce⁴⁺ than for Ce³⁺, as expected.³⁸ See Appendix A for the EXAFS data of Ce⁴⁺ in H₂SO₄ plotted in the k space (k³ weighted).
Figure 4.6. (a) XANES of the L$_3$-edge of Ce for 0.1 M Ce$^{4+}$ in H$_2$SO$_4$ (0.1 M Ce(SO$_4$)$_2$ + 2 M H$_2$SO$_4$), 0.1 M Ce$^{3+}$ in H$_2$SO$_4$ (0.05 M Ce$_2$(CO$_3$)$_3$ + 2 M H$_2$SO$_4$), and a solid CeO$_2$ standard. (b) The magnitude component of $k^2 \cdot \chi(R)$ Fourier transformed EXAFS spectra of the L$_3$-edge of Ce for 0.1 M Ce$^{4+}$ in H$_2$SO$_4$, 0.1 M Ce$^{3+}$ in H$_2$SO$_4$, and a CeO$_2$ standard. The CeO$_2$ standard has been corrected for self-absorption. The CeO$_2$ and Ce$^{4+}$ EXAFS data is $k^3$ weighted before being fit due to uncertainty in the value of Ce$^{4+}$ $E_0$. Plots of the $k^3$ weighted EXAFS data in the $k$ space for Ce$^{4+}$ in H$_2$SO$_4$ as well as the CeO$_2$ standard are included in Appendix A.

To quantify the difference in the Ce-O distance between Ce$^{4+}$ and Ce$^{3+}$, we fit the experimental EXAFS of Ce$^{4+}$ in H$_2$SO$_4$ using ARTEMIS with a single Ce-O path. The shift in edge energy ($\Delta E_0$) and the amplitude reduction factor ($S_0^2$) values were obtained from fitting the CeO$_2$ standard (Figure 4.7). The experimental EXAFS data of Ce$^{4+}$ in H$_2$SO$_4$ and the fits are included in Figure 4.8, and the fitting results are included in Table 4.2. The Ce$^{4+}$-O coordination number was set to 9 for the reported fits, chosen because of previous EXAFS reports of Ce$^{4+}$ oxygen coordination in other electrolytes, as well as our own DFT calculations, reported next. The Ce$^{4+}$-O distance is 2.40 ± 0.01 Å for Ce$^{4+}$ in H$_2$SO$_4$, which is 0.14 Å shorter than the Ce$^{3+}$-O distance in H$_2$SO$_4$ obtained through EXAFS fitting. As discussed previously for Ce$^{3+}$, MEE effects were not removed before fitting the Ce$^{4+}$ EXAFS data. While we attempted fits that included further shells, such as Ce-S (potentially due to anion complexation), we could not obtain clear fits to the experimental data that distinguish between water or sulfate/bisulfate coordination. Thus, we rely on DFT calculations and UV-Vis to obtain a greater understanding of the structure of Ce$^{4+}$ in acidic electrolytes.
**Figure 4.7.** EXAFS spectra of the Ce L$_3$-edge for CeO$_2$ along with a fit using two Ce-O shells and a Ce-Ce shell plotted in (a) $k^3 \chi(R)$ Fourier transformed space (magnitude), (b) $k^3 \chi(R)$ Fourier transformed space (imaginary), and (c) $k^3 \chi(R)$ Fourier transformed space (real). The fitting window in the R space was 1.5 to 4.6 Å, and 3.0 to 9.7 Å$^{-1}$ in the k space. The CeO$_2$ standard has been corrected for self-absorption.

**Figure 4.8.** EXAFS spectra of the L$_3$ edge of Ce for 0.1 M Ce$^{4+}$ in 2 M H$_2$SO$_4$, as well as a fit with a Ce-O shell, both plotted in the $k^3$ weighted (a) Fourier transformed space (magnitude), (b) Fourier transformed space (imaginary), and the (c) Fourier transformed space (real). The fitting window in the R space was 1.4 to 2.2 Å, and 3.0 to 9.7 Å$^{-1}$ in the k space.

**Table 4.2.** EXAFS fitting results for Ce$^{4+}$ in H$_2$SO$_4$ from ARTEMIS, fitting with one Ce-O shell. Five parameters were used in the fit: CN (coordination number), $\Delta R$ (scattering distance), $\sigma^2$ (Debye-Waller factor), $S_0^2$ (amplitude reduction factor) and $\Delta E_0$. $S_0^2$ and $\Delta E_0$ were both obtained by fitting the CeO$_2$ data (**Figure 4.7**), discussed in **Section 4.2.1**, and then set as fixed parameters in the fit of Ce$^{4+}$, with a value of 0.687 and 2.918 eV, respectively. The CN for the Ce-O shell was set to 9. All of the other parameters for the Ce-O shell were obtained by fitting.

<p>| Ce$^{4+}$ H$_2$SO$_4$ EXAFS Fit |
|----------------------|----------------|----------------|</p>
<table>
<thead>
<tr>
<th>Ce-O shell</th>
<th>Reduced $\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R (Å)</td>
<td>CN (set)</td>
</tr>
<tr>
<td>2.402±0.012</td>
<td>9</td>
</tr>
</tbody>
</table>

The DFT-predicted free energies of Ce$^{4+}$ in **Figure 4.9a** show Ce$^{4+}$ prefers to coordinate with nine water molecules in pure water, i.e., [Ce(H$_2$O)$_9$]$^{4+}$. All the predicted [Ce(H$_2$O)$_x$]$^{4+}$
structures ($x = 5–10$) are included in **Appendix B**. Like $[\text{Ce(H}_2\text{O)}_9]^3^+$, the $[\text{Ce(H}_2\text{O)}_9]^4^+$ structure has a tricapped trigonal prismatic geometry with $C_1$ symmetry. From our DFT calculations, the average bond length for $\text{Ce}^{4^+}$-O (2.44 Å) is 0.13 Å shorter than $\text{Ce}^{3^+}$-O (2.57 Å), agreeing with our EXAFS data. The prediction that $\text{Ce}^{4^+}$ prefers to coordinate with nine water molecules in water matches previous first-principles predictions of $\text{Ce}^{4^+}$ in water, experimental EXAFS of $\text{Ce}^{4^+}$ (L$_2$ and L$_3$ edges) in $\text{HClO}_4$, and our EXAFS data in $\text{H}_2\text{SO}_4$ reported in **Table 4.2**. While our DFT prediction of $[\text{Ce(H}_2\text{O)}_9]^4^+$ being the lowest energy structure in pure water aligns with previous $\text{Ce}^{4^+}$ literature, it should be noted that the last element in the lanthanide series, $\text{Lu}^{3^+}$, has a similar ionic radius to $\text{Ce}^{4^+}$, but is only coordinated by eight water molecules. This difference suggests that although ionic radius is an important indicator of water coordination number, other factors such as oxidation state may play a role as well. The bond distances for $\text{Ce}^{4^+}$-O from our DFT calculations match within 0.02 Å of those reported from experimental EXAFS.
Figure 4.9. (a) DFT-predicted Gibbs free energy of [Ce(H₂O)ₙ]⁴⁺ structures containing different numbers of water molecules (x) in their first-coordination shell (x = 5–10) in pure water. Inset is the structure of the [Ce(H₂O)₅]⁴⁺ from DFT. (b) Predicted change in Gibbs free energy of [Ce(H₂O)₅]⁴⁺ due to anion complexation (ΔG_complex) in different acids. The change in Gibbs free energy reported for the exchange of one water molecule with one anion was calculated using DFT assuming an anion concentration of 1 M and water at 55 M (circles). Experimental Gibbs free energies (squares) were calculated from standard redox potentials reported in literature (Appendix C) using the Nernst equation (Eq. 4.9). Note that the experimental free energy of sulfuric acid includes both sulfate and bisulfate anions, which are at equilibrium concentrations of 0.01 M and 0.99 M, respectively. (c) Predicted structures of various Ce⁴⁺ complexes with anions corresponding to the anion exchange free energies in (b). Atom color legend: beige = cerium, red = oxygen, white = hydrogen, yellow = sulfur, gray = carbon, pear-green = fluorine, blue = nitrogen.

Unlike Ce³⁺, the complexation energy from DFT shows a negative (favorable) complexation energy of Ce⁴⁺ for all acids apart from perchloric. The data in Figure 4.9b shows semiquantitative agreement between the Gibbs free energy of Ce⁴⁺ complexation (ΔG_complex) with anions from DFT calculations (ΔG_complex,DF), and those derived from experimental redox potentials (ΔG_complex,Exp). The DFT-predicted free energies were calculated by modeling the exchange of one water molecule with an anion (i.e., [Ce(H₂O)₅]⁴⁺ becomes [Ce(H₂O)₅(anion)]⁴⁻, where α is the magnitude of the anion’s charge), shown in Eq. 4.8.
\[ \Delta G_{f, \text{Ce}^{4+} \text{complex}} + y \Delta G_{f, \text{H}_2\text{O}} - \Delta G_{f, \text{Ce}^{4+}} - y \Delta G_{f, \text{anion}} = \Delta G_{\text{complex}} \]  

(4.8)

Here, \( y \) is the number of complexing anions, and \( \Delta G_{f, i} \) is the Gibbs free energy of formation for species \( i \), (i.e., \( \Delta G_{f, \text{Ce}^{4+}} \) is the Gibbs free energy of formation of \([\text{Ce(H}_2\text{O)}_9]^{4+}\), and \( \Delta G_{f, \text{Ce}^{4+} \text{complex}} \) is the Gibbs free energy of formation of \([\text{Ce(H}_2\text{O})_{9-y}(\text{anion})_y]^{4-y}\)). We use explicit water solvation in addition to COSMO implicit solvation to determine the Ce\(^{4+}\) free energies from DFT (i.e., \( \Delta G_{\text{complex, DFT}} \) in Figure 4.9b), similar to the Ce\(^{3+}\) calculations. We also tested whether Ce\(^{4+}\) preferably complexed with one or two anions for the three strongest binding anions (chloride, sulfate, and bisulfate). Ce\(^{4+}\) is predicted to complex with one anion (\( y = 1 \)) for chloride and sulfate, whereas the free energies of Ce\(^{4+}\) with one and two bisulfate anions are comparable (Figure 4.10a). The DFT-predicted average distances between Ce and atoms in the first coordination sphere are reported in Table 4.3. The weighted average Ce-O distances from DFT are 2.44 Å, 2.45 Å, and 2.43 Å for \([\text{Ce(H}_2\text{O)}_9]^{4+}\), \([\text{Ce(H}_2\text{O})_8\text{SO}_4]^{2+}\), and \([\text{Ce(H}_2\text{O})_8\text{HSO}_4]^{3+}\), respectively, which are three possible structures of Ce\(^{4+}\) in H\(_2\)SO\(_4\). All these values are within 0.05 Å of the Ce-O distance of Ce\(^{4+}\) in H\(_2\)SO\(_4\) from EXAFS (2.40 Å), so we cannot identify the structure solely based on the Ce-O distance.
Figure 4.10. (a) DFT-predicted complexation free energy ($\Delta G_{\text{complex}, \text{DFT}}$) for $[\text{Ce(H}_2\text{O)}_x]^{4+} \pm \text{anion}^{x-}$ with $x = 1$ or 2. (b) DFT-predicted structures for $[\text{Ce(H}_2\text{O)}_y \pm \text{anion}]^{4-2x}$, where $\alpha$ is the charge of the anion.

Table 4.3. DFT-calculated bond length of Ce$^{4+}$-anion complexes from this work, literature values from either experimental EXAFS or computational methods, and from EXAFS measurements in this work. Connections are written to denote the atom in the anion that is closest to the Ce cation. All distances are in Å.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Literature references</th>
<th>DFT-predicted average distances</th>
<th>DFT-predicted weighted average</th>
<th>EXAFS Ce-O distances</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O</td>
<td>Ce-O: 2.44$_{22}$</td>
<td>Ce-OH$_2$: 2.44</td>
<td>Ce-O: 2.44</td>
<td>N/A</td>
</tr>
<tr>
<td>HClO$_4$</td>
<td>Ce-O: 2.42$_{38}$</td>
<td>Ce-OH$_2$: 2.43, Ce-OCIO$_3$: 2.40</td>
<td>Ce-O: 2.43</td>
<td>N/A</td>
</tr>
<tr>
<td>HNO$_3$</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.46, Ce-ONO$_2$: 2.24</td>
<td>Ce-O: 2.44</td>
<td>N/A</td>
</tr>
<tr>
<td>MSA</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.47, Ce-OCH$_3$SO$_2$: 2.19</td>
<td>Ce-O: 2.44</td>
<td>N/A</td>
</tr>
<tr>
<td>TFSA</td>
<td>N/A</td>
<td>Ce-Oh$_2$: 2.45, Ce-OCF$_3$SO$_2$: 2.25</td>
<td>Ce-O: 2.43</td>
<td>N/A</td>
</tr>
<tr>
<td>H$_3$NSO$_3$</td>
<td>N/A</td>
<td>Ce-Oh$_2$: 2.47, Ce-OH$_2$NSO$_2$: 2.21</td>
<td>Ce-O: 2.44</td>
<td>N/A</td>
</tr>
<tr>
<td>H$_2$SO$_4$</td>
<td>N/A</td>
<td>Ce-Oh$_2$: 2.49, Ce-OSO$_3$: 2.13</td>
<td>Ce-O: 2.45</td>
<td>N/A</td>
</tr>
<tr>
<td>HSO$_4$</td>
<td>N/A</td>
<td>Ce-Oh$_2$: 2.45, Ce-OHSO$_3$: 2.27</td>
<td>Ce-O: 2.43, Ce-OH$_2$: 2.40</td>
<td>N/A</td>
</tr>
<tr>
<td>HCl</td>
<td>Ce-Cl: 2.68 ($\text{CeCl}<em>6^{2-}$)$</em>{37}$</td>
<td>Ce-Oh$_2$: 2.47, Ce-Cl: 2.60</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

The experimental free energy values for Ce$^{4+}$ complexation ($\Delta G_{\text{complex}, E^\circ}$) were derived from the shift in the measured redox potentials reported in literature (Scheme 4.1) using the Nernst
equation (Eq. 4.9), assuming Ce$^{3+}$ does not complex with anions and thus has the same Gibbs free energy in all electrolytes. The assumption that the dominant Ce$^{3+}$ structure is [Ce(H$_2$O)$_9$]$^{3+}$ is supported by our results from Section 4.3.1.

\[-nF(E^*_{\text{ref}} - E^\circ) = \Delta G_{\text{complex},E^\circ}\tag{4.9}\]

Here $n$ is the number of electrons transferred ($n = 1$ for Ce$^{3+}$/Ce$^{4+}$), $F$ is Faraday’s constant, $E^\circ$ is the standard redox potential of Ce$^{3+}$/Ce$^{4+}$ in an electrolyte, and $E^*_{\text{ref}}$ is the standard redox potential in perchloric acid (does not complex with either Ce$^{3+}$ or Ce$^{4+}$). See Appendix C for additional details. TFSA does not have a reported $E^\circ$ for Ce$^{3+}$/Ce$^{4+}$, so we were unable to report a $\Delta G_{\text{complex},E^\circ}$. Based on our $\Delta G_{\text{complex},DFT}$ calculations we would estimate the $E^\circ$ in TFSA as 1.54 V vs. RHE. It should be noted that the experimental redox potential used to calculate the free energy of Ce$^{4+}$ anion complexation in 1 M HCl (1.28 V vs. SHE$^9$) is considered to have a high level of uncertainty.$^{11,12}$ due to the possible contribution of the Cl$^-$/Cl$_2$ redox couple, which occurs at similar potentials to the measured Ce$^{3+}$/Ce$^{4+}$ redox potential. Thus, $\Delta G_{\text{complex},E^\circ}$ for Ce$^{3+}$/Ce$^{4+}$ in HCl is not reported in Figure 4.9b.

The $\Delta G_{\text{complex}}$ from both DFT and redox potentials shown in Figure 4.9b are all favorable, except for perchloric acid. The agreement between DFT-predicted and experimental $\Delta G_{\text{complex}}$ supports our finding that the dominant Ce$^{3+}$ structure is [Ce(H$_2$O)$_9$]$^{3+}$ and therefore, the shift in reported redox potentials (Scheme 4.1) is caused by the free energy of Ce$^{4+}$-anion complexation. Importantly, $\Delta G_{\text{complex}}$ is related to the equilibrium constant of the Ce$^{4+}$ complexation reaction, allowing us to obtain the expected concentration of complexed Ce$^{4+}$ (Appendix C). As discussed previously, we ascribe electrostatic differences in the acids as a possible cause of the high solubility.
of Ce$^{3+}$ in MSA. Although these electrostatic differences may impact the Ce ion activity coefficients, good agreement is nevertheless achieved between experiment and DFT free energies in Figure 4.9b when electrostatic differences between acids are neglected for the DFT calculations. This agreement suggests that the difference in these electrostatics for Ce$^{3+}$ and Ce$^{4+}$ is small compared to the energy associated with complexation.

The UV-Vis spectra of Ce$^{4+}$ in 2 M MSA, 2 M H$_2$SO$_4$, and 2 M HCl are noticeably different from one another (Figure 4.11a), corroborating our findings from DFT-calculations that Ce$^{4+}$ complexes with anions. The absorption peak is at 210 nm, 237 nm, and 320 nm in MSA, HCl, and H$_2$SO$_4$, respectively. Because the electronic configuration of Ce$^{4+}$ is [Xe]4f$^0$, there are no valence electrons available for metal-to-ligand interactions (i.e., Ce$^{4+}$ electron donation).

Figure 4.11. UV-Vis absorbance as a function of wavelength at room temperature (23 ± 1 °C) for (a) Ce$^{4+}$ spectra for MSA, H$_2$SO$_4$, and HCl, obtained by adding specified cerium salt to acid and, for MSA and HCl solutions, venting CO$_2$ and oxidizing Ce$^{3+}$ fully to Ce$^{4+}$; (b) Ce$^{4+}$ spectra (0.25 mM Ce$_2$(CO$_3$)$_3$) for a series of MSA/H$_2$SO$_4$ solutions, with X:Y indicating X M H$_2$SO$_4$ and Y M MSA. (c) Absorbance intensity at a wavelength of 210 nm of 0.25 mM Ce$^{4+}$ spectra for a series of MSA/H$_2$SO$_4$ solutions including those in (b), as a function of the ratio of H$_2$SO$_4$:MSA concentration. The absorbance intensity in pure H$_2$SO$_4$ and pure MSA are shown by solid and dashed lines, respectively. (d) Absorbance at wavelength 320 nm of 0.25 mM Ce$^{4+}$ spectra for a series of MSA/H$_2$SO$_4$ solutions including those in (b), as a function of the ratio of H$_2$SO$_4$:MSA concentration.
Thus, all these absorptions manifest from a ligand-to-metal (i.e., ligand electron donation) electronic interaction, corroborating that Ce\(^{4+}\) is complexed by anions. The magnitude of the shifts in UV-Vis peak locations with electrolyte for Ce\(^{4+}\) in Figure 4.11a are much greater than the negligible shifts observed in Figures 4.3a,b for Ce\(^{3+}\) in the same electrolytes. Because the shift in UV-Vis peaks of Ce\(^{3+}\) and Ce\(^{4+}\) are similarly sensitive to ligand environment for the same anion, our UV-Vis results suggest that anion complexation is much more prevalent for Ce\(^{4+}\) than Ce\(^{3+}\) in the electrolytes studied. There is evidence that Ce\(^{4+}\) forms dimers in perchloric and nitric acid\(^{31,33,39-42}\) but no evidence for dimerization of Ce\(^{4+}\) in H\(_2\)SO\(_4\) (up to 10 mM Ce\(^{4+}\)) is observed from our UV-Vis measurements. In Figure 4.12, when the concentration is increased to 10 mM, the peak locations do not change, suggesting that there is either no change in the Ce\(^{4+}\) structure in 2 M H\(_2\)SO\(_4\) as concentration increases (either no dimers or only dimers present at all concentrations), or that the Ce\(^{4+}\)-Ce\(^{4+}\) and Ce\(^{4+}\)-O bonds have the same absorption spectra. Thus, we observe no definitive evidence of Ce\(^{4+}\) dimerization in sulfuric acid.

![Figure 4.12](image-url)

**Figure 4.12.** Molar extinction coefficient (absorbance normalized by cuvette pathlength and concentration) as function of wavelength at room temperature (23.3 °C) from UV-Vis spectra for Ce\(^{4+}\) at several concentrations of Ce(SO\(_4\))\(_2\) in 2 M H\(_2\)SO\(_4\): 0.1 mM, 0.5 mM, 1 mM, 5 mM, and 10 mM Ce(SO\(_4\))\(_2\), obtained by adding cerium sulfate to acid and stirring 24 hours to dissolve all particles. Spectra collected in cuvette with a pathlength of either 1 mm or 10 mm cuvette (1 mm pathlength used for concentrations higher than 5 mM Ce\(^{4+}\)).
To qualitatively compare anion complexation strength, UV-Vis spectra of Ce⁴⁺ in mixed acids are used to determine the dominant complexed species. From the DFT-predicted free energies and experimental free energies in Figure 4.9b, we find that bisulfate and sulfate complex with Ce⁴⁺ stronger than methanesulfonate, such that in a mixture of MSA and H₂SO₄, the dominant complex would be Ce⁴⁺ with bisulfate or sulfate. In fact, Ce⁴⁺ will be complexed more weakly by anions in MSA than in any other acids, excluding HClO₄. This finding that Ce⁴⁺ is complexed more strongly by bisulfate/sulfate than methanesulfonate is supported by the UV-Vis data in Figures 4.11b–d. The UV-Vis peak at 210 nm (MSA) and at 320 nm (H₂SO₄) are visible in mixed MSA/H₂SO₄ solutions, shown ranging from 0.001 M H₂SO₄:1 M MSA to 1 M H₂SO₄:1 M MSA in Figure 4.11b. The data in Figures 4.11c,d show the change in peak intensity at 210 nm (MSA) and 320 nm (H₂SO₄), respectively, as the ratio of H₂SO₄ to MSA concentration increases, with the peak intensities in the pure acids added as lines for reference. Even at the lowest concentration of H₂SO₄ in MSA, the intensity of the peak at 210 nm (Figure 4.11c) decreases to near that of pure H₂SO₄. The peak at 320 nm (Figure 4.11d) increases at low concentrations of H₂SO₄ such that at a 1:1 ratio of H₂SO₄:MSA the peak intensity is nearly the same as in pure H₂SO₄. The UV-Vis spectra in mixed MSA/H₂SO₄ matches more closely to H₂SO₄, suggesting the dominant species is a Ce⁴⁺-sulfate complex rather than a Ce⁴⁺-methanesulfonate complex. The finding that Ce⁴⁺ is complexed more strongly by sulfate or bisulfate than by methanesulfonate is consistent with our DFT calculations, as well as the larger redox potential shift observed from HClO₄ to H₂SO₄ than to MSA.

The result that methanesulfonate complexes weaker with Ce⁴⁺ than sulfate/bisulfate is opposite to what one would expect based on the reported solubility trends in MSA and H₂SO₄ electrolytes. The solubility of Ce⁴⁺ in H₂SO₄ prepared from Ce(SO₄)₂(σ) is 0.75 M at room
temperature in 0.1 M H$_2$SO$_4$,\textsuperscript{17} and decreases with increasing H$_2$SO$_4$ concentration. In contrast, the solubility of Ce$^{4+}$ in MSA, prepared from Ce$_2$(CO$_3$)$_3$\(\text{(s)}\) followed by oxidation, increases with increasing acid concentration, achieving a solubility limit of approximately 1 M at 4 M MSA.\textsuperscript{13}

Because sulfate complexes with Ce$^{4+}$ stronger than methanesulfonate, the higher solubility of Ce$^{4+}$ in MSA is hypothesized to arise from the higher free energy of Ce(SO$_4$)$_2$\(\text{(s)}\) compared to Ce$_2$(CO$_3$)$_3$\(\text{(s)}\) (and the Ce-MSA salt), perhaps stemming from differences in the enthalpy or entropy of the cerium salts in the two acids (shown to occur for other lanthanides depending on the anions present),\textsuperscript{105} or better screening of long range cation interactions in MSA than H$_2$SO$_4$. Better screening of cations in MSA than H$_2$SO$_4$ aligns with reports of other metal ions’ improved solubility in MSA compared to H$_2$SO$_4$,\textsuperscript{102} and would occur if MSA has a higher permittivity than H$_2$SO$_4$. This hypothesis is also consistent with the higher solubility of Ce$^{3+}$ in MSA than in other acids, despite the lack of anion complexation by Ce$^{3+}$, as discussed in Section 4.3.1.

4.4 Conclusion

We find that the dominant Ce$^{3+}$ structure is hydrated only by water in all considered electrolytes as [Ce(H$_2$O)$_9$]$^{3+}$ in a tricapped trigonal prismatic geometry. Unlike Ce$^{3+}$, Ce$^{4+}$ complexes with at least one anion in all acids other than perchloric acid. The Ce$^{4+}$ free energies we predict from calculations match experiment, suggesting we have obtained accurate cerium ion structures. The free energies from calculations explain the large shift of the Ce$^{3+}$/Ce$^{4+}$ redox potential with electrolyte and indicate that anion complexation is not solely responsible for the trends observed in cerium ion solubility. In principle we can also predict redox potentials for new electrolytes.

The major factor in the large shift in the Ce$^{3+}$/Ce$^{4+}$ redox potential is the Ce$^{4+}$-anion complexation energy, with differences in the long range screening of different acids having a much
smaller effect on the free energy differences of Ce$^{3+}$ and Ce$^{4+}$. That is, even ignoring differences in relative permittivities for different acids, the Ce$^{3+}$/Ce$^{4+}$ redox potential trends observed experimentally match those predicted here from DFT-predicted anion complexation energies. However, in terms of solubility these long range screening effects may play a larger role. For Ce$^{3+}$, which does not complex with anions, the long range screening differences could be responsible for the high solubility of Ce$^{3+}$ in MSA. Nevertheless, to have a complete understanding of the solubility of cerium ions in different electrolytes we would need the complexation energies (reported here), as well as accurate values of the acidic electrolytes’ permittivity and free energies, enthalpies, and entropies of the dissolution of the solid cerium salts.

The structure and thermodynamics of cerium complexes is known to affect the kinetics of Ce$^{3+}$/Ce$^{4+}$ electron transfer, and previous work on other redox chemistries have shown that reorganizational energy requirements can be used to predict charge transfer. Therefore, the information gained here can be used to predict charge transfer of the Ce$^{3+}$/Ce$^{4+}$ redox couple using theoretical models such as Marcus theory. Additionally, analyzing the EXAFS of Ce$^{4+}$ in a series of acids, similar to the analysis conducted here for Ce$^{3+}$, should be done to obtain more experimental evidence of Ce$^{4+}$ anion complexation. Lastly, mixed acids are becoming increasingly important as they are shown to improve cerium redox kinetics. Future studies should expand on mixed H$_2$SO$_4$-MSA studies included here to understand the structure of metal ions and the effect of those structures’ thermodynamics on kinetics.
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Chapter 5 Unveiling the Ce\(^{3+}/\text{Ce}^{4+}\) Structures and Charge Transfer Mechanism in Sulfuric Acid

5.1 Introduction

Charge transfer (CT) is integral to many processes such as energy storage, chemical conversion, and biological reactions.\(^1\) Theories of CT are crucial to interpret experiments and to predict rates and trends. The Marcus theory (MT) of electron transfer (\(E\)) was developed to describe homogeneous self-exchange \(E\) reactions.\(^1\)–\(^3\) Marcus theory and its extensions rationalize \(E\) for biological systems,\(^1\)\(^,\)\(^4\)\(^,\)\(^5\) across liquid-liquid interfaces,\(^1\)\(^,\)\(^6\) and for reactions at electrode interfaces.\(^7\)–\(^10\) In this work we use MT to understand a heterogeneous \(E\) reaction that initially seems to have discrepancies between the observed kinetics and aqueous ionic structure. Specifically, we study the Ce\(^{3+}/\text{Ce}^{4+}\) redox couple in sulfuric acid on different electrodes because sulfuric acid is a common electrolyte used in RFB applications. We find notable differences in electrolyte complexation\(^11\) between the Ce\(^{3+}\) and Ce\(^{4+}\) oxidation states and extreme asymmetry in the observed redox kinetics. A system is considered asymmetric when the charge transfer coefficient (\(\alpha\)) is far from 0.5,\(^12\) and Ce\(^{3+}/\text{Ce}^{4+}\) is reported to have \(\alpha <0.3.\)\(^13\)–\(^20\) The high voltage and tunable redox potentials achievable by Ce\(^{3+}/\text{Ce}^{4+}\) lead to its myriad of applications, such as organic oxidation and energy storage,\(^21\)–\(^26\) thus understanding the Ce\(^{3+}/\text{Ce}^{4+}\) reaction mechanism is important to rationally improve redox kinetics. The work herein highlights the necessity of understanding the cerium ion structure and ligand exchange with the electrolyte to explain the Ce\(^{3+}/\text{Ce}^{4+}\) redox kinetics and mechanism. Furthermore, the methodology established to study the cerium CT
mechanism is applicable to other redox couples that so far have not been adequately described, like the \( V^{4+}/V^{5+} \) redox reaction.\textsuperscript{27,28}

The \( \text{Ce}^{3+}/\text{Ce}^{4+} \) charge transfer mechanism has not been satisfactorily determined, leading to unresolved questions about structure-kinetic relationships and the origin of the highly asymmetric \( \alpha \) of \( \text{Ce}^{3+}/\text{Ce}^{4+} \) in common electrolytes. We have previously shown that a structural change in the first coordination shell occurs between the \( \text{Ce}^{3+} \) and \( \text{Ce}^{4+} \) oxidation states,\textsuperscript{11} in agreement with literature showing that \( \text{Ce}^{3+} \) is preferentially coordinated by water in most acids\textsuperscript{29–32} and \( \text{Ce}^{4+} \) is complexed by anions in acids.\textsuperscript{33–38} The density functional theory (DFT)-calculated energy of this complexation explains the shift in the \( \text{Ce}^{3+}/\text{Ce}^{4+} \) redox potential with acid.\textsuperscript{21}

However, we identified small differences in the extended X-ray absorption fine structure spectroscopy (EXAFS) of \( \text{Ce}^{3+} \) in sulfuric acid compared to other acids. We were unable to identify the exact structure of \( \text{Ce}^{4+} \) in sulfuric acid through EXAFS motivating additional EXAFS studies.

The \( \text{Ce}^{3+}/\text{Ce}^{4+} \) charge transfer has typically been studied as a single outer-sphere \( E \) step despite this evidence of uneven complexation. A recent study of \( \text{Ce}^{3+}/\text{Ce}^{4+} \) kinetics on a gold electrode in sulfuric acid corroborated reports of asymmetry.\textsuperscript{13} However, this asymmetric behavior could not be accounted for even with an asymmetric model of MT. Electrostatic effects in the region beyond the outer Helmholtz plane were proposed to control the observed kinetics through a rate-determining step (RDS) involving ligand dissociation. Although this finding highlights the importance of considering chemical steps in the overall mechanism, the derived rate law is inconsistent with the experimentally observed exchange current densities as a function of \( \text{Ce}^{4+} \) concentration that we report here.

We hypothesize that the \( \text{Ce}^{3+}/\text{Ce}^{4+} \) CT can be explained by considering ligand exchange and electron transfer steps in series. This type of mechanism is an example of a mechanism with
chemical (C) and E steps (e.g., CE, EC, or CEC mechanisms).\textsuperscript{39,40} The CE reaction mechanism is shown in Scheme 5.1a, where M is a metal ion undergoing an electron transfer and $X^-$ is a complexing ligand. From Scheme 5.1a, the first step is a ligand exchange with free energy $\Delta G_1$. We define ligand exchange or complexation as the replacement of a water molecule with a complexing ligand in the first solvation shell of M.\textsuperscript{41} Then, an electron transfer occurs with free energy $\Delta G_2$, where the species before and after the E are complexed by the same molecules. When the electrode potential $U$ is equal to the standard redox potential of the overall reaction, $U^*$, $\Delta G_1$ is equal to the negative of $\Delta G_2$.

Multiple studies have developed mathematical models for the kinetics and current-potential responses of coupled electron transfer-chemical reactions,\textsuperscript{7,39,40,42–47} as well as tested the validity of these mechanisms by fitting them to experimental data of organic compounds\textsuperscript{39,43,48} and heterogeneous metal ion complexes.\textsuperscript{7,46} MT has been used to understand the $E$ step in coupled $E$ and $C$ systems such as organic compounds,\textsuperscript{43,49} transition metal ions,\textsuperscript{7,50} transition metal oxides,\textsuperscript{47} and coupled redox inactive metal ion-organic electron acceptor pairs.\textsuperscript{51} Scheme 5.1b shows how the free energy parabolas derived from standard MT can be used to describe the free energies of the species involved in a $CE$ mechanism. The difference in values of the free energy curves at the reaction coordinate value of 1 gives information about the reorganization energy of the $E$ step, $\lambda_2$. Importantly, several of these studies note that an ongoing challenge in identifying CT mechanisms is obtaining accurate structural information of reactants and products\textsuperscript{50} as well as the intermediate species\textsuperscript{43} undergoing charge transfer.
Scheme 5.1. (a) Steps for a CE mechanism, and (b) free energy curves for the species involved in the mechanism. The metal ion, $M$, undergoes a CE mechanism between oxidation states of $M^{z+}$ and $M^{(z-1)+}$, with $M^{z+}$ undergoing a ligand exchange ($C$ step) before the $E$ step. System free energy is depicted at electrode potential $U = U'$. The redox potential of the overall reaction is $U_{\text{redox}}$, and the redox potential of the electron transfer step is $U_{E}$. The free energy of the $E$ step is $\Delta G_{2} = nF(U - U_{E})$. This difference is related to the $C$ step energy, $\Delta G_{1}$, through the Nernst equation. The reorganization energy, $\lambda_{2}$, is defined as the energy required to change the reactant and solvent nuclear configuration to the configurations of the product. To inform the Ce$^{3+}$/Ce$^{4+}$ charge transfer mechanism, we identify the (c) Ce$^{3+}$ and Ce$^{4+}$ structures using EXAFS, Molecular-dynamics EXAFS (MD-EXAFS), and DFT calculations, and the (d) Ce$^{3+}$/Ce$^{4+}$ kinetics (exchange current density, $i_0$, and activation barrier, $E_a$) in sulfuric acid using Tafel plots and Electrochemical Impedance Spectroscopy (EIS) to extract charge transfer resistances ($\Omega$) at different temperatures.

Herein, we confirm the Ce$^{3+}$ and Ce$^{4+}$ structures and present a new charge transfer mechanism in sulfuric acid. We use EXAFS and molecular dynamics-EXAFS (MD-EXAFS) of the Ce L$_3$-edge and K-edge to address unresolved uncertainties about the structure of Ce$^{3+}$ and Ce$^{4+}$ in sulfuric acid (Scheme 5.1c) and confirm the favorability of these structures through DFT modeling. Ce$^{3+}$ coordinates with nine waters as $[\text{Ce}^{\text{III}}(\text{H}_2\text{O})_9]^{3+}$ and Ce$^{4+}$ likely complexes with six waters and three bisulfates as $[\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^{4+}$. Despite the change in the inner-sphere ligand coordination between Ce$^{3+}$ and Ce$^{4+}$, we show the Ce$^{3+}$/Ce$^{4+}$ charge transfer kinetics are similar as a function of Ce$^{4+}$ concentration and temperature on platinum (Pt) and glassy carbon (GC). We
use two independent methods to obtain standard rate constants and CT coefficients for the Pt and GC rotating disk electrodes (RDEs), namely the Tafel method and the charge transfer resistance method (Scheme 5.1d). The similar rate constants, CT coefficients, and activation energies on two different electrode surfaces implies an outer-sphere charge transfer mechanism. We measure a low cathodic CT coefficient of $\alpha = 0.23$, in qualitative agreement with prior reports of an asymmetric CT reaction (see Chapter 1.3.2). We explain this behavior through a mechanism where the anion-complexed Ce$^{4+}$ species rapidly undergoes a ligand exchange to form $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$, which is then followed by a rate-determining outer-sphere $E$ between $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ and $[\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}$. We derive a rate law based on this $CE$ mechanism that results in a better fit to the experimentally observed kinetic data than a Butler-Volmer (BV) rate law. Using this $CE$ rate law, we extract parameters such as reorganization energy and Gibbs free energy of the ligand exchange step. We find agreement between the experimentally fitted and DFT-predicted reorganization energies and ligand exchange free energies. We show that the fitted ligand exchange free energy agrees qualitatively with the shift in redox potential observed for the Ce$^{3+}$/Ce$^{4+}$ redox couple between HClO$_4$ (a non-complexing acid) and H$_2$SO$_4$. These findings demonstrate the necessity of considering ligand exchange energetics to rationalize CT kinetics and shed light on the Ce$^{3+}$/Ce$^{4+}$ charge transfer reaction, which will aid various electrochemical applications.

5.2 Experimental and computational methods

5.2.1 Experimental methods

Solution preparation. The Ce$^{3+}$ solution preparation methods and chemical sources are described in detail elsewhere. To prepare solutions of mixed oxidation state, i.e., some Ce$^{3+}$ and some Ce$^{4+}$ present, or entirely Ce$^{4+}$, cerium(III) carbonate hydrate (same source as used for Ce$^{3+}$ solutions) was added to 2 M H$_2$SO$_4$ and stirred until all cerium had dissolved and a clear solution
had formed. Then, using a two-compartment glass electrochemical cell discussed in more detail elsewhere,\textsuperscript{11} Ce\textsuperscript{3+} ions were electrochemically oxidized to Ce\textsuperscript{4+} until the desired ratio of Ce\textsuperscript{4+} to Ce\textsuperscript{3+} was achieved using a titanium-based anode from De Nora (coating type DN-240 or DN-300) as the working electrode, a graphite rod (Alfa Aesar\textsuperscript{TM}, 99.9995% metals basis) as the counter electrode, and a double junction Ag/AgCl electrode (saturated KCl, Pine Research) as the reference electrode. The concentrations of Ce\textsuperscript{3+} and Ce\textsuperscript{4+} were measured using titration, as described in detail elsewhere.\textsuperscript{11}

\textit{Electrochemistry cell setup.} For room temperature kinetic measurements on either the Pt or GC working electrodes, the same electrochemical cell was used that was used for solution preparation, with the same reference and counter electrodes. For activation barrier measurements, a jacketed two-compartment electrochemical cell (Adams & Chittenden Scientific Glass) was used and a refrigerated/heated bath circulator (Fisher Scientific) controlled the temperature of the water. The temperature of the solution was measured before kinetic measurements. A VSP potentiostat (Biologic Science Instruments USA) was used to supply voltage and measure kinetics. Before kinetic measurements, the working electrode compartment solution was sparged for at least 15 minutes with nitrogen (Metro Welding Supply Corp, pure compressed nitrogen) to minimize oxygen contamination, and the solution was continuously blanketed with nitrogen. A Modulated Speed Rotator (Model AFMSRCE, Pine Research) was used to control the rotation rate of the RDEs, which were inserted into the E5TQ ChangeDisk Tip (Pine Research). To eliminate the effect of cerium crossover, no kinetic measurements were taken beyond 48 hours from when the solution had been added to the cell.

\textit{Experimental XAFS data collection, normalization, and fitting.} X-ray absorption fine structure (XAFS) measurements consisting of both X-ray near edge spectroscopy (XANES) and
extended X-ray absorption structure (EXAFS) were collected at the Advanced Photon Source at Argonne National Laboratory (L3-edge collected at 20 BM, K-edge collected at 20 ID-B,C). Data analyzed in this paper included EXAFS of a CeO2 standard and 0.1 M Ce4+ in 2 M H2SO4 at the Ce L3-edge from our previous work11 (newly normalized) and additional EXAFS of cerium species at the Ce L3- and K-edges.

The Ce3+ and Ce4+ solutions used in the additional XAFS measurements were shipped to the beamline in either glass vials or capillary tubes. To ensure the solutions of Ce4+ maintained their oxidation state, they were shipped in dry ice and stored in a freezer with temperatures less than 0 °C. The frozen solutions were thawed and syringed into solution holders immediately before the EXAFS measurements. The XANES of the Ce4+ solutions were compared to CeO2 XANES to confirm 100% Ce4+ oxidation state. The CeCl3-7H2O and CeO2 standards were prepared by mixing CeCl3 (Strem Chemicals, Inc., 99.9% pure) and CeO2 (Alfa AesarTM, 99.99%), respectively, with boron nitride (BN, Sigma Aldrich) in air, grinding using a mortar and pestle, and then forming a pellet using a pellet press with a pressure of 10,000 psi. The ratios of either CeCl3 or CeO2 to BN for each edge were as follows: 3.3 mg CeCl3:166 mg BN for CeCl3-7H2O standard at the L3-edge; 50 mg CeCl3:250 mg BN for CeCl3-7H2O standard at the K-edge; 4.78 mg CeO2:139 mg BN for CeO2 standard at the L3-edge; and 50 mg CeO2:250 mg BN for CeO2 standard at the K-edge.

For the Ce L3-edge XAFS measurements, the same monochromator was used as previously described,11 as were the processes for harmonic contamination suppression and incident beam intensity measurement. For all Ce L3-edge XAFS except the 0.05 M Ce4+/2M H2SO4 solution XAFS in Fig. 5.4f, data collection was performed in transmission mode. A chromium (Cr) foil was used as a reference to verify energy reproducibility, because its K-edge energy (5989 eV) is close to the Ce L3-edge energy (5723 eV). The Ce L3-edge XAFS of the 0.05 M Ce4+/2M H2SO4
solution in Fig. 5.4f was collected in fluorescence mode due to low transmission signal, using a 13-element germanium fluorescence detector. The Ce K-edge XAFS studies were carried out at 295 K. The incident beam was monochromatized using a pair of Si(311) crystals. Higher order harmonics were suppressed by detuning the monochromator to reduce the incident X-ray intensity by approximately 15%. Argon-filled ion chambers were used for the \( I_0, I_t, \) and \( I_{\text{ref}} \) detectors. All Ce K-edge XAFS were collected in transmission mode, and the XANES of a CeO\(_2\) standard was used to confirm energy reproducibility several times throughout the data collection. At least two scans were collected for each sample. For the Pt L\(_3\)-edge XAFS data discussed in the SI, the XAFS measurements were collected in a polyacrylate electrochemical cell designed for beamline measurements described in more detail elsewhere.\(^{52}\)

The XAFS data were normalized using the software ATHENA,\(^{53}\) and all normalization parameters used are listed in Appendix A. The repeating scans for each sample were merged after energy alignment and normalization. The Fourier transformed EXAFS data used an \( R_{\text{bkg}} \) parameter of 1.4 Å for all K-edge samples and 1.2 Å for all L\(_3\)-edge samples. All plotted EXAFS data have unadjusted R space values. No attempt was made to correct for multi-electron excitation (MEE) effects in the L\(_3\)-edge data based on our previous findings that correcting for MEE did not improve fitting results.\(^{11}\)

The normalized and \( k^2 \) weighted EXAFS were analyzed using the software ARTEMIS,\(^{53}\) with R and k ranges specified in Appendix A. FEFF9 was used to generate paths from the known structures of CeCl\(_3\)-7H\(_2\)O (sourced from the Cambridge Structural Database\(^{54,55}\)) and CeO\(_2\) (source included in our previous work\(^{11}\)) to fit the standards for Ce\(^{3+}\) and Ce\(^{4+}\). For the CeCl\(_3\)-7H\(_2\)O standard, the Ce-O and Ce-Cl were used in the fit. The amplitude reduction factor (\( S_0^2 \)) was first fixed at a value of 1.0 while the value of shift in threshold energy (\( \Delta E_0 \)) and path specific values
(the shift in scattering distance (Δ$R$), the Debye-Waller factor ($\sigma^2$), and the coordination numbers (CN) were obtained by fitting. The CN were fixed to sum to 9, and these fitted results were then set as fixed parameters to obtain $S_0^2$. Fits of the CeCl$_3$-7H$_2$O data for the K- and L$_3$-edges are shown in Appendix A, as are the fitted parameter values. For CeO$_2$, two Ce-O shells (Ce-O$_1$ and Ce-O$_2$) and one Ce-Ce shell were included in the fit. The $S_0^2$, $\Delta E_0$, and path specific $\Delta R$ and $\sigma^2$ were obtained by fitting, but CN of Ce-O$_1$ was set to 8, CN of Ce-Ce was set to 12, and CN of Ce-O$_2$ was set to 24. Fits of the CeO$_2$ data and the fitted parameter values are included in Appendix A.

To fit the $k^2$ weighted EXAFS data of cerium solutions, FEFF9 was used to generate paths with self-consistency in JFEFF from DFT-predicted cerium structures. The final fit of Ce$^{3+}$ in H$_2$SO$_4$ was a Ce-O scattering shell co-fit to Ce L$_3$-edge EXAFS of 0.1 M Ce$^{3+}$/2 M H$_2$SO$_4$ and Ce K-edge EXAFS of 0.05 M Ce$^{3+}$/2 M H$_2$SO$_4$. The values of $S_0^2$ and $\Delta E_0$ were set as fixed global parameters and were obtained from the fits of the CeCl$_3$-7H$_2$O standard. The CN, $\Delta R$, and $\sigma^2$ were all obtained by co-fitting. Ce K-edge data of 0.05 M Ce$^{3+}$/2 M MSA, 2 M TFSA, and 2 M H$_2$SO$_4$ were fit with a Ce-O scattering shell with the same R range and k range as used for the K-edge data in the co-fit. The final fit of Ce$^{4+}$ in H$_2$SO$_4$ was a co-fit using Ce L$_3$-edge EXAFS of 0.1 M Ce$^{4+}$/2 M H$_2$SO$_4$ and Ce K-edge EXAFS of 0.05 M Ce$^{4+}$/2 M H$_2$SO$_4$, with Ce-O and Ce-S shells. Four path-specific parameters (CN, $\Delta R$, $\sigma^2$, and the third cumulant, $\sigma^3$) were obtained by co-fitting, and values for $S_0^2$ and $\Delta E_0$, which were set as fixed global parameters, were obtained from the fit of the CeO$_2$ standard. See Appendix A for R and k ranges.

**Electrode pretreatment.** To prepare the rotating disk electrodes (RDEs) for kinetic measurements, a polishing, sonication, and electrochemical cleaning procedure was followed for each electrode material. For GC, the RDE was polished for three minutes using a 0.3 µm alumina
slurry (Allied High Tech Products, Inc., DeAgglomerated), and then sonicated (Fisher Scientific, 2.8 L Ultrasonic Bath) in water purified with the MilliporeSigma™ Synergy™ UltrapureWater Purification System (18.2 MΩ cm resistivity) for 45 minutes. Electrochemical Impedance Spectroscopy (EIS) was used to measure the solution resistance, and then a series of cyclic voltammograms (CVs) were conducted in the range 0.36 V vs. RHE to 1.16 V vs. RHE, i.e., the non-Faradaic region, as a function of scan rate in 2 M H₂SO₄. If no impurities were detected from the CVs, the double layer capacitance could be calculated and the GC was ready for kinetic measurements of the cerium redox couple. For Pt, which was more sensitive to oxidation and thus required a more rigorous cleaning procedure, the RDE was first polished for three minutes using a 0.3 µm alumina slurry, and then sonicated in Millipore water for 45 minutes. Then the RDE was dried and polished for three minutes using a 0.05 µm alumina slurry (Allied High Tech Products, Inc., DeAgglomerated) before being sonicated again in Millipore water for 45 minutes. The Pt RDE was subjected to 50 electrochemical cleaning cycles in 2 M H₂SO₄ (CV with a potential range of −0.35 V vs. RHE to 1.56 V vs. RHE and a scan rate of 100 mV/s) to remove any contaminants on the Pt surface. Following the cleaning cycles, the Pt RDE Hydrogen Underpotential Deposition (HUPD) peaks were characterized, and the electrochemically active surface area (ECSA) was calculated by dividing the amount of charge associated with the desorption of a monolayer of adsorbed hydrogen on the Pt-surface by the specific charge of Pt (210 µC cm⁻²). If the HUPD peaks demonstrated any oxygen contamination or contamination on the Pt surface, e.g., extremely low or misshapen hydrogen desorption peaks, then the cleaning cycles were repeated with additional N₂ sparging and blanketing at higher flow rates until HUPD peaks were stable. Pt kinetic data was only used if the ECSA calculated from the HUPD peaks was greater than or equal to the
geometric surface area of the Pt RDE (0.196 cm$^2$) and had a corresponding roughness factor that was less than 2.5.

Kinetic measurements. To measure the kinetic activity of the Pt and GC electrodes, the exchange current density of the reaction, $i_0$, the Tafel slope, $b$, and the activation energy, $E_a$, were extracted. Two independent methods of obtaining the exchange current density were used: the Tafel method and the charge transfer resistance method. In the Tafel method, a series of fixed potentials were applied to the working electrode and the resulting steady state currents were measured to achieve a polarization curve. The applied potentials were compensated for solution resistance using EIS measurements. The steady state currents were then normalized by surface area to obtain steady state current densities. For Pt measurements, the ECSA from HUPD measurements were used to normalize the currents, whereas the GC kinetic activity was normalized by its geometric surface area of 0.196 cm$^2$. From the steady state current densities, a Tafel plot was constructed from the Tafel equation (see Chapter 2). The Tafel slope was extracted from the Tafel plot by fitting a linear trendline in the overpotential range of $-0.250$ to $-0.118$ V$^{12}$ and extrapolating to $\eta = 0$ to obtain $i_0$.

In the charge transfer resistance method, the charge transfer resistance, $R_{ct}$, was extracted from a Nyquist plot using EIS. The solution resistance, $R_s$, and charge transfer resistance, $R_{ct}$, was found by fitting an electrical circuit, assumed here to be the Randles circuit, and finding the intercepts of the x-axis of the semi-circle, which is the real portion of the impedance. $R_s$ is the left-most x-intercept (i.e., high frequencies), and $R_{ct}$ is the x-intercept at the right-most side of the semi-circle (i.e., low frequencies). See Chapter 2 for more details.
Obtaining similar exchange current density values from the Tafel method and the charge transfer method lends confidence in the kinetic values reported, and so the exchange current densities were measured using both methods for all values reported in this study.

A competitive redox reaction that will occur at similar potentials as the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} electron transfer is the oxygen evolution reaction (OER).\textsuperscript{56} To avoid measuring OER activity, only the reduction currents of Ce\textsuperscript{4+} to Ce\textsuperscript{3+}, which occur at potentials at which OER is negligible, were used to determine \(i_0\) from the Tafel method. As noted, oxygen reduction contributions are mitigated by purging the electrolyte with nitrogen.

To ensure the data reported herein were kinetically controlled, all activity measurements were collected using RDEs. The observed activity for the GC and Pt RDEs was no longer dependent on rotation rate at 2000 rpm, so all reported kinetic activity was collected at a rotation speed of 2000 rpm. Additionally, a Koutecký-Levich analysis was conducted for the Pt RDE (Fig. 5.1) at a 0.02 M Ce\textsuperscript{4+} concentration (total Ce concentration of 0.05 M), and it was found that using the kinetically limited current from the Koutecký-Levich analysis resulted in an exchange current density that was less than 1% different than the exchange current density extracted from the Tafel method.

**Figure 5.1. Koutecký-Levich analysis of Ce\textsuperscript{3+}/Ce\textsuperscript{4+} kinetics on Pt RDE.** (a) Koutecký-Levich plot for Pt RDE in 2 M H\textsubscript{2}SO\textsubscript{4}/0.05 M Ce solution (0.02 M Ce\textsuperscript{4+}), (b) Tafel plot for Pt RDE in 2 M H\textsubscript{2}SO\textsubscript{4}/0.05 M Ce solution (0.02 M Ce\textsuperscript{4+}) using kinetically limited current densities, extracted from the Koutecký-Levich plot in (a), and (c) Tafel plot for Pt RDE in 2 M H\textsubscript{2}SO\textsubscript{4}/0.05 M Ce solution (0.02 M Ce\textsuperscript{4+}) using measured steady state current densities.
Several precautions were taken to ensure the kinetic data were accurate and reproducible and the concentrations of Ce\(^{3+}\) and Ce\(^{4+}\) were accurate. As mentioned, only electrode surfaces with no indication of impurities from the CV were used for analysis. To ensure that the kinetic measurements were reproducible, the reported \(i_0\) and Tafel slope values were determined from the average of three measurement runs at a specific experimental condition (either Ce\(^{4+}\) concentration or temperature), with uncertainty represented by one standard deviation. The accuracy of the concentration of Ce\(^{4+}\) relative to the total amount of cerium was determined from three methods for each data point: (1) titration, (2) using the open circuit voltage (OCV) and obtaining concentrations from the Nernst equation, and (3) the UV-Vis spectrum of the solution in the working electrode compartment of the electrochemical cell compared to other UV-Vis spectra at similar Ce\(^{4+}\) concentrations. Only data points that had Ce\(^{4+}\) concentrations results that were less than 10\% different between titration and OCV, and with UV-Vis spectrum in qualitative agreement with the expected peak intensity from Ce\(^{4+}\), were used for analysis. The UV-Vis spectra of Ce\(^{3+}\) and Ce\(^{4+}\) are discussed in more detail in our previous work.\(^{11\text{a}}\)

**Kinetic data fitting.** To fit the kinetic rate laws to the experimentally collected kinetic data, the normalized mean square error (NMSE) was calculated for each data set \((i_0[Ce^{4+}], i_0[T], b[Ce^{4+}], b[T])\) using Eq. 5.1, where \(y_{obs,i}\) is the experimentally observed data point \(i\), \(y_{mod,i}\) is the modeled data point \(i\), \(\bar{y}_{obs}\) is the mean of the experimentally observed data points, \(\bar{y}_{mod}\) is the mean of the modeled data points, and \(N\) is the number of \(i\) data points.

\[
NMSE = \frac{\sum_{i=1}^{N}(y_{obs,i} - y_{mod,i})^2}{Ny_{obs}y_{mod}} \tag{5.1}
\]
The modeled data points were calculated using the rate laws discussed below by using the Tafel method to extract exchange current densities and cathodic Tafel slopes from modeled kinetic currents as a function of overvoltage. The NMSE for each set of data was then weighted equally and summed together, and a solver function was used to minimize the total summed error by varying relevant fitting parameters. For the BV rate law, the fitting parameters were standard rate constant, \( k_0 \), charge transfer coefficient, \( \alpha \), and activation energy, \( E_a \). For the two-step EC and CE mechanisms, the fitting parameters were the reorganization energy, a preexponential factor, and the equilibrium constant of the C step. The uncertainty in the fitted parameters was the standard error of the value, estimated using the jackknife method.\(^{57}\)

### 5.2.2 Computational methods

**MD-EXAFS spectra calculations.** Molecular dynamics EXAFS (MD-EXAFS) spectra of \([\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}, [\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}, [\text{Ce}^{III}(\text{H}_2\text{O})_8\text{SO}_4]^+, \text{ and } [\text{Ce}^{IV}(\text{H}_2\text{O})_8\text{SO}_4]^{2+}\) complexes were generated by averaging the EXAFS signals of geometry snapshots of the complex in solution over a molecular dynamics trajectory. Carr-Parrinello molecular dynamics (CPMD) were performed in the NWChem software\(^{58}\) to generate structures of the complexes in solution, which were then used as inputs to the FEFF9 code\(^{59}\) to calculate EXAFS signals due to scattering paths. The CPMD simulations were performed in an 8×8×8 Å\(^3\) periodic box using the PBE functional in the canonical ensemble. Simulations of each cerium complex were run for 50 ps post-equilibration, and one snapshot was taken each ps to generate 50 geometry snapshots. The cerium complexes were explicitly solvated with 15 water molecules (to give a solution density of \( \approx 1.0 \text{ g/cm}^3 \)). All hydrogen atoms were given a fictitious mass of 2 amu to decrease the frequency of O-H bond vibrations, allowing a larger time step of 5.0 au to be used for computational tractability. The Nosé-Hoover thermostat\(^{60}\) was used to maintain the temperature of the system at 300 K throughout the
simulation, and the periods of the ionic and electronic thermostats were set to 1200 a.u. All non-
cerium atoms were treated with the Hamann pseudopotential, and the cerium ion was treated
with the Troullier-Martins pseudopotential.

Each sampled geometry snapshot was fed into the FEFF9 code to calculate an EXAFS
spectrum. Each spectrum was calculated using a cluster radius of 6 Å centered on the cerium ion.
The 50 geometries were averaged to produce a final EXAFS spectrum of the complex in solution.
To generate spectra without sulfate scattering pathways, those paths were omitted during FEFF9
runs.

Reorganization energy and anion complexation free energy calculations. Reorganization
energies were calculated for the \([\text{Ce}^{\text{III}}(\text{H}_2\text{O})_9]^{3+}/[\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_9]^{4+}\) CT. All calculations were
performed in the NWChem software unless otherwise noted. DFT-optimized structures of the
cerium ion and its first coordination shell (nine water molecules) were used at each step in the
process. For all geometry optimizations and calculations, a mixed basis set was used with the
Stuttgart RSC 1997 ECP basis set for the cerium ion, and the 6-31+G* basis set for all non-
cerium atoms. This basis set was used to maintain computational tractability and accuracy. The
calculated reorganization energy was shown to converge with this basis set (see converged outer-
sphere reorganization energies in Appendix B). Implicit solvation was included using COnductor-
lke Screening MOdel (COSMO) with default parameters. The B3LYP functional with Grimme’s
D3 dispersion correction was employed for all electron transfer calculations.

The reorganization energy \( \lambda \) includes inner- (\( \lambda_i \)) and outer-sphere (\( \lambda_o \)) contributions (see
Chapter 2.6.2), which were calculated separately. \( \lambda_i \) was approximated by Nelsen’s four-point
method (Eq. 5.2), in which single-point energy calculations of the oxidized and reduced species
geometries (with COSMO) at both the oxidized and reduced charge states were used to estimate
the energetics of inner sphere reorganization.

\[ \lambda_i = \frac{[E_{ox}(R^{red}) - E_{ox}(R^{ox}) + E_{red}(R^{ox}) - E_{red}(R^{red})]}{2} \]  (5.2)

where \( R^{ox} \) and \( R^{red} \) are the optimized geometries of the oxidized and reduced species, respectively, and \( E_{ox} \) and \( E_{red} \) are the energies of the oxidized and reduced states, respectively, evaluated at the given geometry. Energies of each species were evaluated at each state using the computational settings described above.

The outer-sphere reorganization energy, \( \lambda_o \), was obtained within the PCM framework\(^7\) in
the GAMESS\(^7\) software. The PCM framework was employed to calculate solvation free energy at different polarization potentials (Eq. 5.3).

\[ \lambda_o = \frac{[G_{ox}^{neq} - G_{ox}^{eq} + G_{red}^{neq} - G_{red}^{eq}]}{2} \]  (5.3)

where \( G_{ox}^{eq} \) and \( G_{ox}^{neq} \) are the free energy of the oxidized geometry evaluated at the oxidized and reduced polarization potentials, respectively. \( G_{red}^{eq} \) and \( G_{red}^{neq} \) are the free energy of the reduced geometry evaluated at the reduced and oxidized polarization potentials, respectively.

In this framework, the electrode surface was modeled as a perfect conductor and water was
implicitly treated as the solvent, meaning that the dielectric constant assumed in the \( \lambda_o \) calculation was the dielectric constant of water. Cavity surfaces that contain the cerium complex were defined using the Gauss-Bonet tessellation procedure, and cavity sizes for each atom were generated using their Van der Waal radius using the default GAMESS radii, except cerium, which was estimated as twice the covalent radius, 4.08 Å.\(^7\) The outer sphere reorganization energies were calculated in
the Born-Oppenheimer limit using inertial polarization,\textsuperscript{73} however the self-consistent limit was shown to yield results less than 1 kJ/mol different for the systems studied. The solvated radius of the water molecules used to define the distance of the cavity from the electrode surface was obtained from experiment\textsuperscript{74} to be 3.00 Å. Lastly, the anion complexation free energies for the [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{6}(SO\textsubscript{4})\textsubscript{3}]\textsuperscript{2−} and [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{6}(HSO\textsubscript{4})\textsubscript{3}]\textsuperscript{+} species were calculated in the same manner as our previous paper.\textsuperscript{11}

5.3 Results and discussion

5.3.1 Structures of Ce\textsuperscript{3+} and Ce\textsuperscript{4+} in sulfuric acid from EXAFS

We use Ce K-edge and L\textsubscript{3}-edge EXAFS to resolve uncertainties in the Ce\textsuperscript{3+} and Ce\textsuperscript{4+} structures in sulfuric acid from our prior work solely at the L\textsubscript{3}-edge.\textsuperscript{11} The first uncertainty was the Ce\textsuperscript{3+}-O coordination number of nine, which was previously obtained without using a known solid crystalline standard for calibration.\textsuperscript{11} The second uncertainty was whether Ce\textsuperscript{3+} in sulfuric acid had Ce-sulfate or bisulfate complexation. The third uncertainty was in the accuracy of the fit of the EXAFS data of Ce\textsuperscript{4+} in sulfuric acid at the Ce L\textsubscript{3}-edge, which did not prove the presence of sulfate or bisulfate in the first coordination shell of Ce\textsuperscript{4+}.\textsuperscript{11} Herein, we use CeCl\textsubscript{3}-7H\textsubscript{2}O and CeO\textsubscript{2} standards to confirm our previously reported Ce-O coordination numbers and use Ce K-edge and additional L\textsubscript{3}-edge EXAFS data to show evidence that Ce\textsuperscript{3+} coordinates solely with water and Ce\textsuperscript{4+} complexes with three bisulfate anions. The Ce K-edge allows for quality data at higher k values than the L\textsubscript{3}-edge, where interference from the L\textsubscript{2}-edge occurs for lanthanides between 9 Å\textsuperscript{−1} and 15 Å\textsuperscript{−1}. Thus, the K-edge gives more accurate structural information for the coordination numbers and scattering distances between Ce\textsuperscript{4+} and its surrounding atoms.\textsuperscript{31} Measuring at an additional edge allows for co-fitting both sets of EXAFS data, which will improve the fit statistics. We also collect EXAFS at the Ce L\textsubscript{3}-edge to elucidate the influence of Ce ion concentration and acid
concentration on the cerium structure. Our MD-EXAFS predictions of different possible cerium complexes help to interpret the experimental spectra.

We show the Ce$^{3+}$-O coordination number in sulfuric acid is nine using co-fits of EXAFS data at the Ce L$_3$- and K-edges. To obtain accurate coordination numbers for Ce$^{3+}$ solutions we first measure EXAFS of a Ce$^{3+}$ standard, CeCl$_3$-7H$_2$O, at both Ce L$_3$- and K-edges. We determine an amplitude reduction factor, $S_0^2$, value of 1.5 for Ce$^{3+}$ at the Ce K-edge by fitting the CeCl$_3$-7H$_2$O standard using ARTEMIS$^{53}$, as shown in Fig. 5.2a. The fit of the magnitude component in the R space and the fit in the k space of the CeCl$_3$-7H$_2$O standard and fitting parameters are included in Appendix A, as is the fit of the CeCl$_3$-7H$_2$O standard at the Ce L$_3$-edge. The $S_0^2$ value for the Ce L$_3$-edge was 1.1. Using these $S_0^2$ values for the Ce K- and L$_3$-edges, we co-fit the EXAFS of a 0.05 M Ce$^{3+}$ + 2 M H$_2$SO$_4$ solution at the Ce K-edge, as seen in Fig. 5.2b, and a 0.1 M Ce$^{3+}$ + 2 M H$_2$SO$_4$ solution at the Ce L$_3$-edge, and we obtain a Ce$^{3+}$-O coordination number (CN) of 8.7±0.6. Different concentrations were necessary at the two Ce edges to optimize signal while avoiding energy attenuation through the sample. The CN is consistent with the value of 9 that we previously reported for Ce$^{3+}$ in acidic solutions including sulfuric acid.$^{11}$ From the fit, we also obtain a Ce$^{3+}$-O scattering distance of 2.541±0.004 Å, which agrees within 0.01% of our prior reported Ce$^{3+}$-O distance in sulfuric acid.$^{11}$ The Ce K-edge fits in R and k-space and the Ce L$_3$-edge fits are in Appendix A. By using both K- and L$_3$-edges and a standard, the fit here gives additional confidence to our previous report on the Ce$^{3+}$-O coordination number and distance in sulfuric acid.
Figure 5.2. Ce K-edge $k^2 \chi (R)$ EXAFS and fits for different Ce$^{3+}$ species. (a) CeCl$_3$-7H$_2$O standard (orange solid line) with fit (red dashed line), and Ce-O and Ce-Cl path contributions (shifted in y-axis). (b) 0.025 M Ce$_2$(CO$_3$)$_3$ in 2 M H$_2$SO$_4$ (blue solid line) with fit using Ce-O path (red dashed line). Inset structure shows [Ce$^{III}$(H$_2$O)$_9$]$^{3+}$ from a molecular dynamics (MD) snapshot. (c) 0.025 M Ce$_2$(CO$_3$)$_3$ in 2 M H$_2$SO$_4$ (blue solid line), 2 M MSA (black solid line), and in 2 M TFSA (light green solid line). Insets are zoomed in portions of the EXAFS spectra. (d) Simulated MD-EXAFS of [Ce$^{III}$(H$_2$O)$_9$]$^{3+}$ (blue solid line) and [Ce$^{III}$(H$_2$O)$_8$(SO$_4$)]$^+$ (brown solid line) for comparison to experimental data in (a)–(c). Insets are zoomed in portions of the EXAFS spectra.

We also confirm the dominant Ce$^{3+}$ structure in sulfuric acid is [Ce$^{III}$(H$_2$O)$_9$]$^{3+}$ by comparing the EXAFS of Ce$^{3+}$ in H$_2$SO$_4$ to MD-EXAFS spectra. The co-fit of the EXAFS of Ce$^{3+}$ in 2 M H$_2$SO$_4$ did not improve with the addition of a Ce$^{3+}$-S scattering pathway (Appendix A).

We compare our experimental Ce K-edge EXAFS of Ce$^{3+}$ in 2 M acids in Fig. 5.2c. Ce$^{3+}$ coordinates only with water in triflic acid (TFSA)$^{31}$ and methanesulfonic acid (MSA)$^{11}$ and so spectra of Ce$^{3+}$ in TFSA and MSA can serve as Ce$^{3+}$-water coordinated references. We observe no shift in the peak centered at $\sim$1.85 Å and a slight shift to the right in the peak at 2.1 Å in H$_2$SO$_4$ compared to MSA or TFSA. From the MD-EXAFS of [Ce$^{III}$(H$_2$O)$_9$]$^{3+}$ and [Ce$^{III}$(H$_2$O)$_8$(SO$_4$)]$^+$ in Fig. 5.2d, we see a shift to shorter distances in both peaks when Ce$^{3+}$ is complexed by sulfate because the average Ce$^{3+}$-O scattering distance is shortened. Because we do not see this shift to the left in our experimental EXAFS of Ce$^{3+}$ in H$_2$SO$_4$, as shown qualitatively in Fig. 5.2c.
To confirm the observation that the Ce3+-O bond does not decrease quantitatively, we compared the EXAFS of Ce3+ at the Ce K-edge and fits with a Ce-O scattering path in three different acids: 2 M H2SO4 (Fig. 5.3a-c), 2 M CF3SO3H (TFSA, Fig. 5.3d-f), and 2 M CH3SO3H (MSA, Fig. 5.3g-i). Although the CN obtained from the Ce-O fit for Ce3+ in H2SO4 is lower than that obtained from the co-fit, the uncertainty (±0.6) is large enough to suggest coordination with either 8 or 9 water molecules. Our DFT and EXAFS evidence of Ce3+ coordination with 9 water molecules from our previous work resolves this uncertainty from the fit of the EXAFS at just the Ce K-edge. The Ce3+-O scattering distance in H2SO4 is slightly larger than the scattering distance in either TFSA or MSA. If Ce3+ were complexed by sulfate or bisulfate in H2SO4, the Ce3+-O distance would be expected to be smaller than a Ce3+-O scattering distance in which the Ce3+ was coordinated only by water, e.g., Ce3+ in MSA or TFSA. Based on this evidence that Ce3+ does not complex with sulfate or bisulfate, and the evidence that the Ce3+-O coordination number is nine, we conclude that Ce3+ exists as [CeIII(H2O)9]3+, which is consistent with our previous density functional theory (DFT)-predicted free energies.
Comparisons between experimental Ce$^{4+}$ EXAFS and MD-EXAFS of possible Ce$^{4+}$ species in H$_2$SO$_4$ imply that Ce$^{4+}$ complexes with either sulfate (SO$_4^{2-}$) or bisulfate (HSO$_4^{-}$) anions in sulfuric acid. From Fig. 5.4a, we observe a shift in the Ce-O scattering peak as we go from EXAFS of Ce$^{3+}$ to Ce$^{4+}$ in H$_2$SO$_4$ at the Ce K-edge (confirmed at the Ce L$_3$-edge, see Appendix A). The shift in Ce-O distance is 0.16 Å based on the co-fits of Ce$^{3+}$ and Ce$^{4+}$ at both edges. We show the MD-EXAFS of [Ce$^{III}$H$_2$O)$_9$]$^{3+}$ and two possible Ce$^{4+}$ complexes [Ce$^{IV}$(H$_2$O)$_8$SO$_4$]$^{2+}$ and
[Ce$^{IV}$($H_2O)_9]^{4+}$ in Fig. 5.4b. Those Ce$^{4+}$ MD-EXAFS complexes were selected to illustrate the expected effect of sulfate complexation in the first coordination shell of Ce$^{4+}$ relative to solely water coordination, since the exact Ce$^{4+}$ anion complex structure was not known. The Ce-O shift of 0.16 Å that we observe experimentally between Ce$^{3+}$ and Ce$^{4+}$ is closer to the 0.13 Å shift between MD-EXAFS [Ce$^{IV}$($H_2O)_8$SO$_4$]$^{2+}$ and [Ce$^{III}$($H_2O)_9]^{3+}$ compared to the 0.11 Å shift between [Ce$^{IV}$($H_2O)_9]^{4+}$ and [Ce$^{III}$($H_2O)_9]^{3+}$, implying anion complexation of Ce$^{4+}$. The DFT-predicted shifts in Ce-O from [Ce$^{III}$($H_2O)_9]^{3+}$ to bisulfate complexes ([Ce$^{IV}$($H_2O)_8$HSO$_4$]$^+$ and [Ce$^{IV}$($H_2O)_6$(HSO$_4$)$_3$]$^+$) are 0.14 Å, also close to the experimental shift (Table 5.1). Additionally, scattering peaks at ~2.6 Å appear for Ce$^{4+}$ in H$_2$SO$_4$ that are not present for Ce$^{3+}$, as shown in the inset in Fig. 5.4a. From the inset in Fig. 5.4b, similar peaks appear in the MD-EXAFS of [Ce$^{IV}$($H_2O)_8$(SO$_4$)]$^{2+}$ that are not observed for [Ce$^{IV}$($H_2O)_9]^{4+}$ or [Ce$^{III}$($H_2O)_9]^{3+}$. We confirm that the peaks in this region of the MD-EXAFS are due to sulfate scattering by comparing the MD-EXAFS generated spectrum for [Ce$^{IV}$($H_2O)_8$SO$_4$]$^{2+}$ with and without sulfate scattering pathways included from Fig. 5.4c. The S atom in either of the bisulfate complexes also is at the same distance as the S from sulfate. The peaks at ~2.6 Å we see for Ce$^{4+}$ in 2 M H$_2$SO$_4$ in the K-edge spectra are also present in the Ce$^{4+}$ EXAFS at the Ce L$_3$-edge, further suggesting that these peaks are associated with an anion in sulfuric acid, which would be either SO$_4^{2-}$ or HSO$_4^−$. To further probe the anion complexation of Ce$^{4+}$ in sulfuric acid, including the type of anion and coordination number, we next fit the Ce$^{4+}$ EXAFS data.
Table 5.1. Averaged DFT-predicted Ce-O bond distances for different Ce^{3+} and Ce^{4+} species.

<table>
<thead>
<tr>
<th>Species</th>
<th>DFT Avg Ce-O (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ce^{III}(H_{2}O)_{9}]^{3+}</td>
<td>2.574</td>
</tr>
<tr>
<td>[Ce^{III}(H_{2}O)<em>{8}SO</em>{4}]^{+}</td>
<td>2.576</td>
</tr>
<tr>
<td>[Ce^{IV}(H_{2}O)_{9}]^{4+}</td>
<td>2.436</td>
</tr>
<tr>
<td>[Ce^{IV}(H_{2}O)<em>{8}SO</em>{4}]^{2+}</td>
<td>2.449</td>
</tr>
<tr>
<td>[Ce^{IV}(H_{2}O)<em>{8}HSO</em>{4}]^{3+}</td>
<td>2.432</td>
</tr>
<tr>
<td>[Ce^{IV}(H_{2}O)<em>{6}(HSO</em>{4})_{3}]^{+}</td>
<td>2.437</td>
</tr>
</tbody>
</table>

Ce^{4+} likely complexes with three bisulfates in the first coordination shell based on EXAFS fits and DFT-predicted complexation free energies. To fit our experimental Ce^{4+} K- and L3-edge EXAFS, we measure a CeO\textsubscript{2} standard to determine a value for \( S_0 \)\textsuperscript{2} (Appendix A), which gives us confidence in the total coordination number of Ce^{4+}. By co-fitting the 0.05 M Ce^{4+} in 2 M H\textsubscript{2}SO\textsubscript{4} EXAFS data at the Ce K-edge and 0.1 M Ce^{4+} in 2 M H\textsubscript{2}SO\textsubscript{4} EXAFS data at the Ce L3-edge with Ce-O and Ce-S scattering pathways, as shown in Fig. 5.4d, we confirm evidence of sulfate or bisulfate in the first coordination shell because the Ce-S scattering pathway fits the peaks centered at 2.6 Å (see outlined box). The co-fit with just a Ce-O scattering shell for both edges results in a worse fit. All parameters for Ce^{4+} EXAFS fitting are given in Appendix A. From the co-fit with a Ce-S scattering pathway included, the Ce^{4+}-O distance is 2.382±0.006 Å and the Ce^{4+}-S distance is 3.671±0.016 Å. We identify a Ce^{4+}-O coordination number of 8.6±0.5 and a Ce^{4+}-S coordination number of 3.0±0.7.
Figure 5.4. Ce K- and L\textsubscript{3}-edge k\textsuperscript{2} \chi(R) EXAFS and fits for different Ce\textsuperscript{3+} and Ce\textsuperscript{4+} species. (a) 0.025 M Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3} in 2 M H\textsubscript{2}SO\textsubscript{4} (blue solid line) and 0.025 M Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3} oxidized to Ce\textsuperscript{4+} in 2 M H\textsubscript{2}SO\textsubscript{4} (dark green solid line), with inset showing zoomed in region of spectra. (b) Simulated MD-EXAFS of [Ce\textsuperscript{III}(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{3+} (blue solid line), [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{4+} (gray solid line), and [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}(SO\textsubscript{4})\textsubscript{2}]\textsuperscript{2+} (dark green solid line), with inset showing zoomed in region of spectra, and green-colored ΔCe-O distance representing the shift in Ce-O distance from MD-EXAFS [Ce\textsuperscript{III}(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{3+} to [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{9}(SO\textsubscript{4})\textsubscript{2}]\textsuperscript{2+} and gray-colored ΔCe-O distance representing the shift in Ce-O distance from MD-EXAFS [Ce\textsuperscript{III}(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{3+} to [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}(SO\textsubscript{4})\textsubscript{2}]\textsuperscript{2+}. (c) Simulated MD-EXAFS of [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}(SO\textsubscript{4})\textsubscript{2}]\textsuperscript{2+} (dark green solid line) and [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}(HSO\textsubscript{4})\textsubscript{3}]\textsuperscript{+} with paths associated with sulfate scattering removed (light green solid line), with inset showing zoomed in region of spectra. (d) 0.025 M Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3} oxidized to Ce\textsuperscript{4+} in 2 M H\textsubscript{2}SO\textsubscript{4} (dark green solid line) with best fit (red dashed line), and Ce-O and Ce-S path contributions (shifted in y-axis). Inset is the proposed [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}(HSO\textsubscript{4})\textsubscript{3}]\textsuperscript{+} structure. (e) 0.025 M Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3} oxidized to Ce\textsuperscript{4+} (orange solid line) and 0.05 M Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3} oxidized to Ce\textsuperscript{4+} (dark green solid line), both in 2 M H\textsubscript{2}SO\textsubscript{4}, with inset showing zoomed in region of spectra. (f) Simulated MD-EXAFS of [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}(SO\textsubscript{4})\textsubscript{2}]\textsuperscript{2+} (dark green solid line) and [(H\textsubscript{2}O)\textsubscript{8}Ce\textsuperscript{IV}-Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{8}]\textsuperscript{8+} (purple solid line), with inset showing zoomed in region of spectra.

It is not possible to distinguish from EXAFS whether the Ce-S path is due to a sulfate or a bisulfate anion in the first coordination shell because the Ce-S scattering distance is so similar for Ce\textsuperscript{4+}-sulfate and Ce\textsuperscript{4+}-bisulfate complexes. Therefore, we turn to DFT modeling to determine
whether sulfate or bisulfate complexation is more favorable. Previously we compared the DFT-predicted ligand exchange free energies for Ce$^{4+}$ complexed with one or two sulfates or one or two bisulfates, and found that of these four options, the [Ce$^{IV}$(H$_2$O)$_8$SO$_4$]$^{2+}$ species was the most energetically favorable.$^{11}$ Here, we extend this analysis to compare the free energies of Ce$^{4+}$ complexed with three sulfates and Ce$^{4+}$ complexed with three bisulfates. We find that the free energy of the [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^{+}$ species is the most energetically favorable Ce$^{4+}$-bisulfate complexed species considered, and its energy is comparable to that of the [Ce$^{IV}$(H$_2$O)$_8$SO$_4$]$^{2+}$ species (Fig. 5.5). Additionally, considering the relative acid dissociation constants of HSO$_4^-$ and SO$_4^{2-}$ in sulfuric acid,$^{75}$ HSO$_4^-$ will be present at 99 times greater concentration than SO$_4^{2-}$. Although previous studies have proposed a Ce$^{4+}$ structure with three sulfates,$^{34}$ this structure is not favorable based on our DFT calculations. The DFT-predicted ligand exchange free energy for [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^{+}$ is also in good agreement with the experimentally observed shift in redox potential for the Ce$^{3+}$/Ce$^{4+}$ redox couple from 1 M HClO$_4$ (a non-complexing acid$^{76}$) to 1 M H$_2$SO$_4$ of $-28.9$ kJ/mol. Because this structure is the most energetically favorable based on DFT and matches our experimental coordination numbers of nine oxygens and three sulfurs for each Ce atom, we conclude the dominant Ce$^{4+}$ species is [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^{+}$. 
Figure 5.5. **DFT-predicted free energies of different Ce\textsuperscript{4+} complexes.** Free energy change for Ce\textsuperscript{4+} anion-complexation relative to Ce\textsuperscript{4+} coordination with nine water molecules as a function of (a) number of sulfates complexed, and (b) number of bisulfates complexed.

We do not detect any evidence of cerium dimers for 0.05–1.0 M Ce\textsuperscript{4+} in 2 M H\textsubscript{2}SO\textsubscript{4}, unlike what has been proposed for Ce\textsuperscript{4+} in HClO\textsubscript{4}\textsuperscript{77–80} and HNO\textsubscript{3}.\textsuperscript{37,38} In Fig. 5.4e, we see that increasing Ce\textsuperscript{4+} concentration from 0.05 M to 0.1 M does not result in an increase in any features around 4.0 Å, the distance at which the Ce-Ce scattering pathway from dimers are expected to appear based on the MD-EXAFS of a dimer species, as shown in the inset in Fig. 5.4f. The lack of dimers in H\textsubscript{2}SO\textsubscript{4} may be due to the stronger anion complexation of Ce\textsuperscript{4+} single ions in H\textsubscript{2}SO\textsubscript{4} compared to in HNO\textsubscript{3} and HClO\textsubscript{4}.

Our findings from the Ce K-edge and additional Ce L\textsubscript{3}-edge EXAFS in sulfuric acid are consistent with our previous DFT predictions that Ce\textsuperscript{3+} coordinates with nine water molecules while Ce\textsuperscript{4+} complexes with at least one sulfate or bisulfate.\textsuperscript{11} Our EXAFS measurements indicate that a structural change occurs within the first coordination shell of Ce between Ce\textsuperscript{3+} and Ce\textsuperscript{4+}. Thus, a CT mechanism for the cerium redox reaction must include the inner-sphere ligand exchange. In the next section, we present kinetic results that show that despite this inner-sphere structural change, the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} redox reaction behaves as if outer-sphere.
5.3.2 Kinetic measurements of the Ce\textsuperscript{3+/4+} charge transfer and modeling with Butler-Volmer

We measure the Ce\textsuperscript{3+/4+} charge transfer coefficient, standard rate constant, and activation energy on two electrode surfaces, Pt and glassy carbon, under identical reaction conditions and show the results are consistent with an outer-sphere electron transfer RDS. Although Ce\textsuperscript{3+/4+} redox kinetics have been measured on multiple electrodes (Chapter 1.3.2), the experimental conditions are varied, making it difficult to draw conclusions about the relative rates on different electrodes. Also, methods of extracting information on kinetics often rely on simplifying assumptions that are unsuitable for studying metal ion CTs like the cerium redox couple. For example, cyclic voltammograms (CVs) are a common method to extract a redox couple’s standard rate constant based on the anodic and cathodic peak separation. However, the CV method relies on operating under conditions where diffusion is the dominant form of mass transport, which can be experimentally difficult to achieve, and it introduces uncertainty into quantitative kinetic parameters due to the uncertainty in peak separations and heights.\textsuperscript{12} Also, the CV method cannot distinguish between multiple reactions occurring in the same potential range, such as the Ce\textsuperscript{3+/4+} redox reaction and the oxygen evolution reaction (OER). Here, we use two independent methods (Tafel method and the charge transfer resistance method) to ensure comparable and accurate steady state kinetic measurements. We study the Ce\textsuperscript{4+} reduction rates to avoid convolution with oxygen evolution or electrode oxidation during Ce\textsuperscript{3+} oxidation and control the mass transport to allow extraction of kinetically limited rates. See Chapter 2 for more details.

To obtain the Ce\textsuperscript{3+/4+} kinetic parameters and a rate law on a Pt electrode in sulfuric acid, we use the Tafel method to measure exchange current densities, $i_0$, as a function of Ce\textsuperscript{4+} concentration and temperature, as shown in Fig. 5.6a and Fig. 5.6b, respectively. The data in Fig. 5.6c shows the cathodic Tafel slope as a function of Ce\textsuperscript{4+} concentration. The Ce\textsuperscript{3+/4+} exchange
current densities for Pt extracted from the charge transfer resistance method (Appendix D) agree within 31% of the Tafel method. Exchange current densities increase with increasing Ce⁴⁺ concentration until [Ce⁴⁺] = 0.04 M, then decrease. The exchange current densities increase exponentially with temperature.
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**Figure 5.6. Tafel analysis of Ce³⁺/Ce⁴⁺ kinetic measurements on Pt and glassy carbon electrode surfaces.** Kinetic measurements and fit (solid line) using the Butler-Volmer equation of the Ce³⁺/Ce⁴⁺ redox couple. Exchange current densities, $i_0$, extracted from Tafel plots as a function of Ce⁴⁺ concentration for (a) Pt RDE and (d) GC RDE. $i_0$ extracted from Tafel plots as a function of temperature for (b) Pt RDE and (e) GC RDE. Cathodic Tafel slopes as a function of Ce⁴⁺ concentration for (c) Pt RDE and (f) GC RDE. Ce⁴⁺ concentrations were determined by titration. Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. Data in (a), (c), (d), and (f) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (e) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.026 M and 0.025 M, respectively. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. Measurements were done at 2000 rpm of the RDE where mass transport is not limiting. The rate constant $k_0$, cathodic charge transfer coefficient $\alpha$, and activation energy $E_a$ were obtained through minimizing the normalized mean square error (NMSE) of the data.

The exchange current densities for Pt reveal that the Ce³⁺/Ce⁴⁺ redox reaction is asymmetric, with a low $\alpha$ that is unusual for metal ion CTs and a standard rate constant and activation energy that agree with reported values (Chapter 1.3.2). We first attempt to fit our kinetic
data through the BV formulism to describe the kinetic current density, $i_{K,BV}$, (Eq. 5.4a), which assumes a one-step $E$ and relates exchange current density, $i_{0,BV}$, (Eq. 5.4b) to the Ce$^{3+}$ and Ce$^{4+}$ concentrations, where $k_0$ is the standard rate constant and $\alpha$ is the cathodic charge transfer coefficient.

$$-i_{K,BV} = nFk_0 \left[ [Ce^{4+}] \exp(-\alpha F(U - U')) - [Ce^{3+}] \exp((1 - \alpha)F(U - U')) \right]$$

(5.4a)

$$i_{0,BV} = Fk_0 \left[ \exp(-\alpha F(U - U_{eq})) - \exp((1 - \alpha)F(U - U_{eq})) \right]$$

(5.4b)

$U$ is the electrode potential, $U'$ is the standard equilibrium potential (1.44 V vs. SHE), and $U_{eq}$ is the equilibrium potential corresponding to the [Ce$^{3+}$] and [Ce$^{4+}$] conditions at which the measurement was taken. The normalized mean square error (NMSE) fit of Eq. 5.4a to the exchange current densities using $k_0$ and $\alpha$ as fitting parameters is shown in Fig. 5.6a. The $k_0$ obtained from the fit is $1.43 \times 10^{-4} \pm 7 \times 10^{-6}$ cm/s at 298 K, which aligns with many of the standard rate constants reported in literature for Ce$^{3+}$/Ce$^{4+}$ in sulfuric acid (Chapter 1.3.2). The activation energy $E_a$ on Pt from fitting the data in Fig. 5.6b is $48.3 \pm 21$ kJ/mol, which, while having a large degree of uncertainty, agrees within 35% of an activation energy calculated from cerium redox standard rate constants on Pt in sulfuric acid.$^{81}$ The value of $\alpha$ obtained from fitting is $0.23 \pm 0.005$, agreeing with reports for Pt (Chapter 1.3.2) and indicating the asymmetric nature of the cerium redox reaction.

The large cathodic Tafel slopes on Pt corroborate the low value of $\alpha$ and therefore the asymmetry of the cerium redox reaction, but the BV equation does not capture the Tafel slopes’ dependence on Ce$^{4+}$ concentration. The cathodic Tafel slopes shown in Fig. 5.6c are between 220–
320 mV/decade as a function of [Ce\(^{4+}\)], which correspond to \( \alpha \) values between 0.18–0.27. These \( \alpha \) values are similar to those obtained from fitting Eq. 5.4 to the data in Fig. 5.6a, giving further evidence that the Ce\(^{3+}$/Ce\(^{4+}\) is highly asymmetric. However, unlike the BV equation where \( \alpha \) is constant, here we see a trend in cathodic Tafel slope with concentration. We also measure cathodic Tafel slopes as a function of temperature (Fig. 5.7a) and find that the Tafel slope increases with temperature. The BV fit also does not entirely capture the dependence of the Tafel slope on temperature. The inability of the BV equation to capture the cathodic Tafel slopes’ dependence on Ce ion concentration suggests that a more accurate rate law than that described through BV kinetics is necessary to describe the Ce\(^{3+}$/Ce\(^{4+}\) redox kinetics on Pt.
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**Figure 5.7.** Cathodic Tafel slope dependence on temperature for the (a) Pt (blue circles) and (b) glassy carbon (orange triangles) rotating disk electrode. Cathodic Tafel slopes for the Pt and GC RDE extracted from Tafel plots as a function of temperature at Ce\(^{4+}\) concentration of 0.025 M and 0.025 M, respectively. Tafel slopes fit using the Butler-Volmer equation (solid line). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least 15 minutes before measurements were collected and blanketing with nitrogen was continued throughout the measurement collection. All data were collected at 2000 rpm of the RDE. Solid line is the fit to the data from the Butler-Volmer equation. The cathodic charge transfer coefficient \( \alpha \) was obtained through minimizing the normalized mean square error of the data.

We repeat the same kinetic analysis as Pt for a GC electrode and find that the redox reaction is asymmetric on GC as well. Fitting Eq. 5.4 to the Tafel exchange current densities as a function of [Ce\(^{4+}\)] shown in Fig. 5.6d, we determine a \( k_0 \) value of 2.99\( \times \)10\(^{-5} \pm 1.30\times10^{-6} \) cm/s and an \( \alpha \)
value of $0.23 \pm 0.008$. Exchange current densities derived from charge transfer resistances are given in Appendix D. The $\alpha$ of GC aligns well with reported values, but the standard rate constant is lower than most of the prior reported values in sulfuric acid (Chapter 1.3.2). Based on our Tafel exchange current density vs. temperature data shown in Fig. 5.6e, the activation energy on GC is $41.2 \pm 14.0$ kJ/mol, which is $7.1$ kJ/mol smaller than that of Pt. To our knowledge, this is the first time the activation energy of Ce$^{3+}$/Ce$^{4+}$ has been compared between two electrodes under the same conditions. The magnitude of the cathodic Tafel slopes as a function of Ce$^{4+}$ concentration range from $170$–$250$ mV/decade as shown in Fig. 5.6f, which corresponds to $\alpha$ values between $0.24$–$0.35$. Although the fitted value of $\alpha$ qualitatively agrees with the values predicted from the cathodic Tafel slopes, the BV fit is again unable to capture the decrease in Tafel slope with [Ce$^{4+}$]. Also, the BV fit only partially captures the dependence of the cathodic Tafel slopes with temperature (Fig. 5.7b). To further probe the CT mechanism of Ce$^{3+}$/Ce$^{4+}$, it is beneficial to compare the kinetic behavior on the Pt and GC electrodes.

The similar exchange current densities, charge transfer coefficients, activation energies, and cathodic Tafel slopes for the Pt and GC RDEs in Fig. 5.6 imply the cerium redox kinetics behave as an outer-sphere reaction. The exchange current densities and rate constants of Pt and GC are within a factor of five of one another, comparable to the differences for various outer-sphere redox couples on different electrode surfaces (Table 5.2). Even for well-known outer-sphere redox couples such as [Fe(CN)$_6$]$^{3-}$/[Fe(CN)$_6$]$^{4-}$ in 1.0 M KCl, the electrode materials affect standard rate constants of various outer-sphere redox couples by a factor of 2 to 9. These electrode effects are ascribed to a variety of factors, including the Frumkin effect, a metal’s electronic properties, e.g., electronic spillover distance, work function, intrinsic electric field, and the interaction of adsorbed water on the electrode surface with electroactive species.
Table 5.2. Electrode effect on kinetic activity for outer-sphere redox couples, including this Ce$^{3+}$/Ce$^{4+}$ work. Factor of difference refers to the ratio of the reported $k_0$ for the electrode listed first in the Electrodes studied column to the reported $k_0$ for the electrode listed second. Note that for simplicity, the structure of Ce$^{4+}$ is written as [Ce$^{IV}$(H$_2$O)$_6$SO$_4$]$^{2+}$, but we show evidence that the Ce$^{4+}$ structure could exist as either [Ce$^{IV}$(H$_2$O)$_6$SO$_4$]$^{2+}$ or [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^{2+}$ in sulfuric acid.

<table>
<thead>
<tr>
<th>Outer-sphere redox couple</th>
<th>Electrodes studied</th>
<th>Supporting electrolyte</th>
<th>Redox species</th>
<th>Ratio of standard rate constants at different electrodes</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ce$^{III}$(H$_2$O)$_9$]$^{3+}$/[Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^{2+}$</td>
<td>Pt vs. GC</td>
<td>2 M H$_2$SO$_4$</td>
<td>0.05 M Ce</td>
<td>4.7</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>Pt, reduced vs. oxidized state</td>
<td>0.5 M H$_2$SO$_4$</td>
<td>0.016 M Ce$^{3+}$/ 0.012 M Ce$^{4+}$</td>
<td>$-3^{a}$</td>
<td>20</td>
</tr>
<tr>
<td>[Fe(CN)$_6$]$^{3−}$/[Fe(CN)$_6$]$^{4−}$</td>
<td>Pt, reduced vs. oxidized state</td>
<td>1 M KCl</td>
<td>0.01−0.07 M [Fe(CN)$_6$]$^{3−}$/ 0.0005−0.01 M[Fe(CN)$_6$]$^{4−}$</td>
<td>8.6</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>Pt vs. GC</td>
<td>1 M KCl</td>
<td>0.002 M [Fe(CN)$_6$]$^{3−}$/</td>
<td>3.4</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>GC, polished vs. laser activation</td>
<td>1 M KCl</td>
<td>0.001 M [Fe(CN)$_6$]$^{4+}$/</td>
<td>3.5</td>
<td>84</td>
</tr>
<tr>
<td>[Cr(H$_2$O)$_6$]$^{3+}$/[Cr(H$_2$O)$_6$]$^{2+}$</td>
<td>Pb vs. Ga</td>
<td>0.5 M NaClO$_4$ + 0.003 M HClO$_4$</td>
<td>0.001−0.002 M [Cr(H$_2$O)$_6$]$^{3+}$</td>
<td>3.8$^{b}$</td>
<td>89</td>
</tr>
<tr>
<td>[Cr(H$_2$O)$_5$F]$^{2+}$/[Cr(H$_2$O)$_5$F]$^{3+}$</td>
<td>Pb vs. Tl</td>
<td>0.5 M NaClO$_4$ + 0.003 M HClO$_4$</td>
<td>0.001−0.002 M [Cr(H$_2$O)$_5$F]$^{2+}$</td>
<td>1.3$^{b}$</td>
<td>89</td>
</tr>
<tr>
<td>[Cr(H$_2$O)$_5$SO$_4$]$^{2+}$/[Cr(H$_2$O)$_5$SO$_4$]$^{0}$</td>
<td>Pb vs. Ga</td>
<td>0.5 M NaClO$_4$ + 0.003 M HClO$_4$</td>
<td>0.001−0.002 M [Cr(H$_2$O)$_5$SO$_4$]$^{2+}$/</td>
<td>$-4.3^{b}$</td>
<td>89</td>
</tr>
<tr>
<td>[Ru(NH$_3$)$_6$]$^{3+}$/[Ru(NH$_3$)$_6$]$^{2+}$</td>
<td>GC, polished vs. monolayer adsorption of AQDS,$^{c}$ MB,$^{d}$ and chemisorbed nitrophenyl</td>
<td>1 M KCl</td>
<td>0.001 M [Ru(NH$_3$)$_6$]$^{3+}$</td>
<td>$-2$</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>Ag vs. Hg/$^{f}$</td>
<td>1 M KF</td>
<td>Not reported$^{g}$</td>
<td>2.4$^{b}$</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>Pt vs. Au</td>
<td>1 M KF</td>
<td>0.002 M [Ru(NH$_3$)$_6$]$^{3+/2+}$</td>
<td>1.5</td>
<td>91</td>
</tr>
<tr>
<td>[IrCl$_6$]$^{2−}$/[IrCl$_6$]$^{3−}$</td>
<td>GC, polished vs. monolayer adsorption of AQDS,$^{b}$ MB,$^{c}$ BMB,$^{d}$ and chemisorbed nitrophenyl</td>
<td>1 M KCl</td>
<td>5×10$^{-4}$ M [IrCl$_6$]$^{2−}$/</td>
<td>$-2$</td>
<td>84</td>
</tr>
</tbody>
</table>

a) Ratio calculated using Ce$^{4+}$ reduction data from Fig. 6 in Kuhn and Randle (1985) paper for oxide coverage of 1 relative to oxide coverage of 4.5 for the electrode labeled “Electrode 1,” which had been exposed to a longer period of phase oxide formation than other electrodes tested; $^{20}$ b) Calculated from reported $k_{app}$ data; c) 2,6-anthraquinonedisulfonate; d) methylene blue; e) bis(4-methylstyryl)benzene; f) Other metal electrodes studied as well.
including Pt, Pd, Au, and Cu, with exchange current densities ranging between 97 A/cm² and 116 A/cm², while exchange current densities for Ag and Hg were 120 A/cm² and 50–79 A/cm², respectively; g) Concentrations not reported for experiments on Ag and Hg, but concentrations reported for similar experiments conducted on Pt and Au: 3.3×10⁻⁴–8.8×10⁻⁴ M [Ru(NH₃)₆]³⁺/2.8×10⁻⁴–8.3×10⁻⁴ [Ru(NH₃)₆]²⁺; h) Factor calculated using reported exchange current densities, instead of rate constants. * Ratio is calculated by dividing the reported value of $k_0$ of the electrode listed first by that of the electrode listed second.

The activation barriers on the Pt and GC RDEs in this work are similar, suggesting a small electrode influence on the kinetics, further underscoring the outer-sphere behavior of the Ce³⁺/Ce⁴⁺ electron transfer. Additionally, the Pt and GC RDE cathodic Tafel slopes fall within the same range of 150–320 mV/decade and the $\alpha$ values are both 0.23, highlighting not only the similar kinetic behavior, but also the extreme asymmetry in the CT on both electrodes.

From our structural and kinetic results, the Ce³⁺/Ce⁴⁺ reaction is unlikely to be purely a one-step electron transfer reaction. Although adhering to outer-sphere kinetic behavior, the value of $\alpha$ falls far below the expected value of 0.5, suggesting that a rate law based on a one-step electron transfer is inappropriate to model the Ce³⁺/Ce⁴⁺ redox kinetics. Additionally, the BV rate law predicts constant cathodic Tafel slopes with [Ce⁴⁺], which we do not observe on either Pt or GC. Our structural data from Fig. 5.2-Fig. 5.5 also suggests that solely a one $E$ step mechanism cannot adequately describe the cerium redox kinetics, because of the structural change that must occur from [Ce³⁺(H₂O)₉]³⁺ and [Ce⁴⁺(H₂O)₆(HSO₄)₃]⁺.

5.3.3 Proposed mechanism for the Ce³⁺/Ce⁴⁺ redox reaction in sulfuric acid

We propose a mechanism that aligns with both our structural and kinetic data and discuss the implications of the resulting fit of our experimental data to a rate law derived from the mechanism. The appropriate CT mechanism and rate law for the Ce³⁺/Ce⁴⁺ redox reaction must satisfy the following nine Criteria observed from our structural and kinetic data:
1. A structural change occurs in addition to an electron transfer.

2. Ce\textsuperscript{3+} preferentially coordinates with water as \([\text{Ce}^{\text{III}}(\text{H}_2\text{O})_9]^{3+}\).

3. Ce\textsuperscript{4+} favorably complexes with three bisulfates as \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+\).

4. There is minimal influence of the electrode on kinetic activity.

5. There is a maximum in the exchange current density as a function of Ce\textsuperscript{4+} concentration (with total cerium concentration fixed) occurring between 60–80\% \([\text{Ce}^{\text{4+}}]\) relative to total cerium concentration.

6. The exchange current density increases with increasing temperature.

7. The cathodic Tafel slope is large, with values between 170 mV/decade and 320 mV/decade.

8. The cathodic Tafel slope decreases with increasing ratio of Ce\textsuperscript{4+} concentration to total cerium concentration.

9. The cathodic Tafel slope increases with increasing temperature.

In Table 5.3, we summarize six different possible mechanisms and whether each mechanism and its corresponding rate law matches the nine criteria. As has been noted,\textsuperscript{92} we cannot prove mechanisms, but instead seek to disprove certain mechanisms and identify ones consistent with the experimental data. We begin with the simplest mechanism and add complexity only when needed to describe the data. We show that a CE mechanism where electron transfer is the RDS is the simplest mechanism that satisfies \textit{Criteria} 1–9. The rate law uses MT to describe the electron transfer step. Derivations for all rate laws considered are in Appendix D.
Table 5.3. Different possible mechanisms and agreement or disagreement of the mechanism and corresponding rate law to the structural and kinetic data observed experimentally for the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} charge transfer. Mechanisms are separated into one- and two-step. \(E\) RDS refers to the electron transfer step being the RDS, whereas \(C\) RDS refers to ligand exchange being the RDS. The numbers in the criteria row correspond with the list of criteria at the beginning of this section. The dashes included for the MT rate law indicate that these criteria are not considered, since they are dependent on Criterion 1 being met.

<table>
<thead>
<tr>
<th>Mechanism and rate law</th>
<th>Criteria: Observed Ce\textsuperscript{3+}/Ce\textsuperscript{4+} Structural and Kinetic Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>(One)-(step) (E)</td>
<td></td>
</tr>
<tr>
<td>BV</td>
<td>1 Yes 2 Yes 3 Yes 4 Yes 5 Yes 6 Yes 7 No 8 Yes</td>
</tr>
<tr>
<td>MT</td>
<td>1 No 2 – 3 – 4 Yes 5 No 6 Yes 7 Yes 8 Yes 9 Yes</td>
</tr>
<tr>
<td>(CE) Mech, (E) RDS</td>
<td>1 Yes 2 Yes 3 Yes 4 Yes 5 Yes 6 Yes 7 Yes 8 Yes 9 Yes</td>
</tr>
<tr>
<td>(EC) Mech, (E) RDS</td>
<td>1 Yes 2 No 3 Yes 4 Yes 5 Yes 6 Yes 7 Yes 8 Yes 9 Yes</td>
</tr>
<tr>
<td>(CE) Mech, (C) RDS</td>
<td>1 Yes 2 Yes 3 Yes 4 No 5 No 6 No 7 No 8 No 9 No</td>
</tr>
</tbody>
</table>

The BV and the MT rate laws for a one-step electron transfer mechanism do not meet all criteria established from our experimentally observed structural and kinetic data (Table 5.3). The BV rate law does not adequately describe the behavior of the cathodic Tafel slope as a function of [Ce\textsuperscript{4+}] concentration (Criterion 8), because the Tafel slope from BV is constant with potential. Although the BV rate law describes the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} CT asymmetry through the low value of \(\alpha\), the BV rate law is only an empirical model, and as a result, the fitting parameters are unphysical. The MT rate law better captures the behavior of the cathodic Tafel slopes; however, it does not allow for a structural change to occur between the redox species (Criterion 1), and it does not satisfy Criterion 5 (Appendix D). For a symmetric MT rate law, the exchange current density maximum occurs at 50% Ce\textsuperscript{4+}. As has been previously shown,\textsuperscript{13} although asymmetric MT can mathematically describe the observed asymmetry in the kinetics, the reorganization energies from fitting the data
are unreasonably large. Additionally, the NMSE of the MT fit is higher for both Pt and GC data than the BV fit (Appendix D). Since the rate laws for a one-step \( E \) mechanism do not satisfy all observed structural and kinetic data, it is necessary to consider mechanisms that include more than a one-step electron transfer.

We next consider different two-step mechanisms, which we refer to as \( CE \) and \( EC \) mechanisms. In the \( CE \) mechanism the \( \text{Ce}^{4+} \) species, \([\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+\), undergoes ligand exchanges with water to form \([\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}\) (Eq. 5.5a). The \([\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}\) is subsequently reduced to form \([\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}\) (Eq. 5.5b). Note that the \( C \) step is unlikely to occur in a single elementary step, as it involves the exchange of three bisulfates with three water molecules. However, we will show below that this \( C \) step is likely quasi-equilibrated, and thus we can condense the ligand exchange into a single step.

\[
[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+_{aq} + 3\text{H}_2\text{O}_{aq} \rightleftharpoons [\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}_{aq} + 3\text{HSO}_4_{aq} \quad (5.5a)
\]

\[
[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}_{aq} + e^- \rightleftharpoons [\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}_{aq} \quad (5.5b)
\]

In the \( EC \) mechanism the \( E \) step occurs first between the \( \text{Ce}^{4+} \) and \( \text{Ce}^{3+} \) complexes, followed by ligand exchange of the \( \text{Ce}^{3+} \) (Appendix D). For both the \( CE \) and \( EC \) mechanisms, we consider two possible rate laws, based on assuming the RDS is either the \( E \) or \( C \). We show the rate law for the kinetic current density \( (i_{k,CE,E}) \) for the \( CE \) mechanism when \( E \) (Eq. 5.5b) is the RDS in Eq. 5.6a. \([\text{Ce}^{4+}]_w\) represents the concentration of the water-coordinated \( \text{Ce}^{4+} \) (Eq. 5.6b), and \( A, B, \) and \( C \) are defined in Eq. 5.6c–e.

\[
i_{k,CE,E} = -nFZ_2([\text{Ce}^{4+}]_w \exp(A(1 + B - C)^2) - [\text{Ce}^{3+}] \exp(A(1 - B + C)^2)) \quad (5.6a)
\]

\[
[\text{Ce}^{4+}]_w = \frac{[\text{Ce}^{4+}][\text{H}_2\text{O}]^3}{[\text{HSO}_4]^3} K_1 \quad (5.6b)
\]
\[
A = \frac{-\lambda_2}{4RT} \\
B = \frac{nF\eta}{\lambda_2} \\
C = \frac{RT}{\lambda_2} \ln \frac{[\text{Ce}^{3+}]}{K_1[\text{Ce}^{4+}]}
\]

(5.6c) (5.6d) (5.6e)

Here \(K_1\) is the equilibrium constant of the \(C\) step, \(n\) is the number of electrons transferred, assumed to be one, \(F\) is Faraday’s constant, \(Z_2\) is the preexponential factor for the \(E\) step, \([\text{Ce}^{4+}]\) refers to the concentration of the bulk \(\text{Ce}^{4+}\) species, i.e., \([\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+\), \(\lambda_2\) is the reorganization energy of the \(E\) step, \(R\) and \(T\) have their usual meanings, \(\eta\) is the overpotential applied \((U - U_{eq})\), and \([\text{Ce}^{3+}]\) is the concentration of the bulk \(\text{Ce}^{3+}\) species, i.e., \([\text{Ce}^{III}(\text{H}_2\text{O})_9]^3+\). Fig. 5.8a shows the free energies of the species involved in the \(CE\) mechanism, as well as the physical meaning of some of the fitting parameters used in the rate law \((\lambda_2, K_1)\). As shown by the free energy parabolas, standard MT expressions are used to describe the \(E\) step.

Of the rate laws derived from the two-step mechanisms, the only one that meets all criteria is a \(CE\) type mechanism with the \(E\) as the RDS \((CE, E\ RDS)\), as summarized in Table 5.3. Because the \(C\) step involves ligand exchange, and the only \(\text{Ce}^{3+}\) species included in the \(CE\) mechanism is the \([\text{Ce}^{III}(\text{H}_2\text{O})_9]^3+\) species, \(Criteria\ 1\) and 2 are satisfied. The rate law does not incorporate any electrode dependent properties; thus \(Criterion\ 4\) is also met. By fitting the exchange current densities and cathodic Tafel slopes for both Pt and GC RDEs to expressions for \(i_0\) and Tafel slopes derived from Eq. 5.6, we see the rate law satisfies all observed kinetic criteria. The rate law equation for \(i_{K,CE,E}\) indicates that \(i_0\) will be asymmetric with \(\text{Ce}^{4+}\) concentration and increase with temperature \((Criteria\ 5\ and\ 6)\), as shown in Fig. 5.8b and Fig. 5.8c for Pt. From Fig. 5.8d, the rate law modeled Pt cathodic Tafel slopes agree with observed Tafel slopes \((Criteria\ 7\ and\ 8)\), and the Tafel slopes also increase with increasing temperature \((Criterion\ 9, Appendix\ D)\). The parameters
used in the fit of the Pt experimental data are shown in Fig. 5.8b–d. The NMSE of the $CE, E$ RDS rate law fit to Pt was the lowest for all rate laws at 0.049. The $E$ step reorganization energy is reasonable at 100.2 kJ/mol and the equilibrium constant, $K_1$, is small at $1.1 \times 10^{-7}$, indicating that the ligand exchange from $[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+$ to $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ is unfavorable, as expected from our EXAFS structural data. Additionally, the observed shift in redox potential for the $\text{Ce}^{3+}/\text{Ce}^{4+}$ redox couple from 1 M $\text{HClO}_4$ to 1 M $\text{H}_2\text{SO}_4$ is 0.30 V,$^{21}$ which corresponds to an equilibrium constant of $8.4 \times 10^{-6}$, assuming that the shift is due only to $\text{Ce}^{4+}$-anion complexation in sulfuric acid. Thus, Criterion 3 is also met. The preexponential factor $Z_2$ is equal to the product of the electronic transmission coefficient, precursor equilibrium constant, and nuclear frequency factor (see SI),$^{12}$ and values for the apparent preexponential factor for metal ions at metal-aqueous interfaces are reported to be on the order of $10^3–10^5$ cm/s.$^{93}$ Our fitted $Z_2$ value of $4.22 \times 10^4$ cm/s for Pt is within this range. The fit of the $CE, E$ RDS rate law to the GC data is included in the SI (Appendix D), with the lowest NMSE of all rate laws fit to the GC data. The fitted $Z_2$ and $\lambda_2$ values for GC are smaller than those for Pt, and the value of $K_1$ for GC is two orders of magnitude larger than the Pt equilibrium constant (Appendix D). This $K_1$ value does still correctly predict that $\text{Ce}^{4+}$ is complexed by an anion in sulfuric acid and the $CE, E$ RDS rate law is still the best fitting rate law to the GC data.
Proposed CE Mechanism and fit of rate law to kinetic data on Pt assuming the electron transfer step (E) is rate-determining. (a) Free energy profiles at the equilibrium Ce$^{3+}/$Ce$^{4+}$ potential ($U = U'$) in H$_2$SO$_4$ for the three species involved in the proposed CE mechanism for Ce$^{3+}/$Ce$^{4+}$ charge transfer: $[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+$ (green solid line), $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ (gray solid line), and $[\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}$ (light blue solid line). Parabolas represent the free energies of the species as a function of reaction coordinate, as defined through Marcus theory. The Ce$^{3+}/$Ce$^{4+}$ electron transfer is described by the reorganization energy $\lambda_2$ and the transition state free energy, $\Delta G^\ddagger_2$, and the ligand exchange is described by equilibrium constant $K_1$. We propose electron transfer between $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ and $[\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}$ is the RDS, i.e., $[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+$ and $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ are quasi-equilibrated. (b)-(c) Fit (dark blue solid line) of the Ce$^{3+}/$Ce$^{4+}$ exchange current densities (blue circles) in the 0.05 M Ce/2 M H$_2$SO$_4$ solution on the Pt RDE using the rate law in Eq. 5.6 derived for the CE mechanism assuming E is RDS as a function of (b) Ce$^{4+}$ concentration and (c) temperature. (d) Fit (blue solid line) of the Ce$^{3+}/$Ce$^{4+}$ cathodic Tafel slopes (blue circles) on the Pt RDE using the rate law in Eq. 5.6 derived for the CE mechanism assuming the E is RDS as a function of Ce$^{4+}$ concentration. All fits of the data in (b)–(d) were obtained through minimizing the NMSE of the data.

The rate laws derived from the CE and EC mechanisms in which the C step is the RDS and the rate law for the EC mechanism with the E step as RDS do not satisfy the observed structural and kinetic behavior (Table 5.3), and thus are eliminated as possible mechanisms for the Ce$^{3+}/$Ce$^{4+}$ charge transfer. Details of the fits of both the Pt and GC data for these rate laws are included in Appendix D. The rate laws with the rate-determining C step result in a linear dependence of $i_0$ on [Ce$^{4+}$], rather than the observed maximum in exchange current density at ~70% Ce$^{4+}$ concentration (Criterion 5). If a series of C steps were assumed to occur instead of a single C step to go from $[\text{Ce}^{IV}(\text{H}_2\text{O})_9(\text{HSO}_4)_3]^+$ to $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$, and any of these steps were the RDS, then the rate law
would still display a linear dependence of $i_0$ on $[\text{Ce}^{4+}]$. In recent work that studied the $\text{Ce}^{3+}/\text{Ce}^{4+}$ kinetics in sulfuric acid on a gold electrode, it was concluded that the $E$ step was preceded by a rate-determining ligand dissociation step. From their proposed rate law, exchange current density is linear with $\text{Ce}^{4+}$ concentration, as we see for our $C$ RDS rate laws. Therefore, we can rule out the rate-determining ligand dissociation step proposed in this prior work based on its failure to meet Criterion 5. The $C$ RDS rate laws also do not capture the values of the cathodic Tafel slopes, the decrease in Tafel slopes with an increase in $\text{Ce}^{4+}$ concentration, or the increase in Tafel slopes with temperature (Criteria 7–9). Considering the $EC$ mechanism with the $E$ step assumed to be the RDS ($EC$, $E$ RDS), the fits to the experimental Pt and GC data (Appendix D) indicate that $\text{Ce}^{3+}$ will favorably complex with an anion, contradicting our experimental EXAFS and thus failing Criterion 2. Additionally, the fitted value of the reorganization energy is unreasonably high at 663 kJ/mol (Appendix D). Given the poor fits of the $C$ RDS rate laws to the observed kinetic data and physically unreasonable values of the fitting parameters of the $EC$, $E$ RDS rate law, we reject these three rate laws and conclude that only the $CE$, $E$ RDS rate law is consistent with experimental data. On the principle of Occam’s Razor, which asserts that the simplest explanation that satisfies all observed data is preferable, we do not consider more complex mechanisms with additional $C$ or $E$ steps.

The parameters $K_1$ and $\lambda_2$ extracted from the fit to the experimental data of the $CE$, $E$ RDS rate law compare favorably to DFT-predicted values, allowing us to use DFT to gain insight into the contributions to the total reorganization energy and possibly make predictions for different systems. Our DFT-predicted $K_1$ for the ligand exchange from $[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^{+}$ to $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ is $9.8\times10^{-9}$ as compared to the fitted value of $1.1\times10^{-7}$ for Pt. These equilibrium constants agree qualitatively with the equilibrium constant derived from the $\text{Ce}^{3+}/\text{Ce}^{4+}$ redox
potential in H$_2$SO$_4$ relative to HClO$_4$. We also calculate the reorganization energy using DFT for the water-coordinated Ce$^{3+}$/Ce$^{4+}$ CT to be 87.2 kJ/mol (Appendix D, and see Section 5.2.2 for modeling details). This reorganization energy value falls between the experimentally fitted $\lambda_2$ values for GC (71.8 kJ/mol) and Pt (100.2 kJ/mol). From DFT, the inner-sphere reorganization energy from the change in the Ce water-coordinated species (e.g., metal-ligand bond length), $\lambda_i$, is 40.4 kJ/mol and the outer-sphere reorganization energy related to the reorganization of the solvent,$^{12,95}$ $\lambda_o$, is 46.8 kJ/mol. Our ability to computationally determine ligand exchange and reorganization energies for the Ce$^{3+}$/Ce$^{4+}$ CT has implications for future efforts to enhance Ce kinetics. By coupling calculated reorganization energy information with known ligand exchange equilibrium constants (either from DFT calculations or the shift in redox potential), we could use the $CE, E$ RDS rate law to screen acids to determine which would yield optimal kinetic activities. Assuming the $CE, E$ RDS rate law holds in other acids, we would expect acids with stronger complexing anions (smaller $K_1$) to exhibit slower Ce$^{3+}$/Ce$^{4+}$ kinetics than acids with weaker complexing anions. If the reorganization energies were calculated for Ce-anion complexed species, we could also calculate the expected rates in acids if the dominant mechanism switches to be $EC$ (see Chapter 6 for further discussion).

Although the $CE, E$ RDS model fits the Pt experimental data and DFT values, we observe discrepancies between the Pt and GC fitted parameters, which could be because we ignore the effect of temperature on $Z_2$ in all considered rate laws. As noted above, the $\lambda_2$ and $Z_2$ values for GC are smaller than those of Pt (Appendix D), whereas the $K_1$ value for GC is larger. Although we expect a difference in $Z_2$ between Pt and GC due to factors like the Frumkin effect, the metal’s electronic properties, and the effect of water adsorption on the electrode, it is unexpected that there would be different $\lambda_2$ and $K_1$ values. In our model, we captured the temperature dependence of the
kinetic activity through the $\lambda_2$ and $K_1$ parameters and assumed the preexponential value $Z_2$ to be independent of temperature. However, it has been noted in the case of weak electronic coupling that the nuclear frequency factor has a $T^{1/2}$ dependence on temperature, and $Z_2$ is proportional to the nuclear frequency factor. Thus, it is possible that one reason for the difference in $\lambda_2$ and $K_1$ between Pt and GC is because we ignore the temperature dependence of $Z_2$. Better treatment of the preexponential factor’s dependence on the temperature through more sophisticated treatments as well as kinetic measurements on additional electrodes would be needed in future mechanistic studies of the cerium redox couple.

5.4 Conclusion

We demonstrate how determining the cerium ions’ structures and characterizing the kinetic behavior as a function of experimental conditions can be used to identify a charge transfer mechanism that is consistent with both experimentally observed and computationally predicted behavior. We show that a rate law where a chemical step (exchange of bisulfate ligands with water) is followed by a rate determining electron transfer step, described using Marcus theory, successfully captures the extreme asymmetry of the Ce$^{3+}$/Ce$^{4+}$ kinetics. Additionally, this mechanism is consistent with the differences in complexation observed for the Ce$^{3+}$ and Ce$^{4+}$ oxidation states. The agreement between the rate law-modeled behavior and observed kinetic behavior demonstrates the importance of understanding ion structures, considering possible mechanisms, and the utility of Marcus theory in mechanistic studies. Given the agreement between experimental and computational work, we propose that structural information from either DFT calculations or experiment can be combined with our proposed rate law to predict the activity of the Ce$^{3+}$/Ce$^{4+}$ redox couple in other electrolytes. The use of Marcus theory coupled with a CE or
EC type mechanism informed by detailed structural data could also be applied to understand other redox couples that have seemingly anomalous empirical kinetic parameters such as $V^{4+}/V^{5+}$. 
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Chapter 6 Conclusions, Future Work, and Outlook

In this chapter, a review of the work completed in this dissertation is first provided, as well as general conclusions that can be drawn from the work. In Sections 6.2 and 6.3, limitations of the TEA-LCI model and experimental work are discussed, which help to highlight valuable areas of future work. A discussion of the practical challenges associated with developing a Ce-V RFB is also presented. Finally, the TEA-LCI model, thermodynamic, and kinetic results are synthesized in Section 6.4 to provide guidelines for future researchers related to the economic feasibility of electrolyte engineering and electrode design strategies. An overall outlook of the current state of Ce RFBs based on the results and limitations of the dissertation is also presented.

6.1 Summary and conclusions

Redox flow batteries (RFBs) are a favorable energy storage technology for integrating renewable energy into the electricity grid given their capability to deliver energy over long discharge times and scale energy storage and power delivery separately. The cost of energy storage for the state-of-the-art RFB, the all-vanadium or VRFB, currently exceeds the targets for capital cost and levelized cost of electricity (LCOE) set by the U.S. DOE.\(^1\) The Ce\(^{3+}/\text{Ce}^{4+}\) chemistry is a promising alternative for the positive electrolyte in RFBs given its high voltage, relative abundance, and cheaper precursor cost. The Ce\(^{3+}/\text{Ce}^{4+}\) redox potential is significantly impacted by the acid that it is dissolved in, which suggests that the anions in solution are interacting with the Ce\(^{3+}\) and Ce\(^{4+}\) ions. The structures of the Ce ions were not well understood, however, which limits any efforts to control the Ce\(^{3+}/\text{Ce}^{4+}\) thermodynamics for optimal performance in RFB systems.
Additionally, the kinetics of the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} are relatively slow and the charge transfer mechanism is unknown, meaning that the factors that control the rate of reaction are not isolated.

The goal of the dissertation was to assess the economic and environmental viability of a Ce-based RFB compared to the VRFB system, as well as to investigate the structures of the Ce ions in acids relevant for battery applications and the charge transfer mechanism through detailed kinetic studies. We showed that a Ce-V RFB is more cost competitive than the VRFB except at high current densities and does not result in a significant increase in GHG emissions for cost optimization scenarios. The shift in redox potential is driven by anion complexation with Ce\textsuperscript{4+}, whereas Ce\textsuperscript{3+} is coordinated by water in all acids considered. Kinetic measurements suggested outer-sphere like behavior, and a two-step mechanism that aligned with both structural and kinetic data by including a chemical ligand exchange step in addition to an electron transfer step was identified. Given the influence of electrolyte acid on both Ce thermodynamics and kinetics, future efforts to improve a Ce-based RFB should focus on isolating an electrolyte that optimizes thermodynamics and kinetics without resulting in a significant increase in electrolyte cost. After providing more detailed summaries of each of the chapters, we provide suggestions for future work including screening electrolytes further below.

In Chapter 3, combined technoeconomic (TEA) and life cycle inventory (LCI) models were used to assess the levelized cost of electricity (LCOE) and levelized greenhouse gas emissions (LGHG) of the Ce-V RFB and VRFB. The TEA-LCI models were bottom-up component models that calculated the cost and emissions based on the charge and discharge voltages of the RFB, which were dependent on the operating current density as well as kinetic, thermodynamic, and ohmic input parameters. For the current average U.S. electricity mix and a discharge time of 12 hours, the minimum LCOE of the Ce-V RFB was found to be 0.170 $/kWh\textsubscript{d}
at a current density of 63.7 mA/cm², compared to the minimum LCOE for the VRFB of 0.178 \$/kWh at a current density of 69.2 mA/cm². The corresponding LGHGs for the Ce-V RFB and VRFB at these minimized LCOE conditions were 0.634 kg CO₂/kWh and 0.581 kg CO₂/kWh, respectively. The lower cost of the Ce-V RFB system was driven primarily by the higher open circuit voltage as well as the lower cost of the positive electrolyte. The emissions are higher for the Ce-V RFB than the VRFB because of the worse roundtrip efficiency which drives up use phase emissions as well as higher emissions associated with the CeO₂ precursor than the V₂O₅ precursor. The most influential parameters on the LCOE for both batteries were the electrolyte redox potential, the cost of the V₂O₅ precursor, kinetics, and faradaic efficiency. The emissions were controlled by the redox potentials, faradaic efficiency, kinetics for both RFBs. The CeO₂ production emissions were more influential to the Ce-V RFB LGHG than the V₂O₅ production emissions were for the VRFB. As the electricity grid becomes more renewable, the LCOE for both RFBs increases, but the LGHG is dramatically reduced because of the dominant influence of the use phase emissions on overall LGHG. This study confirms that the Ce³⁺/Ce⁴⁺ chemistry is a viable alternative for the positive electrolyte in RFBs and motivates experimental work to better understand the Ce³⁺ and Ce⁴⁺ ion structures’ influence on thermodynamics as well as the Ce³⁺/Ce⁴⁺ kinetics given the fact that Ce³⁺/Ce⁴⁺ thermodynamics and kinetics heavily influence LCOE and LGHG.

In Chapter 4, we study the structures of the Ce³⁺ and Ce⁴⁺ ions in seven different acids using a combination of experimental and computational techniques. Specifically, UV-Vis and extended x-ray absorption fine structure (EXAFS) are used to compare the coordination environment of Ce³⁺ in 2 M CH₃SO₃H (MSA), CF₃SO₃H (TFSA), HNO₃, H₂SO₄, and HCl. Both the UV-Vis and Ce L₃-edge EXAFS spectra of Ce³⁺ are similar across all five acids, suggesting a
common coordination environment, i.e., coordination with only water. Through fitting of the EXAFS, we determined a Ce\(^{3+}\)-O coordination number of nine. We confirmed through density functional theory (DFT) calculations that the preferred structure of Ce\(^{3+}\) in the five acids listed above, as well as HClO\(_4\) and H\(_2\)NSO\(_3\)H, is \([\text{Ce}^{\text{III}}(\text{H}_2\text{O})_9]^{3+}\). The Ce L\(_3\)-edge EXAFS of Ce\(^{4+}\) in 2 M H\(_2\)SO\(_4\) demonstrated that the Ce\(^{4+}\)-O scattering distance was shorter than the Ce\(^{3+}\)-O scattering distance, and UV-Vis of Ce\(^{4+}\) in H\(_2\)SO\(_4\), MSA, and HCl all displayed different peak locations and intensities, suggesting ligand-to-metal charge transfer. DFT-predicted Gibbs free energy of anion complexation indicated that Ce\(^{4+}\) was preferentially complexed by at least one anion in all seven acids considered, e.g., \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_8\text{X}^-]^{(4-n)^+}\), instead of being coordinated by all waters. The DFT-predicted anion complexation energy was in good agreement with the shift in redox potential observed for the Ce\(^{3+}/\text{Ce}^{4+}\) redox couple, suggesting that the anion complexation of Ce\(^{4+}\) is responsible for the shift in redox potential. This result has useful implications for the use of the Ce\(^{3+}/\text{Ce}^{4+}\) chemistry in flow battery applications because our findings indicate that the redox potential can be tuned by adjusting the structures of Ce\(^{3+}\) and Ce\(^{4+}\) in electrolyte solution.

In Chapter 5, the structures of the Ce\(^{3+}\) and Ce\(^{4+}\) ions were confirmed in H\(_2\)SO\(_4\) using additional EXAFS and molecular dynamics (MD)-EXAFS techniques, and the Ce\(^{3+}/\text{Ce}^{4+}\) kinetics were studied on two electrode materials in H\(_2\)SO\(_4\) to identify a possible charge transfer mechanism that aligned with both the structure and kinetics information. We co-fit Ce K-edge EXAFS and Ce L\(_3\)-edge EXAFS of Ce\(^{3+}\) in 2 M H\(_2\)SO\(_4\) to resolve remaining uncertainties in the structure of Ce\(^{3+}\) in H\(_2\)SO\(_4\) from Chapter 4, and it was confirmed that the structure of Ce\(^{3+}\) was \([\text{Ce}^{\text{III}}(\text{H}_2\text{O})_9]^{3+}\). Evidence of a Ce\(^{4+}\)-scattering pathway was observed in the Ce K-edge EXAFS of Ce\(^{4+}\) in 2 M H\(_2\)SO\(_4\), which was confirmed through the comparison of MD-EXAFS of \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_8]^{4+}\) and \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_8\text{SO}_4]^{2+}\) structures. The co-fit of Ce L\(_3\)- and K-edge EXAFS of Ce\(^{4+}\) in 2 M H\(_2\)SO\(_4\)
revealed a Ce$^{4+}$-S coordination number of three, however. Given the more favorable DFT-predicted Gibbs free energy of [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^+$ than [Ce$^{IV}$(H$_2$O)$_6$(SO$_4$)$_3$]$^{2-}$, we concluded that Ce$^{4+}$ is complexed by three bisulfate anions in sulfuric acid. To study the kinetics of the Ce$^{3+}$/Ce$^{4+}$ redox couple, the exchange current densities and Tafel slopes were measured as a function of both Ce$^{4+}$ ion concentration and temperature to extract standard rate constants, charge transfer coefficients, and apparent activation energies on platinum (Pt) and glassy carbon (GC) rotating disk electrodes. The standard rate constants for Pt and GC differed by less than a factor of five, which aligns with other outer-sphere redox couples, and the charge transfer coefficients were both equal to 0.23, demonstrating extreme asymmetry. These findings suggested that the Ce$^{3+}$/Ce$^{4+}$ electron transfer proceeds through an outer-sphere mechanism, however, standard outer-sphere mechanisms described through the Butler-Volmer formulism of kinetics or Marcus theory do not allow for a chemical step (C) in addition to an electron transfer (E). We explored two two-step mechanisms (CE and EC), using Marcus theory to describe the E step, and we determined that only the CE mechanism in which the E step was rate-determining resulted in a satisfactory fit of the kinetic data while also correctly predicting Ce$^{4+}$ was preferentially complexed by anions in solution. The rate law developed for this mechanism can be used to screen the kinetic activity of the Ce$^{3+}$/Ce$^{4+}$ redox couple in additional acids, assuming the CE mechanism holds. Additionally, given the outer-sphere behavior of the kinetics, we know the electrode will not control the kinetics, but rather the electrolyte will.

This work provided valuable information on the Ce$^{3+}$/Ce$^{4+}$ chemistry which motivates further consideration of Ce-based RFB systems given the cost competitiveness of the Ce-V RFB, tunability of the Ce$^{3+}$/Ce$^{4+}$ redox potential, and discovery of a potential charge transfer mechanism that can be used to screen the activity in additional electrolytes. We showed that the electrolyte
controls the thermodynamics and kinetics, which has important implications for future efforts to enhance Ce RFB performance, because we showed that the Ce$^{3+}$/Ce$^{4+}$ redox potential and exchange current density both have a significant impact on LCOE and LGHG. Limitations related to the TEA-LCI study and experimental work of the dissertation are addressed in the sections below with the objective of motivating future avenues of work as well as to provide practical suggestions for using Ce in RFBs.

6.2 Limitations of TEA-LCI study and practical considerations for a Ce-based RFB

The goal of this section is to highlight simplifications that were made in the TEA-LCI study of the Ce-V RFB and VRFB in Chapter 3 that should be revised in future iterations of the model to provide a more robust analysis of Ce-based RFB economic and environmental costs. Additionally, this discussion provides context on some of the remaining practical challenges associated with Ce-based RFBs related to the omissions and simplifications made in the model. These limiting assumptions are related to the modeled life cycle phases (Section 6.2.1), material replacement scenarios throughout the RFB lifetime (Section 6.2.2), competitive oxygen and hydrogen evolution reactions (Section 6.2.3), capital and operating costs in the LCOE calculation (Section 6.2.4), the sensitivity analysis (Section 6.2.5), Ce-based RFB chemistries (Section 6.2.6), and the availability of active species (Section 6.2.7). Each of these limitations is addressed below.

6.2.1 Incorporation of end-of-life phase

Based on previous LCA studies of the VRFB that indicated that the end-of-life (EoL) phase of the battery, which includes the disposal and recycling phases, is negligible compared to the production and use phases, the EoL phase emissions or cost was not modeled in our work. While the basis for not including the EoL phase is sound, future technoeconomic and life cycle
assessment studies should incorporate the EoL phase for a more accurate picture of the total costs and emissions associated with the Ce-V RFB and VRFB. The incorporation of recycling rates for the Ce and V actives species could especially impact the results, i.e., by decreasing the required amount of virgin material and thereby driving down the LCOE or LGHG of the RFB when operated at conditions where energy-dependent capital is a significant factor to overall cost or emissions. The recycle rate of vanadium from spent catalysts is 40%,\(^4\) while the recovery rate for rare earths from batteries, permanent magnets, and fluorescent lamps is limited.\(^4\) The significantly higher recycle rate for V than Ce suggests that the production emissions and energy-dependent costs of V\(_2\)O\(_5\) could be reduced significantly if the EoL phase were incorporated, while the CeO\(_2\) production costs and emissions would not decrease. Thus, in future TEA-LCI models comparing Ce-based RFBs to the VRFB, the EoL phase should be accounted for.

6.2.2 Replacement scenarios

In this study, it was assumed that all of the components of the cell, e.g., the electrodes, bipolar plates, and membrane, as well as the electrolyte feedstock, would remain stable for the entire RFB lifetime of 20 years. We justified this simplification by assuming that the cell components and electrolyte feedstock would have similar lifetimes in each RFB system, and so any changes to the baseline replacement scenario would affect the Ce-V RFB and VRFB LCOE and LGHG in the same manner. While this assumption most likely holds for many of the cell components, we expect that realistically, the electrolyte replacement scenarios for the Ce-V RFB and VRFB may differ.

We expect crossover of active species to be a more significant issue for the Ce-V RFB system than the VRFB system, and as a result, the Ce-V RFB electrolyte would need to be replaced more frequently. Crossover of active species or solvent across the ion-exchange membrane occurs
due to pressure, potential, and concentration gradients,\textsuperscript{5} and results in a concentrated solution on one side of the RFB and a dilute solution on the other,\textsuperscript{6} which reduces the storage capacity and is called capacity fade. In our models, we assumed the ion exchange membrane was the standard Nafion membrane, which is a cation-exchange membrane. Although in ideal operation, only protons would be allowed from one compartment of the RFB to the other through Nafion, crossover of the vanadium or cerium cations can also occur. For the VRFB, which is symmetric, the crossover of active species does not result in permanent capacity fade, and the capacity can be recovered through rebalancing, where the positive and negative electrolytes are mixed so that the vanadium ion concentrations reach an equilibrium.\textsuperscript{5} Rodby et al. showed that the VRFB storage cost was minimized when rebalancing was conducted after capacity had reached 83\% of its initial value.\textsuperscript{5} Thus, replacement of the electrolyte would not be necessary in VRFB systems to address capacity fade. Because the Ce-V RFB has different ions in each electrolyte, the crossover of the active species could result in additional problems such as precipitation, membrane fouling, or electrode degradation,\textsuperscript{5} which could all result in permanent capacity fade, necessitating complete replacements of electrolyte material. As a result, the LCOE and LGHG of Ce-V RFB would increase relative to the VRFB due to the increased energy-dependent material costs. Future TEA-LCI studies should account for this capacity fade and resulting Ce-V RFB electrolyte replacement. Other strategies to address crossover that could be studied in future modeling work include using anion exchange membranes, which would not allow cations to transport through, or using Nafion with modifications, e.g., charge- or size-exclusion pores,\textsuperscript{5} which can be achieved through the sol-gel method and excludes larger cations like vanadium.\textsuperscript{6}
6.2.3 Addressing competitive side reactions

The oxygen evolution reaction (OER) and hydrogen evolution reaction (HER) have standard redox potentials at 1.23 V vs. SHE\textsuperscript{7} (in acid) and 0 V vs. SHE\textsuperscript{8}, respectively, which means that they could be occurring as side reactions for both the VRFB and Ce-V RFB systems. Competitive OER and HER were not explicitly addressed in our TEA-LCI study. Instead, the effect of these competitive reactions was accounted for by the faradaic efficiency, which is the percent of electrons used towards the desired reaction. The baseline roundtrip faradaic efficiency in both models was assumed to be 98%, however, the Ce-V RFB may have a lower faradaic efficiency than the VRFB because of the higher oxidizing potential at the positive electrode that could result in more significant rates of OER. Herein, we considered the effect of varying faradic efficiency on Ce-V RFB and VRFB LCOE and LGHG results in the sensitivity analysis and found that if the Ce-V RFB roundtrip faradaic efficiency were 90.25%, then its LCOE would be larger than the VRFB LCOE assuming a faradaic efficiency of 98%. Future TEA-LCI studies should include strategies for addressing parasitic side reactions.

Practical strategies for addressing OER and HER in other battery systems include electrolyte maintenance, valve regulation, and kinetic stabilization through electrolyte composition and electrode materials, and these strategies should be considered in future TEA-LCI modeling for Ce-based RFBs to determine which are appropriate. Electrolyte maintenance and valve regulation are strategies that help to offset the evolution of hydrogen at the cathode and oxygen at the anode. The lead (Pb)-acid battery has an open circuit voltage (OCV) between 2-2.15 V, which is significantly greater than the water stability window of 1.5 V\textsuperscript{9}, and as such, some HER and OER occur, which causes the water content of the battery to decrease overtime and can decrease the lifetime of Pb-acid batteries. In unsealed Pb-acid batteries, water is added periodically.
to the battery to make up for this water hydrolysis. Another technique for Pb-acid batteries is to use valve-regulation to capture the H₂ and O₂ that is formed and catalytically react the gases to form water, which eliminates the need for electrolyte maintenance, i.e., the addition of water.⁹ These systems use pressure-release valves to control the internal pressure. In RFBs, additional reactors that are separate from the RFB have been used to evolve H₂ and O₂ from the electrolyte in order to control the production of hydrogen and oxygen in the actual RFB.⁹ Electrolyte engineering has been used to inhibit HER and OER. For instance, the pH of the electrolyte can be increased to decrease proton concentration, which reduces the rate of HER possible.⁹,¹⁰ Altering the pH, however, can have adverse effects on electrode stability¹² and redox potential and solubility.¹¹ Very concentrated electrolytes, also referred to as “water-in-salt” electrolytes, have also been used in aqueous batteries to reduce the amount of water available for HER and OER, and polar protic solvents can be used to change hydrogen bonding networks.⁹ These strategies have a potential downside of increased viscosity and higher cost solvents. Another strategy is molecular crowding, in which agents such as polyethylene glycol are used to alter the hydrogen bonds of water in order to suppress water activity.¹¹ Finally, electrodes that suppress HER and OER have been explored for aqueous energy storage systems, for instance, lead, zinc, and bismuth have all been reported to be “HER anticatalysts,” because of their large HER overvoltages, and mixed metal oxides and metal organic frameworks inhibit OER.¹² Mixed metal oxides used at the anode in the chloro-alkali process are a promising anode for Ce-based RFBs which will be discussed in more detail in Section 6.4.2. These practical strategies for mitigating the competitive HER and OER should all be considered in a TEA-LCI model for a Ce RFB to determine which are cost-effective and result in the least increase in emissions. Guidelines for assessing the performance versus cost increase of an electrolyte or electrode are addressed further below in Section 4.6.3.
6.2.4 Incorporation of additional capital and operating costs

Conventionally, technoeconomic analyses should include fixed and working capital costs, as well as fixed, variable, and general operating costs.\textsuperscript{13} Capital costs are one-time expenses, and fixed capital costs refer to all equipment purchases and construction, while working capital cost includes startup costs such as salaries and raw material. Variable operating costs, such as raw materials, waste treatment, utilities, and labor, scale with the operating rate, while fixed and general operating costs do not. Examples of fixed operating costs are insurance and taxes, and marketing, administration, and research and development costs are examples of general operating costs.\textsuperscript{13} In this study, we created an economic analysis that paralleled the life cycle inventory, so only costs associated with raw materials (working capital), equipment (fixed capital), and electricity delivery (variable operating) were included. It was assumed that capital costs like construction costs and operating costs like labor and taxes would be the same between a Ce-V RFB and a VRFB and thus could be neglected for the purposes of comparing the costs of the two systems. For a more accurate cost of energy storage value for both RFBs, however, these types of costs should be incorporated. Previous TEAs of the VRFB have included factors such as operating cost and labor, which were estimated to be 40 $/kW/yr and 1 $/kWh, respectively.\textsuperscript{14}

Another engineering consideration for the RFB is the balance of plant (BOP). BOP for an RFB generally includes components such as electrolyte storage tanks, recirculation loops for reactants, a power conversion system (PCS), and a system controller.\textsuperscript{15} BOP costs can be influential to the overall cost of the RFB, for instance Mongird et al. reported that a VRFB BOP can account for 20\% of the total cost of storage.\textsuperscript{16} BOP costs are also known to be significant for a similar type of technology, the proton exchange membrane (PEM) fuel cell. In PEM fuel cells, the BOP is a collection of auxiliary systems that are needed for the fuel cell operation, including
air compression, humidification, and cooling, which all take power away from the output.\textsuperscript{17} It is important that BOP be appropriately modeled to obtain an accurate assessment of the BOP costs. In our TEA-LCI model, we sized the electrolyte storage tanks based on the amount of active species needed at a specific current density and had a separate line-item cost for the PCS, but the remainder of the BOP costs were lumped into one aggregate number that was not dependent on the size of the system. This is a limitation of the current model that should be revised in future iterations of TEA-LCI models of Ce-based RFBs.

\textbf{6.2.5 Practical aspects of sensitivity analysis}

The purpose of the sensitivity analysis was to determine the relative effect of the kinetic and thermodynamic parameters, as well as the faradaic efficiency and cost, emissions intensity, and solubility of the active species, on overall cost and emissions of the RFB systems. The relative effect of each parameter was studied in \textbf{Chapter 3} by individually increasing/decreasing the value of each parameter by 20\% to see the resulting impact on either minimum LCOE or LGHG, except for the redox potential and faradaic efficiency, which were changed by 200 mV and 2\%, respectively. This type of sensitivity analysis is a simple way to determine which factors are most important and should be focused on in future research efforts as well as to highlight which factors need to have more certainty in their values and for which values large uncertainties can be tolerated.

A downside to this type of sensitivity analysis, however, is that there is no practical consideration as to whether the modeled increase or decrease is realistic, or if the change in one parameter will influence another parameter. For instance, while the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} redox potential has actually been observed to vary by up to 300 mV from the standard redox potential value in HICO\textsubscript{4},\textsuperscript{18} the V\textsuperscript{2+}/V\textsuperscript{3+} redox potential and V\textsuperscript{4+}/V\textsuperscript{5+} redox potentials have not been observed to vary
by 200 mV. As discussed in greater detail in Chapter 3, the VRFB OCV can be increased from 1.26 V (expected from the V$^{2+}$/V$^{3+}$ and V$^{4+}$/V$^{5+}$ standard redox potentials) to 1.4 V by varying the electrolyte proton concentrations as well as through the Donnan potential.\textsuperscript{19} Thus, efforts to improve the VRFB LCOE or LGHG should not only focus on trying to improve the thermodynamics of the system, despite the V$^{4+}$/V$^{5+}$ redox potential being highly influential on LCOE and LGHG. Additionally, many of the factors that were varied individually would not in actuality be independent of each other. As an example, if a catalyst were identified that resulted in increased exchange current density, it is likely that the Tafel slopes equally would be improved, i.e., decrease in value. Additional parameters should be included in the sensitivity analysis that address performance factors other than kinetics and thermodynamics, such as limiting current. Additionally, if an increase in kinetics were obtained through changes to the electrolyte, i.e., through electrolyte engineering, then the thermodynamics would most likely be altered as well, especially for the Ce$^{3+}$/Ce$^{4+}$ system for which we know the electrolyte controls both the thermodynamics and kinetics. This concept is explored more rigorously in Section 6.4 for the Ce$^{3+}$/Ce$^{4+}$ chemistry, but future iterations of a TEA-LCI model of Ce- and V-based RFBs should consider the practical aspects of changing performance parameters in a sensitivity analysis. Finally, we assume that a change in a performance parameter obtained from bench scale experiments will translate to the same change in a flow battery set up, despite no flow battery performance testing. A comparison of the modeled change in performance and the observed change in real flow battery performance with a change in parameter, e.g., through selection of a different electrolyte or electrode material, should be conducted to validate the sensitivity analysis findings.
6.2.6 Other Ce-based RFBs

As mentioned in Chapter 1, in addition to Ce-V RFBs, the Ce\(^{3+}/\text{Ce}^{4+}\) chemistry has been paired with the H\(_2\)/H\(^+\) and Zn/Zn\(^{2+}\) chemistries at the negative electrode in lab-scale RFB performance tests. These other likely chemistries were not modeled in the TEA-LCI model in Chapter 3 and should be considered in future Ce-based RFB TEA studies. Hydrogen is considered advantageous as the negative active species in RFBs because it is inexpensive, has fast redox kinetics, and it can be easily separated from positive electrolyte liquid in the event of crossover.\(^{20}\) Additionally, the infrastructure for a proton-exchange membrane fuel cell, which is a more mature technology that uses hydrogen, can inform the design of a H\(_2\)-based RFB.\(^{20}\) Depending on the acid used for the Ce electrolyte, the Ce-H\(_2\) RFB would have an OCV ranging from 1.44-1.74 V. Lab-scale studies of a Ce-H\(_2\) RFB cell have demonstrated a maximum discharge power of 895 mW/cm\(^2\) and an energy efficiency of 90% at elevated temperatures.\(^{20}\) Future TEA-LCI models should incorporate this reported performance to determine the expected cost and emissions of the Ce-H\(_2\) RFB compared to the VRFB.

Given the more negative redox potential of the Zn/Zn\(^{2+}\) (−0.76 V vs. SHE\(^{21}\)) redox couple than V\(^{2+}/\text{V}^{3+}\) (−0.26 V vs. SHE\(^{21}\)), which would lead to a significantly wider voltage window, it is anticipated that the cost of the Ce-Zn RFB would be further reduced relative to the Ce-V RFB. The cost of zinc (\(~3 \$/kg\(^{22}\)) is significantly lower than V\(_2\)O\(_5\), which would further drive down cost. One previous preliminary economic assessment of the capital costs of a Ce-Zn system relative to a VRFB exists,\(^{23}\) which indicated that the Ce-Zn RFB was less expensive than the VRFB. The cost of charging the electricity grid was not incorporated in this study, however, and so additional modeling of the Ce-Zn costs is merited.
6.2.7 Availability of active species

Estimates of the global 2021 production rate of Ce range between 24,000\textsuperscript{24}-106,000 metric tons.\textsuperscript{4,25} Assuming an operating current density of 63.7 mA/cm\textsuperscript{2}, which was the optimal current density to minimize Ce-V RFB LCOE (Chapter 3), the discharge efficiency of the Ce-V RFB is 71.4\%. At these conditions, the amount of Ce needed per kWh of electricity delivered is 29.26 mol Ce/kWh\textsubscript{d}. Thus, according to Eq. 6.1 below, the total amount of storage capacity possible for Ce-V RFBs if we assume an annual production rate of cerium of 106,000 metric tons and a 12-hour discharge time is 2.15\times10\textsuperscript{6} kW per year. This means that by 2050, we could supply approximately 60 GW of additional storage capacity through Ce-V RFBs, if all of the global supply of Ce were used in Ce-V RFBs. Given the 24 GW of storage capacity currently available in the U.S.,\textsuperscript{26} this amounts to 84 GW of total storage capacity by 2050, which corresponds to a renewable energy electricity grid penetration level between 60\% and 70\% by 2050.\textsuperscript{27}

\[
\text{Annual Storage Capacity (kW) = } \frac{\text{Production rate (g/yr)}}{\text{MW} \times \text{Ce (g/mol)}} \times \frac{1 \text{kWh}_d}{29.26 \text{ mol Ce} \times \text{discharge time (hr)}} (6.1)
\]

Additionally, global reserves of rare earth oxides are estimated at approximately 120 million metric tons,\textsuperscript{4} where reserves refers to the amount of a resource that could feasibly be extracted. Since Ce makes up approximately 38\% of rare earth oxides by mass,\textsuperscript{25} if all of the cerium available in reserves were used in Ce-V RFB, we would have a total available storage capacity of \textasciitilde930 GW. While this calculation provides an indication of the potential storage capacity of Ce in Ce-V RFB, practical considerations related to the current use and availability of Ce remain.

Extraction processes to obtain Ce from rare earth oxides, competition with current uses of Ce for supply, and geographical availability of Ce are all important considerations of using Ce in
RFB applications. Cerium is the most abundant of the rare earth elements and is extracted from rare earth ores such as bastnäsite (REE-CO$_3$F)$_{25}$ monazite (REE-PO$_4$)$_{25}$ and loparite (REE-(Ti,Nb)O$_3$)$_{28}$ On average, cerium makes up 38% of rare earth oxides. The 4+ oxidation state of cerium is unique among rare earth elements, providing a convenient means of extracting cerium from the other rare earth elements. To extract Ce, acid leaching and selective oxidation processes are typically employed. For instance, at the Molycorp Mountain Pass, U.S. mine, the bastnäsite is baked at 620 °C, which causes CO$_2$ to be emitted and oxidizes Ce$^{4+}$. Then, this product is exposed to HCl, and the non-cerium components dissolve so that the cerium concentrate can be collected. Ce can also be extracted through sulfuric acid double salt precipitation. We expect that as cerium production rates increase, extraction methods will become more cost and emissions intensive as the rare earth oxides become less abundant, and this effect could be modeled through an increase in productions cost or emissions in a TEA-LCI model. Cerium oxide is currently used in catalytic converters, as a glass additive, in glass polishing additives, and in casting alloys. It is estimated that as of 2010, 19,000 metric tons of cerium oxide were used in catalytic converters in the U.S., and approximately 15,000 metric tons of cerium oxide is used in the glass industry as of 2015. While the glass industry consumption of cerium oxide represents a potential source of competition with using cerium in RFB applications, cerium is considered a low value byproduct of other more valuable REEs that are used in permanent magnet applications. Cerium has been noted to be returned to the mine at additional cost. Recent work has focused on identifying high-volume and high-value applications for Ce so that rare earth mining becomes more economical overall. Thus, by establishing a large market for Ce in RFB applications, the rare earth supply chain would become more economical. Additionally, it is expected that electric vehicles will grow to be 31% of the global vehicle market by 2050, and as electric vehicles become more prevalent
than internal combustion engines, the need for catalytic converts will decrease, representing a significant supply of additional cerium oxide that will become available for RFB applications. Finally, the geographic availability of cerium remains a concern that should be addressed if Ce-based RFBs are to be used in the U.S. The U.S. production of rare earth oxides in 2021 accounted for approximately 15% of the global production, whereas production in China accounted for 60%.

Production in Australia and Burma accounted for 8% and 9%, respectively, of global production. Given the volatility of trade relations between the U.S. and China, it will be important to identify a domestic supply of cerium in the U.S. To this end, in 2021, the U.S. DOE pledged 30 million dollars to advance the rare earth supply chain in the U.S., underscoring the growing importance of rare earth elements, including cerium.

In addition to having a growing market, cerium is more abundant than vanadium, which is the active species in the state-of-the-art for RFBs. The global annual production of vanadium is 110,000 metric tons, which is comparable to the global annual production of cerium. However, the global reserves of vanadium are 24 million metric tons, compared to cerium’s 46 million metric tons. The fact that cerium reserves are approximately double those of vanadium means that significantly more storage capacity could be available from Ce-based RFB systems than from VRFBs. Cerium should be considered a key strategy in future energy storage applications. This section has presented the opportunities for future TEA-LCI modeling work, as well as highlighted the practical considerations such as electrolyte maintenance, electrode selection, and cerium availability that must be accounted for if Ce is to be used in RFB applications. Section 6.3 will present the limitations of the experimental studies conducted in Chapters 4 and 5 in order to underscore the additional work that should be completed to better understand the structures, thermodynamics, and kinetics of the Ce$^{3+}$/Ce$^{4+}$ redox reaction for RFB systems.
6.3 Limitations of experimental work and implications for predicting RFB performance

The goal of this section is to highlight the limitations in the spectroscopy and kinetics measurements of the dissertation as well as to suggest future areas of work that would strengthen the conclusions drawn from the experimental work and allow us to better link the fundamental structural and kinetics information collected here to RFB performance. The difference in cerium concentrations used in the TEA-LCI models and used in spectroscopy and kinetic measurements is addressed in Section 6.3.1. In Section 6.3.2, the lack of experimental study of the Ce⁴⁺ structure is addressed and recommendations for techniques to resolve the experimental difficulties we faced are proposed. The limitations of the kinetics studies are highlighted in Section 6.3.3, and the implications of these limitations for predicting Ce kinetic activity in RFB systems is discussed.

6.3.1 Experimental concentrations of Ce compared to RFB modeled concentrations

Due to experimental limitations, the cerium concentrations were lower in the spectroscopy and kinetics measurements than were modeled in the TEA-LCI models, which could lead to a difference in the relevant charge transfer mechanism that is prevalent for the RFB. To maximize energy storage capacity, we assumed that the concentration of cerium in the Ce-V RFB would be the solubility limit of Ce⁴⁺ in 2 M H₂SO₄, which is 0.35 M. The Ce L₃-edge EXAFS spectra collected of Ce³⁺ and Ce⁴⁺ in Chapter 4 were collected at cerium concentrations of 0.1 M, however, because higher cerium concentrations would have caused attenuation of the X-ray in the sample. The Ce K-edge EXAFS of Ce³⁺ and Ce⁴⁺ were conducted at 0.05 M Ce concentration again due to attenuation limitations (Chapter 5). We demonstrated that at the conditions tested, there was no evidence of Ce³⁺-anion complexation, whereas we determined that Ce⁴⁺ was complexed by three bisulfates in 2 M H₂SO₄. This experimental evidence, coupled with DFT calculations, led us to conclude that the anion complexation of Ce⁴⁺ was responsible for the shift
in Ce$^{3+}$/Ce$^{4+}$ redox potential with acid. As discussed in Section 1.4.2, however, there has been evidence of Ce$^{3+}$-anion complexation with sulfate, nitrate, and chloride reported previously, especially at higher concentrations of chloride. This discrepancy could be due to differences in the cerium or acid concentrations selected in our study versus these previous studies. Although we did study the structures of the Ce$^{3+}$ or Ce$^{4+}$ ions in 2 M acids, which was the concentration of H$_2$SO$_4$ assumed for the RFB model, it is possible that the cerium ionic structures may differ at conditions used in the RFB. It is also possible that dimeric Ce$^{3+}$ or Ce$^{4+}$ structures could form at higher concentrations of cerium that are relevant for RFBs. A difference in structures could lead to differences in the charge transfer mechanism, e.g., the CE mechanism may become less favorable, because the reorganization energy for species with similar solvation structures is typically expected to be lower, and the electron transfer may instead occur between the anion-complexed Ce$^{3+}$ and Ce$^{4+}$ species, precluding the need for a chemical step. We collected UV-Vis of Ce$^{3+}$ at a variety of concentrations in 2 M MSA and 2 M H$_2$SO$_4$ and found no evidence of a structural change between 0.5 mM and 5 mM (Fig. 6.1), but we could not test at higher concentrations of cerium because the UV-Vis absorption signal became too large. Additionally, in our kinetic measurements, we were not able to obtain reproducible kinetic measurements on Pt with cerium concentrations greater than 0.05 M, which we hypothesized was due to the formation of a Pt oxide in the presence of a large cerium concentration. It is possible that at the higher concentration of cerium assumed in the RFB, the kinetic behavior might change, and the CE mechanism may no longer be relevant. To confirm whether our proposed CE mechanism determined at lower cerium concentrations in a batch electrochemical cell is relevant for RFB applications, the performance of a Ce-V pilot-scale RFB using H$_2$SO$_4$ and a weaker-complexing electrolyte like MSA should be
compared, to see if the hypothesis that a weaker Ce$^{4+}$-anion complex would result in faster kinetics holds.

![Figure 6.1. UV-Vis spectra of Ce$^{3+}$ prepared from Ce$_2$(CO$_3$)$_3$ at a variety of concentrations in (a) 2 M MSA, and (b) 2 M H$_2$SO$_4$.](image)

### 6.3.2 Experimental evidence of Ce$^{4+}$ structures

Due to difficulties in preparing a stable Ce$^{4+}$ oxidation state in acids other than H$_2$SO$_4$ during EXAFS measurements, we were not able to experimentally determine the Ce$^{4+}$ structures in acids other than H$_2$SO$_4$, and future work should focus on obtaining experimentally derived Ce$^{4+}$ structural information in acids that are relevant for battery applications. While at the Advanced Photon Source synchrotron facility at Argonne National Laboratory to collect EXAFS measurements, we were not able to prepare 100% Ce$^{4+}$ samples in MSA and HNO$_3$ through oxidation with a graphite rod inserted into a carbon felt as the working electrode. We attribute this difficulty to the fact that the Ce$^{3+}$/Ce$^{4+}$ redox potentials in MSA and HNO$_3$ are higher at 1.61 V vs. SHE than in H$_2$SO$_4$ (1.44 V vs. SHE). The higher redox potential means that at the same applied oxidation potential, more of the overvoltage will go towards the competitive OER in MSA and HNO$_3$ than in H$_2$SO$_4$. As a result of this preparation difficulty during EXAFS measurements, we
were only able to measure the EXAFS of Ce\(^{4+}\) in H\(_2\)SO\(_4\). Previously we had been able to prepare Ce\(^{4+}\) in solutions of 2 M HCl, MSA, and H\(_2\)SO\(_4\) through oxidation of Ce\(^{3+}\) using a combination of a carbon felt and graphite rod, possibly due to longer oxidation periods or less corroded graphite rode. We investigated these Ce\(^{4+}\) solutions using UV-Vis (Chapter 4), which showed that a change in complexation for Ce\(^{4+}\) with acid was occurring, because the peak location and heights changed with acid. While the UV-Vis was experimental evidence of Ce\(^{4+}\) anion complexation, it did not elucidate the structure, e.g., coordination number or bond length of the surrounding anions to Ce\(^{4+}\). Instead, we relied on DFT calculations to show the favorable free energy of Ce\(^{4+}\) anion complexation relative to water coordination. Using DFT, we proposed a structure of [Ce\(^{IV}\)(H\(_2\)O)\(_8\)X\(^{-n}\)]\((4-n)^{+}\) for Ce\(^{4+}\) in all acids considered except HClO\(_4\): H\(_2\)SO\(_4\), MSA, TFSA, HNO\(_3\), HCl, H\(_2\)NSO\(_3\)H.

We showed through our EXAFS of Ce\(^{4+}\) in H\(_2\)SO\(_4\), however, that the Ce\(^{4+}\) structure in H\(_2\)SO\(_4\) was most likely [Ce\(^{IV}\)(H\(_2\)O)\(_6\)(HSO\(_4\))\(_3\)]\(^{+}\), not [Ce\(^{IV}\)(H\(_2\)O)\(_8\)SO\(_4\)]\(^{2+}\). Since it is difficult to predict which structures should be modeled using DFT, additional work to isolate the structure of Ce\(^{4+}\) in other acids relevant to batteries should be undertaken using EXAFS.

Accurate knowledge of the Ce\(^{4+}\) structure is integral to determining the Ce\(^{3+}/Ce^{4+}\) charge transfer mechanism in an acid, and an understanding of the charge transfer mechanism is necessary to controlling the kinetics for any acid being considered for RFB applications. Given the higher redox potentials of Ce\(^{3+}/Ce^{4+}\) in HNO\(_3\) and MSA (1.61 V vs. SHE), which is promising for use in an RFB, we suggest that identification of the Ce\(^{4+}\) structures in these two acids be a priority for future research. To address the difficulty of Ce\(^{4+}\) preparation in acids with higher redox potentials than H\(_2\)SO\(_4\), precursors and OER-sluggish electrodes can be employed. For instance, we determined through titration (see Chapter 2 for method) that 100% Ce\(^{4+}\) can be prepared in HNO\(_3\) by dissolving ceric ammonium nitrate, and if this method were employed at a synchrotron facility,
then EXAFS could be collected immediately after preparation to determine the coordination number and bond distance of the Ce$^{4+}$-nitrate complex in HNO$_3$. Additionally, we explored oxidation of Ce$^{3+}$ prepared from Ce$_2$(CO$_3$)$_3$ to Ce$^{4+}$ in MSA using a mixed metal oxide from De Nora and found that mixtures of Ce$^{3+}$ and Ce$^{4+}$ can be obtained. The XAFS data processing software ATHENA$^{34}$ has linear combination fitting capabilities that could be used to deconvolute the Ce$^{3+}$ and Ce$^{4+}$ spectra to isolate the structure of Ce$^{4+}$ in MSA, since the spectrum of Ce$^{3+}$ in MSA is known (Chapter 4). Identification of the Ce$^{4+}$ structure in HNO$_3$ and MSA would help to inform the charge transfer mechanism in each of these acids, which could then be used to determine how best to optimize the kinetics in each of these acids.

In addition to uncertainty in the structures of Ce$^{4+}$ in acids other than H$_2$SO$_4$, we were not able to experimentally prove the existence of the Ce$^{4+}$ intermediate proposed in the CE mechanism in Chapter 5, [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$. Experimental determination of intermediates in catalysis and electrochemistry through spectroscopy is notoriously difficult because the reactions are fast.$^{35}$ Instead of using spectroscopy to isolate the existence of the [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$ species, we demonstrated that the Ce$^{3+}$/Ce$^{4+}$ experimental kinetic measurements could be fit quite well with the rate law derived from the CE mechanism in which the [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$ species was assumed to exist. By demonstrating that the rate law was consistent with experimental kinetics, we provided proof that the [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$ species existed, but additional spectroscopy evidence would help strengthen this claim. One possible way to investigate the existence of the [Ce$^{IV}$(H$_2$O)$_9$]$^{4+}$ intermediate would be to use X-ray photoelectron (PE) spectroscopy to measure the vertical ionization energy (VIE) of Ce$^{4+}$ in H$_2$SO$_4$ versus HClO$_4$, in which Ce$^{4+}$ is known to not be complexed by perchlorate anions.$^{36-39}$ X-ray PE spectroscopy works by bombarding a sample with X-rays and measuring the number of emitted photoelectrons over a range of energies.$^{40}$ Yepes at
al.\textsuperscript{41} showed that PE spectra can be used to obtain the VIE of transition metal ions in aqueous solutions, which is the amount of energy that it takes for the electronic transition to take place in a non-equilibrium state, i.e., without the nuclear relaxation of the solute-solvent interactions. The VIE has been reported to be affected by anion complexation,\textsuperscript{41} so if we show that the VIE for the Ce\textsuperscript{3+/4+} charge transfer in H\textsubscript{2}SO\textsubscript{4} is the same as the VIE in HClO\textsubscript{4}, in which we know the Ce ions are not complexed by ClO\textsubscript{4} anions, that would suggest that the same intermediate Ce\textsuperscript{4+} species is present in both H\textsubscript{2}SO\textsubscript{4} and HClO\textsubscript{4}, suggesting a water coordinated species. Further work would need to be done to determine whether this species is the [Ce\textsuperscript{IV}(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{4+} structure we proposed or a Ce\textsuperscript{4+-hydrolyzed dimer, which is known to occur in HClO\textsubscript{4}.\textsuperscript{36-38} X-ray PE spectroscopy represents an interesting way to further probe the intermediate of the Ce\textsuperscript{3+/4+} charge transfer in H\textsubscript{2}SO\textsubscript{4}.

6.3.3 Limitations of kinetics measurements for RFB applications

The small number of electrode materials and acidic solutions considered for the Ce\textsuperscript{3+/4+} kinetic studies limit our ability to make predictions about Ce-based RFB performance. To determine the Ce\textsuperscript{3+/4+} charge transfer mechanism in \textbf{Chapter 5}, kinetic measurements were collected in H\textsubscript{2}SO\textsubscript{4} on two rotating disk electrode (RDE) materials: platinum (Pt) and glassy carbon (GC). While the activity on Pt and GC were similar, suggesting outer-sphere behavior, this trend should be confirmed by studying the Ce\textsuperscript{3+/4+} kinetics on three electrode materials with the same experimental conditions, e.g., acid concentration, electrochemical cell, reference electrode, counter electrode, temperature, and Ce\textsuperscript{3+} and Ce\textsuperscript{4+} ion concentrations. Ce\textsuperscript{3+/4+} kinetic studies have been conducted on gold, iridium, and boron doped diamond previously (see \textbf{Chapter 1}), and these materials would all be good candidates for a third electrode. The kinetics should also be studied in additional acids that are relevant for RFB applications such as HNO\textsubscript{3} and MSA. Our
findings in Chapter 5 indicate that the kinetics will be controlled by complexation strength of the acidic anions if the CE mechanism holds for different acids. If the CE charge transfer mechanism were found to accurately describe the kinetics in HNO₃ or MSA as well as H₂SO₄, then we could make stronger claims about the expected kinetic activity in additional acids. Being able to make predictions about the expected kinetic activity in additional acids would advance the goal of using Ce in RFB applications by allowing us to screen a large range of acids based on their Ce³⁺/Ce⁴⁺ redox potential to determine which would result in increased thermodynamic and kinetic performance. This possibility is discussed in more detail further below. In addition to considering how the number of electrodes and electrolytes considered in the kinetic measurements affect the conclusions we can draw about expected Ce RFB performance, the active species concentration of the kinetics should also be considered.

The kinetic measurements performed in Chapter 5 to determine the Ce³⁺/Ce⁴⁺ charge transfer mechanism were conducted at lower cerium concentrations than would be relevant for RFB applications, which limits our understanding of the Ce³⁺/Ce⁴⁺ charge transfer behavior in RFBs. To obtain reproducible Ce³⁺/Ce⁴⁺ kinetic measurements in H₂SO₄, we limited the Ce concentration to 0.05 M, because at higher concentrations like 0.15 M, reproducible data at intermediate concentrations of Ce⁴⁺ on the Pt electrode could not be obtained. We hypothesize that the inconsistent exchange current densities collected at 0.15 M total cerium are because of the effect of cerium on oxide formation on Pt. We collected EXAFS of Pt nanoparticles in sulfuric acid and found that the Pt nanoparticles in the presence of Ce were significantly more oxidized than Pt in the absence of Ce at the same applied potential. We hypothesize that at higher concentrations of total Ce, the Pt is more oxidized, which decreases the activity. Decreased kinetic activity on an oxidized platinum surface have been reported previously for other outer-sphere
redox couples\textsuperscript{42} as well as the cerium redox couple\textsuperscript{43,44} Thus, when operating at 0.15 M, more consistent pre-treatment of the Pt RDE such as the scheme suggested by Randle and Kuhn\textsuperscript{45} would be required to ensure that the Pt oxide that forms is consistently reproduced. The Ce concentration of 0.05 M is not relevant for RFB applications. In an RFB, we would want to maximize the active species concentration to increase the energy storage capacity, and so we would use the solubility limit of Ce in H\textsubscript{2}SO\textsubscript{4}, which ranges between 0.225 M and 0.150 M for H\textsubscript{2}SO\textsubscript{4} concentrations up to 2 M\textsuperscript{46} We expect that the exchange current density would increase with increased Ce concentration based on the rate law developed in Chapter 5, but additional kinetics measurements should be conducted to ensure that the charge transfer mechanism that we developed holds at higher Ce concentrations.

This section has demonstrated the limitations in the experimental work of the dissertation, primarily related to determination of the Ce\textsuperscript{4+} structures in relevant acids for RFBs as well as the kinetics measurements. We have showed that additional work should be completed to confirm the charge transfer mechanism in acids other than H\textsubscript{2}SO\textsubscript{4} that would be candidates for RFB electrolytes. The next section serves to provide an outlook for using Ce in RFBs, given the learnings of the TEA-LCI models from Chapter 3, the structural and thermodynamic study from Chapter 4, and the kinetics study from Chapter 5.

6.4 Synthesis of TEA-LCI, thermodynamic, and kinetic studies and outlook for Ce-based RFBs

In this section, we provide recommendations for future areas of research related to the electrolyte (Section 6.4.1) and electrode (Section 6.4.2) based on the findings of this dissertation. In Section 6.4.3, guidelines for material researchers are provided, so that increases in thermodynamics or kinetics can be assessed critically for their economic feasibility. Finally, an
outlook of the current state of Ce-based RFBs as well as areas of future work is presented in Section 6.4.4.

### 6.4.1 Electrolyte recommendations: Screening electrolyte activity through reorganization energy

The reorganization energy, which is the amount of energy it takes for a reactant and its surrounding solvent to transform to a product, is a useful metric of outer-sphere redox kinetics, and so we can use it to make predictions about the rate of Ce\(^{3+}/Ce^{4+}\) kinetics in different acids that are relevant for RFB applications. In Chapter 5, the rate law for the CE mechanism in which the electron transfer step was rate determining (CE, $E_{RDS}$) was the only rate law that was consistent with both Ce\(^{3+}/Ce^{4+}\) kinetic and structural information in H\(_2\)SO\(_4\). It is possible, however, that in other acids, the EC mechanism dominates, and thus the EC, $E_{RDS}$ rate law would be relevant. The rate laws for both the CE, $E_{RDS}$ and EC, $E_{RDS}$ mechanisms are functions of a preexponential factor $Z$, ligand exchange equilibrium constant $K$, and reorganization energy $\lambda$, meaning that if we know these values, then we can make predictions about the expected kinetic rates of the Ce\(^{3+}/Ce^{4+}\) redox reaction in acids for which we have not collected experimental measurements. See Chapter 5 for more information regarding $Z$, $K$, and $\lambda$. Herein, we conduct a brief analysis of the expected kinetic rates of the Ce\(^{3+}/Ce^{4+}\) redox reaction in several acids (H\(_2\)SO\(_4\), HClO\(_4\), HNO\(_3\), CH\(_3\)SO\(_3\)H, CF\(_3\)SO\(_3\)H, HCl) under two different sets of assumptions: (1) the CE, $E_{RDS}$ mechanism is dominant, and (2) the EC, $E_{RDS}$ mechanism is dominant.

First, if the CE mechanism still holds in other acids, we would expect the reorganization energy to be the same for the Ce\(^{3+}/Ce^{4+}\) redox reaction in each of the acids because it is the reorganization energy of the water-coordinated species, and the kinetic rates would depend only on the preexponential factor and ligand exchange equilibrium constant. While we cannot at present
predict how the preexponential factor $Z_2$ would vary with acid, we do know the trend in ligand exchange equilibrium constant values with acid based on our DFT-predicted anion complexation energies (Chapter 4), which agree qualitatively with the trend in redox potential shift from non-complexing HClO$_4$ to other acids. The order in DFT-predicted $K_1$ is HClO$_4$ > CH$_3$SO$_3$H > HNO$_3$ ~ CF$_3$SO$_3$H > H$_2$SO$_4$ > HCl, so the Ce$^{3+}$/Ce$^{4+}$ kinetic rate activity is expected to follow this order as well, with the least complexing acids exhibiting the fastest kinetics. Using the $CE$, $E$ RDS rate law developed in Chapter 5 and assuming $Z_2$ and $\lambda_2$ stay the same in HClO$_4$ as H$_2$SO$_4$, the kinetics are expected to increase by a factor of approximately 10,000 from H$_2$SO$_4$ to HClO$_4$. With this significant of a change, it is likely another step may become the RDS, or that an entirely different mechanism may dominate. While this is a significantly large factor, and there may be differences based on changes in $Z_2$, this analysis highlights how influential the complexing behavior is on the kinetics.

It is possible, however, that the $EC$ mechanism may be the dominant mechanism for the Ce$^{3+}$/Ce$^{4+}$ redox reaction in acids other than sulfuric acid. The $EC$ mechanism could dominate in other acids if the reorganization energy between the anion-complexed Ce$^{3+}$ and Ce$^{4+}$ species is lower than the water-coordinated species reorganization energy (87.1 kJ/mol) from Chapter 5. Using DFT, we calculated the reorganization energies expected for Ce$^{3+}$/Ce$^{4+}$ anion-complexed species using the same techniques as described in Chapter 5 for the water-coordinated species, and the reorganization energies for each of the anion complexes is included in Table 6.1. We find that the inner-sphere reorganization energy, $\lambda_i$, varies widely as the ligand structure of the Ce species changes, while $\lambda_o$ remains relatively consistent around 50 kJ/mol. Using the reorganization energies of the relevant anion-complexed species in Table 6.1 along with the ligand exchange equilibrium constant $K_4$ expected based on our previously reported Ce$^{3+}$ anion complexation free
energies (from Chapter 4) we expect the Ce\(^{3+}/Ce^{4+}\) kinetic activity to vary in the acids in the following way if the \(EC\) mechanism is dominant and the preexponential factor is assumed to be independent of acid: HCl ~ CF\(_3\)SO\(_3\)H > HClO\(_4\) > HNO\(_3\) > CH\(_3\)SO\(_3\)H. We were not able to determine a reorganization energy for the tri-bisulfate complexed Ce species due to computational constraints, so we do not include H\(_2\)SO\(_4\) in the acid screening analysis for the \(EC\) mechanism.

**Table 6.1.** DFT-predicted reorganization energies for Ce\(^{3+}/C^{4+}\) anion complexed species involved in \(E\) step of \(EC\) mechanism. Reorganization energies reported in terms of inner-sphere reorganization energy, \(\lambda_1\), outer-sphere reorganization energy, \(\lambda_0\), and total reorganization energy, \(\lambda\). DFT-predicted reorganization energies calculated in same manner as described in Chapter 5 for water-coordinated Ce\(^{3+}/C^{4+}\) species.

<table>
<thead>
<tr>
<th>Anion-complexed species</th>
<th>(\lambda_1) (kJ/mol)</th>
<th>(\lambda_0) (kJ/mol)</th>
<th>(\lambda) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ce(H(_2)O)_8]ClO(_4)]^{2+/3+}()</td>
<td>56.4</td>
<td>47.3</td>
<td>103.7</td>
</tr>
<tr>
<td>[Ce(H(_2)O)_8]CH(_3)SO(_3)]^{2+/3+}()</td>
<td>60.2</td>
<td>50.3</td>
<td>110.5</td>
</tr>
<tr>
<td>[Ce(H(_2)O)_8]NO(_3)]^{2+/3+}()</td>
<td>63.7</td>
<td>50.2</td>
<td>113.9</td>
</tr>
<tr>
<td>[Ce(H(_2)O)_8]CF(_3)SO(_3)]^{2+/3+}()</td>
<td>60.7</td>
<td>48.9</td>
<td>109.6</td>
</tr>
<tr>
<td>[Ce(H(_2)O)_8]Cl]^{2+/3+}()</td>
<td>61.5</td>
<td>49.6</td>
<td>111.1</td>
</tr>
</tbody>
</table>

As seen in Table 6.1, the reorganization energies for the anion-complexed Ce species are larger than the water-coordinated reorganization energy value of 87.1 kJ/mol. Thus, based on our hypothesis that the \(EC\) mechanism would only become relevant for an acid if the anion-complexed reorganization energy was less than the water-coordinated reorganization energy, we predict that the \(CE\) mechanism will continue to be dominant in the acids considered other than H\(_2\)SO\(_4\). Therefore, we recommend that MSA and HNO\(_3\) be used as the acid in the positive electrolyte for Ce-based RFBs, given their predicted faster kinetics and higher redox potentials than H\(_2\)SO\(_4\). Future work should confirm that the \(CE\) mechanism holds in these acids through kinetics measurements. Investigation of other electrolytes that result Ce\(^{3+}\) in anion complexation, which would mean that the redox potential would not shift down as dramatically from the standard redox potential value of 1.74 V vs. SHE should also be conducted. Future TEA-LCI models should consider the effects of switching to HNO\(_3\) or MSA or other promising electrolytes in terms of
overall cost, i.e., does the enhanced performance outweigh the increase in electrolyte cost. Electrolyte engineering guidelines will be provided in Section 6.4.3.

6.4.2 Electrode recommendations: Dimensionally stable anodes

Although the electrode is not expected to control the Ce\(^{3+}/Ce^{4+}\) kinetics because the Ce\(^{3+}/Ce^{4+}\) redox reaction is outer-sphere (Chapter 5), electrode factors like selectivity, stability, and cost can still have an impact on the overall cost and emissions of a Ce-based RFB. As mentioned in Section 6.2.3, OER will occur during oxidation of Ce\(^{3+}\) to Ce\(^{4+}\), i.e., charging of a Ce RFB, because its redox potential value of 1.23 V vs. SHE is similar to that of the Ce\(^{3+}/Ce^{4+}\) redox potential, e.g., 1.44 V vs. SHE in H\(_2\)SO\(_4\). This competition with OER results in a reduced roundtrip electrical efficiency of the system, which will result in higher energy storage costs and emissions. If an electrode that is still conductive but known to be a poor OER catalyst is used as the positive Ce electrode in the RFB, then roundtrip electrical efficiency will be increased. An additional issue for the Ce electrode is stability, because the high operating potentials and acidic solution cause carbon-based electrodes, which are the standard electrode used in VRFBs, to corrode.\(^{48}\) For this reason, a noble metal like Pt is often used. Noble metals are expensive, however, and so electrode materials that are selective towards the Ce\(^{3+}/Ce^{4+}\) redox reaction, stable in the highly corrosive electrolyte environment, and cost-effective are needed for Ce-RFB systems. We demonstrated in Chapter 3 the significant influence of the positive electrode material cost on the Ce-V RFB minimum LCOE.

Electrodes developed for chlorine evolution in the chloro-alkali industry are promising for Ce-based RFB applications. Dimensionally stable anodes (DSAs), which typically have a Ti base which serves as the conductive substrate with layers of metal oxide coatings overtop, have been shown to be effective in the chloro-alkali industry.\(^{49}\) In the chloro-alkali process, Cl\(^{-}\) is oxidized to
chlorine at the positive electrode, which occurs at similar potentials to OER. Chlorine evolution therefore has similar constraints when considering electrode selection as the Ce system, i.e., OER competition and corrosive potentials. While the original DSAs consisted of platinum group metals on top of the Ti base, dissolution was known to occur when polarization was reversed.\textsuperscript{49} To enhance stability of DSAs, mixed metal oxides that consist of platinum group metals like Pt, Ru, or Ir, and transition metals, like Ti, Ta, or Nb, are used overtop of the Ti base.\textsuperscript{49} The state-of-the-art DSAs for chlorine evolution are the family of RuO\(_2\)-IrO\(_2\)-TiO\(_2\) electrodes. Ru and Ir are also costly precious metals, however, and so efforts to explore precious metal-free chlorine evolution electrocatalysts are ongoing, with tin doping coupled with antimony to enhance conductivity showing promising selectivity.\textsuperscript{50} These mixed metal oxides should be considered for the Ce\(^{3+}\)/Ce\(^{4+}\) redox reaction in RFB systems, given their higher stability and selectivity than typical carbon-based electrodes. The cost of mixed metal oxides, especially Ru- or Ir-based systems, should be accounted for while assessing the overall viability of these electrodes in RFB systems. Guidelines on electrode engineering for Ce-based RFBs are discussed in the next section.

6.4.3 Guidelines for electrolyte and electrode engineering: Thermodynamics, kinetics, and cost tradeoff analysis

Concepts of electrolyte engineering and electrode design have been explored for a number of aqueous batteries and as such represent the relevant next step for enhancing Ce-based RFB systems. As described in Section 6.2.3, electrolyte engineering and electrode design have been used to address the competitive HER and OER in aqueous energy storage systems. Electrolyte engineering is also commonly used to enhance performance of aqueous batteries like the zinc ion battery through enhancement of cathode compatibility by adjusting electrolyte concentration or adding organic solvent as well as protection of the anode by increasing the salt concentration or
constructing an artificial solid electrolyte interface.\textsuperscript{51} For the Ce\textsuperscript{3+/4+} redox reaction, electrolyte engineering strategies should focus on exploring additives that enhance the kinetics of the redox reaction and also improve the redox potential, possibly through increased Ce\textsuperscript{3+} anion complexation or decreased Ce\textsuperscript{4+} anion complexation strength. Electrocatalysts are a significantly explored area for aqueous batteries with the goal of improving electrochemical activity, for instance, graphene, multi-walled carbon nanotubes, N-doping, and P-doping have all been explored as catalytic strategies for carbon-based electrodes for the VRFB.\textsuperscript{52} Electrode design for the Ce\textsuperscript{3+/4+} system should focus on stability, selectivity, and cost, since the Ce\textsuperscript{3+/4+} redox reaction is outer-sphere and therefore will not display a significant dependence of kinetics on electrode material. We showed in Chapter 3 that the cost of the positive electrode was highly influential to total system cost. We expect that a tradeoff between cost and enhanced performance will occur as new materials are explored for the Ce\textsuperscript{3+/4+} redox system. We provide guidelines for electrolyte engineering and electrode design next, based on the sensitivity analysis of the TEA-LCI model for the Ce-V RFB discussed in Chapter 3.

Analyzing the tradeoff between thermodynamic performance, kinetic performance, and material costs for the Ce-V RFB can help provide a roadmap for future electrolyte and electrode development for the Ce\textsuperscript{3+/4+} redox reaction. Because we’d expect that a new electrolyte being explored for its improvement in Ce\textsuperscript{3+/4+} redox potential would be more expensive than H\textsubscript{2}SO\textsubscript{4}, we calculated the increase in electrolyte cost that could be tolerated for a 200 mV in redox potential. We also calculated the increase in electrode cost that could be tolerated for an increase in Ce\textsuperscript{3+/4+} exchange current density. We found that the electrolyte cost could be increased by $1.83/kg of electrolyte if the redox potential were improved by 200 mV. For reference, the cost of H\textsubscript{2}SO\textsubscript{4} is $0.32/kg. For a doubling in Ce\textsuperscript{3+/4+} exchange current density, we determined that the
electrode cost could increase by $333/m². Additionally, it is possible that an electrolyte that improves thermodynamics may adversely impact kinetics, or vice versa. We determined that a 195 mV increase in redox potential is equivalent to the exchange current density doubling. These numbers can serve as guidelines for researchers as they explore new materials for the Ce-V RFB. For instance, if a new electrolyte is discovered that enhances thermodynamics by 200 mV, but it causes the exchange current density to become 10% of its original value, or the electrolyte is found to cost an additional $2/kg, then it is not currently an economically viable replacement for H₂SO₄.

6.4.4 Overall outlook on Ce-based RFBs

We demonstrated that the Ce³⁺/Ce⁴⁺ thermodynamics are controlled by the relative anion complexation of Ce³⁺ and Ce⁴⁺, with Ce⁴⁺ being preferentially complexed by anions in many acids relevant for battery applications. Additionally, we showed that the Ce³⁺/Ce⁴⁺ kinetics were outer-sphere, and we identified a possible charge transfer mechanism that suggests that cerium redox activity will be controlled by complexation strength. Our TEA-LCI models highlighted the importance of both thermodynamic and kinetic performance on a Ce-V RFB’s LCOE and LGHG. Our identification of the factors that control thermodynamics and kinetics can thus be used to further enhance the performance of Ce for RFB applications. Based on the lower minimum LCOE of the Ce-V RFB relative to the state-of-the-art VRFB, the Ce-V RFB should be seriously considered as an alternative RFB technology. There remain many practical challenges that must be addressed if a Ce-V RFB is to be integrated into the electricity grid, including crossover of cations that can lead to capacity fade, extraction of cerium reserves for large scale energy storage purposes, cost of positive electrode material, and management of the competitive hydrogen and oxygen evolution reactions. Improvements in Ce³⁺/Ce⁴⁺ thermodynamics and kinetics through electrolyte engineering and electrode design should be explored, bearing in mind the tradeoff
between performance and cost emphasized in Section 6.4.3. Overall, this dissertation demonstrated that the Ce$^{3+}$/Ce$^{4+}$ chemistry is promising for RFB applications, isolated some of the fundamental mechanisms that control the cerium thermodynamics and kinetics, and highlighted future areas of work that will be needed to see Ce-based RFB technologies become a reality.
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Appendices
**Appendix A**

**Spectroscopy characterization**

This Appendix contains additional spectroscopy data used to determine the structures of Ce\(^{3+}\) and Ce\(^{4+}\) in acidic solutions in Chapters 4 and 5. Extra UV-Vis spectroscopy data is included in Appendix A.1, and additional extended x-ray absorption fine structure (EXAFS) spectra and fitting results are included in Appendix A.2.

**A.1 UV-Vis spectroscopy**

We studied two different, non-carbonate precursors (Ce(CF\(_3\)SO\(_3\))\(_3\) in TFSA (Alfa Aesar, 98% purity) and reduced Ce(SO\(_4\))\(_2\) in H\(_2\)SO\(_4\)). We found that the UV-Vis absorbance peaks for the reduced Ce(SO\(_4\))\(_2\) sample in H\(_2\)SO\(_4\) do not change significantly compared to the Ce\(^{3+}\) spectrum prepared with cerium(III) carbonate (Figure A.1b), which suggests that Ce\(^{3+}\) complexation with carbonate is not occurring. While the intensity of the UV-Vis peaks at 190 nm and 210 nm did change for the Ce\(^{3+}\) sample prepared in TFSA from Ce(CF\(_3\)SO\(_3\))\(_3\) as compared to the sample in TFSA from cerium(III) carbonate (Figure A.1a), sparging the solution with N\(_2\) gas to remove carbonate as CO\(_2\) did not alter the UV-Vis spectrum significantly (Figure A.1c), and a spectrum of Ce\(^{3+}\) in TFSA with additional carbonate from Na\(_2\)CO\(_3\) also did not differ significantly, again suggesting that Ce\(^{3+}\) is not complexed by carbonate.
Figure A.1. UV-Vis absorbance as a function of wavelength at room temperature (T = 23 ± 1 °C) of (a) Ce³⁺ solutions in 2 M TFSA prepared from a triflate precursor (3 mM Ce(CF₃SO₃)₂ + 2 M TFSA), a carbonate precursor (1.5 mM Ce₂(CO₃)₃ + 2 M TFSA), and a combined triflate-carbonate precursor (1.5 mM Ce(CF₃SO₃)₂ + 0.75 mM Ce₂(CO₃)₃ + 2 M TFSA); (b) Ce³⁺ solutions in 2 M H₂SO₄ prepared from a carbonate precursor (1.5 mM Ce₂(CO₃)₃ + 2 M H₂SO₄) and a sulfate precursor (3 mM Ce(SO₄)₂ + 2 M H₂SO₄), which was then reduced electrochemically to Ce³⁺; (c) Ce³⁺ solutions in 2 M TFSA prepared from a carbonate precursor (1.5 mM Ce₂(CO₃)₃ + 2 M TFSA) before and after sparging with N₂ gas for 5 hours; and; (d) solutions of sodium carbonate in 2 M TFSA (4.5 mM Na₂CO₃ + 2 M TFSA) before and after sparging with N₂ gas for 5 hours as well as a Ce³⁺ solution in 2 M triflic acid prepared from the carbonate precursor (1.5 mM Ce₂(CO₃)₃ + 2 M TFSA) and a Ce³⁺ solution in 2 M TFSA prepared with the carbonate precursor with added sodium carbonate (1.5 mM Ce₂(CO₃)₃ + 4.5 mM Na₂CO₃ + 2 M TFSA).

A.2 EXAFS spectroscopy

A.2.1 Ce³⁺ EXAFS

Figure A.2 shows the results of fitting the EXAFS of Ce³⁺ in MSA (Chapter 4) with and without multi-electron excitation (MEE) correction. The fitting parameters of the MEE corrected EXAFS data of Ce³⁺ in all five acids with one Ce-O shell are included in Table A.1. The MEE correction causes an increase in the intensity of an unphysical feature centered at 1.3 Å, which introduces more uncertainty in the fit, as evidenced by the larger uncertainty values in the Ce-O distance, coordination number, and Debye-Waller factor, as well as the larger reduced $\chi^2$ value.
Since we are only fitting shells associated with the first coordination sphere, where MEE effects will not be as significant,\(^1\) we therefore did not correct for MEE effects before fitting the Ce\(^{3+}\) EXAFS data.

**Figure A.2.** Comparison of EXAFS spectra of the Ce L\(_3\)-edge for 0.1 M Ce\(^{3+}\) in 2 M MSA with and without correction for Multi-Electron Excitation (MEE) effects as well as their corresponding EXAFS fits with one Ce-O shell plotted in (a) \(k^2 \chi(R)\) Fourier transformed space (magnitude), (b) \(k^2 \chi(R)\) Fourier transformed space (imaginary), and (c) \(k^2 \chi(R)\) Fourier transformed space (real). The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å\(^{-1}\) in the k space.

**Table A.1.** MEE-corrected EXAFS fitting results for Ce\(^{3+}\) in TFSA, MSA, HCl, HNO\(_3\), and H\(_2\)SO\(_4\) from ARTEMIS, fitting with one Ce-O shell. Three parameters were varied: CN (coordination number), \(\Delta R\) (to obtain the scattering distance), and \(\sigma^2\) (Debye-Waller factor). \(S_0^2\) (amplitude reduction factor) and \(\Delta E_0\) were obtained by fitting the Ce\(^{3+}\) in triflic acid data, and then these same values were set as fixed global parameters for the fits of Ce\(^{3+}\) in the other four acids. \(S_0^2\) was 0.982 and \(\Delta E_0\) was 1.104 eV. All of the other parameters for the Ce-O shell were obtained by fitting.

<table>
<thead>
<tr>
<th>Acid</th>
<th>Ce-O shell</th>
<th>Reduced (\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R (Å)</td>
<td>(\sigma^2) (Å(^2))</td>
</tr>
<tr>
<td>TFSA</td>
<td>2.546±0.008</td>
<td>0.012±0.003</td>
</tr>
<tr>
<td>MSA</td>
<td>2.545±0.009</td>
<td>0.011±0.003</td>
</tr>
<tr>
<td>HCl</td>
<td>2.546±0.008</td>
<td>0.011±0.003</td>
</tr>
<tr>
<td>HNO(_3)</td>
<td>2.553±0.008</td>
<td>0.012±0.003</td>
</tr>
<tr>
<td>H(_2)SO(_4)</td>
<td>2.544±0.008</td>
<td>0.012±0.003</td>
</tr>
</tbody>
</table>

The Chapter 4 EXAFS data of 0.1 M Ce\(^{3+}\) in 2 M MSA, 2 M TFSA, 2 M HCl, 2 M H\(_2\)SO\(_4\), and 2 M HNO\(_3\) plotted in the k space (\(k^2\) weighted) are included in Figure A.3. EXAFS data in
the k space are especially useful to analyze the quality of the data, as quantified by the signal to noise ratio of the data.

Figure A.3. EXAFS spectra of the Ce L_{3}-edge plotted in k space (k^2 weighted) for 0.1 Ce^{3+} (0.05 M Ce_2(CO_3)_3) in (a) 2 M MSA, (b) 2 M TFSA, (c) 2 M HCl, (d) 2 M H_2SO_4, (e) HNO_3.

The real components of the Fourier transformed EXAFS spectra of the Ce L_{3}-edge for 0.1 M Ce^{3+} in 2 M MSA (Figure A.4a), 2 M H_2SO_4 (Figure A.4b), and 2 M HNO_3 (Figure A.4c) are shown along with the real components of their fits with one Ce-O shell. These spectra correspond to the spectra included in Chapter 4. The real component of the Fourier transformed EXAFS data is especially useful for providing amplitude and phase information. The good agreement between the real EXAFS spectra and the Ce-O fit within 1.6 and 2.6 Å suggests that Ce^{3+} is complexed solely by water molecules, which aligns with our UV-Vis and DFT results.
While the finalized fits of all of the EXAFS spectra for each Ce\(^{3+}\) sample included only a Ce-O shell in Chapter 4, several other water scattering paths were attempted that resulted in higher values of uncertainty in the fitting results and a higher reduced \(\chi^2\) value, signifying a poorer fit. Figure A.5 shows the fits of the EXAFS spectra of Ce\(^{3+}\) in MSA (Figure A.5a–c), H\(_2\)SO\(_4\) (Figure A.5d–f), and HNO\(_3\) (Figure A.5g–i) with one Ce-O shell and one Ce-H shell, because previous studies have shown improved fits of Ce EXAFS with the addition of the Ce-H path.\(^2\) The fits with the Ce-O and Ce-H shells of the EXAFS spectra of Ce\(^{3+}\) in TFSA and HCl were comparable to the fit of Ce\(^{3+}\) in MSA. Table A.2 contains the fitting results with one Ce-O shell and one Ce-H shell for all five Ce\(^{3+}\)-acid samples. The Ce-O bond distances for all five acids with the two shell fit (i.e., Ce-O and Ce-H shells) are all 2.53\(\pm\)0.009 Å, which is within 0.04 Å of our DFT predicted Ce-O bond lengths. The Ce-H distance is 3.07\(\pm\)0.04 Å in MSA, TFSA, HCl, and H\(_2\)SO\(_4\), while it is slightly higher at 3.08 \(\pm\)0.04 Å in HNO\(_3\). While the feature around 2.9 Å in Figure A.5 is partially captured by including the Ce-H shell, Table A.2 demonstrates that while the fitting results for the Ce-O and Ce-H two-shell fit are comparable, the uncertainty values are higher and the goodness of fit is worse than the fit with only the Ce-O shell fit. In addition to testing the fit of the Ce\(^{3+}\) EXAFS spectra with one Ce-O shell and one Ce-H shell, the addition of a multiple scattering
path (Ce-O-O) to the fit was also tested. However, the results from fitting including the Ce-O-O path gave physically unrealistic values of the Debye Waller factor ($\sigma^2$) for Ce$^{3+}$ in all acids. Therefore, we do not report the results of including the Ce-O-O path here.

Figure A.5. EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M MSA and a fit with a Ce-O shell and a Ce-H shell plotted in (a) $k^2 \chi(R)$ Fourier transformed space (magnitude), (b) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (c) $k^2 \chi(R)$ Fourier transformed space (real). EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M H$_2$SO$_4$ and fit with a Ce-O shell and a Ce-H shell in the (d) Fourier transformed space (magnitude), (e) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (f) Fourier transformed space (real). EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M HNO$_3$ and fit with a Ce-O shell and a Ce-H shell in the (g) Fourier transformed space (magnitude), (h) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (i) Fourier transformed space (real). All Ce sources were Ce$_2$(CO$_3$)$_3$. Inset geometries are the optimized structure of Ce[(H$_2$O)$_9$]$^{3+}$ from DFT, that were also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å$^{-1}$ in the k space.
**Table A.2.** EXAFS fitting results for Ce\(^{3+}\) in TFSA, MSA, HCl, HNO\(_3\), and H\(_2\)SO\(_4\) from ARTEMIS, fit with one Ce-O shell and one Ce-H shell. Three parameters were varied for each shell: CN (coordination number), ΔR (shell distance), and σ\(^2\) (Debye-Waller factor). The \(S_0^2\) (amplitude reduction factor) and Δ\(E_0\) were obtained by fitting the Ce\(^{3+}\) TFSA data with the Ce-O and Ce-H shells, and then these same values were set as fixed global parameters for the fits of Ce\(^{3+}\) in the other four acids. \(S_0^2\) was determined to be 1.095, while Δ\(E_0\) was determined to be -0.221 eV. All of the other parameters for the Ce-O shell were obtained by fitting, with CN for the Ce-H shell constrained to 2*CN of the Ce-O shell and σ\(^2\) for Ce-H set to the Ce-O σ\(^2\).

<table>
<thead>
<tr>
<th>Acid</th>
<th>Ce-O shell</th>
<th>Ce-H shell</th>
<th>Reduced (\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R (Å)</td>
<td>σ(^2) (Å(^2))</td>
<td>CN</td>
</tr>
<tr>
<td>TFSA</td>
<td>2.533±0.009</td>
<td>0.013±0.003</td>
<td>9.0±1.3</td>
</tr>
<tr>
<td>MSA</td>
<td>2.532±0.010</td>
<td>0.012±0.004</td>
<td>8.6±1.3</td>
</tr>
<tr>
<td>HCl</td>
<td>2.530±0.010</td>
<td>0.012±0.004</td>
<td>8.7±1.3</td>
</tr>
<tr>
<td>HNO(_3)</td>
<td>2.539±0.010</td>
<td>0.013±0.003</td>
<td>8.3±1.2</td>
</tr>
<tr>
<td>H(_2)SO(_4)</td>
<td>2.531±0.010</td>
<td>0.013±0.004</td>
<td>8.5±1.3</td>
</tr>
</tbody>
</table>

From Figure A.6a–c, it does not appear that including a Ce-Cl scattering path significantly improves the fit for the Chapter 4 EXAFS of Ce\(^{3+}\) in HCl. Although the reduced \(\chi^2\) value for the Ce-O and Ce-Cl shell fit of Ce\(^{3+}\) in HCl is smaller than the Ce-O shell fit, as can be seen in Table A.3, the reduced \(\chi^2\) values for the Ce-O and Ce-Cl shell fit of Ce\(^{3+}\) in MSA and TFSA (Figure A.6d–i) are also smaller than their Ce-O shell fit counterparts, in which there is no physical way for Cl\(^-\) to be present in the first coordination shell of Ce\(^{3+}\). Thus, the fit of the EXAFS data of Ce\(^{3+}\) in HCl that incorporates a Cl\(^-\) ion in the inner shell of Ce\(^{3+}\) does not result in a meaningful improvement, and it is concluded that Ce\(^{3+}\) is not complexed by Cl\(^-\) in at a concentration of 0.1 M in HCl. Although we have tested other possible fits of Ce\(^{3+}\) in MSA and TFSA with anion scattering paths, such as Ce-S, we discount these and thus do not report them here on the basis that the electronic information from UV-Vis is so similar between these three acids that the presence of an anion in the first coordination sphere is not realistic.
Figure A.6. EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M HCl and a fit with a Ce-O shell and a Ce-Cl shell plotted in (a) $k^2 \chi(R)$ Fourier transformed space (magnitude), (b) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (c) $k^2 \chi(R)$ Fourier transformed space (real). EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M TFSA and fit with a Ce-O shell and a Ce-Cl shell in the (d) Fourier transformed space (magnitude), (e) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (f) Fourier transformed space (real). EXAFS spectra of the Ce L$_3$-edge for 0.1 M Ce$^{3+}$ in 2 M MSA and fit with a Ce-O shell and a Ce-Cl shell in the (g) Fourier transformed space (magnitude), (h) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (i) Fourier transformed space (real). All Ce sources were Ce$_2$(CO$_3$)$_3$. Inset geometries are the optimized structure of Ce[Ce$_2$(H$_2$O)$_8$Cl]$_2^+$ from DFT, that were also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 3.0 Å, and 1.5 to 9.7 Å$^{-1}$ in the k space.
Table A.3. EXAFS fitting results for Ce$^{3+}$ in HCl, TFSA, and MSA from ARTEMIS, fit with a Ce-O shell and a Ce-Cl shell. Three parameters were used for each path: CN (coordination number), ∆R (shell distance), and σ$^2$ (Debye-Waller factor). $S_0^2$ (amplitude reduction factor) and $\Delta E_0$ were obtained by fitting the Ce$^{3+}$ TFSA data with 1 Ce-O shell, and then these same values were set as fixed global parameters for the fit of Ce$^{3+}$ in the other acids. $S_0^2$ was determined to be 0.970, while $\Delta E_0$ was determined to be 0.954 eV. The CN of the Ce-Cl shell was set to 1. All of the other parameters were obtained by fitting.

<table>
<thead>
<tr>
<th>Acid</th>
<th>Ce-O shell</th>
<th>Ce-Cl shell</th>
<th>Reduced $\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R (Å)</td>
<td>CN</td>
<td>$\sigma^2$ (Å$^2$)</td>
</tr>
<tr>
<td>HCl</td>
<td>2.533±0.007</td>
<td>7.8±0.9</td>
<td>0.007±0.002</td>
</tr>
<tr>
<td>TFSA</td>
<td>2.532±0.007</td>
<td>7.9±0.9</td>
<td>0.008±0.002</td>
</tr>
<tr>
<td>MSA</td>
<td>2.531±0.007</td>
<td>7.6±0.8</td>
<td>0.007±0.002</td>
</tr>
</tbody>
</table>

In Chapter 4, to determine whether Ce$^{3+}$ was complexed by nitrate anions in HNO$_3$, the EXAFS data of Ce$^{3+}$ in HNO$_3$ was fitted with a variety of paths related to scattering off of a nitrate anion. We considered various combinations of scattering paths associated with nitrate along with the Ce-O scattering shell, namely the following combination of scattering shells: Ce-O and Ce-N; Ce-O, Ce-N, and Ce-N-O; Ce-O, Ce-N, and Ce-O-N-O; and Ce-O, Ce-N, Ce-N-O, and Ce-O-N-O. All attempted fits with these scattering paths resulted in unreasonable (i.e., not physically possible) values of either R, CN, or $\sigma^2$. Thus, while there are previous studies that suggest Ce$^{3+}$ complexes with nitrate,$^3$ we conclude there is no evidence of Ce$^{3+}$-nitrate complexation from our EXAFS data.

We fitted the EXAFS data of Ce$^{3+}$ in H$_2$SO$_4$ with a variety of paths related to scattering off of a sulfate anion in Chapter 4, to determine whether Ce$^{3+}$ was complexed by bisulfate or sulfate anions in H$_2$SO$_4$. We considered various combinations of the following scattering paths with a Ce-O shell: Ce-S, Ce-S-O, Ce-O-S-O. Three fits (Figure A.7) resulted in reasonable values of R, CN,
and $\sigma^2$, and are included in Table A.4 below: Ce-O and Ce-S shells, Ce-O, Ce-S, and Ce-S-O shells, and Ce-O, Ce-S, and Ce-O-S-O shells. The other combination of these shells (i.e., Ce-O, Ce-S, Ce-S-O, Ce-O-S-O) resulted in unreasonable values of $R$ and $\sigma^2$. The reduced $\chi^2$ values of the fits in Table A.4 are all larger than the reduced $\chi^2$ value reported for the Ce-O fit of Ce$^{3+}$ in H$_2$SO$_4$ (Table 4.1), and thus there is no evidence that Ce$^{3+}$ is complexed by a sulfate or bisulfate from our EXAFS data.
Figure A.7. EXAFS spectra of the Ce L\textsubscript{3}-edge for 0.1 M Ce\textsuperscript{3+} in 2 M H\textsubscript{2}SO\textsubscript{4} and a fit with a Ce-O shell and a Ce-S shell plotted in (a) $k^2 \chi(R)$ Fourier transformed space (magnitude), (b) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (c) $k^2 \chi(R)$ Fourier transformed space (real). EXAFS spectra of the Ce L\textsubscript{3}-edge for 0.1 M Ce\textsuperscript{3+} in 2 M H\textsubscript{2}SO\textsubscript{4} and fit with a Ce-O shell, a Ce-S shell, and a Ce-S-O shell in the (d) Fourier transformed space (magnitude), (e) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (f) Fourier transformed space (real). EXAFS spectra of the Ce L\textsubscript{3}-edge for 0.1 M Ce\textsuperscript{3+} in 2 M H\textsubscript{2}SO\textsubscript{4} and fit with a Ce-O shell, a Ce-S shell, and a Ce-O-S-O shell in the (g) Fourier transformed space (magnitude), (h) $k^2 \chi(R)$ Fourier transformed space (imaginary), and (i) Fourier transformed space (real). The Ce source was Ce\textsubscript{2}(CO\textsubscript{3})\textsubscript{3}. Inset geometries are the optimized structure of Ce\textsubscript{2}(H\textsubscript{2}O)\textsubscript{8}SO\textsubscript{4}\textsuperscript{+} from DFT that was also used to generate paths using FEFF9. The fitting window in the R space was 1.4 to 4.0 Å, and 1.5 to 9.7 Å\textsuperscript{-1} in the k space.
Table A.4. EXAFS fitting results for Ce\(^{3+}\) in H\(_2\)SO\(_4\) from ARTEMIS, fit with (1) a Ce-O shell and a Ce-S shell; (2) a Ce-O shell, a Ce-S shell, and a Ce-S-O multiple scattering shell; and (3) a Ce-O shell, a Ce-S shell, and a Ce-O-S-O multiple scattering shell. Three parameters were used for each path: CN (coordination number), ΔR (shell distance), and σ\(^2\) (Debye-Waller factor). \(S^2\) (amplitude reduction factor) and Δ\(E_0\) were obtained by fitting the Ce\(^{3+}\) TFSA data with 1 Ce-O shell, and then these same values were set as fixed global parameters for the fit of Ce\(^{3+}\) in H\(_2\)SO\(_4\). \(S^2\) was determined to be 0.970, whereas Δ\(E_0\) was determined to be 0.954 eV. The CN of the Ce-S shell was set to 1, the CN of the Ce-O-S-O shell was set to 2, and the CN of the Ce-O-S-O shell was set to 1. The σ\(^2\) of the Ce-S-O and Ce-O-S-O shells were both set to the σ\(^2\) of the Ce-S shell. All the other parameters were obtained by fitting.

<table>
<thead>
<tr>
<th>Ce-O shell</th>
<th>R (Å)</th>
<th>CN</th>
<th>σ(^2) (Å(^2))</th>
<th>Ce-S shell</th>
<th>R (Å)</th>
<th>Set CN</th>
<th>σ(^2) (Å(^2))</th>
<th>Reduced (\chi^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.570±0.017</td>
<td>5.3±1.4</td>
<td>0.005±0.005</td>
<td>1.487±0.047</td>
<td>1</td>
<td>0.006±0.007</td>
<td>149.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce-O shell</td>
<td>R (Å)</td>
<td>CN</td>
<td>σ(^2) (Å(^2))</td>
<td>Ce-S shell</td>
<td>R (Å)</td>
<td>Set CN</td>
<td>σ(^2) (Å(^2))</td>
<td>Ce-S-O shell</td>
</tr>
<tr>
<td>2.578±0.017</td>
<td>7.8±2.8</td>
<td>0.010±0.007</td>
<td>1.636±0.189</td>
<td>1</td>
<td>0.037±0.027</td>
<td>2.751±0.097</td>
<td>2</td>
<td>162.9</td>
</tr>
<tr>
<td>Ce-O shell</td>
<td>R (Å)</td>
<td>CN</td>
<td>σ(^2) (Å(^2))</td>
<td>Ce-S shell</td>
<td>R (Å)</td>
<td>Set CN</td>
<td>σ(^2) (Å(^2))</td>
<td>Ce-O-S-O shell</td>
</tr>
<tr>
<td>2.593±0.015</td>
<td>9.0±1.8</td>
<td>0.011±0.005</td>
<td>3.470±0.108</td>
<td>1</td>
<td>0.007±0.015</td>
<td>3.771±0.056</td>
<td>1</td>
<td>180.8</td>
</tr>
</tbody>
</table>

The XAFS normalization parameters used for all Ce\(^{3+}\) samples studied in Chapter 5 are included in Table A.5. The EXAFS fitting parameters used for all Ce\(^{3+}\) samples in Chapter 5 are included in Table A.6. Whenever possible, the normalization parameters were kept consistent for all Ce\(^{3+}\) and all Ce\(^{4+}\) samples, and only varied when necessary to obtain appropriate normalization of the spectra.

Table A.5. Normalization parameters for each Ce L\(_3\)- and K-edge measurement in Chapter 5.
Table A.6. Fitting parameters for each Ce L\textsubscript{3}- and K-edge measurement in Chapter 5.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Edge</th>
<th>R range</th>
<th>k range</th>
</tr>
</thead>
<tbody>
<tr>
<td>CeCl\textsubscript{3}-7H\textsubscript{2}O</td>
<td>Ce K</td>
<td>1.4 Å to 3.0 Å</td>
<td>2.0 Å\textsuperscript{-1} to 14.0 Å\textsuperscript{-1}</td>
</tr>
<tr>
<td></td>
<td>Ce L\textsubscript{3}</td>
<td>1.2 Å to 3.0 Å</td>
<td>2.0 Å\textsuperscript{-1} to 8.5 Å\textsuperscript{-1}</td>
</tr>
<tr>
<td>Ce\textsuperscript{3+} ion</td>
<td>Ce K</td>
<td>1.4 Å to 3.0 Å</td>
<td>2.0 Å\textsuperscript{-1} to 14.0 Å\textsuperscript{-1}</td>
</tr>
<tr>
<td></td>
<td>Ce L\textsubscript{3}</td>
<td>1.4 Å to 3.0 Å</td>
<td>2.0 Å\textsuperscript{-1} to 8.461 Å\textsuperscript{-1}</td>
</tr>
</tbody>
</table>

The fits in the k space and the magnitude component in the R space of the CeCl\textsubscript{3}-7H\textsubscript{2}O standard EXAFS from Chapter 5 at the Ce K-edge are shown in Fig. A.8a and Fig. A.8b, respectively. The fit of the CeCl\textsubscript{3}-7H\textsubscript{2}O standard EXAFS at the Ce L\textsubscript{3}-edge in both the R space and the k space is included in Fig. A.9. From the fits of the CeCl\textsubscript{3}-7H\textsubscript{2}O standard at both edges, it is evident that both Ce-O and Ce-Cl scattering paths are necessary in the fit to capture the EXAFS spectra. The fitting results for both edges are included in Table A.7. Although typically the amplitude reduction factor, \(S_0^2\), is not larger than 1.0, we see values greater than 1.0 for both edges here. One hypothesis for why we see \(S_0^2\) values >1.0 here is that MEE effects were not corrected for, which are known to be prevalent for Ce samples.\textsuperscript{4,5} Having accurate \(S_0^2\) from the CeCl\textsubscript{3}-7H\textsubscript{2}O is necessary to get accurate coordination numbers for our fits of the cerium ions.

![Figure A.8](image-url)

**Figure A.8. Ce K-edge \(k^2\chi(R)\) EXAFS and fit of CeCl\textsubscript{3}-7H\textsubscript{2}O standard.** (a) CeCl\textsubscript{3}-7H\textsubscript{2}O standard (orange solid line) with fit (red dashed line) in the k space. (b) CeCl\textsubscript{3}-7H\textsubscript{2}O standard (orange solid line) with fit (red dashed line) and Ce-O and Ce-Cl path contributions (shifted in y-axis) in the R space (magnitude).
Figure A.9. Ce L₃-edge k²χ(R) EXAFS and fit of CeCl₃-7H₂O standard. (a) Imaginary component of Ce L₃-edge EXAFS in the R space of CeCl₃-7H₂O standard (orange solid line) with fit (red dashed line), and Ce-O and Ce-Cl path contributions (shifted in y-axis). (b) Ce L₃-edge EXAFS of CeCl₃-7H₂O standard (orange solid line) with fit (red dashed line) in the k space. (c) Magnitude component of Ce L₃-edge EXAFS in the R space of CeCl₃-7H₂O standard (orange solid line) with fit (red dashed line), and Ce-O and Ce-Cl path contributions (shifted in y-axis).

Table A.7. K- and L₃-edge fit parameters of CeCl₃-7H₂O standard. Fitting results for CeCl₃-7H₂O standard at the Ce L₃- and K-edges from ARTEMIS, fitting with a Ce-O shell and a Ce-Cl shell. The following parameters were varied in the fit: amplitude reduction factor (S₀²), the shift in threshold energy (ΔE₀), the shift in scattering distance ΔR, and the Debye-Waller factor (σ²). The coordination number (CN) for each shell was set as a fixed global parameter. The scattering distance R included in the Table is calculated by adding the ΔR fitted value to the expected scattering distance from the FEFF path.

<table>
<thead>
<tr>
<th>Edge</th>
<th>S₀²</th>
<th>ΔE₀ (eV)</th>
<th>Ce-O shell</th>
<th>Ce-Cl shell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R (Å)</td>
<td>CN (set)</td>
</tr>
<tr>
<td>L₃</td>
<td>1.1±0.2</td>
<td>-0.58±1.59</td>
<td>2.556±0.024</td>
<td>7.7</td>
</tr>
<tr>
<td>K</td>
<td>1.5±0.1</td>
<td>-2.51±0.80</td>
<td>2.5553±0.010</td>
<td>7.2</td>
</tr>
</tbody>
</table>

The Chapter 5 co-fit of the Ce K- and L₃-edge EXAFS of Ce³⁺ in 2 M H₂SO₄ at the Ce K-edge with the Ce-O shell is shown in the k space and the R space (magnitude) in Fig. A.10a and A.10b. The results of this co-fit at the Ce-L₃ edge are included in Fig. A.11. In the fit, we used the edge-specific S₀² and shift in threshold energy, ΔE₀, from the CeCl₃-7H₂O standard as global fixed parameters. We varied path specific parameters (coordination number, CN, shift in scattering distance, ΔR, and the Debye-Waller factor, σ²) to obtain the best fit of the data. Fitting results are included in Table A.8. It should be noted that the fit of the Ce³⁺ EXAFS at the Ce L₃-edge (Fig. A.11) does not visually capture the magnitude of the spectrum in the R space. We attribute this to artificial features that were not removed during the background removal and normalization procedure, as evidenced by the strong features occurring between 0 and 0.5 Å, wherein it is known
that no real scattering event can be occurring. Additionally, it can be seen from the k data (Fig. A.11b) that the data exhibits poor quality after ~6.0 Å⁻¹, most likely due to MEE effects as well as the interference of the L₂-edge.

Figure A.10. Ce K-edge k²χ(R) EXAFS and co-fit of 0.05 M Ce³⁺ in 2 M H₂SO₄ with a Ce-O scattering path. (a) Ce K-edge EXAFS in the k space of 0.025 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) with co-fit with L₃-edge (red dashed line) using a Ce-O scattering path. (b) Magnitude component Ce K-edge EXAFS in the R space of 0.025 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) with co-fit (red dashed line) using a Ce-O scattering path. Results of co-fit at Ce L₃-edge are included in Fig. A.11.

Figure A.11. Ce L₃-edge k²χ(R) EXAFS and co-fit of 0.1 M Ce⁴⁺ in 2 M H₂SO₄ with a Ce-O scattering path. Ce L₃-edge EXAFS of 0.05 M Ce₂(CO₃)₃ in 2 M H₂SO₄ (blue solid line) with co-fit with K-edge (red dashed line) using a Ce-O scattering path, in the (a) R space (imaginary), with inset structure showing [Ce⁴⁺(H₂O)₉]³⁺ from a MD-EXAFS snapshot, (b) k space, and (c) R space (magnitude). Results of co-fit at Ce K-edge are included in Fig. A.10.
Table A.8. K- and L₃- edge fitting parameters of Ce³⁺. Fitting results for Ce³⁺ in TFSA, MSA, and H₂SO₄ at the Ce L₃- and K-edges from ARTEMIS, fitting with either a Ce-O shell or a Ce-S shell and a Ce-S shell, and average scattering distances (with standard deviation used as uncertainty) for MD-simulated EXAFS of [CeIII(H₂O)₉]³⁺ and [CeIII(H₂O)₉SO₄]⁺ species. For the fits, $S_0^2$ (amplitude reduction factor) and $\Delta E_0$ were obtained by fitting the CeCl₃-7H₂O standard at the appropriate edge (Table A.7), and then were set as fixed global parameters for the fits below. Three parameters were varied in the fits for each scattering shell: the shift in scattering distance ($\Delta R$) to obtain the scattering distance, coordination number (CN), and the Debye-Waller factor ($\sigma^2$). The scattering distance R included in the Table is calculated by adding the $\Delta R$ fitted value to the expected scattering distance from the FEFF path.

<table>
<thead>
<tr>
<th>Edge</th>
<th>Electrolyte</th>
<th>Ce-O shell</th>
<th>Ce-S shell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R (Å)</td>
<td>CN</td>
<td>$\sigma^2$ (Å²)</td>
</tr>
<tr>
<td>L₃</td>
<td>0.1 M Ce³⁺/2 M TFSA</td>
<td>2.543±0.007</td>
<td>9.0±0.9</td>
</tr>
<tr>
<td>L₃</td>
<td>0.1 M Ce³⁺/2 M MSA</td>
<td>2.542±0.007</td>
<td>8.7±0.9</td>
</tr>
<tr>
<td>L₃</td>
<td>0.1 M Ce³⁺/2 M H₂SO₄</td>
<td>2.541±0.006</td>
<td>8.5±0.8</td>
</tr>
<tr>
<td>K + L₃ (Co-Fit)</td>
<td>K: 0.05 M Ce³⁺/2 M H₂SO₄</td>
<td>2.541±0.004</td>
<td>8.7±0.6</td>
</tr>
<tr>
<td>K + L₃ (Co-Fit)</td>
<td>L₂: 0.1 M Ce³⁺/2 M H₂SO₄</td>
<td>2.551±0.003</td>
<td>10.0±0.7</td>
</tr>
<tr>
<td>K</td>
<td>0.1 M Ce³⁺/2 M TFSA</td>
<td>2.524±0.005</td>
<td>8.1±0.7</td>
</tr>
<tr>
<td>K</td>
<td>0.1 M Ce³⁺/2 M MSA</td>
<td>2.531±0.007</td>
<td>8.4±0.9</td>
</tr>
<tr>
<td>K</td>
<td>0.1 M Ce³⁺/2 M H₂SO₄</td>
<td>2.540±0.005</td>
<td>8.1±0.6</td>
</tr>
<tr>
<td>Edge</td>
<td>Structure</td>
<td>Ce-O</td>
<td>Ce-S</td>
</tr>
<tr>
<td></td>
<td>R (Å)</td>
<td>CN (set)</td>
<td>R (Å)</td>
</tr>
<tr>
<td>MD [CeIII(H₂O)₉]³⁺</td>
<td>2.541±0.121</td>
<td>9</td>
<td>–</td>
</tr>
<tr>
<td>MD [CeIII(H₂O)₉SO₄]⁺</td>
<td>2.532±0.226</td>
<td>9</td>
<td>3.766±0.115</td>
</tr>
</tbody>
</table>

To confirm the trends that we observed in the co-fit shown above, we used an additional set of Ce L₃-edge Ce³⁺ in H₂SO₄ EXAFS data, which we collected during a different beamline run than that shown in Chapter 5. This data set demonstrated fewer quality issues in the k space, and when normalized, exhibited fewer background features. When we co-fit these data with the Ce K-edge data, the resulting CN, $\Delta R$, and $\sigma^2$ were similar to those reported in Table A.8, and the fit was visually in greater agreement with the EXAFS data. We could not use this set of L₃-edge data in the final co-fit, however, because we did not collect EXAFS of a Ce³⁺ standard for that specific run. Instead, to obtain a value for $S_0^2$ for this data set, we relied on a method similar to our process.
from our previous work,\(^6\) in which we fit the Ce\(^{3+}\) EXAFS with a \(CN\) set to 9 while guessing \(S_0^2\). We then fixed the \(S_0^2\) value to the one obtained from the previous fit and allowed \(CN\) to vary. We acknowledge that it is preferable to use a Ce\(^{3+}\) standard to obtain accurate an \(S_0^2\) value, and so we report the fit of the Ce\(^{3+}\) EXAFS at the Ce \(L_3\)-edge for which we also collected EXAFS of a standard, despite the poorer quality and resulting worse visual fit.

**A.2.2 Ce\(^{4+}\) EXAFS**

Figure A.12 includes the \(k^3\) weighted Ce \(L_3\)-edge EXAFS data used in Chapter 4, plotted in the \(k\) space for the CeO\(_2\) solid as well as the Ce\(^{4+}\) sample in H\(_2\)SO\(_4\). The coordination numbers of Ce-O and Ce-Ce scattering paths for CeO\(_2\) were fixed to known values based on its crystal structure, and the ARTEMIS parameters \(\Delta E_0\) and \(S_0^2\) were obtained by fitting, which could then be used in fits of experimental EXAFS of Ce\(^{4+}\) in H\(_2\)SO\(_4\).

![EXAFS spectra](image)

**Figure A.12.** (a) EXAFS spectra of the Ce \(L_3\)-edge for CeO\(_2\) plotted in \(k\) space (\(k^3\) weighted). The CeO\(_2\) standard has been corrected for self-absorption. (b) EXAFS spectra of the Ce \(L_3\)-edge for 0.1 M Ce\(^{4+}\) in 2 M H\(_2\)SO\(_4\) plotted in \(k\) space (\(k^3\) weighted).

The XAFS normalization parameters used for all Ce\(^{4+}\) samples studied in Chapter 5 are included in Table A.9. The EXAFS fitting parameters used for all Ce\(^{4+}\) samples are included in Table A.10. Whenever possible, the normalization parameters were kept consistent for all Ce\(^{3+}\) and all Ce\(^{4+}\) samples, and only varied when necessary to obtain appropriate normalization of the spectra.
Table A.9. Normalization parameters for each L₃- and K-edge measurement.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Edge</th>
<th>E₀ (eV)</th>
<th>Pre-edge range</th>
<th>Normalization range</th>
<th>Spline k range</th>
</tr>
</thead>
<tbody>
<tr>
<td>CeO₂</td>
<td>Ce K</td>
<td>40431</td>
<td>−172.298 eV to −91.63 eV</td>
<td>61.995 eV to 1137.247 eV</td>
<td>0 Å⁻¹ to 17.977 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>Ce L₃</td>
<td>5727.14</td>
<td>−143.61 eV to −23.12 eV</td>
<td>32 eV to 335 eV</td>
<td>0 Å⁻¹ to 10.449 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>New Ce L₃</td>
<td>5727.14</td>
<td>−143.61 eV to −19 eV</td>
<td>33 eV to 330 eV</td>
<td>0 Å⁻¹ to 10.449 Å⁻¹</td>
</tr>
<tr>
<td>Ce⁴⁺ ion</td>
<td>Ce K</td>
<td>40431</td>
<td>−150 eV to −91.31 eV</td>
<td>58.16 eV to 871.14 eV</td>
<td>0 Å⁻¹ to 15.965 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>Ce L₃</td>
<td>5727.14</td>
<td>−143.61 eV to −23.12 eV</td>
<td>32 eV to 330 eV</td>
<td>0 Å⁻¹ to 10.449 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>0.05 M Ce L₃ (used in Fig. 2f)</td>
<td>5727.14</td>
<td>−143.61 eV to −9 eV</td>
<td>33 eV to 251 eV</td>
<td>0 Å⁻¹ to 10.449 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>New Ce L₃</td>
<td>5727.14</td>
<td>−143.61 eV to −9 eV</td>
<td>33 eV to 201 eV</td>
<td>0 Å⁻¹ to 10.449 Å⁻¹</td>
</tr>
</tbody>
</table>

Table A.10. Fitting parameters for each L₃- and K-edge measurement.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Edge</th>
<th>R range</th>
<th>k range</th>
</tr>
</thead>
<tbody>
<tr>
<td>CeO₂</td>
<td>Ce K</td>
<td>1.4 Å to 4.6 Å</td>
<td>2.0 Å⁻¹ to 15.2 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>Ce L₃</td>
<td>1.4 Å to 4.6 Å</td>
<td>2.0 Å⁻¹ to 8.4 Å⁻¹</td>
</tr>
<tr>
<td>Ce⁴⁺ ion</td>
<td>Ce K</td>
<td>1.4 Å to 4.6 Å</td>
<td>2.0 Å⁻¹ to 14.0 Å⁻¹</td>
</tr>
<tr>
<td></td>
<td>Ce L₃</td>
<td>1.4 Å to 4.6 Å</td>
<td>2.0 Å⁻¹ to 8.4 Å⁻¹</td>
</tr>
</tbody>
</table>

To complement the analysis of Ce⁴⁺ EXAFS at the Ce K-edge in Chapter 5, we completed a similar analysis for Ce⁴⁺ in H₂SO₄ EXAFS at the Ce L₃-edge, as shown in Fig. A.13. In Fig. A.13a, we compare the Ce³⁺ EXAFS at the Ce L₃-edge to the EXAFS of Ce⁴⁺ in H₂SO₄ that we reported in our prior work but renormalized here. It is the co-fit between this L₃-edge data and K edge data that is reported in the main text. In Fig. A.13b, we compare additionally collected Ce L₃-edge 0.1 M Ce⁴⁺ 2 M H₂SO₄ EXAFS (collected as part of a series in which H₂SO₄ concentration was varied, labeled “Ce⁴⁺ in varied [H₂SO₄]”) to the Ce³⁺ EXAFS at the Ce L₃-edge. From both comparisons, the peaks associated with the Ce⁴⁺-O scattering are shifted to the left of those associated with Ce³⁺-O scattering, and there are additional scattering peaks that occur for Ce⁴⁺ between 2.5 Å and 3.25 Å that do not occur for Ce³⁺. Compared to the scattering peaks that we
note for Ce\textsuperscript{4+} at the Ce K-edge, these are shifted to the right by \( \sim 0.25 \) Å, which is expected because the \( \chi(k) \) function of the L\textsubscript{3} and K-edges are shifted 90\(^\circ\) from each other, which will be translated into the R space. We see in Fig. A.13c that a scattering event occurs in the same range for the Ce L\textsubscript{3}-edge MD-EXAFS of \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_8(\text{SO}_4)]^{2+}\) that is not present for \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_9]^{4+}\) or \([\text{Ce}^{\text{III}}(\text{H}_2\text{O})_9]^{3+}\). To further prove that the peaks in this 2.5 Å to 3.25 Å range are due to Ce\textsuperscript{4+}-S scattering, we compare the MD-EXAFS of \([\text{Ce}^{\text{IV}}(\text{H}_2\text{O})_8(\text{SO}_4)]^{2+}\) with and without sulfate scattering paths in Fig. A.13d and show that peaks in the same 2.5-3.25 Å region disappear when the Ce\textsuperscript{4+}-sulfate scattering path is removed. Finally, we show the results of the co-fit of the Ce\textsuperscript{4+} EXAFS at the Ce K- and L\textsubscript{3}-edges for the case when the Ce L\textsubscript{3}-edge Ce\textsuperscript{4+} in H\textsubscript{2}SO\textsubscript{4} EXAFS data from our previous work\textsuperscript{6} is used in Fig. A.13e, and for the case when the “Ce\textsuperscript{4+} in varied [H\textsubscript{2}SO\textsubscript{4}]” Ce L\textsubscript{3}-edge EXAFS data is used in the co-fit in Fig. A.13f. For both co-fits, we fit the EXAFS of a CeO\textsubscript{2} standard collected at the Ce L\textsubscript{3}-edge at the same time as the Ce\textsuperscript{4+} in H\textsubscript{2}SO\textsubscript{4} data collection to obtain \( S_0^2 \) and \( \Delta E_0 \) values. In both cases, the best fit of the Ce\textsuperscript{4+} in H\textsubscript{2}SO\textsubscript{4} EXAFS was achieved with Ce-O and Ce-S scattering shells, with Ce-O CN around 9 and the Ce-S CN around 3. Fitting parameter results are included farther below in Table A.12.
Figure A.13. Ce L$_3$-edge $k^2\chi(R)$ EXAFS and fits for different Ce$^{3+}$ and Ce$^{4+}$ species. (a) 0.05 M Ce$_2$(CO$_3$)$_3$ in 2 M H$_2$SO$_4$ (blue line) and 0.05 M Ce$_2$(CO$_3$)$_3$ oxidized to Ce$^{4+}$ in 2 M H$_2$SO$_4$ (dark green solid line), (b) 0.05 M Ce$_2$(CO$_3$)$_3$ in 2 M H$_2$SO$_4$ (blue line) and additional 0.05 M Ce$_2$(CO$_3$)$_3$ oxidized to Ce$^{4+}$ in 2 M H$_2$SO$_4$ (dark green solid line, “Ce$^{4+}$ in varied [H$_2$SO$_4$]”), (c) simulated MD-EXAFS of [Ce$^{3+}$($\text{H}_2\text{O}$)$_9$]$^{3+}$ (blue solid line), [Ce$^{4+}$($\text{H}_2\text{O}$)$_9$]$^{4+}$ (gray solid line), and [Ce$^{4+}$($\text{H}_2\text{O}$)$_8$(SO$_4$)]$^{2+}$ (dark green solid line), (d) simulated MD-EXAFS of [Ce$^{4+}$($\text{H}_2\text{O}$)$_8$(SO$_4$)]$^{2+}$ (dark green solid line) and [Ce$^{4+}$($\text{H}_2\text{O}$)$_8$(SO$_4$)]$^{2+}$ with pathways associated with sulfate scattering removed (light green solid line), (e) 0.05 M Ce$_2$(CO$_3$)$_3$ oxidized to Ce$^{4+}$ in 2 M H$_2$SO$_4$ (dark green solid line) with fit (red dashed line), and Ce-O and Ce-S path contributions (shifted in y-axis), and (f) additional 0.05 M Ce$_2$(CO$_3$)$_3$ oxidized to Ce$^{4+}$ in 2 M H$_2$SO$_4$ (dark green solid line, “Ce$^{4+}$ in varied [H$_2$SO$_4$]”) with fit (red dashed line), and Ce-O and Ce-S path contributions (shifted in y-axis).

The Chapter 5 fit of the CeO$_2$ standard EXAFS with three paths (2 Ce-O scattering paths and 1 Ce-Ce scattering path) at the Ce K-edge and L$_2$-edge is shown in Fig. A.14a-c and Fig. A.14d-f, respectively. In these fits, we fixed the CN values for each path and varied the $S_0^2$ and $\Delta E_0$ parameters to obtain the best fit. All fitting parameter results are included in Table A.11. We
then used the edge-specific values of $S_0^2$ and $\Delta E_0$ in the co-fit of the Ce$^{4+}$ in H$_2$SO$_4$ EXAFS as global fixed parameters.

![Graphs and Figures]

**Figure A.14. Ce K- and L$_3$-edge $k^2 \chi(R)$ EXAFS and fits of CeO$_2$ standard.** (a) Imaginary component of Ce K-edge EXAFS in the R space of CeO$_2$ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce-Ce path contributions (shifted in y-axis), (b) Ce K-edge EXAFS of CeO$_2$ standard (dark yellow solid line) in the k space, and (c) magnitude component of Ce K-edge EXAFS in the R space of CeO$_2$ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce-Ce path contributions (shifted in y-axis). (d) Imaginary component of Ce L$_3$-edge EXAFS in the R space of CeO$_2$ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce-Ce path contributions (shifted in y-axis), (e) Ce L$_3$-edge EXAFS of CeO$_2$ standard (dark yellow solid line) in the k space, and (f) magnitude component of Ce L$_3$-edge EXAFS in the R space of CeO$_2$ standard (dark yellow solid line) with fit (red dashed line), and two Ce-O and one Ce-Ce path contributions (shifted in y-axis).

**Table A.11. K- and L$_3$-edge fitting parameters of CeO$_2$ standard.** Fitting results for CeO$_2$ standard at the Ce L$_3$- and K-edges from ARTEMIS, fitting with two Ce-O shells and a Ce-Ce shell. The following parameters were varied in the fit: amplitude reduction factor ($S_0^2$), the shift in threshold energy ($\Delta E_0$), the shift in scattering distance ($\Delta R$), and the Debye-Waller factor ($\sigma^2$). The coordination number (CN) for each shell was set as a fixed global parameter. The scattering distance R included in the Table is calculated by adding the $\Delta R$ fitted value to the expected scattering distance from the FEFF path.

<table>
<thead>
<tr>
<th>Edge</th>
<th>$S_0^2$</th>
<th>$\Delta E_0$ (eV)</th>
<th>Ce-O$_1$ shell</th>
<th>Ce-Ce shell</th>
<th>Ce-O$_2$ shell</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R (Å)</td>
<td>CN (set)</td>
<td>$\sigma^2$ (Å$^2$)</td>
</tr>
<tr>
<td>L$_3$</td>
<td>0.7±0.2</td>
<td>2.99±1.61</td>
<td>2.307 ± 0.020</td>
<td>8</td>
<td>0.002 ± 0.004</td>
</tr>
<tr>
<td>K</td>
<td>1.0±0.1</td>
<td>0.82±0.09</td>
<td>2.359 ± 0.009</td>
<td>8</td>
<td>0.006 ± 0.006</td>
</tr>
</tbody>
</table>
Table A.12. K- and L₃-edge fitting parameters of Ce⁴⁺. Fitting results for Ce⁴⁺ in H₂SO₄ at the Ce L₃- and K-edges from ARTEMIS, fitting with either a Ce-O shell or a Ce-O shell and a Ce-S shell, and average scattering distances (with standard deviation used as uncertainty) for MD-simulated EXAFS of [Ce⁴⁺(H₂O)₉]⁴⁺ and [Ce⁴⁺(H₂O)₉(SO₄)]²⁺ species. For the fits, S₀² (amplitude reduction factor) and ΔE₀ were obtained by fitting the CeO₂ standard at the appropriate edge (see Table A.10), and then were set as fixed global parameters for the fits below. Four parameters were varied in the fits for each scattering shell: the shift in scattering distance (ΔR) to obtain the scattering distance, coordination number (CN), the Debye-Waller factor (σ²), and the third cumulant (σ³). The scattering distance R included in the Table is calculated by adding the ΔR fitted value to the expected scattering distance from the FEFF path.

<table>
<thead>
<tr>
<th>Edge</th>
<th>Electrolyte</th>
<th>Ce-O shell</th>
<th>Ce-S shell</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R (Å)</td>
<td>σ² (Å²) / σ³ (Å³)</td>
<td>R (Å)</td>
</tr>
<tr>
<td>L₃</td>
<td>0.1 M Ce⁴⁺ / 2 M H₂SO₄</td>
<td>2.402 ± 0.012</td>
<td>0.007 ± 0.002</td>
<td>-</td>
</tr>
<tr>
<td>K + L₃ (Co-Fit)</td>
<td>K: 0.05 M Ce⁴⁺ / 2 M H₂SO₄</td>
<td>2.395 ± 0.010</td>
<td>0.008 ± 0.001 / -0.0002 ± 0.0003</td>
<td>3.671 ± 0.016</td>
</tr>
<tr>
<td></td>
<td>L₃: 0.1 M Ce⁴⁺ / 2 M H₂SO₄</td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382 ± 0.006</td>
<td>0.006 ± 0.001 / -0.0005 ± 0.0002</td>
<td>3.0 ± 0.016</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Edge</th>
<th>Structure</th>
<th>Ce-O</th>
<th>Ce-S</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R (Å)</td>
<td>CN (set)</td>
<td>R (Å)</td>
</tr>
<tr>
<td>MD</td>
<td>[Ce⁴⁺(H₂O)₉]⁴⁺</td>
<td>2.435 ± 0.092</td>
<td>9</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>[Ce⁴⁺(H₂O)₉SO₄]²⁺</td>
<td>2.413 ± 0.098</td>
<td>9</td>
<td>3.719 ± 0.148</td>
</tr>
</tbody>
</table>
A.3 References


Appendix B
Computational modeling

This Appendix contains additional information related to density functional theory (DFT) calculations discussed in Chapters 4 and 5. The DFT calculations related to Chapter 4 were completed by Eunbyeol Ko of the Goldsmith Lab, and the DFT calculations related to Chapter 5 were completed by Dylan Herrera, also of the Goldsmith Lab. The DFT results are included in this dissertation to provide full context on the structural and electron transfer results.

B.1 Additional density functional theory results

To obtain accurate DFT-predicted free energies in Chapter 4, explicit water solvation had to be modeled in the Ce-anion ligand exchange free energy calculations. Figure B.1 shows the DFT-predicted free energies for Ce\(^{4+}\)-anion ligand exchanges in seven different acids, when explicit solvation is included, as well as when only implicit COSMO modeling is incorporated into the DFT calculations. Both of these DFT-predicted free energies are compared to the experimental free energies obtained from reported redox potentials. The model that incorporated the explicit solvation was determined to be more accurate based on the large improvement in agreement between the experimentally reported free energies and DFT-predicted free energies of Ce\(^{4+}\).
Figure B.1. Effect of solvating the anion with explicit water on the change in Gibbs free energy of [Ce(H$_2$O)$_9$]$^{4+}$ due to anion complexation ($\Delta G_{\text{complex}}$). DFT-predicted $\Delta G_{\text{complex}}$ for [Ce(H$_2$O)$_9$]$^{4+}$ in different acids with explicit+implicit or implicit water and compared with experimentally extracted values. The “explicit+implicit water” has the anion surrounded by 12 explicit water molecules and implicit COSMO solvation, whereas the “implicit water” has the anion modeled in only implicit COSMO solvation.

Figure B.2 shows the differences between the model with and without explicit water solvation included for Ce$^{3+}$-anion ligand exchanges.

Figure B.2. Effect of solvating the anion with explicit water on the change in Gibbs free energy of [Ce(H$_2$O)$_9$]$^{3+}$ due to anion complexation ($\Delta G_{\text{complex,DFT}}$). DFT-predicted $\Delta G_{\text{complex,DFT}}$ for [Ce(H$_2$O)$_9$]$^{3+}$ in different acids with explicit+implicit or implicit water. The “explicit+implicit water” has the anion surrounded by 12 explicit water molecules and implicit COSMO solvation, whereas the “implicit water” has the anion modeled in only implicit COSMO solvation.
To determine the structure of Ce\(^{3+}\) in pure water in Chapter 4, various \([\text{Ce(H}_2\text{O)}_x]\)^{3+} hydration complexes are studied (with \(x\) varied from 5 to 10), as shown in Figure B.3a. These structures correspond to the computed free energies reported in Figure 4.1c. The structures of the DFT-predicted Ce\(^{3+}\)-anion complexes are shown in Figure B.3b, which correspond to the structures used to compute the free energy of anion complexation in Figure 4.1d.

![Figure B.3](image)

**Figure B.3.** (a) DFT-predicted structures of the Ce\(^{3+}\) ion in pure water corresponding to Figure 4.1c. The \([\text{Ce(H}_2\text{O)}_9]\)^{3+} species is the thermodynamically most stable complex. (b) DFT-predicted structures of Ce\(^{3+}\) complexes in acidic electrolytes whose anion exchange free energies are reported in Figure 4.1d. Atom color legend: beige = cerium, red = oxygen, white = hydrogen, yellow = sulfur, gray = carbon, pear-green = fluorine, blue = nitrogen.

The DFT-predicted average bond lengths in Chapter 4 are compared with literature references as well as EXAFS fitted values from this work in Table B.1. The Ce\(^{3+}\)-O distances were reported previously in three electrolytes: pure water, TFSA, and hydrochloric acid. In pure water,
the average bond length for Ce$^{3+}$-O matches within 0.04 Å compared to experimental EXAFS.$^1$ In HCl, the bond lengths for Ce$^{3+}$-O and Ce$^{3+}$-Cl match within 0.02 Å.$^2$ The mean reported bond length of Ce$^{3+}$-O is 2.53 Å in the crystallized structure of Ce(H$_2$O)$_9$(CF$_3$SO$_3$)$_3$,$^3$ and the Ce$^{3+}$-O distance determined from a one shell fit of an EXAFS spectrum of the Ce L$_3$-edge for Ce$^{3+}$ in TFSA has been reported to be 2.54 Å,$^3$ agreeing with our DFT-calculated bond length of Ce$^{3+}$-O in TFSA of 2.58 Å in the aqueous phase.

Table B.1. DFT-calculated bond length of Ce$^{3+}$–anion complexes compared with literature references as well as the average Ce-OH$_2$ distances obtained from EXAFS fitting from Table 4.1 in Chapter 4. Note that the DFT-predicted bond lengths are of the complex, but hydrated Ce$^{3+}$ is the most energetically favorable structure in all electrolytes. All distances are in Å.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Literature references</th>
<th>DFT-predicted average distances from this work</th>
<th>EXAFS Ce-O scattering distances from this work</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O</td>
<td>Ce-OH$_2$: 2.61$^1$</td>
<td>Ce-OH$_2$: 2.57</td>
<td>N/A</td>
</tr>
<tr>
<td>HClO$_4$</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.57, Ce-OCIO$_3$: 2.65</td>
<td>N/A</td>
</tr>
<tr>
<td>HNO$_3$</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.58, Ce-ONO$_2$: 2.52</td>
<td>Ce-OH$_2$: 2.55</td>
</tr>
<tr>
<td>MSA</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.60, Ce-CH$_3$SO$_3$: 2.38</td>
<td>Ce-OH$_2$: 2.54</td>
</tr>
<tr>
<td>TFSA</td>
<td>Ce-O: 2.54$^3$</td>
<td>Ce-OH$_2$: 2.58, Ce-OCF$_3$SO$_2$: 2.54</td>
<td>Ce-OH$_2$: 2.54</td>
</tr>
<tr>
<td>H$_3$NSO$_3$</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.58, Ce-OH$_2$NSO$_3$: 2.50</td>
<td>N/A</td>
</tr>
<tr>
<td>H$_2$SO$_4$</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.60, Ce-OSO$_3$: 2.41</td>
<td>Ce-OH$_2$: 2.54</td>
</tr>
<tr>
<td>HSO$_4$</td>
<td>N/A</td>
<td>Ce-OH$_2$: 2.59, Ce-OHSO$_3$: 2.52</td>
<td>N/A</td>
</tr>
<tr>
<td>HCl</td>
<td>Ce-OH$_2$: 2.56, Ce-Cl: 2.89$^2$</td>
<td>Ce-OH$_2$: 2.58, Ce-Cl: 2.87</td>
<td>Ce-OH$_2$: 2.54</td>
</tr>
</tbody>
</table>

To determine the structure of Ce$^{4+}$ in pure water in Chapter 4, various [Ce(H$_2$O)$_x$]$^{4+}$ species were studied (with $x$ varied from 5 to 10), as shown in Figure B.4. These structures correspond to the free energies reported in Figure 4.9a. The most energetically favorable configuration was the [Ce(H$_2$O)$_9$]$^{4+}$ structure, with tricapped trigonal prismatic geometry.
Figure B.4. DFT-predicted structures of the Ce\textsuperscript{4+} ion in pure water corresponding to Figure 4.9a. The [Ce(H\textsubscript{2}O\textsubscript{9})\textsuperscript{4+}] species is predicted to be the thermodynamically most stable complex in pure water.

B.2 Reorganization energy calculations

We determined in Chapter 5 that the reorganization energies for the [Ce\textsuperscript{III}(H\textsubscript{2}O\textsubscript{9})\textsuperscript{3+}]/[Ce\textsuperscript{IV}(H\textsubscript{2}O\textsubscript{9})\textsuperscript{4+}] redox reaction converged with the Stuttgart RSC 1997 ECP basis set\textsuperscript{4} for the cerium ion and the 6-31+G\textsuperscript{*} basis set,\textsuperscript{5} as seen in Fig. B.5 for the outer-sphere reorganization energies. The inner-sphere reorganization energies were found to similarly converge in a series of calculations without using COnductor-like Screening MOdel (COSMO). Although the final inner-sphere reorganization energies reported in Chapter 5 were calculated using COSMO, we expect that the inner-sphere reorganization energies calculated from each basis set would experience a near constant shift (by the energy of the implicit solvent), and so we conclude that the inner-sphere reorganization energies converge with the Stuttgart RSC 1997 ECP and 6-31+G\textsuperscript{*} basis sets as well.
Figure B.5. Outer-sphere reorganization energy converges with increasing basis set size for $[\text{Ce(H}_2\text{O)}_9]^{3+}=\text{Ce(H}_2\text{O)}_9]^{4+}+e^-$ redox couple. Mixed basis sets utilize the first basis set and its associated ECP on the cerium atom, and the 6-31+G* basis set on all non-cerium atoms.
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Appendix C

Experimental free energies of Ce\textsuperscript{4+} extracted from redox potentials

This Appendix contains detailed information on how the anion complexation free energies of Ce\textsuperscript{4+} were calculated in Chapter 4.

C.1 Calculating the experimental Ce\textsuperscript{4+} complexation free energies

Knowledge of the cerium ions' complexation behavior gained from UV-Vis and EXAFS fitting allows us to extract their free energies of complexation in electrolytes using the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} redox potential, which can then be compared to the calculated free energies in Figure 4.9b in Chapter 4. Neither Ce\textsuperscript{3+} nor Ce\textsuperscript{4+} complex with ClO\textsubscript{4}\textsuperscript{−} in perchloric acid,\textsuperscript{1} so the Ce\textsuperscript{3+}/Ce\textsuperscript{4+} electron transfer proceeds via Eq. C.1a, in which both Ce\textsuperscript{3+} and Ce\textsuperscript{4+} are hydrated by nine waters.

\[
[\text{Ce(H}_2\text{O)}_9]^{4+} + e^- \rightleftharpoons [\text{Ce(H}_2\text{O)}_9]^{3+}
\]  \hspace{1cm} (C.1a)

The redox potential is related to the relative formation energy of the two cerium species through the Nernst equation. Eq. C.1b is the Nernst equation corresponding to Eq. C.1a, where \(n\) is the number of electrons transferred per Ce ion, \(F\) is Faraday’s constant, \(E^\circ_{\text{ref}}\) is the standard redox potential in perchloric acid, \(\Delta G_{\text{rxn,Ce}^{3+/Ce}^{4+}}\) is the Gibbs free energy of reaction, \(\Delta G_{f,Ce}^{3+}\) is the Gibbs free energy of formation for [Ce(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{3+}, and \(\Delta G_{f,Ce}^{4+}\) is the Gibbs free energy of formation for [Ce(H\textsubscript{2}O)\textsubscript{9}]\textsuperscript{4+}. Because Ce\textsuperscript{3+} and Ce\textsuperscript{4+} do not complex with anions in perchloric acid, we choose the redox potential in perchloric acid (1.74 V vs. SHE) to serve as a reference value, \(E^\circ_{\text{ref}}\).
As discussed in Chapter 4, from UV-Vis (Figure 4.3), EXAFS (Figures 4.1a,b and 4.5), and DFT (Figure 4.1d), Ce\(^{3+}\) coordinates with only water in all the acids studied here. The large change in UV-Vis spectra with anion for Ce\(^{4+}\) shown in Figure 4.11a and favorable calculated free energy of Ce\(^{4+}\)-anion complexation in Figure 4.9b indicates Ce\(^{4+}\) prefers to complex with anions in all acids here (apart from perchloric). Thus, in acids with stronger complexing behavior than perchloric acid, the electron transfer reaction would proceed via Eq. C.2a rather than Eq. C.1a.

\[
\begin{align*}
\text{[Ce(H}_2\text{O)}_{9-y}(\text{anion})_y]^{4-\alpha y} + y\text{H}_2\text{O} + e^- &\rightleftharpoons [\text{Ce(H}_2\text{O)}_9]^{3+} + y[\text{anion}]^{\alpha-} \\
\end{align*}
\]  
(C.2a)

With \(y\) representing the number of anions that complex with one Ce\(^{4+}\) ion and \(\alpha\) representing the magnitude of the charge of the anion.

Eq. C.2b is the corresponding Nernst equation for the reaction in Eq. C.2a, with standard redox potential \(E^\circ\). Here, \(\Delta G_{f,\text{Ce}^{3+}}\) is still the Gibbs free energy of formation of \([\text{Ce(H}_2\text{O)}_9]^{3+}\) in the acid of interest, while \(\Delta G_{f,\text{anion}}, \Delta G_{f,\text{Ce}^{4+}\text{complex}},\) and \(\Delta G_{f,\text{H}_2\text{O}}\) are the Gibbs free energy of formation of \([\text{anion}]^{\alpha-}\), \([\text{Ce(H}_2\text{O)}_{9-y}(\text{anion})_y]^{4-\alpha y}\), and water, respectively.

\[
\begin{align*}
-nFE^\circ = \Delta G_{\text{rxn,Ce}^{3+}/\text{Ce}^{4+}\text{complex}} &= \Delta G_{f,\text{Ce}^{3+}} + y\Delta G_{f,\text{anion}} - \Delta G_{f,\text{Ce}^{4+}\text{complex}} - y\Delta G_{f,\text{H}_2\text{O}} \\
\end{align*}
\]  
(C.2b)

Eq. C.3 shows the reaction involved in formation of a Ce\(^{4+}\) complex via an anion-water exchange reaction. The free energy of this reaction is the difference in the Gibbs free energy of formation of the reactants (\(\Delta G_{f,\text{Ce}^{4+}}\) and \(\Delta G_{f,\text{anion}}\)) and products (\(\Delta G_{f,\text{Ce}^{4+}\text{complex}}\) and \(\Delta G_{f,\text{H}_2\text{O}}\)).
\[ \text{Ce(II)} + y\text{anion} \rightleftharpoons \text{Ce(II)}_{9-y}\text{anion}^{4-y} + y\text{H}_2\text{O} \]  

(Eq. C.3)

Eq. C.3 is the same reaction as if we subtracted the reaction in Eq. C.2a from the reaction in Eq. C.1a, if we neglect any differences in the \([\text{Ce(H}_2\text{O)}_9]^{3+}\) or \([\text{Ce(H}_2\text{O)}_9]^{4+}\) energies between the acids, which we show later is a reasonable assumption by the agreement between our DFT-predicted free energies and experimentally-reported free energies. Thus, to calculate the change in Gibbs free energy for the formation of the Ce\(^{4+}\)-anion complex shown in Eq. C.3 from standard redox potentials, we can subtract Eq. C.2b from Eq. C.2b to obtain Eq. C.4. We define \(\Delta G_{\text{complex}}\) as the reaction energy of Ce\(^{4+}\) complexation with anions, because Ce\(^{3+}\) does not complex with anions.

\[
-nF(E^\circ_{\text{ref}} - E^\circ) = \Delta G_{f,\text{Ce}^{4+}} + y\Delta G_{f,\text{H}_2\text{O}} - \Delta G_{f,\text{Ce}^{4+}} - y\Delta G_{f,\text{anion}} = \Delta G_{\text{complex}}
\]  

(Eq. C.4)

The \(\Delta G_{\text{complex}}\) determined from the experimental standard redox potentials was compared to DFT-predicted values in Figure 4.9b (using DFT we assumed that \(y\) was one). The semi-quantitative agreement supports our assumptions that Ce\(^{3+}\) is hydrated fully by water, while Ce\(^{4+}\) is complexed by anions. Therefore, the shift in redox potential, \(E^\circ_{\text{ref}} - E^\circ\), with electrolyte seen in Scheme 4.1 is from the change in Ce\(^{4+}\) free energy due to Ce\(^{4+}\)-anion complexation, and not from Ce\(^{3+}\) complexation with anions. The change in Gibbs free energy of the Ce\(^{4+}\) complex formation was used to calculate the equilibrium constant of the Ce\(^{4+}\) complexation reaction, \(K_{eq,\text{complex}}\) (Eq. C.5, where \(a_i\) is the activity of species \(i\), and activity coefficients are assumed to be unity, so the activities can be approximated by the concentrations).
\[ K_{eq,\text{complex}} = \exp\left( -\frac{\Delta G_{\text{complex}}}{RT} \right) = \frac{a_{[\text{Ce(H}_2\text{O})_{9-y}(\text{anion})_y]}^{4-\alpha y} a_{\text{H}_2\text{O}}^y}{a_{\text{Ce(H}_2\text{O})_{9}}^{4+} a_{\text{anion}}^y} \]  
\[ \cong \frac{[[\text{Ce(H}_2\text{O})_{9-y}(\text{anion})_y]^{4-\alpha y}] [\text{H}_2\text{O}]^y}{[[\text{Ce(H}_2\text{O})_{9}]^{4+}][\text{anion}]^y} \]  
(C.5)

Here \( \Delta G_{\text{complex}} \) and \( K_{eq,\text{complex}} \) are calculated assuming the redox reaction is a one electron transfer reaction (Eq. C.6).

\[ [\text{Ce(H}_2\text{O})_{9}]^{3+} + y[\text{anion}]^{a^-} \rightleftharpoons [\text{Ce(H}_2\text{O})_{9-y}(\text{anion})_y]^{4-\alpha y} + y\text{H}_2\text{O} + 1e^- \]  
(C.6)

Table C.1 lists the standard redox potentials, \( E^\circ \), for the Ce\(^{3+}/Ce^{4+} \) redox couple that were also listed in Scheme 4.1 in Chapter 4, as well as the difference between the reference redox potential (\( E_{\text{ref}}^\circ \)) in perchloric acid and the redox potential in the specified electrolyte. This difference enables us to estimate the complexation free energy of Ce\(^{4+}\) by using Eq. C.4. This calculation is only possible because we know that Ce\(^{3+}\) does not readily complex with anions, so that the shift in the redox potential is mostly because of anion complexation with Ce\(^{4+}\). Table C.1 also includes the DFT-predicted complexation free energies of Ce\(^{4+}\), which agree with the experimental Gibbs free energies from literature values.
The Ce\textsuperscript{3+/4+} standard redox potential ($E^\circ$) in different acidic electrolytes; the difference between the water-complexed redox potential ($E_{\text{re}}^\circ$) and the standard redox potential in the listed electrolyte ($E^\circ$); the Gibbs free energy of reaction for the formation of the Ce\textsuperscript{4+} complex ($\Delta G_{\text{complex,E^\circ}}$) from Eq. C.4; the equilibrium constant of the Ce\textsuperscript{4+} complexation reaction ($K_{\text{eq,complex,E^\circ}}$) from the experimental $\Delta G_{\text{complex,E^\circ}}$ using Eq. C.5; DFT determined Gibbs free energy of reaction for Ce\textsuperscript{4+} complexes ($\Delta G_{\text{complex,DFT}}$); the equilibrium constant of the Ce\textsuperscript{4+} complexation reaction ($K_{\text{eq,complex,DFT}}$) from the DFT calculated $\Delta G_{\text{complex,DFT}}$. The experimental $\Delta G_{\text{complex,E^\circ}}$ and $K_{\text{eq,complex,E^\circ}}$ were calculated assuming: 1) Ce\textsuperscript{3+} does not readily complex with anions based on the UV-Vis and EXAFS experiments, so the shift in redox potential from $E_{\text{re}}^\circ$ ($E^\circ$ in HClO\textsubscript{4}) is assumed to arise from only complexation of the Ce\textsuperscript{4+} ion, and 2) the redox reaction is a one electron transfer reaction defined as in Eq. C.2a.

<table>
<thead>
<tr>
<th>Electrolyte</th>
<th>Standard redox potential, $E^\circ$ (V vs. SHE)</th>
<th>$E_{\text{re}}^\circ - E^\circ$ (V)</th>
<th>Experiment\textsuperscript{[a]} $\Delta G_{\text{complex,E^\circ}}$ (kJ mol\textsuperscript{-1})</th>
<th>Experiment\textsuperscript{[a]} $K_{\text{eq,complex,E^\circ}}$</th>
<th>DFT\textsuperscript{[b]} $\Delta G_{\text{complex,DFT}}$ (kJ mol\textsuperscript{-1})</th>
<th>DFT\textsuperscript{[b]} $K_{\text{eq,complex,DFT}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HClO\textsubscript{4}</td>
<td>1.74\textsuperscript{[2]}</td>
<td>0</td>
<td>$&gt; 0$</td>
<td>$&lt; 1$</td>
<td>6.57</td>
<td>0.0705</td>
</tr>
<tr>
<td>HNO\textsubscript{3}</td>
<td>1.61\textsuperscript{[3]}</td>
<td>0.13</td>
<td>$&lt; -13$</td>
<td>$&gt; 160$</td>
<td>$-14.26$</td>
<td>316.0</td>
</tr>
<tr>
<td>MSA</td>
<td>1.61\textsuperscript{[4]}</td>
<td>0.13</td>
<td>$-13$\textsuperscript{[c]}</td>
<td>160\textsuperscript{[d]}</td>
<td>$-3.20$</td>
<td>3.64</td>
</tr>
<tr>
<td>TFSA</td>
<td>Not available</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>$-19.61$</td>
<td>2,738</td>
</tr>
<tr>
<td>H\textsubscript{2}NO\textsubscript{3}</td>
<td>1.52\textsuperscript{[5]}</td>
<td>0.22</td>
<td>$-21$</td>
<td>5,300</td>
<td>$-18.14$</td>
<td>1,513</td>
</tr>
<tr>
<td>SO\textsubscript{4}\textsuperscript{2−}</td>
<td>1.44\textsuperscript{[c,6]}</td>
<td>0.30</td>
<td>$-29$</td>
<td>120,000\textsuperscript{[d]}</td>
<td>$-43.93$</td>
<td>50,180,000</td>
</tr>
<tr>
<td>HSO\textsubscript{4}\textsuperscript{−}</td>
<td>1.28\textsuperscript{[c,7]}</td>
<td>$-$</td>
<td>$-$</td>
<td>$-$</td>
<td>$-38.31$</td>
<td>5,192,000</td>
</tr>
<tr>
<td>HCl</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$-46.11$</td>
<td>121,000,000</td>
</tr>
</tbody>
</table>

\textsuperscript{[a]} Experimental $\Delta G_{\text{complex}}$ and $K_{\text{eq,complex}}$ calculated from standard redox potentials reported in literature, with sources for redox potentials included in table; \textsuperscript{[b]} Theory $\Delta G_{\text{complex}}$ and $K_{\text{eq,complex}}$ calculated using DFT in this work; \textsuperscript{[c]} Based on dissociation constants,\textsuperscript{8,9} at a starting concentration of 1 M H\textsubscript{2}SO\textsubscript{4} there are approximately 100 times more bisulfate ions present than sulfate ions, and so the shift in redox potential reported for 1 M H\textsubscript{2}SO\textsubscript{4} is based on the complexation of Ce\textsuperscript{4+} ions with approximately 0.01 M SO\textsubscript{4}\textsuperscript{2−}. A higher concentration of sulfate ions present would results in a greater shift in redox potential; \textsuperscript{[d]} The higher equilibrium constant of complexation for H\textsubscript{2}SO\textsubscript{4} than MSA is confirmed by the UV-Vis spectra shown in Figure 4.11 in Chapter 4, where in a mixture of 1:1 H\textsubscript{2}SO\textsubscript{4}:MSA the Ce\textsuperscript{4+} UV-Vis was most similar to the pure H\textsubscript{2}SO\textsubscript{4} spectra, implying those complexes dominated; \textsuperscript{[e]} 1.28 V vs. SHE is the historically reported redox potential for Ce\textsuperscript{3+/4+} in 1 M HCl,\textsuperscript{7} however, this value has been called into question\textsuperscript{10,11} because of the Cl\textsuperscript{−}/Cl\textsubscript{2} redox reaction that will occur at similar potentials, which will interfere with the measurement of the Ce\textsuperscript{3+/4+} redox potential. Thus, experimental values of $\Delta G_{\text{complex}}$ and $K_{\text{eq,complex}}$ were not calculated for the Ce\textsuperscript{3+/4+} redox couple in HCl.
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Appendix D

Kinetics measurements and rate law modeling

This Appendix contains additional Ce$^{3+}$/Ce$^{4+}$ kinetics measurements on platinum and glassy carbon (Appendix D.1), as well as a detailed review of the rate law derivations for each of the one-step and two-step mechanism considered in Chapter 5 (Appendix D.2). In Appendix D.2, the fits of each of the rate laws are included as well for both the platinum and glassy carbon data.

D.1 Additional kinetics measurements

The averaged values of the exchange current densities obtained from the charge transfer resistance method on Pt are shown in Fig. D.1a as a function of [Ce$^{4+}$] and in Fig. D.1b as a function of temperature. We obtained charge transfer resistances, $R_{ct}$, using Electrochemical Impedance Spectroscopy (EIS) and collected the charge transfer resistance data either immediately before or after we collected the steady state current responses to complete the Tafel analysis. The magnitudes of the exchange current densities agree within 31% of the values using the Tafel method and demonstrate similar dependence on both [Ce$^{4+}$] and temperature, providing additional confidence in the reported kinetic activity of Pt.
Figure D.1. Exchange current densities for the Pt rotating disk electrode from charge transfer resistance ($R_{ct}$) method. Exchange current densities as a function of (a) Ce$^{4+}$ concentration (based on titration) and (b) temperature, in 2 M H$_2$SO$_4$ solution with total cerium concentration of 0.05 M. Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least 15 minutes before measurements were collected and blanketing with nitrogen was continued throughout the measurement collection. All reported measurements were done at 2000 rpm of the RDE.

The exchange current densities extracted from the charge transfer resistance method for the GC electrode as a function of [Ce$^{4+}$] and temperature are shown in Fig. D.2a and Fig. D.2b, respectively. The trends are similar to those observed for exchange current densities extracted from the Tafel method, i.e., exchange current densities demonstrate a maximum in value at intermediate [Ce$^{4+}$] and they increase with temperature. The magnitude of the exchange current densities is larger for the charge transfer resistance method than the Tafel method, although they are still lower than the kinetic activity observed for the Pt electrode. We use the exchange current densities obtained from the Tafel method in the kinetic activity analysis, given the smaller uncertainty as compared to those observed in the exchange current densities from the charge transfer resistance method.
Figure D.2. Exchange current densities for the GC RDE from charge transfer resistance method. Exchange current densities as a function of (a) Ce<sup>4+</sup> concentration (based on titration) and (b) temperature in 2 M H<sub>2</sub>SO<sub>4</sub> solution with total cerium concentration of 0.05 M. Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used. The solutions were sparged with nitrogen gas for at least 15 minutes before measurements were collected and blanketing with nitrogen was continued throughout the measurement collection. All data were collected at 2000 rpm of the RDE.

D.2 Rate laws considered for cerium charge transfer

A summary of all symbols used in the derivation of the rate laws is in Table D.1. Following the list of symbols, the derivation of each relevant rate law is described. The relevant rate laws are the Butler Volmer (BV) and Marcus theory (MT) rate laws, derived for a one-step charge transfer, and the rate laws derived for the CE mechanism (CE, E RDS and CE, C RDS) and the EC mechanism (EC, E RDS and EC, C RDS).
Table D.1. Symbols and their definitions used in kinetic rate law derivations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
</tr>
<tr>
<td>([\text{Ce}^{3+}])</td>
<td>Concentration of bulk Ce(^{3+}) species in sulfuric acid, i.e., [Ce(^{III}(\text{H}_2\text{O})_6)](^{3+})</td>
</tr>
<tr>
<td>([\text{Ce}^{4+}])</td>
<td>Concentration of bulk Ce(^{4+}) species in sulfuric acid, i.e., [Ce(^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3)](^+)</td>
</tr>
<tr>
<td>(n)</td>
<td>Number of electrons transferred per charge transfer, assumed to be 1</td>
</tr>
<tr>
<td>(F)</td>
<td>Faraday’s constant</td>
</tr>
<tr>
<td>(R)</td>
<td>Ideal gas law constant</td>
</tr>
<tr>
<td>(T)</td>
<td>Temperature</td>
</tr>
<tr>
<td>(U)</td>
<td>Electrode potential</td>
</tr>
<tr>
<td>(U_{eq})</td>
<td>Equilibrium potential of overall charge transfer mechanism</td>
</tr>
<tr>
<td>(U')</td>
<td>Standard equilibrium potential of overall charge transfer mechanism</td>
</tr>
<tr>
<td>(\eta)</td>
<td>Overpotential. Defined as the difference between electrode potential and standard equilibrium potential ((U - U_{eq}))</td>
</tr>
<tr>
<td><strong>Definitions for Butler-Volmer</strong></td>
<td></td>
</tr>
<tr>
<td>(i_{K,BV})</td>
<td>Kinetic current for Butler-Volmer (BV) derived rate law</td>
</tr>
<tr>
<td>(k_{BV}, k_{-_BV})</td>
<td>Reduction and oxidation rate constants for (E) step in BV derived rate law</td>
</tr>
<tr>
<td>(A_{BV}, A_{-_BV})</td>
<td>Reduction and oxidation preexponential factors for (E) step in BV derived rate law</td>
</tr>
<tr>
<td>(\Delta G_{-BV}^i, \Delta G_{+BV}^i)</td>
<td>Free energies of the transition state for reduction and oxidation for (E) step in BV derived rate law</td>
</tr>
<tr>
<td>(\Delta G_{0,BV}^i)</td>
<td>Redox transition state free energy for (E) step in BV derived rate law when (U = U')</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Cathodic charge transfer coefficient</td>
</tr>
<tr>
<td>(k_0)</td>
<td>Standard rate constant</td>
</tr>
<tr>
<td>(E_a)</td>
<td>Apparent activation energy in finalized BV derived rate law</td>
</tr>
<tr>
<td><strong>Definitions for Marcus Theory</strong></td>
<td></td>
</tr>
<tr>
<td>(i_{K,MT})</td>
<td>Kinetic current for Marcus Theory (MT) derived rate law</td>
</tr>
<tr>
<td>(k_{MT}, k_{-_MT})</td>
<td>Reduction and oxidation rate constants for (E) step in MT derived rate law</td>
</tr>
<tr>
<td>(\kappa_{el})</td>
<td>Electronic transmission coefficient</td>
</tr>
<tr>
<td>(K_{p,Ce^{3+}}, K_{p,Ce^{4+}})</td>
<td>Precursor equilibrium constants for the Ce(^{3+}) and Ce(^{4+}) species</td>
</tr>
<tr>
<td>(\nu_n)</td>
<td>Nuclear frequency factor</td>
</tr>
<tr>
<td>(\Delta G_{-MT}^i, \Delta G_{+MT}^i)</td>
<td>Free energies of the transition state for reduction and oxidation for (E) step in MT derived rate law</td>
</tr>
<tr>
<td>(\lambda_{MT})</td>
<td>Reorganization energy for (E) step in MT derived rate law</td>
</tr>
<tr>
<td>(\Delta G_{MT})</td>
<td>Free energy of the (E) step in MT derived rate law</td>
</tr>
<tr>
<td><strong>Definitions for CE mechanism</strong></td>
<td></td>
</tr>
<tr>
<td>(i_{K,CE,E})</td>
<td>Kinetic current for rate law for CE mechanism with (E) RDS</td>
</tr>
</tbody>
</table>
Table D.1 Continued

| k_2, k_{-2} | Reduction and oxidation rate constants for E step in CE mechanism |
| ΔG^\text{\text{E}}_{2}, ΔG^\text{\text{E}}_{-2} | Free energies of the transition state for reduction and oxidation reactions for E step in CE mechanism |
| λ_2 | Reorganization energy for E step in CE mechanism |
| ΔG_2 | Free energy of the E step in CE mechanism |
| U_{E,2}^\text{\text{E}} | Standard equilibrium potential of species involved in E step of CE mechanism, i.e., [Ce^{IV}(H_2O)_9]^{4+} and [Ce^{III}(H_2O)_9]^{3+} |
| r_1 | Reaction rate of C step in CE mechanism |
| k_1, k_{-1} | Forward and backward rate constants for C step in CE mechanism |
| K_1 | Equilibrium constant for C step in CE mechanism |
| ΔG_1 | Free energy of C step in CE mechanism |
| Z_2 | Preexponential factor used in finalized rate law for CE mechanism with E RDS, equal to factor of κ_{el}, K_{p,ce^{3+}} or K_{p,ce^{4+}}, and v_n |
| i_{k,CE,E} | Kinetic current for rate law for CE mechanism with C RDS |
| r_2 | Reaction rate of E step in CE mechanism |

**Definitions for EC mechanism**

| i_{k,EC,E} | Kinetic current for rate law for EC mechanism with E RDS |
| k_3, k_{-3} | Reduction and oxidation rate constants for E step in EC mechanism |
| ΔG^\text{\text{E}}_{3}, ΔG^\text{\text{E}}_{-3} | Free energies of transition state for reduction and oxidation for E step in EC mechanism |
| λ_3 | Reorganization energy for E step in EC mechanism |
| ΔG_3 | Free energy of the E step in EC mechanism |
| U_{E,3}^\text{\text{E}} | Standard equilibrium potential of species involved in E step of EC mechanism, i.e., [Ce^{IV}(H_2O)_6(HSO_4)_3]^{2+} and [Ce^{III}(H_2O)_6(HSO_4)_3]^{1+} |
| r_4 | Reaction rate of C step in EC mechanism |
| k_4, k_{-4} | Forward and backward rate constants for C step in EC mechanism |
| K_4 | Equilibrium constant for C step in CE mechanism |
| ΔG_4 | Free energy of C step in CE mechanism |
| Z_3 | Preexponential factor used in finalized rate law for EC mechanism with E RDS, equal to factor of κ_{el}, K_{p,ce^{3+}} or K_{p,ce^{4+}}, and v_n |
| i_{k,EC,E} | Kinetic current for rate law for EC mechanism with C RDS |
| r_3 | Reaction rate of C step in EC mechanism |

**D.2.1 BV rate law derivation**

To derive the BV rate law, the overall reaction mechanism is assumed to be the following (Eq. D.1), in which the electron transfer and a chemical step occur in the same step. Including the
chemical step ensures that the Ce\(^{3+}\) and Ce\(^{4+}\) are in their preferred states in sulfuric acid, i.e., [Ce\(^{3+}\)]\(_{\text{aq}}\) and [Ce\(^{4+}\)]\(_{\text{aq}}\), respectively, satisfying Criteria 1–3 of Table 5.3 of Chapter 5.

\[
[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^{+}_{\text{aq}} + 3\text{H}_2\text{O}_{\text{aq}} + e^{-} \rightleftharpoons [\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}_{\text{aq}} + 3\text{HSO}_4^{-}_{\text{aq}} \tag{D.1}
\]

For this mechanism, the kinetic current would be \textbf{Eq. D.2}, where [Ce\(^{4+}\)] and [Ce\(^{3+}\)] are the bulk Ce\(^{4+}\) and Ce\(^{3+}\) species. The reduction and oxidation rate constants, \(k_{BV}\) and \(k_{-BV}\), are assumed to have an Arrhenius form\(^1\) in \textbf{Eq. D.3–D.4}, with \(A_{BV}\) and \(A_{-BV}\) as the preexponential factors, and \(\Delta G_{BV}^\ddagger\) and \(\Delta G_{-BV}^\ddagger\) as the free energies of the transition state, of the reduction and oxidation reactions, respectively.

\[
-i_{k,BV} = nF(k_{BV}[\text{Ce}^{4+}][\text{H}_2\text{O}]^3 - k_{-BV}[\text{Ce}^{3+}][\text{HSO}_4]^3) \tag{D.2}
\]

\[
k_{BV} = A_{BV} \exp\left(\frac{-\Delta G_{BV}^\ddagger}{RT}\right) \tag{D.3}
\]

\[
k_{-BV} = A_{-BV} \exp\left(\frac{-\Delta G_{-BV}^\ddagger}{RT}\right) \tag{D.4}
\]

The transition state energies can be described using \textbf{Eq. D.5–D.6}, where \(\Delta G_{0,BV}^\ddagger\) is the redox transition state free energy, for the case in which the electrode potential, \(U\), is equal to the standard equilibrium potential of the redox species, \(U^\circ\), and \(\alpha\) is the charge transfer coefficient.\(^1\)

\[
\Delta G_{BV}^\ddagger = \Delta G_{0,BV}^\ddagger + \alpha F(U - U^\circ) \tag{D.5}
\]

\[
\Delta G_{-BV}^\ddagger = \Delta G_{0,BV}^\ddagger - (1 - \alpha)F(U - U^\circ) \tag{D.6}
\]

Plugging \textbf{Eq. D.5–D.6} into \textbf{Eq. D.3–D.4}, we obtain the following expressions for the oxidation and reduction rate constants (\textbf{Eq. D.7–D.8}).
When considering the case when the system is at equilibrium with $[\text{Ce}^{4+}] = [\text{Ce}^{3+}]$, then $U = U^\circ$ and $k_{ BV}[\text{H}_2\text{O}]^3 = k_{- BV}[\text{HSO}_4^-]^3$. We then define a standard rate constant, $k_0$, as $k_0 \equiv A_{ BV} \exp \left( \frac{-\Delta G_{0,BV}}{RT} \right) [\text{H}_2\text{O}]^3 = A_{- BV} \exp \left( \frac{-\Delta G_{0,BV}}{RT} \right) [\text{HSO}_4^-]^3$. Thus Eq. D.7–D.8 can be simplified to

$$k_{ BV}[\text{H}_2\text{O}]^3 = k_0 \exp \left( -\frac{\alpha F}{RT} (U - U^\circ) \right) \quad (D.9)$$

$$k_{- BV}[\text{HSO}_4^-]^3 = k_0 \exp \left( \frac{(1 - \alpha)}{RT} F(U - U^\circ) \right) \quad (D.10)$$

Plugging Eq. D.9–D.10 into the overall rate law Eq. D.2 and letting overpotential $\eta = U - U_{eq}$, where $U_{eq}$ is the equilibrium potential of the reaction and defined in Eq. D.11, we obtain the final rate law describing the kinetic current as a function of $\text{Ce}^{3+}$ and $\text{Ce}^{4+}$ bulk species, overpotential, and $k_0$ and $\alpha$ (Eq. D.12). This is the Butler-Volmer equation and is the same as Eq. 5.4 in Chapter 5 in the main text. The standard rate constant $k_0$ is a function of temperature (Eq. D.13) through the Arrhenius equation, where $E_a$ is the activation energy.

$$U_{eq} = U^\circ - \frac{RT \ln [\text{Ce}^{3+}]}{nF [\text{Ce}^{4+}]} \quad (D.11)$$

$$-i_{K,BV} = nFk_0(T)[\text{Ce}^{3+}]^a[\text{Ce}^{4+}]^{1-a} \left( \exp \left( -\frac{\alpha F\eta}{RT} \right) - \exp \left( \frac{(1 - \alpha)F\eta}{RT} \right) \right) \quad (D.12)$$

$$k_0(T) = k_0(298 \text{ K}) \exp \left( \frac{-E_a}{R} \left( \frac{1}{T} - \frac{1}{298 \text{ K}} \right) \right) \quad (D.13)$$
**Eq. D.12** can be used to model the exchange current density and cathodic Tafel slopes as a function of both Ce\(^{4+}\) concentration and temperature, by applying a Tafel analysis to the modeled current between the overpotential range of \(-0.250\) V and \(-0.118\) V, as was done for the experimentally collected data.

**D.2.2 MT rate law derivation**

To derive the MT rate law, the possible overall reaction mechanisms are shown in **Eq. D.14–D.15**. Note that MT does not allow for an inner-sphere structural change, failing Criterion 1 in **Table 5.3** in **Chapter 5**, and meaning we must either model the \(E\) between the bisulfate-complexed (**Eq. D.14**) or water-coordinated Ce species (**Eq. D.15**). For the sake of simplicity, we will derive the rate law assuming **Eq. D.15** is the appropriate reaction mechanism, but the derivation would be analogous for **Eq. D.14**.

\[
[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]_{aq}^- + e^- \rightleftharpoons [\text{Ce}^{II}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0_{aq} \quad (D.14)
\]

\[
[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^+ + e^- \rightleftharpoons [\text{Ce}^{II}(\text{H}_2\text{O})_9]^+_{aq} \quad (D.15)
\]

The kinetic current for **Eq. D.15** would then be **Eq. D.16**, where the reduction and oxidation rate constants \(k_{MT}\) and \(k_{-MT}\) are described through **Eq. D.17–D.18**, using standard Marcus theory expressions.\(^1\) In **Eq. D.17–D.18**, \(\kappa_{el}\) is the electronic transmission coefficient, which is related to the probability of electron tunneling, \(K_{p,\text{Ce}^{4+}}\) and \(K_{p,\text{Ce}^{3+}}\) are the precursor equilibrium constants for the Ce\(^{4+}\) and Ce\(^{3+}\) species, respectively, and \(\nu_n\) is the nuclear frequency factor.\(^1\) \(\Delta G_{MT}^+\) and \(\Delta G_{-MT}^+\) are the free energies of the transition state for the reduction and oxidation rate constants defined using MT, as shown in **Eq. D.19–D.20**, where \(\lambda_{MT}\) is the reorganization energy and \(\Delta G_{MT}\) represents the free energy of the \(E\) reaction. \(\Delta G_{MT}\) is related to the electrode potential through **Eq. D.21**.
\[-i_{K,MT} = nF(k_{MT}[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^4^+ - k_{-MT}[\text{Ce}^{III}(\text{H}_2\text{O})_9]^3^+ ) \quad (D.16)\]

\[k_{MT} = \kappa_{el}K_{p,Ce^{4+}}v_n \exp \left( \frac{-\Delta G_{MT}^1}{RT} \right) \quad (D.17)\]

\[k_{-MT} = \kappa_{el}K_{p,Ce^{3+}}v_n \exp \left( \frac{-\Delta G_{-MT}^1}{RT} \right) \quad (D.18)\]

\[\Delta G_{MT}^1 = \frac{\lambda_{MT}}{4} \left( 1 + \frac{\Delta G_{MT}}{\lambda_{MT}} \right)^2 \quad (D.19)\]

\[\Delta G_{-MT}^1 = \frac{\lambda_{MT}}{4} \left( 1 - \frac{\Delta G_{MT}}{\lambda_{MT}} \right)^2 \quad (D.20)\]

\[\Delta G_{MT} = nF(U - U^\circ) \quad (D.21)\]

Plugging these expressions into \textbf{Eq. D.16}, and again substituting \(\eta = U - U_{eq}\), where \(U_{eq}\)

is defined in \textbf{Eq. D.11}, and letting \(Z_{MT} = \kappa_{el}K_{p,Ce^{3+}}v_n = \kappa_{el}K_{p,Ce^{4+}}v_n\), we obtain the MT rate law (\textbf{Eq. D.22}) that can be used to fit the exchange current densities and cathodic Tafel slopes as a function of \([\text{Ce}^{4+}]\) and temperature using Tafel analysis in the same overpotential range as used in the experimental data collection process. Note that in the fitting process of the experimental data with the MT rate law, the concentration of the \([\text{Ce}^{IV}(\text{H}_2\text{O})_9]^4^+\) species in \textbf{Eq. D.22} was assumed to be equal to the bulk \(\text{Ce}^{4+}\) species, which we in fact know to be \([\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+\).

\[i_{K,MT} = -nFZ_{MT} \left( [\text{Ce}^{IV}(\text{H}_2\text{O})_9]^4^+ \exp \left( \frac{-\lambda_{MT}}{4RT} \left( 1 + \frac{nF\eta}{\lambda_{MT}} - \frac{RT}{\lambda_{MT}} \ln \left[ \text{Ce}^{3+} \right] \right)^2 \right) \right) \] 

\[- \left. [\text{Ce}^{III}(\text{H}_2\text{O})_9]^3^+ \exp \left( \frac{-\lambda_{MT}}{4RT} \left( 1 - \frac{nF\eta}{\lambda_{MT}} + \frac{RT}{\lambda_{MT}} \ln \left[ \text{Ce}^{3+} \right] \right)^2 \right) \right) \] 

\[ \quad (D.22) \]

\subsection*{D.2.3 CE mechanism, E RDS rate law derivation}

The kinetic current for the CE mechanism in \textbf{Chapter 5 (Eq. 5.5a–b)}, assuming the E step is the RDS, is defined in \textbf{Eq. D.23}, where the reduction and oxidation rate constants of the E step, \(k_2\) and \(k_{-2}\), are defined using MT in \textbf{Eq. D.24–S25}. The meanings of \(\kappa_{el}, K_{p,Ce^{3+}}, K_{p,Ce^{4+}}\), and
\( u_n \) are all the same as described previously. The free energies of the reduction and oxidation transition states for the \( E \) step, \( \Delta G_2^\uparrow \) and \( \Delta G_{-2}^\uparrow \), are defined using MT in Eq. D.26–D.27, with \( \Delta G_2 \) defined in Eq. D.28 as the reaction energy of the \( E \) step, and related to the difference between the potential of the electrode, \( U \), and \( U_{E,2}^o \), the equilibrium electrode potential of the species involved in the \( E \) step i.e., [Ce\( ^{IV}(\text{H}_2\text{O})_9 \)]\(^{4+}\) and [Ce\( ^{III}(\text{H}_2\text{O})_9 \)]\(^{3+}\).

\[
-i_{k,CE,E} = nF(k_2[\text{Ce}^{IV}(\text{H}_2\text{O})_9]_{\text{aq}}^{4+} - k_{-2}[\text{Ce}^{III}(\text{H}_2\text{O})_9]_{\text{aq}}^{3+})
\]

(D.23)

\[
k_2 = \kappa_{el} K_{p,\text{Ce}^{4+}} u_n \exp \left( \frac{-\Delta G_2^\uparrow}{RT} \right)
\]

(D.24)

\[
k_{-2} = \kappa_{el} K_{p,\text{Ce}^{3+}} u_n \exp \left( \frac{-\Delta G_{-2}^\uparrow}{RT} \right)
\]

(D.25)

\[
\Delta G_2^\uparrow = \frac{\lambda_2}{4} \left( 1 + \frac{\Delta G_2}{\lambda_2} \right)^2
\]

(D.26)

\[
\Delta G_{-2}^\uparrow = \frac{\lambda_2}{4} \left( 1 - \frac{\Delta G_2}{\lambda_2} \right)^2
\]

(D.27)

\[
\Delta G_2 = nF(U - U_{E,2}^o)
\]

(D.28)

In the kinetic current rate law, the unknown concentration of the intermediate species [Ce\( ^{IV}(\text{H}_2\text{O})_9 \)]\(^{4+}\) must be defined in terms of known bulk species concentration, which can be done using the equilibrium constant of the \( C \) step (Eq. 5.5a in Chapter 5). As mentioned in the main text, we assume that the ligand exchange occurs in one step rather than a series of \( C \) steps on the principle of choosing the simplest mechanism that fits the data. Assuming the \( C \) step is quasi-equilibrated, then the \( C \) step reaction rate, \( r_1 \), would be equal to zero (Eq. D.29). \( k_1 \) and \( k_{-1} \) are the forward and backward rates of the \( C \) step and are related to the equilibrium constant of the \( C \) step \( K_1 \) through Eq. D.30. \( \Delta G_1 \) in Eq. D.30 is the reaction energy of the \( C \) step and is defined in Eq. D.31, where \( U^o \) is the standard equilibrium electrode potential of the overall reaction, as
defined earlier. Thus, in the instance that $U = U^*$, $\Delta G_1 = \Delta G_2$ as would be expected from Scheme 5.1 in Chapter 5.

$$
r_1 = 0 = k_1\left[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3\right]_{aq}[\text{H}_2\text{O}]^3 - k_{-1}\left[\text{Ce}^{IV}(\text{H}_2\text{O})_9\right]_{aq}[\text{HSO}_4]^3
$$

(D.29)

$$
K_1 = \frac{k_1}{k_{-1}} = \exp\left(-\frac{\Delta G_1}{RT}\right)
$$

(D.30)

$$
\Delta G_1 = -nF(U^* - U_{E,2}^*)
$$

(D.31)

Using Eq. D.29–D.31, the concentration of $[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}$ is defined as shown in Eq. D.32. Plugging in Eq. D.32 as well as Eq. D.24–D.25 into Eq. D.23, the kinetic current rate law for the $CE$ mechanisms with the $E$ step as RDS in Eq. D.33 is determined. In Eq. D.33, $Z_2 = \kappa_{el} K_{p, Ce^{3+}+} n = \kappa_{el} K_{p, Ce^{4+}+} n$ and $[\text{Ce}^{4+}]$ and $[\text{Ce}^{3+}]$ are the concentrations of the bulk $\text{Ce}^{4+}$ and $\text{Ce}^{3+}$ species.

$$
[\text{Ce}^{IV}(\text{H}_2\text{O})_9]_{aq}^{3+} = \frac{[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]_{aq}^{4+}[\text{H}_2\text{O}]^3}{[\text{HSO}_4]^3} K_1 = \frac{[\text{Ce}^{4+}] [\text{H}_2\text{O}]^3}{[\text{HSO}_4]^3} - K_1
$$

(D.32)

$$
-i_{K, CE, E} = nF Z_2 \left( \frac{[\text{Ce}^{4+}] [\text{H}_2\text{O}]^3}{[\text{HSO}_4]^3} K_1 \exp\left(\frac{-\lambda_2}{4RT} \left(1 + \frac{nF(U - U_{E,2}^*)}{\lambda_2} \right)^2\right) - [\text{Ce}^{3+}] \exp\left(\frac{-\lambda_2}{4RT} \left(1 - \frac{nF(U - U_{E,2}^*)}{\lambda_2} \right)^2\right) \right)
$$

(D.33)

Eq. D.33 can be further simplified by defining $U_{E,2}^*$ using Eq. D.34 and recognizing that $\eta = U - U_{eq}$, to obtain the final rate law in Eq. D.35 (Eq. 5.6 in Chapter 5). From this kinetic current expression, exchange current densities and cathodic Tafel slopes as a function of $[\text{Ce}^{4+}]$ and temperature can be modeled and compared to experimental values.

$$
U_{E,2}^* = U^* - \frac{RT}{nF \ln K_1}
$$

(D.34)
\[ i_{K,CE,E} = -nFZ_2 \left( \frac{[\text{Ce}^{4+}][\text{H}_2\text{O}]^3}{[\text{HSO}_4^-]^3} - K_1 \exp \left( \frac{-\lambda_2}{4RT} \left( 1 + \frac{nF\eta}{\lambda_2} - \frac{RT}{\lambda_2} \ln \left( \frac{[\text{Ce}^{3+}]}{K_1[\text{Ce}^{4+}]} \right)^2 \right) \right) \right) \]

**D.2.4 CE mechanism, C RDS rate law derivation**

The rate law for the case when the C step of the CE mechanism is rate-determining is defined below in Eq. D.36, where again, the ligand exchange is assumed to occur in one C step instead of a series of C steps for simplicity.

\[ -i_{K,CE,E} = nF(k_1[[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}_\text{aq}]^3\text{H}_2\text{O}^3) - k_{-1}[[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}_\text{aq}]\text{HSO}_4^-] \]

The concentration of the intermediate species \([\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}\) is determined based on the assumption that the E step is quasi-equilibrated, and so \(r_2\), the reaction rate of the E step, is equal to zero (Eq. D.37). The reduction and oxidation rate constants are defined as earlier using MT in Eq. D.24–D.25.

\[ r_2 = 0 = k_2[[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}_\text{aq}] - k_{-2}[[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{3+}_\text{aq}] \]

Substituting Eq. D.24 and D.25 into Eq. D.37, the concentration of the intermediate species \([\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}\) is determined (Eq. D.38).

\[ [[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{4+}_\text{aq}] = [[\text{Ce}^{IV}(\text{H}_2\text{O})_9]^{3+}_\text{aq}] \exp \left( \frac{nF}{RT} (U - U_{E,2}) \right) \]

Plugging Eq. D.38 into Eq. D.36 and using the definition for \(U_{E,2}^\circ\) from Eq. D.34, the definition for \(K_1\) from Eq. D.30, and \(\eta = U - U_{eq}\), the final rate law for the CE mechanism with
the C step RDS is found in Eq. D.39. Exchange current densities and Tafel slopes can be derived from this rate law to compare to experimental values.

\[ i_{K,CE,c} = -nFk_1 \left( [Ce^{4+}][H_2O]^3 - [Ce^{4+}][HSO_4^-]^3 \exp \left( \frac{nF\eta}{RT} \right) \right) \]  \hspace{1cm} (D.39)

Briefly, Eq. D.39 cannot capture the maximum in exchange current density with [Ce^{4+}] or the cathodic Tafel slopes observed experimentally, and so is not a correct rate law.

**D.2.5 EC mechanism, E RDS rate law derivation**

For the EC mechanism, the Ce^{4+}-anion complex ([Ce^{IV}(H_2O)_6(HSO_4)_3]^+) undergoes an endothermic E to form the higher energy Ce^{3+} species ([Ce^{III}(H_2O)_6(HSO_4)_3]^0) (Eq. D.40a), which then undergoes a favorable ligand exchange C step with water to form the [Ce^{III}(H_2O)_9]^3+ species (Eq. D.40b). Like the CE mechanism, the ligand exchange in the EC mechanism is assumed to occur in one C step instead of a series of C steps.

\[
\begin{align*}
[Ce^{IV}(H_2O)_6(HSO_4)]^{+}_{aq} + e^- &\rightleftharpoons [Ce^{III}(H_2O)_6(HSO_4)_3]^{0}_{aq} \tag{D.40a} \\
[Ce^{III}(H_2O)_6(HSO_4)_3]^{0}_{aq} + 3H_2O_{aq} &\rightleftharpoons [Ce^{III}(H_2O)_9]^{3+}_{aq} + 3HSO_4^{-}_{aq} \tag{D.40b}
\end{align*}
\]

Assuming a rate-determining step exists, the proposed mechanism in Eq. D.40 has two possible rate laws. Considering the case when the E step is the RDS, the kinetic current would be described as in Eq. D.41 using MT. The reduction and oxidation rate constants of the E step are defined in Eq. D.42–D.43, where \( \kappa_{el}, K_{p, Ce^{3+}}, K_{p, Ce^{4+}}, \) and \( v_n \) are all the same as described previously. \( \Delta G_3^+ \) and \( \Delta G_{-3}^+ \) are the free energies of the reduction and oxidation transition states of the E step, respectively, and are also defined in terms of MT in Eq. D.44–D.45, where \( \lambda_3 \) is the reorganization energy of the E step and \( \Delta G_3 \) is the reaction energy of the E step, which is related
to electrode potential through Eq. D.46. In Eq. D.46, \( U_{E,3}^o \) is the standard equilibrium potential of the species involved in the \( E \) step, i.e., \([\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^+\) and \([\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0\).

\[
-i_{K,ECE} = nF\left(k_3\left[[\text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]_{\text{aq}}\right] - k_{-3}\left[[\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0_{\text{aq}}\right]\right)
\]

(Eq. D.41)

\[
k_3 = \kappa_{el}K_{p,\text{Ce}^{4+}}n_{\text{H}_2\text{O}}\exp\left(\frac{-\Delta G_3^f}{RT}\right)
\]

(Eq. D.42)

\[
k_{-3} = \kappa_{el}K_{p,\text{Ce}^{3+}}n_{\text{H}_2\text{O}}\exp\left(\frac{-\Delta G_{-3}^f}{RT}\right)
\]

(Eq. D.43)

\[
\Delta G_{3,3}^f = \frac{\lambda_3}{4} \left(1 + \frac{\Delta G_3^f}{\lambda_3}\right)^2
\]

(Eq. D.44)

\[
\Delta G_{b,3}^f = \frac{\lambda_3}{4} \left(1 - \frac{\Delta G_3^f}{\lambda_3}\right)^2
\]

(Eq. D.45)

\[
\Delta G_3 = nF(U - U_{E,3}^o)
\]

(Eq. D.46)

The unknown concentration of the intermediate \([\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0\) in Eq. D.41 can be defined in terms of the known concentration of the bulk \( \text{Ce}^{3+} \) species, \([\text{Ce}^{III}(\text{H}_2\text{O})_9]^3^+\), and the equilibrium constant of the \( C \) step. Assuming the \( C \) step is quasi-equilibrated, then the reaction rate of the \( C \) step, \( r_4 \), is equal to zero (Eq. D.47). In Eq. D.47, the forward and backward rates of the \( C \) step, \( k_4 \) and \( k_{-4} \), are related to the equilibrium constant \( K_4 \), as shown in Eq. D.48. \( K_4 \) can also be related to the free energy of the \( C \) step, \( \Delta G_4 \), as shown in Eq. D.48. \( \Delta G_4 \) is related to the electrode potential through Eq. D.49, where, as defined earlier, \( U^o \) is the standard equilibrium potential. When \( U = U^o \), \( \Delta G_3 = \Delta G_4 \).

\[
r_4 = 0 = k_4[[\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0_{\text{aq}}][\text{H}_2\text{O}]^3 - k_{-4}[[\text{Ce}^{III}(\text{H}_2\text{O})_9]^3^+_{\text{aq}}][\text{HSO}_4]^3
\]

(Eq. D.47)

\[
K_4 = \frac{k_4}{k_{-4}} = \exp\left(\frac{-\Delta G_4}{RT}\right)
\]

(Eq. D.48)

\[
\Delta G_4 = -nF(U^o - U_{E,3}^o)
\]

(Eq. D.49)
Solving Eq. D.47–D.49 for the concentration of \([\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0\) results in Eq. D.50, where \([\text{Ce}^{3+}]\) is the concentration of the bulk \(\text{Ce}^{3+}\) species. Plugging Eq. D.50 into the kinetic current rate law (Eq. D.41), Eq. D.51 is obtained. In Eq. D.51, \(Z_3 = \kappa_{el}K_{p,ce^3+}v_n = \kappa_{el}K_{p,ce^4+}v_n\) and \([\text{Ce}^{4+}]\) is the concentration of the bulk \(\text{Ce}^{4+}\) species.

\[
\left[[\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0]_{\text{aq}}\right] = \frac{[[\text{Ce}^{III}(\text{H}_2\text{O})_9]^{3+}]_{\text{aq}}[[\text{HSO}_4]^3]}{K_4[\text{H}_2\text{O}]^3} = \frac{[\text{Ce}^{3+}][\text{HSO}_4]^3}{K_4[\text{H}_2\text{O}]^3}
\]

\[D.50\]

\[-i_{K,EC,E} = nFZ_3 \left([\text{Ce}^{4+}] \exp \left(-\frac{\lambda_3}{4RT} \left(1 + \frac{nF(U - U_{E,3})}{\lambda_3}\right)^2\right) - \frac{[\text{Ce}^{3+}][\text{HSO}_4]^3}{K_4[\text{H}_2\text{O}]^3} \exp \left(-\frac{\lambda_3}{4RT} \left(1 - \frac{nF(U - U_{E,3})}{\lambda_3}\right)^2\right)\right)\]

\[D.51\]

\(E_{E,3}^\circ\) is defined in Eq. D.52, which, along with \(\eta = U - U_{eq}\), can be used to simplify the kinetic current rate law for the \(EC\) mechanism with the \(E\) step as the RDS further into Eq. D.53. This kinetic current can then be used to derive expressions for exchange current density and cathodic Tafel slopes as a function of \([\text{Ce}^{4+}]\) and temperature.

\[U_{E,3}^\circ = U^\circ - \frac{RT}{nF} \ln K_4\]

\[D.52\]

\[i_{K,EC,E} = -nFZ_3 \left([\text{Ce}^{4+}] \exp \left(-\frac{\lambda_3}{4RT} \left(1 + \frac{nF\eta}{\lambda_3} - \frac{RT}{\lambda_3} \ln \frac{[\text{Ce}^{3+}]}{K_4[\text{Ce}^{4+}]}\right)^2\right) - \frac{[\text{Ce}^{3+}][\text{HSO}_4]^3}{K_4[\text{H}_2\text{O}]^3} \exp \left(-\frac{\lambda_3}{4RT} \left(1 - \frac{nF\eta}{\lambda_3} + \frac{RT}{\lambda_3} \ln \frac{[\text{Ce}^{3+}]}{K_4[\text{Ce}^{4+}]}\right)^2\right)\right)\]

\[D.53\]

Briefly, although Eq. D.53 does capture the experimentally observed behavior, the parameters from fitting are physically unrealistic as discussed below.
D.2.6 EC mechanism, C RDS rate law derivation

The rate law for the EC mechanism when the C step is the RDS is shown in Eq. D.54. The ligand exchange is assumed to occur as one C step.

\[-i_{K,EC} = nF \left( k_4 \left[ \text{Ce}^{II}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] \right) - k_4 \left[ \text{Ce}^{II}(\text{H}_2\text{O})_9(\text{HSO}_4)_3 \right] \right) \]  \hspace{1cm} (D.54)

The concentration of the unknown intermediate species, \([\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0\), can be calculated assuming the E step is quasi-equilibrated, meaning the E step reaction rate, \(r_3\), is equal to zero, as shown in Eq. D.55. In Eq. D.55, the reduction and oxidation rate constants of the E step are defined using MT, as shown previously in Eq. D.42–D.43.

\[r_3 = 0 = k_3 \left[ \text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] + k_3 \left[ \text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] \]  \hspace{1cm} (D.55)

Plugging these expressions for \(k_3\) and \(k_3\) into Eq. D.55, the concentration of \([\text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3]^0\) is calculated, as shown in Eq. D.56.

\[\left[ \text{Ce}^{III}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] = \left[ \text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] \exp \left( \frac{-nF\eta}{RT} \left( U - U_{eq} \right) \right) \]  \hspace{1cm} (D.56)

Substituting Eq. D.56 in Eq. D.54 and using the definition for \(E_{eq}^o\) from Eq. D.52, the definition for \(K_a = k_4 / k_4\), and \(\eta = U - U_{eq}\), the kinetic current can be simplified further into Eq. D.57. This rate law can be used to model exchange current densities and cathodic Tafel slopes as a function of \([\text{Ce}^{IV}]\) and temperature.

\[-i_{K,EC} = nFk_4 \left[ \text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] \exp \left( \frac{-nF\eta}{RT} \right) - \left[ \text{Ce}^{IV}(\text{H}_2\text{O})_6(\text{HSO}_4)_3 \right] \right) \]  \hspace{1cm} (D.57)
Briefly, Eq. D.57 cannot capture the maximum in exchange current density with \([\text{Ce}^{4+}]\) observed experimentally, and so it is not a correct rate law.

**D.2.7 Kinetic fitting results**

Table D.2 includes the optimal fitting parameters used in the fit of each rate law to the Pt and GC data. Fitting parameters were obtained by minimizing the normalized mean square error between the observed and modeled exchange current density and cathodic Tafel slope values. As discussed in Chapter 5, the \(CE, E\) RDS rate law was the only rate law that satisfactorily met all nine criteria (Table 5.3) and had reasonable results.
Table D.2. Fitted parameters for all considered rate laws. The values of the parameters used in each of the rate law fits to the Pt and GC data are included. The rate laws considered are the BV and MT rate laws, as well as the CE, E RDS, CE, C RDS, EC, E RDS, and the EC, E RDS rate laws. The corresponding rate law equations are included for reference. For comparison, the DFT-predicted equilibrium constant $K_1$ and reorganization energy are included. The rate law most consistent with the experimental data is the CE mechanism with an E RDS.

<table>
<thead>
<tr>
<th>Rate Law Fitting Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>BV (Eq. 5.3)</td>
</tr>
<tr>
<td>$E_a$ (kJ mol$^{-1}$)</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Pt RDE</td>
</tr>
<tr>
<td>GC RDE</td>
</tr>
<tr>
<td>MT (Eq. D.22)</td>
</tr>
<tr>
<td>$\lambda_{MT}$ (kJ mol$^{-1}$)</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>Pt RDE</td>
</tr>
<tr>
<td>GC RDE</td>
</tr>
<tr>
<td>CE mechanism, E RDS (Eq. 5.6)</td>
</tr>
<tr>
<td>$\lambda_2$ (kJ mol$^{-1}$)</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Pt RDE</td>
</tr>
<tr>
<td>GC RDE</td>
</tr>
<tr>
<td>CE mechanism, C RDS (Eq. D.39)</td>
</tr>
<tr>
<td>$k_1$ (cm s$^{-1}$)</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>Pt RDE</td>
</tr>
<tr>
<td>GC RDE</td>
</tr>
<tr>
<td>EC mechanism, E RDS (Eq. D.53)</td>
</tr>
<tr>
<td>$\lambda_3$ (kJ mol$^{-1}$)</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Pt RDE</td>
</tr>
<tr>
<td>GC RDE</td>
</tr>
<tr>
<td>EC mechanism, C RDS (Eq. D.57)</td>
</tr>
<tr>
<td>$k_{-4}$ (cm s$^{-1}$)</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>Pt RDE</td>
</tr>
<tr>
<td>GC RDE</td>
</tr>
<tr>
<td>From density functional theory modeling</td>
</tr>
<tr>
<td>$\lambda$ (kJ mol$^{-1}$)</td>
</tr>
<tr>
<td>------------------------</td>
</tr>
<tr>
<td>Ce$^{3+}$/Ce$^{4+}$ in H$_2$SO$_4$</td>
</tr>
</tbody>
</table>

*Note, the DFT-predicted $\lambda$ value is for the [Ce$^{III}$(H$_2$O)$_6$]$^{3+}$/[Ce$^{IV}$(H$_2$O)$_6$]$^{2+}$ CT, and the DFT-predicted $K_4$ value is for the ligand exchange energy from [Ce$^{IV}$(H$_2$O)$_6$(HSO$_4$)$_3$]$^+$ to [Ce$^{IV}$(H$_2$O)$_6$]$^{4+}$. 
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Fig. D.3 shows the fit of the Pt and GC kinetic data to the MT rate law, with fitting parameters $\lambda_{MT}$ and $Z_{MT}$ optimized to minimize the mean squared error between the experimental and modeled values. As discussed in the main text, the MT rate law is unable to capture the asymmetry of the observed data points, with the maximum in exchange current density predicted to occur at 50% [Ce$^{4+}$] instead of the observed ~70% [Ce$^{4+}$], as shown in Fig. D.3a for Pt and Fig. D.3e for GC. The modeled cathodic Tafel slope behavior as a function of [Ce$^{4+}$] for both Pt and GC (Fig. D.3c, Fig. D.3g) also does not agree with the observed behavior due to the forced symmetry of the MT rate law. The increase in exchange current density and cathodic Tafel slope as a function of temperature is only partially captured for both Pt and GC, most likely due to the low fitted reorganization energy values for both Pt and GC that are approximately equal at 30 kJ/mol (Fig. D.3b,d for Pt and Fig. D.3f,h for GC).
Figure D.3. Fit of Pt and GC data to MT rate law. Fit of the MT rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce⁴⁺], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce⁴⁺], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.026 M. Solid blue lines are the fit to the data from the MT rate law. The reorganization energy $\lambda_{MT}$ and preexponential factor $Z_{MT}$ in (a)-(d) were obtained through minimizing the NMSE of the Pt data (NMSE = 0.097). Fit of the MT rate law to the experimental data for GC (e) exchange current densities as a function of [Ce⁴⁺], (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of [Ce⁴⁺], and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.025 M. Solid orange lines are the fit to the data from the MT rate law. The reorganization energy $\lambda_{MT}$ and preexponential factor $Z_{MT}$ in (e)-(h) were obtained through minimizing the NMSE of the GC data (NMSE = 0.084). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.
The fit of the CE, E RDS derived rate law to the cathodic Tafel slope as a function of temperature is shown in Fig. D.4. The model successfully predicts an increase in cathodic Tafel slope with increasing temperature, although the slope is not completely captured. This is most likely due to the value of the reorganization energy of the E step, $\lambda_2$, being lower than what would be required to achieve a faster increase in cathodic Tafel slope with temperature. The fitted value of $\lambda_2$ is obtained through the fit of not only the data shown in Figure D.4, but also the data in Figure 5.8b–d shown in Chapter 5. The best fit was found for a value of $\lambda_2$ of 100.2 kJ/mol to satisfactorily fit the rest of the data in addition to the Tafel slope data.

![Figure D.4. Fit of Pt cathodic Tafel slope as a function of temperature with CE, E RDS rate law.](image)

The fit of the GC data to the CE, E RDS rate law is shown in Fig. D.5. Similar to the fit of the Pt data (Fig. 5.8b–d), the CE, E RDS rate law successfully predicts a maximum in exchange current density as a function of [Ce$^{4+}$] at ~70% [Ce$^{4+}$] (Fig. D.5a), an increase in exchange current density with temperature (Fig. D.5b), a decrease in cathodic Tafel slope with increasing [Ce$^{4+}$],
(Fig. D.5c) and an increase in Tafel slope with temperature (Fig. D.5d). The optimal fitting parameters for the fit of the GC data to the CE, E RDS rate law are \( K_1 = 6.5 \times 10^{-5}, \lambda_2 = 71.8 \text{ kJ/mol}, \text{ and } Z_2 = 8.64 \). The differences between the fitted values for GC and Pt are discussed in the main text.

The fits of the CE, C RDS rate law to the Pt and GC data are shown in Fig. D.6. Although the rate law satisfies Criterion 6, which asserts that the exchange current density will increase with temperature, as shown in Fig. D.6b for Pt and Fig. D.6f for GC, it fails to capture the maximum in exchange current density at \(~70\%\text{ Ce}^{4+}\) concentration (Criterion 5, Fig. D.6a for Pt and Fig. D.6e for GC). This is because the anodic and cathodic branches of the current expression (Eq.}
D.36) are only dependent on either [Ce$^{3+}$] or [Ce$^{4+}$], and never are a factor of both. From Eq. D.39, the anodic current increases exponentially with positive overpotential, and the cathodic branch current is essentially constant with overpotential. As a result, Tafel slopes are unrealistically large at magnitudes of greater than 18,000 mV/decade, which is why they do not appear in Fig. D.6c–d for Pt or Fig. D.6g–h for GC (Criteria 7–9).
Figure D.6. **Fit of Pt and GC data to CE, C RDS rate law.** Fit of the CE, C RDS rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce⁴⁺], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce⁴⁺], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.025 M. Solid blue lines are the fit to the data from the CE, C RDS rate law. The C step forward rate constant $k_1$ in (a)-(d) was obtained through minimizing the NMSE of the Pt data (NMSE = 46.6). Fit of the CE, C RDS rate law to the experimental data for GC (e) exchange current densities as a function of [Ce⁴⁺], (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of [Ce⁴⁺], and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.025 M. Solid orange lines are the fit to the data from the CE, C RDS rate law. The C step forward rate constant $k_1$ in (e)-(h) was obtained through minimizing the NMSE of the GC data (NMSE = 49.4). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.
**Fig. D.7** shows the fits of the EC, C RDS rate law to the Pt and GC data. Similar to the CE, C RDS rate law discussed above, the kinetic current rate law ([Eq. D.57](#)) predicts a linear dependence of exchange current density with [Ce^{4+}]. as shown in **Fig. D.7a** for Pt and **Fig. D.7e** for GC. The behavior of the Tafel slopes is not appropriately captured in the case of the EC, C RDS rate law (**Fig. D.7c–d** for Pt, and **Fig. D.7g–h** for GC) because the cathodic current is predicted to increase exponentially with negative overpotential, making Tafel slopes too small compared to experimentally reported Tafel slopes (failing **Criterion 7**) and essentially constant with changes in [Ce^{4+}] or temperature (failing **Criteria 8-9**).
Figure D.7. Fit of Pt and GC data to EC, C RDS rate law. Fit of the EC, C RDS rate law to the experimental data for Pt (a) exchange current densities as a function of [Ce⁴⁺], (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of [Ce⁴⁺], and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.026 M. Solid blue lines are the fit to the data from the EC, C RDS rate law. The C step backward rate constant $k_{-4}$ in (a)-(d) was obtained through minimizing the NMSE of the Pt data (NMSE = 1.51). Fit of the EC, C RDS rate law to the experimental data for GC (e) exchange current densities as a function of [Ce⁴⁺], (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of [Ce⁴⁺], and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H₂SO₄ at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a Ce⁴⁺ concentration of 0.025 M. Solid orange lines are the fit to the data from the EC, C RDS rate law. The C step backward rate constant $k_{-4}$ in (e)-(h) was obtained through minimizing the NMSE of the GC data (NMSE = 1.56). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.
The fit of the EC, E RDS rate law to the Pt and GC data is included in Fig. D.8. While all kinetic behavior (Criteria 5–9) is technically met through the fit, some of the optimized fitting parameters for Pt were unreasonable, i.e., the reorganization energy was unreasonably large at 663 kJ/mol, and for both Pt and GC, the predicted equilibrium constant of the C step suggested that Ce$^{3+}$ was preferentially complexed by sulfate, not coordinated by water. As discussed in the main text, our EXAFS results and DFT-predicted free energy of Ce$^{3+}$ water coordination contradict this finding, and thus we can reject the EC, E RDS rate law. It can also be argued that while the cathodic Tafel slopes do decrease slightly with the increase in [Ce$^{4+}$] for Pt (Fig. D.8c), the slope of the predicted behavior is not steep enough, possibly due to the unreasonably large, predicted, reorganization energy value.
Figure D.8. Fit of Pt and GC data to EC, E RDS rate law. Fit of the EC, E RDS rate law to the experimental data for Pt (a) exchange current densities as a function of $[\text{Ce}^{4+}]$, (b) exchange current densities as a function of temperature, (c) cathodic Tafel slopes as a function of $[\text{Ce}^{4+}]$, and (d) cathodic Tafel slopes as a function of temperature. Data in (a) and (c) collected at room temperature in 2 M H$_2$SO$_4$ at total cerium concentration of 0.05 M. Data in (b) and (d) collected at a total cerium concentration of 0.05 M with a $\text{Ce}^{4+}$ concentration of 0.026 M. Solid blue lines are the fit to the data from the EC, E RDS rate law. The reorganization energy $\lambda_3$, equilibrium constant $K_4$, and preexponential constant $Z_3$ were obtained through minimizing the NMSE of the Pt data (NMSE = 0.051). Fit of the EC, E RDS rate law to the experimental data for GC (e) exchange current densities as a function of $[\text{Ce}^{4+}]$, (f) exchange current densities as a function of temperature, (g) cathodic Tafel slopes as a function of $[\text{Ce}^{4+}]$, and (h) cathodic Tafel slopes as a function of temperature. Data in (e) and (g) collected at room temperature in 2 M H$_2$SO$_4$ at total cerium concentration of 0.05 M. Data in (f) and (h) collected at a total cerium concentration of 0.05 M with a $\text{Ce}^{4+}$ concentration of 0.025 M. Solid orange lines are the fit to the data from the EC, E RDS rate law. The reorganization energy $\lambda_3$, equilibrium constant $K_4$, and preexponential constant $Z_3$ were obtained through minimizing the NMSE of the GC data (NMSE = 0.074). Reported values are averaged from three runs, with error bars representing one standard deviation from the average value in both horizontal and vertical directions. An Ag/AgCl reference electrode and graphite rod counter electrode were used for all measurements. All measurements were collected at 2000 rpm of the RDE where mass transport is not limiting.
D.3 References