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ABSTRACT

3D scene understanding is crucial for robotics, augmented reality and autonomous

vehicles. In those applications, the 3D structure can be computed by using stereo

cameras or depth sensors. One can process these 3D measurements using deep learn-

ing techniques to achieve remarkable performance in various perception related tasks.

However, different from images that have a dominant representation as 2D pixel ar-

rays, 3D data has many representations, including voxels, meshes, depth images,

point clouds, and etc. Among all of them, depth images and point clouds are closer

to the direct output from 3D measurements, as depth images are computed by stereo

cameras and point clouds are generated from LiDAR. The recent improved accessi-

bility of those 3D measurements requires the need of algorithms to interpret them.

Therefore, this dissertation develops algorithms for 3D scene understanding with

deep learning techniques for depth images and point clouds.

The first portion of this dissertation describes an algorithm to estimate accurate

depth maps from stereo images. In particular, by solving the stereo matching prob-

lems, one can generate a disparity map and convert it into a dense depth image.

During the processing, the semantic embedding learned from semantic segmentation

further helps to guide the disparity estimation, especially for smooth, reflective and

occluded regions. With the computed depth images and semantic segments, we can

efficiently produce semantic 3D models.

The second portion of the dissertation addresses the challenges of processing point

cloud data which may be arbitrarily rotated. To solve perception tasks with random

rotation in real-world point cloud data, traditional techniques employ data augmen-

tation. However, this can increase training time and may require more complex deep

learning models. To address rotations that may not exist in the training data, this

dissertation proposes a 3D representation of point clouds that is designed to be rota-

tionally invariant and introduces a novel neural network architecture to utilize this

representation.

The third portion of the dissertation devises methods to address the challenge

of processing real-world point clouds due to partial observations. This dissertation

applies a multivariate Gaussian distribution to model the output from each local

xv



point set and illustrates how to use each such local point set to infer the latent

feature encoding information contained by a complete point cloud. This strategy

ensures accurate prediction with a partial observed point set for different tasks, such

as shape classification, part segmentation, and point cloud completion.

The final portion of the dissertation focuses on point cloud completion. At pro-

cessing the point clouds, existing approaches adopt encoder-decoder structures and

output sparse distributed embeddings, which may lead to worse generalizability at

testing. In addition, analysis of point cloud completion trained jointly with other

tasks are lacking. To address those limitations, this dissertation proposes a novel

module that includes a normalization layer to normalize embeddings into unit one,

and the module can be integrated into existing approaches. Both the theory and

empirical results are shown to demonstrate the effectiveness of the proposed method

on improving point cloud completion performance.

xvi



CHAPTER I

Introduction

1.1 Motivation

In recent years, we have observed many emerging applications using algorithms

to interpret images from cameras and generate high-level semantic outputs. For ex-

ample, a security system equipped with high-resolution cameras requires identifying

people and vehicles while minimizing unwanted alerts by others, such as animals or

shadows; medical image analysis may need to partition images into semantic seg-

ments to diagnose pathologies or guide medical interventions such as surgical plan-

ning, or for research purposes. Those applications are based on 2D measurements

from sensors, while more recent applications in robotics, augmented reality (AR),

and autonomous vehicles are equipped with advanced sensors and some of them are

able to measure the 3D environment. For instance, AR glasses are equipped with

depth cameras to perceive the 3D geometry of environment and correctly display

virtual objects; the perception system in autonomous vehicles contains depth sen-

sors, and they are used to identify locations of obstacles in the world to constrain

the feasible region for driving, as well as understand their high-level categories, such

as pedestrian, to decide whether to yield. In those applications, 3D sensors are able

to generate a fair amount of 3D measurements and this increased accessibility of

3D data requires algorithms to process and analyze them. Inspired by the success

of deep learning in solving 2D image analysis tasks [1, 2, 3, 4, 5], we applied deep

learning to address the challenges in 3D scene understanding.

Different from images that have a dominant representation as 2D pixel arrays,

3D data has many representations, including voxels, meshes, depth images, point

clouds, and etc. The diversity of representations are generated by either different

depth sensors or tailored to different computational algorithms. Volumetric repre-

sentation contains a voxel grid converted from point clouds or meshes, and a voxel

is one if there is a point in it, or zero if it is empty. By organizing the data in a

regular way, volumetric representation enables the usage of existing kernel methods,

1
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such as 3D convolutions [6, 7, 8]. However, the efficiency of processing volumetric

representation is limited by the grid resolution, and a worse case is that much com-

putation is wasted on processing empty voxels within the volume of objects since

valid voxels are converted only on the surfaces of objects. Moreover, quantization

loss is inevitable when converting into voxels from other representations, which may

lead to degradation of analysis compared to directly processing raw representations.

Meshes define the 3D shapes of objects in a more compact way by using a collection

of vertices, edges and faces, which requires less storage space compared to voxels.

However, the number of elements in a mesh may vary dramatically and have different

combinations, which raise challenges for mesh processing. Some works have been

proposed to perform mesh classification and generation using Deep Neural Networks

(DNNs) methods [9, 10, 9], but the progress in mesh processing is lagging behind

other 3D data representations. One possible reason is that meshes are not a direct

data format from any depth sensors, so representation conversion is needed before

processing meshes, which negatively affects the efficiency in real-world applications.

Therefore, this dissertation is particularly interested in analyzing depth images and

point clouds since they are a data format closer to the output from depth sensors.

Depth images are 2D pixel arrays, which contain the pixel-wise distance between

the image plane and the surfaces of scene objects. Usually, depth images are ob-

tained by depth cameras or solving the stereo matching problem. Because of the

lower cost of stereo setup, this dissertation is motivated to focus on how to accu-

rately derive depth images from stereo images. A general pipeline of generating

depth images from stereo images is to first compute disparity maps by solving stereo

matching problems and then convert disparity into depth with the calibrated camera

parameters, in which the key step is to obtain an accurate disparity map. To solve

the stereo matching problem, traditional methods either use local descriptors to find

the matching points within a predefined window [11], or they minimize an energy

function globally to get an optimal solution [12]. Unfortunately, the results of them

are not reliable due to the ineffective hand-crafted features, and the long processing

time makes it impractical for real-time applications. To address those limitations,

recent works applied convolutional neural networks (CNNs) methods to solve stereo

matching problem and achieved impressive performance by effectively learning fea-

tures from large datasets in an end-to-end training manner[13, 14, 15, 16]. However,

this end-to-end disparity regression requires dense annotation of disparity maps that

are difficult and expensive to acquire[17, 18], which partially explains that the size

of available disparity datasets is relatively smaller than those for other tasks, such

as classification and detection. For example, KITTI 2012 and KITTI 2015, the most

popular benchmarks for the stereo matching task collected in the real-world scenar-
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ios, contain no more than 400 stereo images for training. Despite the advances of

disparity estimation using CNNs methods, obtaining correct disparity in regions of

reflection, occlusion, and slow-texture is still challenging. Empirically, those difficult

regions are located within large semantic segments, so we are motivated to incorpo-

rate more contextual semantic information during estimating disparity. Therefore,

this dissertation proposes a self-supervised model in which the disparity estimation is

improved by guidance of semantic information learned from semantic segmentation

task.

Point clouds are probably the closest representation to raw sensor output and

encode full information. Similar to mesh representation, directly processing point

clouds is challenging due to the irregularity of the points they contain. Previous

methods converted point clouds into other representations, such as depth images

and voxels, before proccessing point clouds, but the data conversion degrades the

resolution of measured objects which can adversely affect point cloud analysis. More

recently, PointNet is the pioneer work in achieving end-to-end learning for the ir-

regular point data by using symmetric function to address the permutation issues

in the point set [19]. Since then many works have extended PointNet by proposing

different structures to effectively extract information from points clouds [20, 21, 22].

However, the representations learned by most existing approaches are from point

clouds with canonical poses and lack invariance to rotations, while they are com-

mon in real-world scenarios. A typical way to increase the robustness of models to

rotation is augmenting the training point clouds with additional data and random

rotation. However, data augmentation will require more computation resources at

training and designing models with larger capacity. To address above limitations,

this dissertation proposes a new representation of point clouds that is designed to be

rotationally invariant and introduces a novel neural network architecture to utilize

this representation.

Incomplete measurement is another challenge when processing point clouds. Re-

cent works have achieved impressive performance on point cloud analysis [19, 20, 23,

24, 25, 26, 27] by learning meaningful representations from large 3D datasets [17, 28,

29]. However, point clouds provided in those dataset are often incomplete and sparse

due to occlusions, low resolution and the limited view of 3D sensors, which lacks com-

plete information and raises challenges for analyzing point clouds. Therefore, the

ability to predict complete shapes of objects from partial observation is desirable.

Moreover, the complete shapes may be useful in certain applications requiring finer

shapes. For example, the predicted complete shapes will provide finer collision-check

boundaries than 3D bounding boxes to help autonomous vehicles navigate in narrow

lanes or crowded urban regions; compared to incomplete measurement, the robot
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Figure 1.1: Dissertation outlines. Algorithms for effective disparity estimation and point cloud
analysis are proposed for 3D scene understanding.

arm can grasp objects in more reasonable poses predicted from the complete shapes,

in particular, for those unknown objects. Thus, this dissertation targets challenges

due to incomplete measurement and devises algorithms for shape classification, part

segmentation, and point cloud completion in partial point cloud analysis.

1.2 Outline

The outlines of this dissertation is illustrated in Figure 1.1, and contents for each

chapter are as follows:

Chapter II targets at improving disparity estimation in certain difficult regions

with reflection, occlusions and low-textures. We set out to exploit the connection

between these two pixel labeling tasks – disparity estimation and semantic segmen-

tation – to improve the performance for disparity estimation. We argue that segment

embedding learned from semantic segmentation can provide more cues for estimating

disparity by constraining smoothness of disparity within difficult regions. From this

perspective, models for disparity estimation need to have a high-level understanding

of objects or at least segments, so stereo matching is no longer a low-level vision

problem. To achieve this, this chapter introduces a multi-task model which outputs

a disparity map and semantic segments simultaneously while the two tasks are cou-

pled, and we can obtain 3D semantics by projecting both outputs into 3D space.
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The content of this chapter is based primarily on Zhang et al. [30].

In Chapter III, we focus on learning a novel 3D representation of point clouds that

is invariant under rotations and introduces a new neural network architecture to uti-

lize this representation. By leveraging the notion of local reference frame (LRF), we

ensure different orientations of a point cloud are mapped into the same representa-

tion by projecting into a local LRFs. The introduced architecture processes these

local internal features and aligns them with local internal features drawn from other

LRFs before fusing them together in a hierarchical fashion to define global features.

We demonstrate the invariance to rotation of the proposed method on point cloud

classification and part segmentation. The content of this chapter is based primarily

on Zhang et al. [31].

In Chapter IV and Chapter V, we target the challenges due to incomplete mea-

surement in analyzing point clouds. In contrast to prior works on learning a rep-

resentation of all points within the point clouds, Chapter IV proposes to utilize a

shared-weight encoder to embed each local point set by a multivariate Gaussian dis-

tribution. The embedded local point sets vote to infer the information contained in

a complete shape, which resides in the latent space characterized by a distribution.

This probabilistic modeling enables output more accurate prediction when observing

more parts of shapes and generates multiple possible outputs due to the uncertainty

of the partial observation. The proposed methods are general to different point cloud

tasks, and we show state-of-the-art results on shape classification, part segmentation,

and point cloud completion with partial clouds. The content of this chapter is based

primarily on Zhang et al. [32].

We narrow down our focus to point cloud completion tasks in Chapter V. Most

point cloud completion networks consist of an encoder-decoder structure, in which

the encoder extracts embeddings that are used to generate output for different tasks.

However, the learned embeddings are shown to be sparsely distributed in the feature

space, which may lead to worse generalization results at testing when unseen embed-

dings are not captured by embeddings at training. Moreover, the existing approaches

lack analysis of point cloud completion trained in multi-task learning. To address

these problems, we propose a hyperspherical module, which takes the embeddings

from encoders as inputs and transforms and normalizes them to be on a unit hyper-

sphere before passing them to following decoders. The consistent improvement of

point cloud completion observed in both single-task and multi-task learning verify

the effectiveness of the proposed method.

Finally, Chapter VI outlines several main ideas for future research, based on the

findings in this dissertation, and my vision of future directions for 3D perception.



CHAPTER II

Leveraging Semantics for End-to-End Learning of Disparity
Estimation from Stereo Imagery

Recent work has shown that CNNs can be applied successfully in disparity estima-

tion, but these methods still suffer from errors in regions of low-texture, occlusions

and reflections. Concurrently, deep learning for semantic segmentation has shown

great progress in recent years. In this chapter, we design a CNN architecture that

combines these two tasks to improve the quality and accuracy of disparity estimation

with the help of semantic segmentation. Specifically, we propose a network structure

in which these two tasks are highly coupled. One key novelty of this approach is the

two-stage refinement process. Initial disparity estimates are refined with an embed-

ding learned from the semantic segmentation branch of the network. The disparity

estimation task in the proposed model is trained using an unsupervised approach,

in which images from one half of the stereo pair are warped and compared against

images from the other camera. Another key advantage of the proposed approach

is that a single network is capable of outputting disparity estimates and semantic

segments. These outputs are of great use in autonomous vehicle operation; with real-

time constraints being key, such performance improvements increase the viability of

driving applications. Experiments on KITTI and Cityscapes datasets show that our

model can achieve state-of-the-art results and that leveraging embedding learned

from semantic segmentation improves the performance of disparity estimation. 1

2.1 Introduction

Disparity estimation is an important problem in low-level vision. Given two stereo

rectified images, disparity refers to the relative horizontal displacement of two cor-

responding pixels in the left and right images. From dense disparity maps, we can

estimate three dimensional geometry, which is critical for many computer vision

applications, including autonomous vehicle navigation and 3D model reconstruction.
1This chapter is based on [30]

6
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Left Image Right Image

(a) Input stereo images

6.22 %

(b) Disparity prediction and error map without segment embedding

1.42 %

(c) Disparity prediction and error map with segment embedding

Figure 2.1: Examples of advantage of fusing segment embedding into disparity estimation. With
fused segment embedding, our model performs better in ill-posed regions, such as the area within
the red bounding box in each figure. The white numbers in the error maps indicate percentage of
incorrect pixels in all regions.

Traditionally, dense disparity has been estimated using window-based correlation,

with smoothing, occlusion and globally-optimal matching constraints applied [33, 34,

35, 12]. However, it is difficult to hand-craft these constraints. Additionally, global

optimization is not practical for real-time applications. Recently, stereo matching

has greatly advanced with the help of CNNs, which proves that features learned by

CNNs are more effective than hand-crafted ones. More sophisticated architectures

are able to estimate dense disparity through end-to-end training. This end-to-end

disparity regression from stereo pairs requires a large amount of image pairs with

ground truth disparities during training. However, there is currently no such real

dataset available. Instead, models are pretrained on large synthetic datasets [15, 36]

and then fine-tuned on the real-world target dataset. With this training pipeline,

recent papers [16, 37, 38, 39] achieve an impressive error rate below 2% in the KITTI

benchmark stereo matching task [17, 40]. Still, there are challenges for training on

synthetic data and testing on real data. In this chapter, we focus on developing an

unsupervised method to do stereo matching for dense disparity estimation to help

overcome these challenges.

Despite advances in disparity estimation since the application of CNNs, finding
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correspondences in regions of high specularity, occlusions or low-texture regions is

still a challenging problem. These areas manifest themselves as noise or missing

regions in the resulting disparity map. For example, in Figure 2.1, the disparity

for the center of the road is incorrect because it is an area of low-texture and it is

hard to find correspondence in this region. We argue that more contextual semantic

information is needed to determine accurate disparity in these challenging regions.

With the rise and success of object classification [41, 1], a new task known as

semantic segmentation has also gained popularity and benefited from access to large

amounts of labeled data [42, 43]. This problem moves beyond simple bounding

boxes and attempts to assign every pixel in an image a semantic label. The dense

nature of this problem is complimentary to the disparity estimation task. Moreover,

segment embedding learned from semantic segmentation can provide further cues for

estimating disparity within ill-posed regions, because disparity tends to be smooth

within an object or segment. From this perspective, models for disparity estimation

need to have a high-level understanding of objects or at least segments, so stereo

matching is no longer a low-level vision problem. Here, we set out to exploit the

connection between these two pixel labeling tasks – disparity estimation and semantic

segmentation – to improve the performance for disparity estimation. In this chapter,

we focus on unsupervised stereo matching guided with the semantic segmentation

task and the main contributions are as follows:

• We propose a model which outputs a disparity map and semantic segments

simultaneously, and then both can be used to acquire 3D semantic information.

• We propose a structure and a smoothness loss which better fuses segment em-

beddings learned from the semantic segmentation task into the process of dispar-

ity estimation. Experiments show that these are helpful for disparity estimation.

• Our unsupervised model is able to achieve state-of-the-art results in the KITTI

stereo vision benchmark dataset, and can also beat some supervised methods

in certain regions.

2.2 Related Work

Typical stereo matching pipelines consist of four steps: matching cost computa-

tion, cost aggregation, disparity estimation and refinement. Traditional methods ei-

ther use local descriptors to find the matching points within a predefined window [11],

or they minimize an energy function globally to get an optimal solution [12].

Supervised Disparity Estimation. Stereo matching has greatly advanced

since CNNs were applied to this task by [13]. That method was supervised, re-

quiring large datasets with stereo images and disparity ground truth. With this
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supervised approach, after meaningful features are extracted from a deep Siamese

architecture, a cost volume can be computed by simply concatenating features from

both sides [13], dot products [14, 13], a correlation function [15], or by concatenat-

ing all potential corresponding feature vectors from both sides [16]. Several other

papers have also focused on using information from cost volumes. They proposed

different methods and structures, including simple convolutional layers [15], learn-

ing context from 3D convolution [16], using a spatial pyramid pooling module to

incorporate more global context [38], a two-stage refinement structure [44] and two

separate branches for small and large disparities [45, 39]. In line with these sugges-

tions, we form a five-dimensional cost volume by concatenating features from both

sides and extracting information from it using 3D convolution. We then refine the

initial disparity using extra information from segment embedding.

Although some large datasets are now available for training in stereo matching,

the size of available datasets is still relatively small compared to popular datasets

for classification and detection. For example, KITTI 2012 and KITTI 2015, the

most popular datasets for the stereo matching task, contain no more than 400 stereo

images for training. In cases like this, unsupervised stereo matching has gained

attention because it does not require ground truth disparity for training. Because of

this, we focus on unsupervised learning in our approach for the stereo branch of our

network. This maximizes the flexibility of the training sources, which is important

because stereo ground truth is difficult to obtain.

Unsupervised Disparity Estimation. Deep unsupervised stereo matching re-

lies heavily on warping error [46, 47, 48, 49]. This error is measured as the visual

difference between a warped image from one half of a stereo pair and the real image

from the other camera in the stereo setup. End-to-end training has become popular

recently thanks to differentiable bilinear sampling, which can be used to warp im-

ages [47]. Additionally, a smoothness loss and left-right consistency loss also help

improve the quality of results [47, 50]. Although results of these unsupervised meth-

ods are reasonable, a large performance gap still exists between these approaches

and supervised methods. In this chapter, we mainly focus on unsupervised stereo

matching, and seek to use supervised semantic segmentation to help narrow this gap.

Guided Disparity Estimation. Both supervised and unsupervised stereo match-

ing methods still have difficulty estimating correct disparity in flat, reflective and

occluded regions. Thus, recent papers have sought to leverage extra information

such as object-level knowledge [51] and segment embedding [37]. Their results show

that exploiting available high-level information is useful for improving performance

on the task of dense disparity estimation.

In this chapter, we propose a fused model for semantic segmentation and dispar-
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2D Residual Block
Initial Disparity
Refined Disparity
3D Residual Block

PSP Modual
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Figure 2.2: Architecture of our model. The pipeline of our model consists of the following parts. (a)
Input images: rectified input stereo images. (b) Feature extraction: useful features are extracted
from input stereo images. (c) Cost volume: cost volume is formed by concatenating corresponding
features from both sides. (d) Initial estimation: initial disparity is estimated from cost volume using
3D convolution. (e) Refinement: initial disparity is further improved by fusing segment embedding.
The PSP module is used to incorporate more context information for the semantic segmentation
task. (f) Output: estimated disparity and semantic segmentation from both left and right views are
generated from the model. In this figure, 2D and 3D residual blocks are similar to identity blocks
that are defined in the [1].

ity estimation that does not require ground truth disparity maps. Our proposed

method is most similar to SegStereo [37], which was developed simultaneously with

our approach. However, our methods differ in several important ways. We focus

on unsupervised stereo matching, where segment embedding is not only fused into

disparity estimation, similar to SegStereo, but also is used to regularize disparity in

the loss. Additionally, SegStereo computes a correlation layer, which may lose infor-

mation, but we form a cost volume retaining all features, which enables the network

to learn more complete feature representations. With additional refinement on the

initial disparity, the results of our model outperform SegStereo by over a 2.5% error

rate on KITTI benchmark.

2.3 Methods

We present a joint model for disparity estimation and semantic segmentation.

These two tasks are highly coupled in the network, with the semantic segment em-

bedding being directly fused into the refinement process for disparity estimation.

The whole architecture of our model is illustrated in Figure 2.2.

2.3.1 Architecture for Disparity Estimation

ResNet 50 structure [1] is used in the Siamese structure, which processes both

the left and right images and generate high-level features for stereo matching and

semantic segmentation. Features for segmentation task come from deeper layers of

the network than those used for the stereo matching task, as the former requires
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more contextual information than the latter. Each task corresponds to a branch

in the network. In the disparity branch, the size of input features is 1/4 of origi-

nal stereo images. We concatenate features for stereo matching from the left and

right viewpoints, and this produces a five-dimensional cost volume. An eight-layer

encoder-decoder with 3D convolution is then used to predict an initial disparity map

from this volume. The structure of encoder-decoder is shown in Figure 2.2 and the

relative size of cube indicates the relative size of each layer. 3D transpose convolution

is used in the decoder, and skip layers are processed by 3D residual blocks. The seg-

ment embedding is first resized to the same shape of original image and concatenated

with the initial disparity map to do refinement. In details, the convolution layers in

this chapter refer to a convolution layer followed by a batch normalization layer [52]

and a leaky ReLU layer [53], except for the final output layer which only contain a

regular convolution. The size of all kernels is 3 except for the first convolution layer

in Siamese structure, which is 7. The 2D residual block is three layers deep and the

3D residual block is two layers deep.

2.3.2 Cost Volume and Learning Context

After calculating left and right features for stereo matching, we form a cost volume

by concatenating them. Every feature vector from one side is concatenated with all

potential corresponding feature vectors from the other side. This results in a cost

volume with a dimensionality of Batchsize × (Max disparity+1) × Height × Width

× Feature size. We form both left and right cost volumes to calculate a disparity for

both views. Unlike other methods that use dot product or other metrics to measure

correlation between feature vectors, the five-dimensional cost volume here enables the

network itself to learn better correlation metric in an end-to-end training manner.

To extract information from the cost volume, a 3D convolution filter loops over

all three dimensions of height, width and potential disparity values, which cap-

tures broader contextual information. Since 3D convolution is memory intensive,

an encoder-decoder structure is used to reduce the memory footprint. In the end,

soft argmin is used to produce the initial disparity map from this intermediate result.

2.3.3 Disparity Refinement

The initial disparity estimation contains too much noise and its accuracy is limited

by error from poor matching in ill-posed regions, such as occluded, reflective and

texture-less areas. However, the semantic segment embedding can be used to improve

correspondence in those regions. Disparity in the ill-posed regions should have similar

values as regions from the same semantic segment. Essentially, the same smoothness

constraint that is often applied globally can more accurately be applied within object
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boundaries. To this end, after producing the initial disparity map, we use semantic

segment information to refine the disparity. The residual structure of the refinement

process is shown in Figure 5.1.

After convergence, we assume the initial disparity is reasonable in most regions,

so in the refinement stage we then focus on refining the disparity in ill-posed re-

gions. The residual structure is used here and forces the model to learn this highly

non-linear relationship in such regions. The initial disparity and the semantic seg-

ment embedding are concatenated as the input to later process. The output is then

summed with the initial disparity to get the final estimation.

2.3.4 Architecture for Semantic Segmentation

In both the KITTI and Cityscapes [43] datasets, only the left image from the

stereo pair is labeled with ground truth semantic segments. However, we perform

semantic segmentation on both images in the pair. Left disparity is used to warp

the right predicted semantic segments to the left view, which is in turn regularized

by the left labels during training. The PSP module [5] is used to incorporate more

contextual information from different scales. The size of input features to the PSP

module is 1/8 of original stereo image. In the PSP module, input features are

downsampled into three different sizes using averaging pooling, at scales of 1/2, 1/4

and 1/8 of the original input size. Then they are followed by a convolution with

a 1x1 filter individually to reduce feature dimension to 1/4 of the original input

feature dimension. Different scales of features are then concatenated after they are

upsampled to the shape of the input feature space through bilinear interpolation.

Finally it is followed by a 1x1 convolution to mix features at different scales.

2.3.5 Loss Function

For our approach, we pose stereo matching as an unsupervised problem. The

object loss consists of three items that are defined as the following:

(2.1) Loss = α1Linit + α2Lref + α3Lseg

(2.2) Linit = β1Lp + β2Lc + β3Lr

(2.3) Lref = γ1Lp + γ2Lc + γ3Ls

where Linit supervises initial estimated disparity, Lref supervises refined estimated

disparity and Lseg supervises predicted semantic segments. We set α1 = 0.3, α2 =
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0.7, α3 = 0.1, β1 = 0.8, β2 = 0.01, β3 = 0.001, γ1 = 0.8, γ2 = 0.05 and γ3 = 0.005

during the training. Other terms in the equation are defined as follows:

Photometric loss (Lp): Let IL and IR be the input left and right images, and DL

and DR be the predicted left and right disparity maps. The warping function F (I,D)

is able to warp image I to the other view based on the disparity map D using bilinear

sampling. The reconstructed left image is I
′
L = F (IR, DL), and the reconstructed

right image is I
′
R = F (IL, DR). The reconstructed image should be very similar to

the original input image. We use both Euclidean distance and a structure similarity

term SSIM S(·) to improve the robustness in ill-posed regions [47]. For the left image,

photometric loss is defined as follows:

(2.4) Lp = λ1S(IL, I
′

L) + λ2|IL − I
′

L|+ λ3|∇IL −∇I
′

L|

where we set λ1 = 0.85, λ2 = 0.15, λ3 = 0.15. These values were selected through

experimentation.

Regularization loss (Lr): Regularization loss is used to smooth local disparity

with information directly from input images, and we only use it in estimating initial

disparity. We assume disparity in the local region tends to be smooth, so we add a

regularization loss to suppress high frequency noise introduced by the photometric

loss term. This regularization loss is the sum of the weighted second derivative of

the disparity map, and the weight is the exponential of the second derivative of the

input image. The higher the second derivative of the input image, the higher the

probability of a change in disparity. For the left side, regularization loss is defined

as follows:

(2.5) Lr =
1

N

∑
|∇2

xDL|e−|∇2
xIL| + |∇2

yDL|e−|∇2
yIL|

where N is number of pixels, ∇2
x and ∇2

y are second derivatives along the X and Y

axes.

Consistency loss (Lc): We can also synthesize a left image from the recon-

structed right image I
′′
L = F (I

′
R, DL) and a right image from the reconstructed left

image I
′′
R = F (I

′
L, DR). Consistency loss is defined as follows:

(2.6) Lc = |IL − I
′′

L|+ |IR − I
′′

R|

This consistency forces the left and right branches to be consistent with one an-

other [50].

Smoothness loss (Ls): For difficult regions, we argue that the network should

be able to infer the disparity from its neighbors within a segment, and we propose to

use a left-right consistency check to find these regions. Smoothness loss is computed
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in the refinement stage. We warp the right disparity DR using the left disparity

DL, and we form a reconstructed image D
′
L = F (DR, DL). Then we threshold the

absolute difference between DL and D
′
L:

(2.7) Diff =

||DL −D
′
L||, ||DL −D

′
L|| <= t

t, ||DL −D
′
L|| > t

where t is the threshold and is set to 3 during the experiment. Too large of a

threshold will result in a trivial solution. In addition, the disparity should be smooth

inside a segment. These segments are learned from the semantic segmentation task.

Shallower layers are used here instead of the final semantic segmentation layer, bias-

ing to smaller segments being learned. We apply a cost to enforce smoothness within

a segment. For the left side,

Ls =
1

N

∑
|∇2

xDL|(e−|∇2
xfL| + e(Diff−t))

+|∇2
yDL|(e−|∇2

yfL| + e(Diff−t))
(2.8)

where fL is feature vectors from the left view. This loss is only applied during

refinement because it is conditioned on relatively good initial disparity.

Segmentation loss (Lseg): Conventional softmax cross entropy loss is used to

measure the difference between the logits map and the ground truth segment labels.

For the stereo image dataset, only images from one side will be labeled. For example,

KITTI and Cityscapes only have segment labels for the left images. However, the left

disparity map will relate the left and right images. So we can use the left disparity

map to warp the right output segments to the left, and then we can use the left

ground truth label for supervision.

2.3.6 Post Processing

Simple post processing can be used to improve the final results. Although the loss

of smoothness can reduce the effects of occlusion, our model is still prone to error in

those regions. Our post processing consists of two steps: left-right consistency check

and interpolation.

After calculating both left and right disparity, we perform a left-right consistency

check. For left view images, a pixel will fail the check if the difference between

disparity values from the left view and the corresponding pixel from the right view

is greater than a certain threshold. We set this threshold to 1, and we end up with

a boolean mask. We also apply a median filter to this mask because it contains a

fair degree of noise. Then, in these failure regions, we assign them disparity values

from the background. As proposed by [13], we interpolate by moving left until



15

finding a position with a valid disparity and use this as its value. No further global

optimization is applied.

2.4 Experiments

In this section, we explain our implementation details and present qualitative and

quantitative results.

2.4.1 Datasets

KITTI: KITTI 2012 and 2015 are two benchmark real-world driving datasets.

They provide ground truth disparity computed from a calibrated high-resolution

3D LIDAR. There are approximately 200 rectified stereo images with ground truth

disparity for evaluation in both KITTI 2012 and 2015. We primarily focus on the

KITTI 2015 benchmark. Compared to KITTI 2012, challenging regions (e.g. car

windshields) from KITTI 2015 are more correctly represented in the ground truth

because it uses CAD models to produce disparity values for evaluation. Addition-

ally, only KITTI 2015 contains ground truth for semantic segmentation. For evalua-

tion, pixels are divided into two overlapping categories: strictly non-occluded regions

(NOC) and all pixel regions (ALL). The KITTI 2015 benchmark considers a pixel to

be ”correct” if the disparity error is less than 3 pixels and within 5% disparity error.

Cityscapes: Cityscapes is a dataset for semantic urban scene understanding. It

contains 5,000 stereo color images collected from 50 cities, with high quality pixel-

level ground truth semantic labels for the left view of each pair. These images are

split into sets, with 2,975 for training, 500 for validation and 1,525 for testing. There

are no ground truth disparity maps in the Cityscapes dataset, but disparity maps

are provided using the SGM [12] algorithm.

2.4.2 Implementation Details

In the experiments, we implement our architecture in TensorFlow. All experi-

ments are run on a single NVIDIA Titan-X GPU. Original stereo images are nor-

malized to values ranging from -1 to 1. Due to GPU memory limitation, we have

a maximum batch size of 1, the maximum disparity is set to 192 and images are

randomly cropped down to 256x512 patches before feeding into network. During op-

timization, we use the Adam optimizer [54] with β1 = 0.9, β2 = 0.999 and ϵ = 1e−8.

The learning rate is set to 2e−4 for pre-training on Cityscapes and 1e−4 for fine-

tuning on KITTI, and it is halved every 20, 000 iterations. Pre-training on Cityscapes

is done for 100, 000 iterations. We then fine-tune the model on KITTI for an addi-

tional 50, 000 iterations. The finetuning process takes approximately 1 day. No data
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(a) Sample results on test set in KITTI 2015. From top: left stereo input image,
disparity prediction, error map.

(b) Sample results on Cityscapes. From top: left stereo input image, disparity predic-
tion from SGM, disparity prediction from ours.

Figure 2.3: Qualitative results on KITTI 2015 and Cityscapes datasets. (a)Sample results on KITTI
2015 test set. The last column shows the error maps which are captured from KITTI benchmark.
Error regions are displayed in orange color. (b)Sample results on Cityscapes. Compared with
predication from SGM, our model generates more smooth and complete disparity map.

augmentation is performed in the experiments.

2.4.3 Evaluation

Here, we report the results of our model on the KITTI and Cityscapes datasets

and compare our approach to other state-of-the-art methods.
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KITTI Benchmark

We report results on 40 validation images split from 200 training stereo images

from KITTI 2015 to evaluate our model. We compare our model with other un-

supervised learning methods in Table 2.1. Note that our model outperforms other

unsupervised methods by a notable margin. In the table, ’CS’ refers to training model

on Cityscapes dataset, ’K’ refers to training model on KITTI and ’PP’ refers to re-

fining disparity with post processing. With pre-training on the Cityscapes dataset

and simple post processing, results of our model are further improved. In addition,

Table 2.2 compares our method to other supervised approaches on the KITTI 2015

leaderboard. Although there is a gap between performance of current state-of-the-art

supervised methods, our model achieves comparable results and even beats DispNet,

a supervised method, on background regions. Sample qualitative results are shown

in Figure 2.3 (a).

We note that our proposed method has relatively large error in the foreground re-

gion. We argue that it is because of significantly larger and more common occlusion

and reflection in foreground regions, such as surfaces of vehicles. There exists no

correspondence on these regions in the input stereo images. However, unlike other

supervised methods that have access to ground truth disparity, our proposed method

highly relies on these correspondence to form photometric loss and uses it as super-

vision. So it is reasonable that our method performs poorly on foreground regions.

Although semantic segments and post processing have been used to greatly reduce

such errors, our method cannot reach the accuracy of those supervised methods.

Cityscapes

We only show qualitative results from the Cityscapes dataset because it does not

provide ground truth disparity maps. The results are shown in Figure 2.3. Note

that compared with the SGM approach, our model is able to generate much more

complete and visually accurate disparity maps.

2.4.4 Ablation Study on Loss Components

We perform ablation experiments to evaluate the different components of our de-

veloped loss function. Results of the ablation study are shown in Table 2.4. Models

are trained and evaluated on the KITTI 2015 without pretraining or any post pro-

cessing. The results of our model are improved due to the two-stage refinement,

designed smoothness loss and incorporation of semantic segmentation supervision.

Specifically, the error rate is reduced from 7.04 to 6.53 with designed smoothness

loss and is further reduced from 6.53 to 5.93 with segment supervision. Figure 2.1
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Table 2.1: Comparison with other unsupervised models on disparity estimation. Results are re-
ported on the KITTI 2015 stereo validation set manually splitted from 200 training images. ’CS’
refers to training model on Cityscapes dataset; ’K’ refers to training model on KITTI; ’PP’ refers
to refining disparity with post processing. With pretraining on Cityscapes, fine-tuning on KITTI
and post processing, our model outperforms other unsupervised methods by a large margin.

Model NOC pixels All pixels
USCNN [55] 11.17 16.55

Zhou et al. [48] 8.61 9.91
Godard et al. [47] - 9.19
SegStereo [37] 7.70 8.79
Luo et al. [49] 6.31 6.63

Ours(CS) 6.55 7.24
Ours(K) 5.93 6.32

Ours(CS & K) 5.84 6.29
Ours(K & pp) 5.29 5.69

Ours(CS & K & pp) 5.20 5.67

Table 2.2: Comparison with other supervised methods on disparity estimation. Results are re-
ported on KITTI 2015 test set. Numbers indicate the percentage of pixels which have greater than
three pixels or 5% disparity error. ’D1-bg’, ’D1-fg’ and ’D1-All’ refer to background pixels which
contain static elements, dynamic object pixels and all pixels respectively. Although there is a gap
between performance of supervised methods and ours, our model shows decent results and even
beats DispNet on the D1-bg region.

NOC All
Model D1-bg D1-fg D1-All D1-bg D1-fg D1-All Runtime

DispNet [15] 4.11 3.72 4.05 4.32 4.41 4.34 0.06
Content-CNN [14] 3.32 7.44 4.00 3.73 8.58 4.54 1
MC-CNN [13] 2.48 7.64 3.33 2.89 8.88 3.89 67
GC-Net [16] 2.02 5.58 2.61 2.21 6.16 2.87 0.9
PSMNet [38] 1.71 4.31 2.14 1.86 4.62 2.32 0.41

Ours 3.86 15.89 5.84 4.20 16.97 6.33 0.9

shows a qualitative result. With semantic segmentation supervision, it corrects the

wrongly estimated disparity on the center of the road, which is a region with high

reflection.

2.4.5 Performance Analysis

In Table 2.3, we present details error rates on regions of each semantic segmen-

tation class before and after adding smoothness loss and fusing segment embedding.

We wish to delve into how segment embedding learned from semantic segmentation

benefits disparity estimation. In the table, ’smo’ refers to smoothness loss; ’seg’ refers

to segmentation loss; the first row shows the name of semantic classes; the second

row shows error rates of the model with all components of losses except smooth loss

and segmentation loss; the third row shows error rates of the model with all losses
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Table 2.3: Error rates of disparity estimation on regions of each semantic class. In the table,
‘smo’ refers to smoothness loss; ‘seg’ refers to segmentation loss; the first row shows the name
of semantic classes; the second row shows error rates of the model with all components of losses
except smoothness loss and segmentation loss; the third row shows error rates of the model with all
losses except segmentation loss; the fourth row shows error rates of the model with all losses; the
final row shows percentage of error rate reduction after adding smoothness loss and segmentation
loss. Smoothness loss improves performance on relatively large semantic classes but not on small
semantic classes. With supervision of the semantic segmentation task, error rates on regions of
small semantic classes decrease substantially.

Method road pole car tsign bus swalk train wall build. tlight veg. fence truck person bike terrain rider mbike

Model 2.65 11.26 12.94 6.33 2.31 5.53 1.25 2.45 14.82 2.34 10.60 11.34 6.23 1.52 2.51 6.06 1.06 0.34
Model(smo) 1.51 13.13 10.53 6.35 1.85 4.36 1.15 2.28 13.53 2.63 9.57 11.15 6.26 1.50 2.40 5.81 1.24 0.33

Model(smo&seg) 1.35 7.62 8.83 4.67 1.77 4.25 0.99 2.09 13.05 2.06 9.36 10.13 5.76 1.43 2.36 5.27 1.04 0.36

Improvement % 48.88 32.37 31.72 26.20 23.29 23.09 20.37 14.40 11.94 11.75 11.64 10.73 7.50 6.07 5.95 4.21 2.50 -6.38

except segmentation loss; the fourth row shows error rates of the model with all

losses; the final row shows percentage of error rate reduction after adding smooth

loss and segmentation loss. As shown in the table, the smoothness loss helps improve

disparity estimation for large semantic classes but not for small semantic classes. For

example, error rates on regions of large semantic classes like roads, cars and buses

decrease substantially, but error rates on regions of small semantic classes, such as

poles, traffic lights and traffic signs, actually increase after imposing smoothness loss.

This is because, without guidance of semantic segmentation, smoothness loss tends

to blindly force local disparity smooth and disparities for small objects are smoothed

to their neighbors which results in more error.

However, with supervision of the semantic segmentation task, the model is able to

learn semantic features. In this case, disparity smoothness loss will force the disparity

to be smooth within segments with the same semantic meanings rather than blindly

with neighboring segments. Thus, disparities for small objects will remain coherent.

It is shown in the table that error rates on regions of poles, traffic lights, traffic signs

and other small semantic classes decrease to the lowest level after supervision of the

semantic segmentation task.

The focus of this work is on improving state-of-the-art for unsupervised dispar-

ity estimation guided by semantic segmentation. We also evaluate our method on

semantic segmentation performance. Our baseline IoU is 47.6%. After disparity re-

finement, segmentation performance decreases slightly to 46.9% when evaluating on

40 validation images from KITTI 2015. This suggests that the disparity loss forces

features to be different even within a semantic class.

2.4.6 Qualitative Results: 3D Models

We triangulate the disparity maps with the camera extrinsics into 3D point clouds

with semantic labels as shown in Figure 2.4. We only consider pixels where disparities

are above 5. Note that simultaneously calculating both disparity and semantic class
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Table 2.4: Ablation study on loss components. Results of models with different losses are reported
on KITTI 2015 training set without pretraining or post processing. There are two stages in our
model. The superscript ‘init’ refers to losses in the initial stage and the superscript ‘ref’ refers to
losses in the refinement stage. The subscript ‘p’ refers to photometric loss, ‘r’ refers to regularization
loss, ‘c’ refers to consistency loss, ‘s’ refers to smoothness loss and ‘seg’ refers to supervised semantic
segmentation loss. Results shown here justify our two-stage architecture and designed components
of total loss.

Linit
p Linit

c Linit
r Lref

p Lref
c Lref

s Lseg NOC pixels All pixels
√ √ √

7.18 8.75√ √ √ √ √
7.04 8.60√ √ √ √
6.70 8.14√ √ √ √ √ √
6.53 6.94√ √ √ √
5.99 6.42√ √ √ √ √ √ √
5.93 6.32

enables us to efficiently produce semantic 3D models, which can be used more directly

for driving tasks than other independent outputs.

2.5 Conclusion

We propose a model in which segment embedding learned from semantic segmen-

tation is fused into the process for disparity estimation. This segment embedding

is helpful for estimating disparity in ill-posed regions. We demonstrate the efficacy

of our method on both KITTI and Cityscapes datasets. Our unsupervised method

achieves comparable results to supervised methods on KITTI and even outperforms

some of them in background regions. Outputting disparities and semantic segments

simultaneously enables us to efficiently produce semantic segments in 3D space.
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(a) Sample 3D semantic results on KITTI 2015. From top: left stereo input images, 3D cloud points,
semantic segmentation on 3D point clouds.

(b) Sample 3D semantic results on Cityscapes. From top: left stereo input images, 3D cloud points, semantic
segmentation on 3D point clouds.

Figure 2.4: Sample qualitative 3D semantic results on KITTI 2015 and Cityscapes datasets. (a)
3D Reconstruction Results on KITTI 2015. (b)3D Reconstruction Results on Cityscapes. The last
rows in both (a) and (b) show the 3D semantic results. Different color refers to different semantic
class.



CHAPTER III

Learning Rotation-Invariant Representations of Point
Clouds

Point cloud analysis is an area of increasing interest due to the development of

3D sensors that are able to rapidly measure the depth of scenes accurately. Un-

fortunately, applying deep learning techniques to perform point cloud analysis is

non-trivial due to the inability of these methods to generalize to unseen rotations.

To address this limitation, one usually has to augment the training data, which can

lead to extra computation and require larger model complexity. In this chapter, we

propose a new neural network called the Aligned Edge Convolutional Neural Net-

work (AECNN) that learns a feature representation of point clouds relative to Local

Reference Frames (LRFs) to ensure invariance to rotation. In particular, features are

learned locally and aligned with respect to the LRF of an automatically computed

reference point. The proposed approach is evaluated on point cloud classification and

part segmentation tasks. This chapter illustrates that the proposed technique out-

performs a variety of state of the art approaches (even those trained on augmented

datasets) in terms of robustness to rotation without requiring any additional data

augmentation. 1

3.1 Introduction

The development of low-cost 3D sensors has the potential to revolutionize the way

robots perceive the world. For this revolution to be realized, algorithms to interpret

and classify the large volumes of point clouds generated by these sensors must be

developed. To construct such algorithms, one could be inspired by the successes of

deep learning approaches that robustly interpret 2D images in the presence of noise

or lighting, rotation, and scaling variability. These deep learning approaches achieve

impressive performance by relying on representations that enforce lighting, rotation,

and scaling invariance. Unfortunately, the lack of a representation that is able to
1This chapter is based on [31]

22
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GT PointNet PointNet++ AECNN (Ours)

(a)

(b)

Figure 3.1: An comparison of the performance of state-of-the-art techniques to the method devel-
oped in this paper while performing part segmentation on rotated point clouds from the ShapeNet
dataset. We report results on models of arbitrary rotation during testing while they trained with
only rotation along vertical direction (x axis) and on models of arbitrary rotation during both train-
ing and testing (y axis) (subfigure a). This degradation in performance can be seen on the quality
of part segmentation in unseen views (subfigure b, where different colors correspond to different
part categories).

enforce rotation invariance has hindered the application of deep learning techniques

to analyze point clouds.

To address this challenge, researchers have typically converted point clouds into

regular 2D [6, 56, 57, 58] or 3D [7, 8, 59] grids before applying CNNs to learn a

meaningful representation. Unfortunately, this conversion process degrades the res-

olution of measured objects which can adversely affect point cloud analysis. More

recently, PointNet [19] was proposed to preserve some of this geometric information

by using a symmetric kernel that could enforce permutation invariance. This ap-

proach allowed a user to directly treat a point cloud as an input into a DNN and
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get a global vector representing the input point cloud as an output. This work was

subsequently extended in a variety of ways to preserve local structure within a point

cloud that proved to be important while performing classification [20, 22, 21]. How-

ever, the representations developed by these methods rely on an individual point’s

absolute position, which hinders their ability to develop algorithms that are invariant

to rigid body transformations. Figure 3.1, for instance, illustrates the deficiency of

these methods when they are applied to perform part segmentation on views that

are unseen during training.

Typically, one can address this limitation and improve the robustness of DNNs

to rigid body transformations by augmenting the training set with additional exam-

ples. However, this requires additional computation and increased model capacity.

For instance, during classification, a model must learn a function that maps the same

object under different rigid body transformations into a similar feature in a feature

space. Rather than augment the training set, other approaches have focused on devel-

oping representations that can preserve rotational symmetry by directly converting

point clouds into a spherical voxel grid and then extracting rotation-equivariant fea-

tures [60, 61, 62]. Unfortunately this conversion still sacrifices resolution that can

adversely affect point cloud analysis. To remedy this loss of information, others have

proposed to represent point clouds relative to a local reference frame (LRF), which is

determined by a local subset of a point cloud [63, 64]. Each point in a neighborhood

of a constructed LRF is represented with respect to that LRF and a local feature

is learned for each point set. Subsequently these local features are fused together

to define global features. These LRF-based learned representations are invariant to

rotation; however, as we illustrate in this chapter, the accuracy of techniques uti-

lizing LRF-based representation are only marginally better than those utilizing an

absolute coordinate based representation for point cloud classification tasks. This is

in part because the learned local features for a pair of points are not aligned before

they are fused together.

To address the limitations of existing approaches, this chapter proposes a novel

3D representation of point clouds that is invariant under rotation and introduces a

new neural network architecture, the Aligned Edge Convolutional Neural Network

(AECNN), to utilize this representation. As in prior work, we leverage the notion of

LRFs to ensure that different orientations of a point cloud are mapped into the same

representation. Each point in a neighborhood of a constructed LRF is represented

with respect to that LRF before subsequent processing. This ensures that the model

is able to learn internal geometric relationships between points rather than learning

geometric relationships that are a function of the absolute coordinates of the points

that may change after rotation. Our proposed AECNN architecture processes these
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local internal features and aligns them with local internal features drawn from other

LRFs before fusing them together in a hierarchical fashion to define global features.

Importantly, in contrast to prior work that utilizes a spherical coordinate system [63]

or non-orthogonal basis [65], we construct a basis for the LRFs that is orthonormal.

This ensures that feature alignment can be computed in a straightforward manner

which makes the hierarchical fusion of local features tenable. The contributions of

this work are three-fold:

• We propose a novel representation of points clouds that is invariant to arbitrary

rotations.

• We propose a novel alignment strategy to align neighboring features within

distinct LRFs. This makes it feasible to perform feature fusion within a hier-

archical network, which makes a reasonable feature fusion between local and

global features.

• We illustrate that our propose representation is robust to rotation and achieves

state-of-the-art results in both point cloud classification and segmentation tasks.

3.2 Related Work

3.2.1 View-Based and Volumetric Methods

A variety of methods have represented 3D shape as a sequence of 2D images

since they can leverage existing algorithms from 2D vision [1, 4, 66]. These view-

based methods typically project a 3D shape onto 2D planes from different views.

These different images are then processed by CNNs. Though these methods achieve

good performance at classification tasks using off-the-shelf architectures and pre-

trained model [6, 56, 57, 58], the projection of 3D shape onto 2D planes sacrifices

3D geometric structures that are critical during point cloud analysis.

Converting point clouds into 3D voxels can preserve some of this geometric infor-

mation. The higher the resolution of quantization, the more geometric information

is preserved. These converted point clouds can then leverage existing CNNs with 3D

kernels [7, 8, 59]. Since points are only sampled from the surface of objects, regular

quantization can waste valuable resolution on the empty space within or outside ob-

jects. Better partitioning methods, such as KD-tree [67] and Oct-tree [68, 69] have

been proposed to address this limitation. In contrast to these methods, our approach

works directly with point clouds without requiring any conversion.
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3.2.2 Point Set Learning

Point set learning methods take raw point clouds as input. The pioneering work

in this area is PointNet [19], which independently transforms each point and out-

puts a global feature vector describing the input point cloud by aggregation using

a max pooling layer. Unfortunately, PointNet is unable to learn local structure

over increasing scales, which is important for high-level learning tasks. Extensions

that utilize hierarchical structure [20, 70], graph network [22, 71], or relation-aware

features [21] have been proposed to preserve local geometric structure during process-

ing. Other extensions that rethink the convolution operation to better accommodate

point cloud processing have also been proposed [72, 73]. However, the representation

that is learned by these approaches changes when the point clouds in the training set

are rotated. As a result, these representations perform poorly when utilized during

classification or segmentation tasks on rotated versions of point clouds that were not

included during training.

3.2.3 Rotation Learning

Various methods have been proposed to either learn rotation-invariant or rotation-

equivariant representations. For instance, spatial transformer networkss (STNs) have

been proposed to learn rotation-invariant representations [19]. The STN learns a

transformation matrix to align input point clouds without requiring that the align-

ment place the point clouds in some fixed ground-truth orientation. As a result, the

transformation matrix is not guaranteed to align objects to a consistent orientation

which restricts its utility. Other approaches achieve rotation invariance by relying

on LRFs [63, 64, 65]. However, the difficulty of aligning the features learned with

respect to LRFs, as described earlier, has limited the potential expressive capabilities

of these techniques. Since designing a model that is invariant to rotation is difficult,

a variety of methods have attempted to achieve rotation-equivariance using spherical

convolutions [60, 61, 62]. Spherical convolutions require the spherical representation

of a point cloud. Unfortunately, projecting 3D point clouds into 2D sphere results

in a loss of information.

3.3 Learning Point Cloud with Rotation Invariance

This section introduces our proposed rotation-invariant representation (RIR) of

point clouds using LRFs, our proposed aligned edge convolution designed for RIR,

and the proposed hierarchical network architecture for classification and segmenta-

tion tasks.
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Figure 3.2: An illustration of aligned edge convolution and the LRFs that help define it. To
construct the RIR, one takes the reference point pi and the k-nearest points to it (subfigure a).
The LRF is determined by pi and the anchor point m which is defined as the barycenter of the
k-nearest points to pi. The coordinates of k-nearest points are described with respect to the LRF.
Note that LRFs may not be aligned due to independence of the local neighborhood of points that
define each LRF (subfigure b).

3.3.1 Rotation-Invariant Representation

To construct a representation that is invariant to rotation, we represent a point’s

coordinates relative to a LRF. Each LRF is defined using three orthonormal basis

vectors and is designed to be dependent on local geometry, as is depicted in Figure

3.2 (a). To define this LRF, suppose we are given a reference point pi in a point cloud

and a set of neighboring points {p1, . . . , pk} to pi in the point cloud whose coordinates

are all described with respect to a coordinate system with global origin o. Note, we

describe how to select these reference points in Section 3.3.3, and neighboring points

are those within a certain radius to the reference point. Next, define an anchor point

m as the barycenter of the neighboring points:

(3.1) m =
1

k

k∑
j=1

pj,

and the plane α that is orthogonal to #  »opi and intersects with pi. Using these defini-

tions, we can define the projection of m onto the plane α:

(3.2) #      »pipm = #  »om−
#  »opi
| #  »opi|

· ⟨ #  »om,
#  »opi
| #  »opi|

⟩.

With this definition, we can construct the following coordinate axes for the LRF:

(3.3) #»x :=
#      »pipm
| #      »pipm|

, #»z :=
#  »opi
| #  »opi|

, #»y := #»z × #»x .
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Note that z axis is defined as the direction from global origin o pointing at pi; the x

axis is defined as the direction from pi pointing at pm; and the y axis is defined as

the direction of cross product of z and x axis. The origin of LRF is at the reference

point pi. We assume that the global origin o is known, and in our case we use the

center of point clouds.

We introduce rotation invariance by representing the set of neighboring points

relative to their LRF:

(3.4) tij = (⟨pij, #»x ⟩, ⟨pij, #»y ⟩, ⟨pij, #»z ⟩)

where pij = pj − pi for each pj ∈ {p1, . . . , pk}. Note tij is the RIR for the point pj

relative to the LRF at point pi. We then use a PointNet structure to capture the

geometry within the neighboring points using the RIR:

(3.5) f({ti1, ..., tik}) = MAX({h(ti1), ..., h(tik)})

where f is a learning function, which takes a point set as input, and outputs a feature

vector representing input point clouds, h is a feature transformation function and is

approximated by a MLP. Note, the max pooling layer aggregates information.

3.3.2 Aligned Edge Convolution

To capture the geometric relationship between points in a point cloud, the notion

of edge convolution via DGCNN has been developed [22]. To understand how edge

convolution works, suppose we are given a point cloud with n points, denoted by

P = {p1, ..., pn} ⊆ IR3, along with F-dimensional features corresponding to each

point, denoted by X = {x1, ..., xn} ⊆ IRF . Suppose we construct the k-NN graph

(V,E) in the feature space, where V = 1, ..., n and E ⊆ V ×V are vertices and edges,

then the edge convolution output at i-th vertex is given by:

(3.6) x′
i = MAX

j:(i,j)∈E
g(xi, xj − xi)

where g is a MLP layer.

Note, edge convolution is essentially performing feature fusion. It fuses the global

information captured by xi with local neighborhood information captured by xi−xj.

For right feature fusion, xi and xj must be learned in the same coordinate system.

Unfortunately, it is nonviable to directly apply edge convolutions to features in our

case. This is because in our case, xi and xj are learned relative to two different LRFs,

and the LRFs of xi and xj may not be aligned, as is shown in the Figure 3.2 (b).

As a result, applying edge convolution directly on our learned features may create

inconsistent features.
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To resolve this problem, we propose aligning xj into the LRF of xi before perform-

ing feature fusion. We call our approach, which is depicted in Figure 3.3, Aligned

Edge Convolution (Aligned EdgeConv). To construct our approach, we begin by un-

derstanding the relationship between different LRFs, which can be described using

a rotation R and translation T . To construct this rotation and translation, suppose

the basis of the LRF for each feature is denoted by E = {e1, ..., en} ⊆ IR3×3. Then

the rotation matrix and translation vector can be computed by:

(3.7) Ri
j = ei · e−1

j = ei · e⊤j

(3.8) T i
j = tij

where ej is an orthogonal matrix defined in (3.3) and tj is defined in (3.4).

R and T describe the relationship between LRFs, so we use them to transform

xj into the LRF of xi. Though it is easy to invert a rotation and translation in

3D, extending it to the high dimensional feature space that xj lives in would be

challenging. One option to resolve this problem is to apply an approach similar to

the STN proposed in the PointNet wherein one predicts a transformation matrix

from Ri
j and T i

j and applies it to xj:

(3.9) x̂j = ϕ(Ri
j, T

i
j ) · xj

where ϕ is a MLP layer and outputs an F ×F matrix compatible with xj. Typically

a regularization term is added to the loss during training to constrain the feature

transformation matrix to be close to an orthogonal matrix. Another option is to take

Ri
j, T

i
j and xj as inputs and directly output a transformed feature:

(3.10) x̂j = ϕ(Ri
j, T

i
j , xj)

In this paper, we utilize the second option. As we show in Section 3.4.5, the

first option requires more graphics processing units (GPUs) memory and has more

parameters. Therefore we update the (3.6) by:

(3.11) x′
i = MAX

j:(i,j)∈E
q(xi, x̂j − xi).

Similar to PointNet++ [20], we also include the RIR tij in the edge convolution to

maintain more information. So the aligned edge convolution is given by

(3.12) x′
i = MAX

j:(i,j)∈E
q(xi, x̂j − xi, t

i
j).
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Figure 3.3: An illustration of the deep hierarchical architecture proposed in this paper to learn a
rotationally invariant representation of point clouds for classification. The network takes N points
as inputs and uses two SA blocks to hierarchically learn a representation of larger and larger regions.
The final part aggregates features from the last SA block and outputs a feature vector encoding the
input point set. The SAFirst block samples reference points and builds a k-NN graph in Euclidean
space. It converts points into the RIR and transforms them using a shared-weights PointNet
structure that outputs feature vectors encoding information for each reference point’ neighbors.
The SANext block applies a similar process to the SAFirst block except for building the k-NN
graph in feature space and extracting features using Aligned EdgeConv. The feature alignment
module within Aligned EdgeConv aligns local features to the LRF of the reference point using the
rotation matrix R and the translation vector T that are defined in the Section 3.3.1. Then the
aligned local features are fused with the feature at the reference point along with translation vector
T . Note mlp in the figure is abbreviated for MLP. The output is classification scores for c classes.

3.3.3 Network Architecture

Our proposed network architecture that takes raw point clouds as input and learns

a representation is depicted in Figure 3.3. Our architecture is inspired by techniques

that perform local-to-global learning which has been successfully applied to 2D im-

ages [5] and has been shown to effectively extract contextual information. We exploit

a hierarchical structure to learn both local and global representation. Our approach

captures larger and larger local regions using two SA blocks, proposed by Point-

Net++ [20], and the global features are constructed by aggregating outputs from

the last SA block using max pooling.

The two SA blocks each have distinct structures; however, they share the same

processing pipeline: sampling, grouping, and processing. The structure of the first SA

block (SAFirst) is illustrated in the green block in Figure 3.3. Given the input point

clouds, we use farthest point sampling (FPS) to subsample the point cloud while
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preserving its geometric structure. The constructed points serve as the reference

points during the construction of a k-NN graph. The k-NN graph is computed in

Euclidean space, and it is used to generate the RIR described in Section 3.3.1. A

shared-weights PointNet structure then processes the RIRs for each local set of points

and outputs a feature vector describing the set of points near each reference point.

The structure of SANext is shown within the blue block in Figure 3.3. The sam-

pling and grouping strategy in SANext is identical to the one in SAFirst except that

one quarter the number of points are selected as reference points and the k-NN graph

is dynamically updated and computed in the feature space, which has been shown

to be more beneficial and have larger receptive fields than a fixed graph version [22].

Then the proposed aligned edge convolution extracts features encoding larger local

regions than the previous SA block. The rotation matrix R and translation vector

T , which can be derived from basis and positions of LRFs, are fed into a feature

alignment module to align local features to the frame of reference point. Essentially,

the SANext is the building block that can be used to iteratively capture larger and

larger local regions.

Note for the segmentation task, we require a feature for each point. We adopt

a similar strategy to PointNet++ [20], which propagates features from subsampled

points to original points. Specifically, the interpolated features from the previous

layer are concatenated with skip linked features output from SA blocks. The interpo-

lation is done via the inverse distance weighted average based on k-NN. Importantly,

the proposed feature alignment idea is also integrated in this feature propagation

pipeline.

3.4 Experiments

This section describes how we implement the network described in Section 3.3.3

and how we validate its utility. First, we evaluate our method on a shape classification

task (Sec 3.4.2) and part segmentation task (Sec 3.4.3). Second, we evaluate the

design of our LRFs (Sec 3.4.4) and illustrate the effectiveness of the proposed aligned

edge convolution (Sec 3.4.5).

3.4.1 Implementation details

We implement our network in PyTorch. All experiments are run on a single

NVIDIA Titan-X GPU. During optimization, we use the Adam optimizer with batch

size 32. Models are trained for 250 epochs. The learning rate starts with 1e−3 and

scale by 0.2 every 100 epochs.

In some experiments, we augment the dataset with arbitrary rotations. However,
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Method Inputs Input size Y/Y Y/AR AR/AR
MVCNN 80x [56] view 80× 2242 90.2 81.5 86.0
Spherical CNN [60] voxel 2× 642 88.9 76.9 86.9
PointNet [19] point 1024× 3 88.5 21.8 83.6
PointNet++ [20] point 1024× 3 89.3 31.7 84.9
RS-CNN [21] point 1024× 3 89.6 24.7 85.2
DG-CNN [22] point 1024× 3 91.7 31.5 88.0
RI-CNN [64] point 1024× 3 86.5 86.4 86.4
SRINet [65] point 1024× 3 87.0 87.0 87.0
ClusterNet [63] point 1024× 3 87.1 87.1 87.1
SF-CNN [61] point 1024× 3 92.3 84.8 90.1
Ours point 1024× 3 91.0 91.0 91.0

Table 3.1: Classification results on ModelNet40 dataset. We report the accuracy (%) in three
different settings: training and testing with rotation along the vertical direction (Y/Y), training
with rotation along vertical direction and testing with arbitrary rotation (Y/AR), and performing
arbitrary rotation during training and testing (AR/AR). Though our model is only the third best
performer in the Y/Y setting it is the top model in each of the other categories. In particular
our proposed model has superior performance in the Y/AR and AR/AR, which means that it can
generalize well to unseen rotations.

it is impossible to cover all rotations in 3D space. Similar to ClusterNet [63], we

uniformly sample possible rotations. Each rotation is characterized by a rotation

axis v and a rotation angle θ that is given by:

(3.13) R = I + (sin θ)K + (1− cos θ)K2

where K denotes the cross-product matrix for the rotation axis v which has a unit

length and I is the identity matrix. In the experiments, we sample 3-dimensional

vectors from a normal distribution and normalize v to be a unit vector.

We follow the approach presented in [60] to perform experiments in three different

settings: 1) training and testing with rotation along the vertical direction (Y/Y), 2)

training with rotation along vertical direction and testing with arbitrary rotation

(Y/AR) and 3) performing arbitrary rotation during training and testing (AR/AR).

The last two settings in particular are used to evaluate the generalization ability of

the model under unseen rotations.

3.4.2 Shape Classification

One of the primary point clouds analysis tasks is to recognize the category of

point clouds. This task requires a model to learn a global representation.

Dataset. We evaluate our model on ModelNet40, which is a shape classification

benchmark [59]. It provides 12,311 CAD models from 40 object categories, and

there are 9,843 models for training and 2,468 models for testing. We use their

corresponding point clouds provided by PointNet [19], which contain 1024 points in
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Method Input size Y/Y Y/AR AR/AR
PointNet [19] 2048× 3 79.3 43.0 73.9
PointNet++ [20] 2048× 3 80.6 45.9 75.5
DG-CNN [22] 2048× 3 79.2 46.1 71.8
RS-CNN [21] 2048× 3 80.0 50.7 73.3
RI-CNN [64] 2048× 3 - 75.3 75.5
SRINet [65] 2048× 3 77.0 77.0 77.0
Ours 2048× 3 80.2 80.2 80.2

Table 3.2: Part segmentation results on ShapeNet dataset. Point cooridnates are taken as inputs,
and mIoU across all classes is reported in three different settings including Y/Y, Y/AR and AR/AR.
Our model outperforms all approaches except PointNet++ in Y/Y setting. Our model has superior
performance in the Y/AR and AR/AR settings, which means that it can generalize well to unseen
rotations.

each point clouds. During training we augment the point clouds with random scaling

in the range [−0.66, 1.5] and random translation in the range [−0.2, 0.2] as in [67].

During testing, we perform ten voting tests while randomly sampling 1024 points

and average the predictions.

Point clouds classification. We report the results of our model and compare it

with other approaches in the Table 3.1. Three different training and testing setting

are performed, which are introduced in Section 3.4.1. All approaches, except for the

last five which are specially designed for rotation learning, perform well in the Y/Y

setting, but experience a significant drop in accuracy when evaluated on unseen

rotation as shown in the Y/AR setting. We conclude that these approaches only

generalize well to rotations that they are trained on. However, our proposed method

performs equally well across all three settings. Every evaluated approach has lower

accuracy in the AR/AR setting than the Y/Y setting, except for RI-CNN, SRINet,

ClusterNet, and our proposed method. This is most likely due to the difficulty of

mapping identical objects in different poses to a similar feature space. This requires

larger model complexity and is difficult to address with just dataset augmentation.

RI-CNN (86.4%), SRINet (87.0%) and ClusterNet (87.1%) are specially designed for

rotation invariance. Our model has superior performance in the setting of Y/AR

and AR/AR (91.0%), which means our proposed method generalizes well to unseen

rotations.

3.4.3 Part Segmentation

The part segmentation task requires assigning each point in a point cloud a cate-

gory label. Since this is a point-wise classification task, part segmentation is typically

more challenging than classification.

Dataset. We evaluate our model on ShapeNet part dataset [74], which con-
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Figure 3.4: Qualitative results of our proposed method on part segmentation task on the ShapeNet
dataset. From top to bottom, segmentation results of different categories are shown. From left to
right, we show ground truth label and results when the input point clouds are arbitrarily rotated
during testing. Different colors correspond to different part categories. Our model is robust to
arbitrary rotations of the input point clouds.

tains 16,881 shapes from 16 categories and annotated with 50 parts in total. We

split the dataset into training, validation and test sets following the convention in

PointNet++ [20]. 2048 points are randomly picked on the shape of objects. We

concatenate the one-hot encoding of the object label to the last feature layer in the

model as in [20]. During evaluation, mean inter-over-union (mIoU) that are averaged

across all classes is reported.

3D part segmentation. We report the result of our model and compare it

with other approaches in Table 3.2 and (subfigure a) in the Figure 3.1. Results align

well with performance in the classification task. In addition, our method outperforms

other approaches in all three settings, except for PointNet++ which is slightly better

than our proposed method in the Y/Y setting. The consistent performance of our

method in all three settings demonstrates good generalization to unseen rotations.

Qualitative results of part segments are illustrated in Figure 3.4. The comparison

results with other approaches in the Y/AR setting are also visualized in Figure 3.5.
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Figure 3.5: Qualitative results of part segmentation on ShapeNet. The Y/AR setting is adopted
for all models. From top to bottom, segmentation results of different categories are shown. From
left to right, we show ground truth label and the results from different approaches. Different colors
correspond to different part categories. Our method achieves state-of-the-art performance while
other approaches fail to generalize to unseen rotation.

Method EdgeConv AEConv1 AEConv2 AEConv3
Acc. 89.6 90.2 48.5 91.0
Para. 1.94M 2.14M - 1.99M
FLOPs 4170M 6393M - 4841M

Table 3.3: Ablation study on aligned edge convolution and comparison with original edge convolu-
tion. Accuracy, number of parameters and FLOPs per sample are reported. No further experiments
were done on AEConv2 due to its poor accuracy. The number of neighbors is 48.

3.4.4 Analysis on Local Reference Frame

We achieve rotation invariance by expressing points coordinates respect to LRFs.

Note that the LRF is handcrafted rather than learned from raw data. As a result,

one may be concerned about the effectiveness of the designed LRF [75]. Currently,

common ways of designing LRFs use the eigenvectors of the covariance matrix of

the local point set [76, 77] or rely on the surface normal as the reference axis [78].

However, computing eignvectors for all points in some local neighborhood of points is

time-consuming and estimating an accurate surface normal from point clouds is still

challenging. In this study, we consider several alternative ways to compute LRFs

and illustrate their effects on performance of models.
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Searching Grouping # neighbors
Acc.

knn ball Mean Max. D 10 16 32 48

✓ ✓ ✓ 90.4
✓ ✓ ✓ 90.3

✓ ✓ ✓ 90.3
✓ ✓ ✓ 91.0
✓ ✓ ✓ 89.6
✓ ✓ ✓ 90.3
✓ ✓ ✓ 90.8

Table 3.4: Ablation study on LRFs. Models are evaluated on ModelNet40 dataset in the Y/AR
setting. Three aspects which effect LRFs are studied: searching methods, grouping ways and the
number of neighbors.

Radii (0.1, 0.2) (0.1, 0.4) (0.2, 0.2) (0.2, 0.4)
Acc. 89.1 89.3 90.3 90.4

Table 3.5: Ablation study on radius in ball query. Models are evaluated on ModelNet40 dataset in
the Y/AR setting. Model’s performance is marginally sensitive to radius if ball query is used. (r1,
r2) indicates the radius in the first SABlock and the second SABlock respectively.

The definition of LRF is introduced in the Section 3.3.1. Note that given a

reference point, the only variation in the definition of the LRF arises from the x axis.

Because the z axis is defined as the direction from the global origin to the reference

point, and the y axis is defined by the cross product of the z and x axis. Recall

that the x axis is associated with the anchor point m, which is shown in the Figure

3.2. Here we investigate three different aspects that influence the determination of

the anchor point: searching methods, ways of grouping the data, and the number of

neighbors. We perform experiments on shape classification, and Table 3.4 shows the

results.

We compare two searching methods: ball query and k-NN search. Ball query finds

all points within a certain radius to the reference point, but only up to k points are

considered in the experiments. k-NN finds a fixed k nearest points to the reference

point. As is shown in the first four rows of Table 3.4, given the same grouping method

models with k-NN search have equal or higher accuracy than ball query. However,

the performance of the ball query method is marginally sensitive to the size of the

radius chosen, which needs to be assigned manually, as is shown in Table 3.5.

We study two ways of determining the anchor point: we define the anchor point

as the mean of neighboring points or as the point with largest projected distance to

reference point on plane α shown in the Figure 3.2 (b). From rows three and four

in Table 3.4, we conclude that anchor points computed from mean of neighbors is

preferred (91.0%) over anchor points with largest projection distance (90.3%). The

last four rows of Table 3.4 illustrate the performance of our model with different
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numbers of neighboring points. We find performance drops with decreasing of k and

the model with 48 nearest points achieves the best performance (91.0%). Further

increasing the number of nearest points leads to extra computation burden.

3.4.5 Aligned EdgeConv Analysis

The proposed AECNN is specially designed to learn a rotation-invariant repre-

sentation. Recall that we align features before doing feature fusion within the edge

convolution and call it aligned edge convolution (AEConv). This study compares

the original edge convolution which does not perform feature alignment [22] with our

proposed aligned edge convolution. We also experiment with different strategies for

doing alignment. The results are shown in Table 3.3.

We report three different strategies for alignment: transforming the source feature

by a transformation matrix in the feature space (AEConv1), which is defined in

(3.9); taking source feature xj, LRF ei of source point, LRF ej of reference point

and translation T as inputs to predict the aligned feature (AEConv2); taking source

xj along with rotation matrix R and translation T as inputs to predict the aligned

feature (AEConv3), which is defined in (3.10). Our proposed feature alignment idea is

verified by comparison between the first column and the last columns, where aligned

edge convolution has higher accuracy (91.0 %) than the original edge convolution

(89.6 %) which has no alignment process. AEConv1 (90.2 %) also outperforms edge

convolution, but it loses slightly to AEConv3. Due to limited GPU memory, we need

to reduce the number of learning kernels within the SAFirst block of AEConv1, so

that it can be fed into a single GPU during training. Even in this case, AEConv1 still

has more parameters (2.14M) to learn than AEConv3 (1.99M) and more FLOPs per

sample during the test (6393M) than AEConv3 (4841M). Additionally, AEConv2 is

not able to converge.

3.5 Conclusions

This work proposes AECNN, or the Aligned Edge Convolutional Neural Network,

which addresses the challenges of learning rotationally-invariant representations for

point clouds. Rotation invariance is achieved by representing points’ coordinates

relative to local reference frame. The proposed AECNN architecture is designed to

better extract and fuse information from local and global features. In this way, the

AECNN architecture is able to generalize well to unseen rotation. Extensive experi-

ments are performed in classification and segmentation and demonstrate effectiveness

of AECNN.



CHAPTER IV

Point Set Voting for Partial Point Cloud Analysis

The continual improvement of 3D sensors has driven the development of algorithms

to perform point cloud analysis. In fact, techniques for point cloud classification and

segmentation have in recent years achieved incredible performance driven in part by

leveraging large synthetic datasets. Unfortunately these same state-of-the-art ap-

proaches perform poorly when applied to incomplete point clouds. This limitation

of existing algorithms is particularly concerning since point clouds generated by 3D

sensors in the real world are usually incomplete due to perspective view or occlusion

by other objects. In this chapter, we propose a general model for partial point clouds

analysis wherein the latent feature encoding a complete point cloud is inferred by ap-

plying a point set voting strategy. In particular, each local point set constructs a vote

that corresponds to a distribution in the latent space, and the optimal latent feature

is the one with the highest probability. This approach ensures that any subsequent

point cloud analysis is robust to partial observation while simultaneously guarantee-

ing that the proposed model is able to output multiple possible results. This chapter

illustrates that this proposed method achieves the state-of-the-art performance on

shape classification, part segmentation and point cloud completion. 1

4.1 Introduction

The quality of 3D sensors has rapidly improved in recent years as their ability

to accurately and quickly measure the depth of scenes has surpassed vision-based

methods [79, 16, 30]. This improved accessibility to point clouds demands the de-

velopment of algorithms to interpret and analyze them. Inspired by the success of

DNNs in solving 2D image analysis tasks, approaches with DNNs have been success-

fully applied to perform similar point cloud analysis tasks such as shape classification

and part segmentation [20, 73, 19, 21, 72, 22, 80]. These DNNs methods achieve the

1This chapter is based on [32]
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state-of-the-art performance on these point cloud analysis tasks by learning represen-

tations from large synthetic datasets constructed from sampling the surfaces of CAD

objects [59, 81]. Unfortunately, since point clouds generated from 3D sensors in the

real-world scenarios are often incomplete, these approaches struggle when tasked to

perform analysis on partial point clouds. Since real-world point clouds are often in-

complete due to perspective of view or occlusions, this shortcoming of existing point

cloud analysis methods is particularly cumbersome.

To address the limitations of existing approaches, this chapter proposes a novel

model for partial point clouds analysis. We model the point clouds as a partition

of point sets. Each local point set independently contributes to infer the latent

feature encoding the complete point cloud. In contrast to prior work on learning a

representation of all points within the point clouds, we utilize an encoder to embed

each local point set. All embeddings vote to infer a latent space characterized by a

distribution. As we show in this chapter, giving each local point set a vote ensures

that the model has the ability to address the incomplete nature of point clouds.

Inspired by recent progress in variational inference [82, 83], we output a distribution

for the latent variable and then use a decoder to generate a prediction from the latent

value with the highest probability. In particular, each local point set generates

a Gaussian distribution in the latent space and independently votes to form the

distribution of the latent variable. This voting strategy ensures that the model

outputs more accurate predictions when more partial observations are given, and

the probabilistic modeling enables the model to generate multiple possible outputs.

The contributions of this chapter are:

• We propose that each local point set independently votes to infer the latent

feature. This voting strategy is shown to be robust to partial observation;

• We propose to construct each vote as a distribution in the latent space and this

distribution modeling allows for diverse predictions;

• The proposed model trained with complete point clouds using the proposed

training strategy performs robustly on partial observation at test, which reduces

the cost of collecting large partial point clouds dataset;

• The proposed model achieves state-of-the-art results on shape classification,

part segmentation, and point clouds completion. In particular, it outperforms

approaches trained with pairs of partial and complete point clouds on point

clouds completion.
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4.2 Related Work

To perform point cloud analysis, researchers have traditionally converted point

clouds into 2D grids or 3D voxels since they can leverage existing CNNs. With

the help of CNNs, those approaches achieve impressive results on 3D shape anal-

ysis [6, 7, 8]. Unfortunately, these 2D grid or 3D voxel representations degrade

the resolution of objects. Researchers have attempted to address this issue by uti-

lizing sparse representations [69, 68]. However, these representations are still less

efficient than point clouds and are unable to avoid quantization effects. More re-

cently, PointNet [19] has pioneered the approaches of directly taking point clouds

as inputs and processed them using DNNs. To accomplish this objective, it uses a

symmetric function to aggregate information from each point which is transformed

to a high-dimensional space. A variety of extensions have been applied to PointNet

[20, 21, 22, 84]; however, none of them is robust to the partial observation that is

common in real-world scenarios.

To address this challenge posed by partial observations, researchers have relied on

training DNNs on partial point clouds collected in real-world scenarios [26, 25, 85, 28].

Each of these approaches rely on networks that are proposed to perform feature

extraction on complete point clouds. Unfortunately, collecting and annotating those

partial point cloud datasets are expensive. Another approach seeks to first infer the

complete data of the partially observed point clouds before later analysis. A common

pipeline to perform this completion first encodes partial observations into a feature

vector and then decodes it to complete point clouds. A variety of methods have

been proposed for designing the decoder [86, 87, 88, 89, 90, 91]. However, each of

these methods outputs a single prediction given partial shapes and lacks the ability

to generate multiple plausible results. One notable exception is able to generate

diverse results by modeling the spatial distribution of all points [87]. Unfortunately,

this approach is only able to address partial point clouds from specific locations.

In contrast, the method developed in this chapter has no such requirement on an

observed partial point cloud, and leverages the distribution over the latent space to

generate diverse predictions.

Hough transform and its variations have been applied to solve many problems,

such as pattern detection, object detection and pose estimation [92, 93, 94, 95, 96, 97].

Some recent work extend it to 3D object detection and demonstrates that hough

voting is well suited for 3D point clouds analysis [26]. Specifically, each local point

set votes for the center of the object, and only those votes which locate within the

cluster are considered for later process. Similarly, we take advantage of this voting

strategy to accumulate small bits of partial information to form a confident latent
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Figure 4.1: An illustrative comparison between our proposed method and other conditional graph-
ical models (CGMs).

feature. However, we model each vote as a distribution in the latent space instead of

a deterministic feature vector. This probabilistic modeling enables the model to learn

the weights of votes when predicting latent features and is also useful to generate

multiple possible outputs if needed.

The variational autoencoder (VAE) is one of the popular methods to model a

generative distribution [82]. It assumes a prior distribution of latent variables, which

is often a Gaussian distribution. More recently, the conditional variational autoen-

coder (CVAE) was proposed to extend the VAE by modeling the conditional distribu-

tion [98]. Unfortunately, directly applying a CVAE to partial point clouds requires a

collection of annotated partial point cloud datasets for training. This work addresses

this limitation by proposing each local point set serve as the unit voter to contribute

to the latent feature. Encoding features learned for local point sets of complete point

clouds can be leveraged for embedding local point sets of partial point clouds at test,

which allows us to train on complete point clouds and perform on partial point clouds

at test.

4.3 Method

This section describes the method we use to accomplish the aforementioned ob-

jective.

4.3.1 Preliminary: Conditional Variational Auto-encoder

A CVAE [98] is a directed graphical model. The conditional generative process

of CVAE is as follows: for a given observation x, a noise vector z is drawn from

the prior distribution pθ(z|x), and an output y is generated from the distribution

pθ(y|x; z). The training objective, variational lower bound, of CVAE is written as

follows:
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(4.1)
log pθ(y|x) ≥ Lϕ,θ(y|x) = −KL(qϕ(z|x,y)||pθ(z|x)))

+Eqϕ(z|x,y)[log pθ(y|x, z)]
The CVAE is composed of recognition network qϕ(z|x;y), prior network pθ(z|x),

and generation network pθ(y|x; z). In this framework, the recognition network

qϕ(z|x;y) is used to approximate the prior network pθ(z|x). All distributions are

modeled using neural networks. During training, the reparameterization trick [82] is

applied to propagate the gradients of ϕ and θ through the latent variables z.

4.3.2 Proposed Point Cloud Model

We model the point clouds x as an overlapping partition of point sets, denoted

by {x1, x2, ..., xn} if there are n point sets in the partition. In the simplest setting,

each point is described by just its 3D coordinates, i.e. xi ⊆ IR3. Each point set is

defined by a centroid and scale, as is shown in the Figure 4.2. To evenly cover the

whole point clouds, we use Farthest Point Sampling (FPS) [20] algorithm to sample

centroids. The number of centroids and the scale are manually set.

4.3.3 Proposed Method

In contrast to CVAEs, in which the generation network takes (x, z) as inputs,

we model the generation process as a Markov chain, as is shown in the Figure 4.1.

Specifically, given the latent variable z sampled from p(z|x), y is independent on

x. As a result, the generation of the output y satisfies the following equation:

p(y|x, z) = p(y|z). The variational lower bound of this model is written as follows:

(4.2)
Lϕ,θ(y|x) = −KL(qϕ(z|x)||pθ(z|x)))

+Eqϕ(z|x)[log pθ(y|z)]
One problem with this learning framework is that the generation network pθ(y|z)

takes values sampled from the recognition network qϕ(z|x) at training while takes

values sampled from the prior network pθ(z|x) at testing. This makes training in-

consistent with testing. Similar to [98], we force consistency between these settings

by making the recognition network qϕ(z|x) the same as the prior network pθ(z|x).
By doing this, z can be drawn from the distribution qϕ(z|x) at both training and

testing, and the KL divergence term becomes zero. We approximate the resulting

version of Equation (4.2) with the Monte Carlo estimator formed by sampling z(i)

from the recognition network qϕ(z|x):

(4.3) Lϕ,θ(y|x) ≈
1

L

L∑
i=1

log pθ(y|z(i)), z(i) ∼ qϕ(z|x).
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Recall that in our case x is modeled as a set of local point sets {xi}ni=1. Thus,

we propose to generate a vote for each of them, all of which are used to compute

the latent variable z. This voting strategy is inspired by the Hough transform [92]

and VoteNet [26], and it is shown to accumulate small bits of partial information

and output confident predictions. We model each vote as a distribution in the latent

space. By assuming the independence of each vote, the recognition network qϕ(z|x)
can be expanded as follows:

(4.4) qϕ(z|x) =
n∏

i=1

qϕ(z|xi).

In the experiments, we assume qϕ(z|xi) is a Gaussian distribution characterized by

mean vector and covariance matrix, which enables the use of a closed-form solution

to optimizing qϕ(z|x) with respect to z. We denote the maximizing argument of

qϕ(z|x) by zopt. Equation (4.3) is equivalent to estimation with a single point when

setting L = 1. Combining this with the highest probability sample of z, given by

zopt, the objective function can be further written as follows:

(4.5) Lϕ,θ(y|x) ≈ log pθ(y|zopt), zopt = argmax
z

n∏
i=1

qϕ(z|xi).

Previous variational models choose latent features by sampling. However, zopt in our

case can be computed directly (shown in A.1), so all operations are differentiated

with respect to the parameters θ and ϕ, which means that the reparameterization

trick is no longer needed.

Note that the loss function differs as the task changes. A common softmax cross-

entropy loss is used for classification and segmentation whereas the Chamfer dis-

tance [86] is used for training models on point cloud completion task. After training,

the generative process is as follows: for the given observation x, zopt is the result of

voting from {qϕ(z|xi)}ni=1, and then the output y is generated from pθ(y|zopt). The

use of zopt produces a single deterministic prediction. Diverse predictions are gener-

ated by instead sampling z(i)∼qϕ(z|x) followed by applying the generation network

as in the deterministic case.

4.4 Experiment

4.4.1 Implementation

Network architecture We implement our network in PyTorch and use PyTorch

Geometric Library [99]. The architecture of the proposed model is illustrated in the

Figure 4.2. We use DNNs to model qϕ(z|x) and pθ(y|z). A shared-weights network is
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Figure 4.2: An illustration of the model developed in this work. The input point clouds are modeled
as a partition of point sets and each local point set is defined by its centroid and scale r. Local
point sets are embedded by a shared-weight PointNet encoder. The voting via this encoder is used
to infer the space for latent features. The latent feature with the highest probability is sampled
from the inferred latent space and is then passed to a decoding module for prediction. We perform
experiments on three tasks: classification, part segmentation and point clouds completion.

used to represent qϕ(z|xi). Given the local point set, we represent each point within

the local region relative to the centroid and then use a shared-weight PointNet as

the basic feature extractor to encode the local region. Both the encoding feature and

coordinates of centroid are processed by a MLP layer and it outputs a distribution

of the latent space. We assume a simple case of multivariate Gaussian distribution

with diagonal covariance matrix, so the output from the MLP consists of two vectors

representing the mean and diagonal elements in the covariance matrix respectively.

Different downstream tasks correspond to different networks for modeling pθ(y|z)
as is shown in Figure 4.2. A folding-based decoder [88] is used for point clouds

completion.

We use similar notations as PointNet++ [20] to describe the network architecture

of the proposed model. SA(k, r, [l0, l1..., ld]) is a set abstraction (SA) level with k local

regions of ball radius r using a shared-weights PointNet structure, which contains

d fully connected layers li(i = 1, ..., d) and l0 is the width of inputs. FC([l0, l1], dp)

represents a fully connected layer with input width l0, output width l1, and dropout

ratio dp. All layers are followed by a batch normalization [52] layer and a Leaky

ReLU [100] layer except for the last prediction layer, last layer in the vote generation,

and layers within the folding-based decoder.

Point coordinates are first transformed to a high-dimensional space by a fully

connected layer. For all experiments, the architecture for generating votes is the

same. The outputs from it are the concatenation of two vectors, representing the

mean and variance respectively, as we model each vote as a multivariate Gaussian

distribution:

FC([3, 64]) −→ SA(64, 0.2, [64 + 3, 64, 128, 512]) −→ FC([512 + 3, 512, 1024 ∗ 2])
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For shape classification experiments, we decode the latent vector into K category

scores by fully-connected layers:

FC([1024, 512], 0.5) −→ FC([512, 256], 0.5) −→ FC([256, K])

For part segmentation experiments, the point-wise features for predicting part cate-

gory consists of: lifted point coordinates, a one-hot vector for representing the object

category, and the latent vector. The architecture for point-wise prediction of K part

category scores is as follows:

FC([1024 + 64 + 16, 512], 0.5) −→ FC([512, 256], 0.5) −→
FC([256, 128], 0.5) −→ FC([128, K])

(4.6)

For point cloud completion experiments, the model with 0.1 ball-search radius achieves

the best performance. The architecture of decoder is inspired by the folding idea pro-

posed in [88], which folds 2D grids into 3D shapes:

FC([1024 + 2, 512, 512, 3]) −→ FC([1024 + 3, 512, 512, 3])

Training Strategy During optimization, we use the Adam optimizer [101] with

default parameters except for the learning rate. We train models for three different

tasks. (1) For shape classification, the learning rate starts with 0.001 and is scaled

by 0.2 every 200 epochs and the maximum epoch is 500. Batch size is 64 and we split

them into 2 NVIDIA Tesla V100 GPUs during training. (2) For part segmentation,

the learning rate starts with 0.001 and is scaled by 0.2 every 200 epochs and the

maximum epoch is 500. Batch size is 128 and we split them into 4 NVIDIA Tesla

V100 GPUs during training. (3) For point cloud completion, the learning rate starts

with 0.0002 and is scaled by 0.2 every 200 epoch and the maximum epoch is 500.

Batch size is 64 and we split them into 4 NVIDIA Tesla V100 GPUs during training.

During training, we partition the point cloud into 64 local point sets, and each of

them generates a vote in the latent space. To make the voting strategy tenable, we

propose to drop some votes and only a small portion of votes contribute to infer the

latent feature at training. We do random selection and in extreme case only one vote

is selected. This ensures that a single vote still has the potential to be decoded to a

reasonable prediction. Thus, the learned embedding can be leveraged by the basic

unit voter at test and improves the robustness to any type partial shapes. Note that

all votes contribute to compute latent feature at testing.

Partial Point clouds Partial point clouds are only used at testing. In this work,

we experiment on two kinds of partial point clouds. Sample partial point clouds are

visualized in the Figure 4.3. For point cloud datasets that do not provide partial

point clouds, we adapt a simple strategy to simulate partial point clouds, which
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Figure 4.3: Sample partial point clouds. Left: partial point clouds synthesized by choosing points
(bolded red) falling into one side of a random 2D plane. Right: partial point clouds generated by
back-projecting depth images into 3D space.

are synthesized by selecting points falling into one side of a plane. The plane goes

through the origin and is defined by the normal, which is a 3D vector and generated

by randomly sampling from a normal distribution. The other kind of partial point

clouds used in this work are generated by back-projecting depth images into 3D space,

and they are provided by Completion3D dataset [90]. Compared to simulating partial

point clouds using a subset of complete point clouds, these generated partial point

clouds are closer to measurement from real-world sensors.

4.4.2 Point Clouds Classification

We first consider the task of point cloud classification. This requires that the

model extract a global feature describing distinct geometric information and decode

it into a predicated category.

Dataset We use the ModelNet40 [59] dataset to evaluate our proposed method

on shape classification of point clouds. It contains 12,311 shapes from 40 object

categories. In the experiments, point clouds are generated by evenly sampling 1024

points from the surface of objects. We follow the same strategy of set splitting as

in [19]. Before being passed into the model, point clouds are centered and normalized

within a unit sphere. No data augmentation techniques are applied during training.

Results Quantitative results on Modelnet40 are shown in the Table 4.1. Over-

all classification accuracy is reported on both complete point clouds in the column

(Complete) and simulated partial point clouds in the column (Partial). All listed

methods are trained on provided training set and achieve the state-of-the-art results

on complete point clouds. Our proposed method performs slightly better than Point-

Net and PointNet++. When evaluated on simulated partial point clouds, however,

other approaches experience a significant drop in accuracy. This is unsurprising since

existing approaches are designed and trained for complete point clouds, and general-

ize poorly to novel partial point clouds. In contrast, our method trained on complete
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Method Input Complete Partial Partial*
PointNet [19] xyz 88.8 20.9 76.5
PointNet++ [20] xyz 91.0 61.5 81.9
RS-CNN [21] xyz 92.3 43.3 71.1
DG-CNN [22] xyz 92.9 51.5 64.9
Ours xyz 91.4 86.4 86.4

Table 4.1: Classification accuracy on ModelNet40. Overall classification accuracy is reported on
complete point clouds (Complete) and simulated partial point clouds (Partial). The last column
(Partial*) shows the results when models trained using the proposed training strategy

point clouds using the proposed training strategy is robust to partial observation

and achieves 86.4% classification accuracy on partial point clouds. Analysis of the

proposed training strategy will be discussed in the later section.

4.4.3 Part Segmentation

Given the point clouds and object category, the part segmentation tasks requires

predicting a part label for each point. As a result, this task requires that the model

extract both global and local information.

Dataset We use the ShapeNet part dataset [59] to evaluate our proposed method

on part segmentation of point clouds. It contains 16,881 shapes from 16 object cate-

gories with 50 parts. Each point cloud contains 2048 points which are generated by

evenly sampling from the surface of objects. We follow the same set splitting con-

ventions in [20]. During evaluation, mean inter-over-union (mIoU) that are averaged

across all classes is reported. No data augmentation techniques are applied during

training.

Results We report the results of our proposed method and compare its perfor-

mance to existing approaches in the Table 4.2. All methods are trained on provided

training set. Our proposed method has superior performance on partial point clouds

and achieves 78.1 mIoU, while others achieve around 30 mIoU. This robustness to

partial observation comes at the expense of slightly lower accuracy on segmentation

of complete point clouds when compared with other approaches. We also test the

robustness of our approach by applying it to the completion3D dataset [90] which

contains partial point clouds but no part labels. Qualitative results on part segmen-

tation by applying the proposed method proposed are shown in the Figure 4.4.

4.4.4 Point Clouds Completion

Given partial point clouds, point cloud completion aims to generate points to

recover the complete shapes. This requires a model that has the ability to infer a

global feature which encodes complete point clouds from the partial inputs.
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Method Input Complete Partial
PointNet [19] xyz 80.5 29.9
PointNet++ [20] xyz 82.0 30.9
DG-CNN [22] xyz 82.3 29.8
RS-CNN [21] xyz 82.4 30.6
Ours xyz 79.0 78.1

Table 4.2: Part segmentation results on ShapeNet part dataset. Mean intersection of unions
(mIoUs) is reported on complete point clouds (Complete) and simulated partial point clouds (Par-
tial).

Figure 4.4: Qualitative results on part segmentation of point clouds using the method presented in
this work. Different colors correspond to distinct segments. Left: segmentation on the ShapeNet
part dataset. Middle: segmentation on the simulated partial point clouds in the ShapeNet. Right:
segmentation on the Completion3D dataset.

DatasetWe evaluate our model on Completion3D [90], which is a 3D object point

cloud completion benchmark. It contains pairs of partial and complete point clouds

from 8 categories which are derived from the Shapenet dataset with 2048 points

per object point clouds. We apply the set splitting given by the dataset. Partial

point clouds are generated by back-projecting 2.5D depth images into 3D space and

complete point clouds are used as ground truth.

Results Quantitative results on Completion3D’s withheld test dataset are shown

in Table 4.4 where the Chamfer distance multiplied by 104 is reported. Our proposed

model achieves 18.18 average Chamfer distance and outperforms FoldingNet (19.07)

and PCN (18.22), which are trained with both partial and complete point clouds,

while only complete point clouds are used during training for the method developed

in this work.

4.4.5 Ablation study

Results of ablation study are shown in the Table 4.3 and the overall classification

accuracy is reported on the simulated partial test set of ModelNet40. Unsurprisingly,

the accuracy of models is improved after using the batchnorm [52] and dropout [103]
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Model BN DP # v. train # v. test radius BK Acc.

A1 10 16 0.25 1024 78.4
A2 ✓ 10 16 0.25 1024 80.9
A3 ✓ ✓ 10 16 0.25 1024 81.0
B1 ✓ ✓ 4 16 0.25 1024 79.1
B2 ✓ ✓ 10 16 0.25 1024 81.0
B3 ✓ ✓ 16 16 0.25 1024 79.4
B4 ✓ ✓ 32 16 0.25 1024 78.1
B5 ✓ ✓ 64 16 0.25 1024 76.2
C1 ✓ ✓ 10 8 0.25 1024 76.8
C2 ✓ ✓ 10 16 0.25 1024 81.0
C3 ✓ ✓ 10 32 0.25 1024 82.7
C4 ✓ ✓ 10 64 0.25 1024 83.8
C5 ✓ ✓ 10 128 0.25 1024 84.4
C6 ✓ ✓ 10 256 0.25 1024 84.6
D1 ✓ ✓ 10 256 0.15 1024 83.1
D2 ✓ ✓ 10 256 0.20 1024 86.4
D3 ✓ ✓ 10 256 0.25 1024 84.6
D4 ✓ ✓ 10 256 0.35 1024 82.5
E1 ✓ ✓ 10 256 0.20 512 85.3
E2 ✓ ✓ 10 256 0.20 1024 86.4
E3 ✓ ✓ 10 256 0.20 2048 86.8

Table 4.3: Ablation study. The metric is overall classification accuracy on the simulated partial
ModelNet40 test set. “BN” indicates using batch normalization; “DP” indicates using the dropout
technique in fully connected layers except the final one; “# v. train” indicates the maximum number
of votes selected to contribute to the latent feature at training; “# v. test” indicates the number
of votes at test; “radius” indicates the ball radius of local regions; “BK” indicates the dimension
(bottleneck) of the latent space.

Model Plane Cabinet Car Chair Lamp Sofa Table W.craft Average

FoldingNet [88] 12.83 23.01 14.88 25.69 21.79 21.31 20.71 11.51 19.07
PCN [89] 9.79 22.70 12.43 25.14 22.72 20.26 20.27 11.73 18.22
AtlasNet [102] 10.36 23.40 13.40 24.16 20.24 20.82 17.52 11.62 17.77
TopNet [90] 7.32 18.77 12.88 19.82 14.60 16.29 14.89 8.82 14.25

Ours 6.88 21.18 15.78 22.54 18.78 28.39 19.96 11.16 18.18

Table 4.4: The performance of various state-of-the-art algorithms on partial point cloud completion
on the Completion3D benchmark dataset. Results are reported on the Completion3D’s withheld
test set. The Chamfer distance (CD) is reported, multiplied by 104.

Model Plane Cabinet Car Chair Lamp Sofa Table W.craft Average

FoldingNet [88] 25.79 40.52 16.12 39.90 43.01 43.76 40.88 26.54 34.56
PCN [89] 21.58 41.87 16.56 38.86 50.19 43.37 39.44 27.57 34.93
AtlasNet [102] 23.13 49.60 16.80 43.34 60.83 48.21 41.94 33.96 39.73
TopNet [90] 21.61 15.24 38.14 35.23 44.42 38.36 36.18 25.97 31.87

Ours 7.54 17.96 9.22 19.49 29.97 15.82 24.58 13.15 17.22

Table 4.5: The performance of various state-of-the-art algorithms trained via the Completion3D
dataset on partial point cloud completion on a simulated partial point cloud dataset. Results are
reported on simulated partial point clouds of validation set. The Chamfer distance (CD) is reported,
multiplied by 104.
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AtlasNetInput PCNFoldingNet TopNet Ours GT

Figure 4.5: Qualitative point clouds completion results on partial point clouds provided in Com-
pletion3D dataset.

AtlasNetInput PCNFoldingNet TopNet Ours GT

Figure 4.6: Qualitative point clouds completion results on partial point clouds simulated on Com-
pletion3D dataset using the introduced strategy in the work.

techniques, from 78.4% to 81.0%, shown by Model Ai. We model the point clouds

as an overlapping partition of point sets, each of which is defined by its centroid and

scale. As it is shown by Model Di, the performance of this modeling is sensitive

to the scale and accuracy peaks at 0.2 (86.4%). This can be in part explained by

that local regions with small scale contain insufficient distinct geometry features to

infer the complete point clouds, while the learned features for local regions with large

scale tend to be different from those in partial point clouds with unexpected edges

due to missing parts. Model Ei illustrates that the performance of model grows as

we increase the dimension of the latent space (bottleneck), and it saturates at 2048

(86.8%).

We propose to infer latent features voted from local point sets. To make this

voting strategy tenable, we design a training strategy that random number of votes

are selected to compute the latent feature. In the experiments, the maximum number

of selected votes is manually set during training. As it is shown by Model Bi, the

performance peaks when the maximum number of votes is set to 10 (81.0%) and

degrades as more votes are considered. We suspect that this is because more votes

at training mean that more points are observed, and it leads to degradation at testing

when only a small portion of partial objects are observed. Model Ci illustrates that
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Figure 4.7: Results of different aggregation strategies for computing latent features on simulated
partial point clouds in ModelNet40.

the accuracy of the trained model grows as the number of votes increases at test

from 76.8% to 84.6%, which indicates that more votes accumulate information for a

more confidant prediction.

4.4.6 Training Strategy Analysis

We propose that a random number of votes are selected to compute the latent

feature at training, which makes the voting strategy tenable and robust to the vari-

ant number of votes. Since the latent feature is inferred from a subset of votes, the

model at training makes predictions from partial shapes though complete shapes are

taken as inputs. Thus, the proposed training strategy can be seen as a way of data

augmentation. To make a fair comparison, we also report results of baseline mod-

els trained with the proposed training strategy, and they are shown in the column

(Partial*) of the Table 4.1. For other methods, the partial point clouds fed into the

models at training consist of points covered by random sampled votes. Compared to

results on partial shape while trained on complete shape in the Table 4.1, the pro-

posed training strategy boosts the performance of PointNet (from 20.9% to 76.5%),

PointNet++ (from 61.5% to 81.9%), RSCNN (from 43.3% to 71.1%), and DGCNN

(from 61.5% to 81.9%). However, our proposed method (86.4%) still outperforms all

of them with noticeable improvement, which verifies the effectiveness of our method.

4.4.7 Voting Strategy Analysis

As proposed in this work, we infer the latent feature from votes of local point

sets, and each vote is a distribution in the latent space. The optimal latent fea-
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Figure 4.8: Visualization of voting strategy. Each vote is decoded into a complete shape by using
the model trained on Completion3D dataset. The points in blue show the complete shapes.

ture is the sampled one with the highest probability. In this section, we analyze

this voting strategy and compare it with the aggregation strategy that the extracted

features from local point sets are aggregated using a symmetric function. We study

two symmetric functions: max pooling and mean pooling. To utilize the aggrega-

tion strategy, we change the vote of each local point set from a distribution to a

deterministic feature vector.

The comparison results are shown in the Figure 4.7. The evaluation metric is the

average classification accuracy on the simulated partial ModelNet40. All models are

trained using the proposed training strategy where the maximum number of votes

considered is set to 10. Our proposed voting strategy is verified by the improved

accuracy when compared to the aggregation strategy using either max pooling or

mean pooling. Classification accuracy grows as the number of votes increases during

testing in both the voting strategy and mean pooling. This can be explained by more

accumulated information as increasing the number of votes. However, this is not the

case for max pooling, whose accuracy peaks at 32 votes, which indicates that max

pooling is sensitive to the number of selected votes.

One of the novelties of the proposed method is to represent the latent space by

a set of independent multivariate Gaussian distributions, which is generated from

local point sets. With the help of the designed training strategy, the model learns to

infer the information contained in the complete shape from an individual local point

set. To verify the proposed voting strategy, we visualize each vote by decoding it

into a complete shape with the model trained on Completion3D dataset. As shown
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in Figure 4.8, local point sets located at different parts of the object generate votes

encoding information of different shapes. In particular, votes at the front of the

vehicle tend to infer vehicles with sloping rears, while votes at the rear tend to infer

truck-like vehicles. Moreover, compared to votes located at the front and the rear

of the vehicle, votes in the middle contain less distinct geometry information since

their decoded point clouds are blurrier. Therefore, we argue that the proposed voting

strategy are able to model the variations when observing different parts of shapes.

4.4.8 Generalizability to different partial point clouds

We experiment on different partial point clouds to verify the generalizability of

the proposed model. In this section, we target at the point cloud completion task. In

addition to evaluating test set withheld in Completion3D dataset, which are shown

in the Table 4.4, we more exhaustively evaluate all approaches by experimenting on

simulated partial point clouds as in the left subfigure of Figure 4.3. Note that all

models are trained on the provided training set in Completion3D dataset.

As shown in Table 4.5, all approaches except the one developed in this work

experience a significant performance drop when compared to the results shown Table

4.4. We suspect that this is because the partial point clouds in the Completion3D

are different from the simulated partial point clouds, as it is shown in the Figure 4.3.

Unlike other approaches embedding all input points into an encoding feature, we

propose to rely on each local point set as the basic voter, which is more generalized

and less affected by partial shapes. This in part explains that our proposed method

performs equally well on both experiments. Qualitative completion results are shown

in Figure 4.6, and it shows that our proposed model outputs sharper shapes. More

challenging tests are performed on real-world point clouds and are shown in the

Figure 4.10. These partial point clouds are extracted within the labeled object

bounding boxes provided in ScanNet [28]. Note that the input point clouds need to

be transformed to the box’s coordinates and the same scale as the training dataset

before being fed into model. This is because that the representations learned by the

proposed model are not designed to be invariant to rigid body transformation.

4.4.9 Visualization of multiple predictions

The method developed in this work is designed to be able to generate multiple

possible outputs. This is achieved by the latent space model. The latent space

is represented by a set of multivariate Gaussian distributions generated by local

point sets. The use of latent value with the highest probability produces a single

deterministic prediction. Diverse predictions can be generated by sampling from the

latent space and followed by the decoding module. Since it is not easy to sample
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Figure 4.9: Visualization of diverse predictions on point clouds completion on the Completion3D
dataset.

Figure 4.10: Completion on real-world point clouds from ScanNet. Top row: input partial point
clouds. Bottom row: complete point clouds generated by ours.

in the latent space as it is represented by a set of distributions, we instead sample

latent value by interpolating between the optimal latent feature inferred by all votes

and a optimal latent feature inferred by a single vote. We perform experiments on

point clouds completion and visualize the results in Figure 4.9.

4.5 Conclusion

This chapter proposes a general model for partial point clouds analysis. In par-

ticular, point clouds are modeled as a partition of point sets which generate votes

to model a latent space distribution. This voting strategy is shown to accumulate

partial information and be robust to partial observation. The sampled latent fea-

ture in the latent space is then decoded for prediction. Extensive experiments are
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performed in classification, part segmentation, and completion and state-of-the-art

results on all of them demonstrate the effectiveness of the proposed method.



CHAPTER V

Hyperspherical Embedding for Point Cloud Completion

Thanks to deep learning techniques and availability of large 3D datasets, recent works

have achieved impressive performance on point cloud analysis by effectively learning

representations needed for the corresponding learning tasks. In those datasets, most

3D measurements lack complete information of objects and lead to variations between

training and test data, which raises challenges for analyzing point clouds. Thus, it

is desirable to predict the complete shapes of objects from partial observations. The

common point cloud completion network consists of an encoder-decoder structure,

in which the encoder extracts embeddings that will be used to generate outputs

for different tasks. Unfortunately, the learned embeddings shown in this chapter

are sparsely distributed in the feature space, which leads to worse generalization

results at testing. To address these problems, this chapter proposes a hyperspherical

module, which takes embeddings from the encoder as inputs and transforms and

normalizes them to be on a unit hypersphere. With the proposed hyperspherical

embeddings, the magnitude and direction information are decoupled and only the

direction information is optimized. Both the theory and experiments show that the

proposed method enables more stable training with a wider range of learning rates

and more compact embedding distributions. The consistent improvement of point

cloud completion in both single-task and multi-task learning scenarios demonstrates

the effectiveness of the proposed method. 1

5.1 Introduction

The continual improvement of 3D sensors provides more accessibility of point

clouds and demands the need of algorithms to analyze them. Thanks to deep learn-

ing techniques, recent works have achieved impressive performance on point cloud

analysis [19, 20, 25, 26, 27] by effectively learning representations from large 3D

datasets [17, 28, 29]. Point clouds provided in those dataset are often incomplete and

1This chapter is based on a manuscript under review
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Figure 5.1: Architecture of point cloud learning. The upper subfigure shows the general point cloud
analysis structure, where the embedding is directly output from the encoder without constraints.
The lower subfigure shows the structure of the model with the proposed hyperspherical module.
The figures under the embeddings illustrate the cosine similarity distribution between embeddings,
which indicates a more compact distribution achieved by the proposed method.

sparse due to occlusions, low resolution and the limited view of 3D sensors. These

measurements lack complete information and contain variations between training

and test data, which raises challenges for analyzing point clouds. Therefore, the

ability to predict complete shapes of objects from partial observations is desirable.

For example, the predicted complete shapes will provide finer collision-check bound-

aries than bounding boxes to help autonomous vehicles navigate in narrow lanes or

crowded urban regions; compared to incomplete measurements, the robot arm can

grasp objects in more reasonable poses with the information of complete shapes, in

particular, for those unknown objects.

More recently, many works have been proposed to perform point cloud comple-

tion [89, 90, 104, 105, 106, 107]. All of them adapt encoder-decoder structures, in

which the encoder takes a partial point cloud as input and outputs an embedding

vector, and then it is processed by the decoder that predicts a complete point cloud.

The embedding space is designed to be high-dimensional as it is considered to have

enough capacity containing the information needed for downstream tasks. However,

the learned high-dimensional embeddings, as shown in Figure 5.4, tend to be sparsely

distributed in the embedding space which increases the possibility that unseen fea-

tures at testing are not captured by the representation learned at training and leads

to worse generalizability of models.

Usually, building a real-world application, such as autonomous vehicle and robot

arm, requires not only the information of complete shapes but also predictions from

other tasks. Compared to training all tasks individually from scratch, a more
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compact way is to train all tasks jointly, which can reduce the number of pa-

rameters and achieve better efficiency by sharing parts of networks for different

tasks [108, 109, 110]. However, training all tasks together is a difficult optimiza-

tion problem. Conflicts between different tasks are observed and training them

jointly sometimes leads to worse performance compared to learning them individ-

ually [111, 112]. Existing point cloud completion works conduct experiments in

single-task learning, while in this chapter we extend them to multi-task learning. We

show that the structure with embeddings shared by different tasks raises conflicts

at training between point cloud completion and other semantic tasks, which leads

to worse completion performance and hinders accomplishing point cloud completion

jointly with other tasks.

To address above limitations of the existing point cloud completion approaches,

this chapter proposes a hyperspherical module and the overall architecture is shown

in Figure 5.1. Specifically, the hyperspherical module consists of a MLP layer and

a normalization layer, and it can be easily integrated into the existing approaches.

The normalization layer constrains the embedding onto the surface of a hypersphere

by normalizing the embedding’s magnitude to unit, which we called hyperspherical

embedding. By doing that, the magnitude and direction information in embeddings

are decoupled and only the direction information is kept for later use. Extensive

evaluations are conducted to investigate the effects of hyperspherical embeddings on

point cloud completion in both single-task and multi-task learnings. We show that

with the hyperspherical embedding the models are improved by enabling larger learn-

ing rates, more stable training, and a more compact embedding distribution. The

reported improvements of the existing state-of-the-art approaches on several public

datasets illustrates the effectiveness of the proposed method. The main contributions

of this chapter are summarized as follows:

• We propose a hyperspherical module which outputs embeddings constrained

onto the surface of a hypersphere, which leads to improved performance of

existing approaches for point cloud completion in both single-task and multi-

task learning.

• We prove that the hyperspherical embedding benefits the training of models

with a wider learning rate range, stable training, and a compact embedding

distribution.

• We demonstrate the proposed method on public datasets with extensive exper-

iments and show the state-of-the-art results.
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Figure 5.2: An illustration of distributions of singular values. We compute singular values from
weights in the layer right before the embedding, obtained from the point cloud completion models
on MVP dataset with different architectures described in the plot title. The mean of singular
values are denoted by vertical lines, and the inverted triangle denotes the largest singular value.
Normalization leads to learning more singular weights.

5.2 Related Work

Point Cloud Completion. The point clouds in most 3D dataset [17, 29, 28,

113, 114] are incomplete and sparse due to occlusions, low resolution and the limited

view of 3D sensors. Unfortunately, those point clouds may lack important informa-

tion contained in complete shapes and raise challenges for point cloud analysis. To

address this problem, many works have been proposed to perform point cloud com-

pletion, in which people seek to recover the full shape of objects based on the partial

observations [89, 90, 32, 104, 107, 106]. Most of them adapt a pipeline of encoding

the partial observations into an embedding feature and then decoding it to complete

point clouds. Since the structures of encoders have been successfully explored by other

3D tasks [20, 19, 22, 21], most completion approaches focus on designing different

completion decoders [89, 88, 90]. However, those one-stage decoders are shown to

output unevenly distributed points over the surface of objects, and they also struggle

to preserve the detail structures in the inputs. Later approaches address this issue

by using a coarse-to-fine decoding strategy, in which the decoding process generates

several complete shapes at different resolutions, and the partial point clouds are used

along with other intermediate decoding results to maximally preserve structures in

the inputs [104, 107, 106, 115]. Different from designing a completion decoder, the

method developed in this chapter focuses on representations learned from encoders,

which is a more universal problem since the developed method can be integrated into

existing structures. We show the improvement of point cloud completion when using

the proposed method on both one-stage and coarse-to-fine decoders.

Hyperspherical Embedding. Effectively obtaining a representation that is

needed for the corresponding learning task from raw input data is very important.

More recently, deep learning techniques with the help of large datasets are able to

learn powerful representations and have demonstrated the superiority over the hand-

craft features. Compared to representations learned without constraints, hyperspher-
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ical representations have shown advantages in many fields, such as representation

learning, metric learning, and face verification [116, 117, 118, 119, 120, 121, 122]. In

those works, the hyperspherical embedding is obtained by normalizing the vectors to

be on a unit hypersphere. The observed improvement by hyperspherical embeddings

are investigated and can be partly explained by the uniformity of embeddings in the

hypersphere space [117, 123], and more stable training [124]. All those works indicate

the success of hyperspherical embedding and suggested unit hypersphere is a nice

feature space. Thus, this chapter is inspired to apply hyperspherical embeddings

in learning point cloud completion. We propose a new module that outputs hyper-

spherical embeddings and shows consistent improvement of point cloud completion

in both single-task and multi-task learnings.

5.3 Review of Learning Point Cloud

Since our work targets the representations learned from the encoders, we start by

reviewing the general structures of point cloud models.

Inspired by the success in the 2D field, most approaches for point cloud analysis

adopt encoder-decoder or its variant structures. Various encoders have been designed

to process point clouds, but most of them use a symmetric function, such as max

pooling, in the last layer to address the permutation issue contained in the unordered

point set. The outputs from the encoder are learned embeddings, and they will be

then processed by following decoders to generate predictions. In multi-task learn-

ing, suppose the input point cloud is denoted by x ⊆ IR3, and the pipeline can be

summarized as follows:

(5.1) yi = Di(E(x))

where E(.) denotes the encoder with a max pooling in the last layer, Di(.) denotes

the decoder for ith task, yi demotes the prediction for ith task, and the output from

encoder E(x) is the embedding. The overall architecture is shown in Figure 5.1.

Existing problemsMost existing encoders learn representations, or embeddings,

from large datasets using the end-to-end training. This end-to-end learning strategy

does not add constraints on the embeddings, and the embedding distribution tends

to be sparse as shown by previous works [121, 120]. However, a sparse embedding

distribution increases the possibility of testing inputs accidentally falling into the

regions unseen during training due to gaps or holes in the embedding space. On the

contrary, a compact embedding distribution encourages to preserve more information

and helps improve the generalization robustness to unseen features [123, 117]. When

it comes to multi-task learning, embeddings from the encoder are shared by different

decoders to improve efficiency of models. Unfortunately, those decoders learned by
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different task losses may require different embedding distributions, which may lead

to optimization conflicts during training, and an unconstrained embedding space

makes such an issue happen more easily. In this chapter, we focus on point cloud

completion in single-task learning and multi-task learning with other semantics tasks,

such as classification and segmentation. We use fully connected layers to predict

semantic scores and are supervised by cross entropy loss, while decoders with more

sophisticated structures are used to generate complete point clouds trained using

Chamfer Distance [86].

5.4 Hyperspherical Embedding for Learning Point Cloud

In this section, we describe the proposed hyperspherical module and investigate

the effects of hyperspherical embedding.

5.4.1 Proposed Hyperspherical Module

To address the issues caused by sparse embedding distribution, we propose a new

hyperspherical module and its structure is shown in Figure 5.1. The proposed module

contains two layers, a MLP layer and a normalization layer. Outputs from a encoder

are first transformed by the MLP layer and then the normalization layer constrains

the features onto the surface of hypersphere by l2 normalization,

(5.2) f̂ =
f

∥f∥2

where the ∥f∥2 =
√∑

i f
2
i , and f̂ denotes the l2 normalized embedding of f . With

the normalization, we remove the magnitude information contained in the embed-

dings and only the direction information is optimized.

5.4.2 Effects of Hyperspherical Embedding

In this part, we investigate the effects of optimizing the l2 normalized embedding

and we draw several conclusions: 1) the gradient of the embedding before normaliza-

tion is orthogonal to itself; 2) the magnitude of the embedding before normalization

increases at each update; 3) the increased magnitude enables wider range of learn-

ing rates and more stable training compared to unconstrained embeddings; 4) the

embedding distribution is compact in angular space, resulting better completion per-

formance in both single-task and multi-task learnings.

Proposition V.1. During optimizing l2 normalized embedding f̂ , the computed gra-

dient to the embedding before normalization denoted by f is orthogonal to itself,

⟨f, ∂L
∂f
⟩ = 0.
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Figure 5.3: Distribution of embedding’s norm. The embeddings are derived from the MVP test
set on point cloud completion, obtained by using different embeddings or different optimizers, as
described in the plot titles. Unconstrained embeddings are from models without the proposed
module. Transformed embeddings are from models with the proposed module but removing the
normalization layer. Hyperspherical embeddings are from models using the proposed module. Hy-
perspherical embeddings have large norms.

Proof. Suppose the normalization process follows Equation 5.2 and the loss at

optimization is denoted by L. The gradient to embedding f can be formulated as:

(5.3)
∂L

∂f
=

∂L

∂f̂
− f̂⟨∂L

∂f̂
, f̂⟩

∥f∥2
Based on it, we can show the orthogonality by computing the inner product between

the embedding and its gradient. More details can be found in Appendix B. Similar

conclusions are also reported in [118, 121, 119].

Proposition V.2. For standard stochastic gradient descent (SGD), each update of

embedding f will monotonically increase its norm, ∥f∥2.

Proof. The orthogonality between the embedding and its gradient from Proposi-

tion V.1 indicates that applying gradient at each update increases the norm of an

embedding, which is validated in Figure 5.3 by showing the distribution of embed-

ding’s norm. Similar observations are also reported in [118, 119]. This property is

based on the vanilla gradient descent algorithm and does not strictly hold for op-

timizers that use momentum or separate learning rates for individual parameters.

However, we still find the same effect empirically hold for other SGD-based opti-

mizers, such as Adam [101] and RMSprop [125], as they are illustrated in Figure

5.3.

Proposition V.3. The magnitude of the gradient is inversely proportional to the

norm of the embedding, ∂L
∂f

∝ 1
∥f∥2 .

Proof. Considering the norm ∥f∥2 in the denominator in Equation 5.3, the mag-

nitude of the gradient is inversely proportional to the norm of an embedding. This

conclusion is similar to the one in [119]. However, we further note that this effect en-

ables optimizing neural networks with a wider range of learning rates. In particular,
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the norm of embedding trained with a large learning rate quickly increases shown

by Proposition V.2 until an appropriate effective learning rate is reached, while the

same setting puts the model at risk of overshooting the minima, so it may not be

able to converge when using unconstrained embeddings. Similar conclusion is ob-

served when normalizing the weights of neural networks proposed by [124], while

this chapter focuses on normalizing the layer of embedding. Figure 5.9 shows the

comparison results with hyperspherical embedding and unconstrained embeddings

trained using different learning rates, and more results can be found in Figure B.2

and Figure B.1 in Appendix B. All of them show that models with hyperspherical

embeddings enable stable training with a wider range of learning rates and better

performance of point cloud completion.

Proposition V.4. Considering a vector is transformed by a matrix, i.e., f = Wx.

During optimization, the increased norm of f requires a poorly conditioned matrix

W .

Proof. The matrix W can be decomposed by singular value decomposition (SVD):

(5.4) W = UΣV T

where U and V are orthonormal matrices and Σ is a diagonal matrix. Based on

Equation 5.4, the norm of the transformed output f is only related to singular values

contained by Σ, since orthonormal matrices U and V do not modify the magnitude

of inputs. Recall that the norm of f increases at optimization from Proposition V.2.

Thus, the weight W will be updated with increasing singular values during opti-

mization. Increasing all singular values makes a greater weight. However, the large

weights lead to overfitting the training data and adversely affect the performance of

models [126]. Regularization can be used to alleviate this issue, but we empirically

find that the scale of weights trained with normalized embeddings behaves similarly

to the one without using it when regularization is not used. Therefore, the increase of

certain singular values in Σ will inevitably lead to decrease of other singular values,

which causes the weight W to be poorly conditioned as it is illustrated in Figure 5.2.

One benefit of learning a singular weight is that it will reduce the complexity

in the input high-dimensional data by keeping information on principle axes deter-

mined by large singular values while ignoring information on other axes. By doing

this, outputs transformed by a singular weight will point in a similar direction. More-

over, the discrepancy of embeddings in magnitude is removed by l2 normalization.

We compute pairwise cosine distance of embeddings trained with or without l2 nor-

malization in the test set and visualize the distribution in Figure 5.4. It shows that

normalization leads to a more compact angular distribution, while the unconstrained
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Figure 5.4: Cosine similarity distribution of embeddings. We compute pairwise cosine distance
between embeddings obtained from the test set in MVP dataset. We visualize distribution in either
one class or overall classes as described in the plot titles. Hyperspherical embeddings have more
compact angular distribution.
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Figure 5.5: An illustration of gradient conflicts between tasks in multi-task learning during training.
We visualize the gradient cosine similarity and gradient magnitude as indicated by the titles of
subfigures, obtained by training point cloud completion and shape classification on MVP dataset.
Hyperspherical embeddings lead to smaller gradient conflicts between tasks in multi-task learning.

embeddings are sparsely distributed. This compact embedding distribution helps the

model generalize well on unseen data at test and increase generalizability of models.

The learned compact embedding distribution also helps reconcile the learning

conflicts in multi-task learning. The resulting compact embedding distribution forces

different tasks to learn within the shared space, while the unconstrained embedding

space provides tasks the freedom to land on optimal embedding distributions with

discrepancy. We use the gradient cosine similarity to measure the conflicts between

different tasks [112] and visualize the training process in Figure 5.5. The figure shows

that the hyperspherical embeddings lead to smaller gradient conflicts at training, as

larger cosine similarity indicates smaller gradient conflicts. More discussion about

the effects on multi-task learning can be found in Sec 5.5.3.
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Figure 5.6: Qualitative results of various state-of-the-arts point cloud completion approaches on
MVP test set.

Model plane cabinet car chair lamp sofa table wcraft bed bench bshelf bus guitar mbike pistol sboard average

Folding [88] 4.71 9.08 6.81 15.22 23.12 10.28 14.32 9.90 22.02 10.28 14.48 5.24 2.02 6.91 7.21 4.59 10.39
Folding (H) 4.48 8.82 6.68 13.79 21.44 9.66 12.98 8.57 18.93 8.96 13.44 4.95 2.03 6.43 6.22 4.20 9.47
PCN [89] 4.23 9.35 6.73 13.56 20.94 10.51 14.20 9.81 21.32 9.98 15.08 5.45 1.90 6.23 6.23 5.03 10.03
PCN (H) 4.24 9.14 6.49 13.04 22.47 10.04 12.99 8.75 18.95 9.33 13.93 5.06 1.84 6.00 5.92 4.15 9.52
TopNet [90] 4.63 9.23 6.79 14.31 19.50 10.48 14.30 9.65 20.54 10.12 15.53 5.36 2.09 6.77 7.74 4.94 10.12
TopNet (H) 4.07 9.13 6.75 13.08 19.45 10.03 12.85 8.89 19.50 9.63 14.33 5.23 2.03 6.66 6.42 3.92 9.50
Cascade [107] 2.66 8.69 6.02 10.22 13.07 8.76 9.90 6.67 16.44 7.56 11.00 4.97 1.98 4.58 4.54 2.78 7.49
Cascade (H) 2.61 8.52 5.97 9.52 12.03 8.71 9.83 6.46 15.78 7.17 11.15 4.90 1.88 4.50 4.24 2.76 7.25
SnowFlakeNet [104] 1.94 7.61 5.61 6.77 6.82 7.09 7.21 4.65 10.98 4.76 7.54 4.16 1.14 3.78 3.15 2.67 5.37
SnowFlakeNet (H) 1.89 7.26 5.36 6.50 7.59 6.72 6.63 4.67 10.39 4.39 7.37 4.03 0.95 3.60 3.15 2.84 5.21

Table 5.1: The performance of completion approaches trained via the MVP dataset on point cloud
completion. The Chamfer Distance is reported, multiplied by 104, on the provided test set. “H”
indicates using the proposed hyperspherical module.

5.5 Experiments

Experiments are divided into three parts. We first report results on different

datasets to evaluate the effectiveness of the proposed methods in Sec 5.5.1. Second,

we conduct a detailed ablation study to validate the design of our hyperspherical

module in Sec 5.5.2. Finally, we analyze and visualize the effects of hyperspherical

embeddings introduced in Sec 5.5.3.

5.5.1 Experiments on Different Datasets

More experiments on ModelNet40 and ShapeNet can be found in Appendix

B.

MVP MVP dataset [105] contains pairs of partial and complete point clouds

from 16 categories. Partial point clouds are generated by back-projecting 2.5D depth

images into 3D space and complete point clouds are used as ground truth. In the ex-
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Figure 5.7: Qualitative 3D detection, pose estimation, and point cloud completion results on Grasp-
Net test set.

periments, we apply the set splitting given by the dataset and no data augmentation

is used.

We evaluate point cloud completion on MVP [105] and compare results of gen-

erating complete shape with 2048 points, and qualitative results can be found in

Figure 5.6. Compared to predictions without our hyperspherical module, the pre-

dicted point clouds tend to be a bit more blurry and contain more noise points. We

assume it is due to the test embeddings falling into regions not close to features

captured at training. More quantitative results are shown in Table 5.1. We compare

the baseline models by adding the proposed module after encoders and denote them

by (H). One exception is SnowFlakeNet, in which the decoding process consists of

encoding modules, so we also add hyperspherical modules in its decoder. To achieve

fair comparison, we train all methods with best training setting and report their

results. Table 5.1 shows that using our proposed module brings consistent improve-

ments of all existing completion approaches with 3 ∼ 9% decrease of average class

Chamfer Distance, which demonstrates the effectiveness of the method developed in

this chapter. Multi-task learning on MVP dataset will be discussed in Sec 5.5.3.

GraspNet Most point cloud completion approaches reported results on syn-

thetic datasets, since collecting a real-world dataset with annotation of complete

shapes is expensive. Unfortunately, incomplete measurements from real-world 3D

sensors differ from those point clouds synthesized in a simulated environment, and

approaches trained on synthetic dataset struggle when tasked to perform completion

in real-world scenarios. More recently, the GraspNet [127] dataset was released and

it contains the groundtruth complete shapes of objects, which helps evaluate point

cloud completion. GraspNet contains 190 cluttered and complex scenes captured by

RGBD cameras, bringing 97,280 images in total. For each image, the accurate 6D
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Figure 5.8: Illustration of point cloud interpolation on embedding space. The generated point
clouds with hyperspherical embeddings have more clear clues from source or target shapes than
those with unconstrained embeddings.

pose and the dense grasp poses are annotated for each object. There are in total 88

objects with provided CAD 3D models, and we use them to generate complete shape

groundtruth with 1024 points.

To demonstrate on real-world scenarios, we aim to detect objects in 3D space

along with predicting their complete shapes on GraspNet [127]. We modified the

structures of VoteNet [26], which was designed to detect 3D objects from point

clouds. The input point clouds are converted from the depth image captured by

RGBD sensors. After extracting the embedding from each proposal, three branches of

decoders are followed to generate predictions of 6DoF 3D bounding boxes, semantics

and objectness scores, and complete shape of point clouds, respectively. In the

evaluation, object detection is measured by mean average precision (mAP), poses

of objects are measured by the symmetry metric proposed in [128], and the point

cloud completion is measured by Chamfer Distance. We evaluate the effectiveness

of the proposed hyperspherical module in this multi-task learning scenario, and the

results shown in Table 5.2. Since the structures between models except decoders

are the same, we denote the model by its decoders in the first column. Two-stage

completion decoders, such as Cascade and SnowFlakeNet, are demonstrated to have

better performance on synthetic dataset. Unfortunately, those decoders refine on

perfect partial point clouds located on object’s surfaces, which are inaccessible in this

case. As it is shown in Table 5.2, hyperspherical embeddings help all three metrics

compared to unconstrained embeddings with noticeable improvement. Qualitative

results can be found in Figure 5.7 and Figure B.4 in Appendix B.

5.5.2 Ablation Study

The results of ablation study are shown in Table 5.3 and numbers in the table

are average class Chamfer Distance of completion models with folding decoder re-

ported on the MVP test set. As shown by the first and third column, adding the

proposed hyperspherical module reduces the completion Chamfer Distance by 8.9%,

from 10.39 to 9.47, which demonstrates the effectiveness of the method developed in
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Model mAP (0.25) CD Pose Acc.

Folding 70.50 0.18 52.42
Folding (H) 71.21 0.14 54.01
PCN 69.11 0.21 50.33
PCN (H) 70.93 0.15 52.39

Table 5.2: Performance on GraspNet test set. Average precision with 3D IoU threshold 0.25 (mAP
0.25) is reported for object detection, and Chamfer Distance (CD) is reported for point cloud
completion, multiplied by 104, and pose accuracy (Pose Acc.) is reported for 6D pose estimation.
The first column indicates the structure of decoder used in the model, and “H” indicates using the
proposed hyperspherical module.

Unconstrained Transformed Hyperspherical 0.001 reg 0.01 reg 0.1 reg

10.39 10.12 9.47 10.40 10.73 10.89

Table 5.3: Results of ablation study. The reported metric is Chamfer Distance, multiplied by 104,
of point cloud completion on MVP test set. The first three column indicates the results of models
with different types of embeddings described similarly in Figure 5.3. “reg” indicates training with
regularization term to discourage large norms of embeddings, and the number next to it indicates
the weights when adding the term to training loss.

this chapter. There are two layers designed in the hyperspherical module, which are

a MLP layer and a normalization layer. To validate this design, we report the results

of removing the normalization layer. As shown in the second column, completion

results are improved with only the MLP layer, from 10.39 to 10.12, and we argue

the improvement is caused by less variation of embeddings’ norm after transforma-

tion shown in Figure 5.3. By comparing the first three columns, we conclude that

major improvement brought by the hyperspherical module resides in the normal-

ization layer, from 10.12 to 9.47. From Proposition V.2, the norm of embeddings

increases continuously at training, which is the key to learn a compact embedding

distribution as shown in Proposition V.4. To verify the importance of the increased

norm of embeddings, we experiment on adding a weighted constraint on embeddings

to discourage large norms of embeddings along with other losses. The constraint

in this case is the average norm of embeddings within a batch, which is similar to

a regularization term. The results are shown in the last three columns denoted by

(reg) in Table 5.3, and the number next to (reg) indicates the weights added to the

training loss. Since the constraint offset the effect of hyperspherical embeddings to

increase norm, we observe that performance of point cloud completion keeps getting

worse when the weight of constraints increases.

5.5.3 Experiments on the Effects of Hyperspherical Embedding

In this section, we study the effects of hyperspherical embedding and provide

empirical results and visualizations that align with the conclusions claimed in Sec

5.4.
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Increased Magnitude of Embedding From Proposition V.2, the magnitude

of an embedding get increased during optimization, and we visualize the distribu-

tion of embedding magnitude from test set on MVP dataset in Figure 5.3. When

optimizing our proposed hyperspherical embedding denoted by (Hyper), the scale of

embedding’s magnitude before normalization is significantly larger than those unnor-

malized denoted by (Unconstrained and Transformed). Furthermore, we observe in

two leftmost subfigures that the range of embeddings’ magnitude changes little after

only transformed by a MLP layer, which validates that normalization is the key to

increase embedding magnitude. Even though the effect is based on vanilla gradient

descent, we still find it empirically holds for modern optimizers, such as Adam and

RMSProp shown in the two rightmost subfigures of Figure 5.3.

Enabling Wider Range of Learning Rates When optimizing a normalized

embedding, the gradient at each update can be computed by following the Equation

5.3, and it indicates that the magnitude of gradient is inversely proportional to

the norm of the embedding shown in Proposition V.3. One benefit of this finding

is that the increased norms of embeddings help neural networks gain robustness

to varying values of learning rate. For instance, if the learning rate is large, the

norm of embeddings before normalization quickly increases and makes the effective

learning rate small enough to stabilize training. Figure 5.9 (Figure B.2 and Figure

B.1 are in Appendix B) show the results of models on different tasks using different

learning rates. Compared to the point cloud completion results with unconstrained

embedding, the models using hyperspherical embeddings perform more stably under

a wider range of learning rates with better performance in particular for large learning

rates.

Compact Embedding Distribution Based on Proposition V.2 and Proposi-

tion V.4, optimizing hyperspherical embedding drives the model to learn a more

singular weight. We empirically verify this by visualizing the singular value distri-

bution of weights trained with point cloud completion task on MVP dataset, and

the results are shown in Figure 5.2. We observe that singular values learned with

hyperspherical embedding have a larger value span than those without normalized

embedding, while the majority of them are located near zero.

The resulting singular weights make the learned embedding distributed more com-

pactly in angular space. Figure 5.4 illustrates the angular distribution of embed-

dings by computing cosine similarity of pairwise embeddings from the MVP test set.

Adding a MLP layer to transform the unconstrained embedding does not change the

span of angular distribution significantly, while the hyperspherical embeddings have

much narrower angular span and are distributed more compactly on both single class

and overall classes. Compared to a compact embedding distribution, one disadvan-
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Figure 5.9: Performance of multi-task learning of point cloud completion and classification on MVP
with different learning rates.

Single Task Equal Weights PCGrad [112] Uncert. [109] Weight Search
Model Acc CD Acc CD Acc CD Acc CD Acc CD S. vs. M.

Folding 89.68 10.39 89.77 11.37 89.67 11.21 89.81 11.22 89.12 10.45 -0.58
Folding (H) 89.91 9.47 89.63 10.26 89.77 10.13 89.51 10.07 89.43 9.40 0.74
PCN 89.62 10.03 89.58 10.75 89.41 10.75 89.33 10.77 89.26 10.37 -3.39
PCN (H) 89.55 9.52 89.79 9.73 89.56 9.58 89.69 9.58 89.78 9.45 0.74
TopNet 89.49 10.12 89.59 10.42 89.84 10.33 89.58 10.52 89.43 10.24 -1.19
TopNet (H) 89.55 9.50 89.51 9.64 89.80 9.59 89.90 9.48 89.74 8.79 7.47
Cascade 90.91 7.49 90.23 8.58 90.33 8.53 90.27 8.51 90.18 7.50 -0.13
Cascade (H) 90.51 7.25 90.19 8.32 90.02 8.18 90.32 8.32 90.48 7.22 0.41
SnowFlakeNet 90.93 5.37 90.90 5.19 90.99 5.29 90.18 5.27 90.75 5.04 6.15
SnowFlakeNet (H) 90.91 5.21 90.98 5.09 90.95 5.21 90.13 5.11 90.82 5.02 3.65

Table 5.4: Comparison results of models using different multi-task training strategies on MVP
dataset. Results of shape classification (Acc) and point cloud completion (CD) are reported, mul-
tipied by 104. “S. vs. M.” shows the percentage of performance change comparing best completion
results in multi-task learning to those in single-task learning.

tage of sparse embedding distribution is to increase the possibility of unseen features

falling far away from seen features at training, which inevitably worsens the gener-

alization of models at testing. To visually demonstrate the degree of sparsity in the

embedding space, we use trained models that perform point cloud reconstruction on

ModelNet40 to interpolate embeddings on the embedding space and generate point

clouds, and the results are shown in Figure 5.8. Compared to interpolated results

from unconstrained embedding space, the generated point clouds with hyperspher-

ical embeddings have more clear clues from source or target shapes, because the

interpolated hyperspherical embeddings are closer to features captured at training.

Thus, it helps with generating more reasonable shapes of objects at testing.

Improvement on Multi-task Learning In addition to single-task learning,

the proposed hyperspherical module also improves the performance of point cloud

completion in multi-task learning with other semantic tasks. To verify this, we report

results of multi-task learning on three different datasets: ModelNet40, ShapeNet, and

MVP. We report the results of joint training point cloud completion and shape clas-

sification on MVP in Figure 5.9. Since the ModelNet40 and ShapeNet do not provide

pairs of partial and complete point clouds, results of point cloud reconstruction are

reported along with shape classification on ModelNet in Figure B.2 (in Appendix B)
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and part segmentation on ShapeNet in Figure B.1 (in Appendix B) . By comparing

the results of models with unconstrained embeddings, the proposed hyperspherical

module has little effect on the performance of semantic tasks. However, models with

the proposed module have more stable performance when using large learning rates

than those with unconstrained embeddings, since the same setting tend to cause

training unconverged. In terms of converged results, models with our method still

outperform their baselines with noticeable improvement.

To make a fair comparison, we also report results of other approaches developed

for multi-task learning using different types of embeddings trained on MVP dataset

as shown in Table 5.4. The overall classification accuracy and Chamfer Distance

multiplied by 104 are reported. The second to fifth columns show results of mod-

els with different training strategies indicated by the column title. Unsurprisingly,

models with the proposed hyperspherical modules outperform the baselines on point

cloud completion in both single-task and multi-task learnings under all settings. By

comparing the completion results in multi-task learning, manually searching the op-

timal weights between completion task and classification task takes much time, but it

achieves the best completion results with little affection on classification performance.

Furthermore, the rightmost column (S. vs. M.) presents the percent of changes com-

paring the best completion results in multi-task learning to those in single-task learn-

ing. It shows improvement of completion performance trained in multi-task learning

when using our method, while the models with unconstrained embeddings struggle

in degradation of completion performance when they are trained with shape clas-

sification. One exception is SnowFlakeNet with unconstrained embeddings, which

gets improved on completion when trained with classification. We argue that it is

due to multi-task learning helps with reducing the overfitting issue observed when

training SnowFlakeNet in single-task learning, but our proposed method (5.02) still

outperforms its baseline (5.04).

To delve into the effects of hyperspherical embedding on multi-task learning, we

visualize the conflicts between tasks when training them jointly in Figure 5.5. Specif-

ically, the measure we visualize is the cosine similarity of gradients on the shared

encoders with respect to different task losses, where negative values indicate conflict-

ing gradients, as proposed by [112]. The visualization shows that the gradient cosine

similarity with hyperspherical embeddings are almost positive, while those with un-

constrained embeddings tend to be more negative, which explains the improvement

of point cloud completion in multi-task learning with classification observed in Table

5.4. Moreover, we find that classification dominates the training since its magnitude

of gradient is significantly larger than gradients with respect to completion loss, as

shown in the right subfigure in Figure 5.5. This aligns well with the results of weight
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search experiments, where smaller classification weight or larger completion weight

lead to better completion performance.

5.6 Conclusions

This chapter proposes a general module for point cloud completion. In particular,

our hyperspherical module transforms and normalizes the output from the encoder

onto the surface of a hypersphere before it is processed by the following decoders. We

study the effects of the proposed hyperspherical embeddings in both theoretical and

experimental ways. Extensive experiments are performed on synthetic and real-world

dataset, and the achieved state-of-the-art results in both single-task and multi-task

learnings demonstrate the effectiveness of the proposed method.



CHAPTER VI

Future Directions

This thesis targets the challenges in 3D scene understanding by developing al-

gorithms for generating depth maps and point cloud analysis, but there are ample

room for development of other directions. This chapter outlines several main ideas

for future research as follows.

3D scene understanding with limited data

Thanks to the deep learning techniques and the accessibility of large datasets,

existing models have achieved impressive performance on tasks in 3D scene under-

standing. The methods developed in this thesis also rely on large datasets and focus

on how to effectively learn the representations from point clouds. However, accessibil-

ity of large datasets is not always guaranteed since annotating data, especially in 3D

space, is known to be difficult and expensive. Furthermore, the lack of ample train-

ing data will significantly degrade the performance of deep learning models. Thus,

obtaining models with the ability to perform similarly well with limited amounts of

training data is desirable. Specifically, learning 3D data with one-shot learning or

unsupervised learning has the potential to broaden the applications that require 3D

scene understanding while have limited access to training data.

Transferring knowledge from synthetics to real-world applications

Another way to address the inaccessibility of large 3D datasets is to obtain rela-

tively cheap synthetic datasets. For example, the methods developed in this thesis as

well as other approaches propose to experiment on synthetic point clouds generated

by sampling on the surfaces of CAD models of objects; sophisticated simulators have

been designed to simulate the interaction between vehicles for generating self-driving

car datasets. Since there is a discrepancy between the synthetic data and real-world

measurement, directly applying the models trained on synthetic data perform worse

on real-world data. In particular, we are interested in transferring the knowledge

73
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learned from completion on synthetic point clouds to real-world completion appli-

cations, since annotating the groundtruth complete shapes of objects in real-world

measurement is almost infeasible. And the ability to predict complete shapes from

3D measurement would benefit many downstream tasks, such as robot arms for

grasping unknown objects.

Compact modeling of shapes

Compared to voxels, point clouds are a more compact representation of objects

without quantization loss, so methods developed in this thesis focus on representing

objects using point clouds. The architectures we used are able to generate point

clouds with fine details at a preset resolution. However, this fixed resolution of

point clouds may raise challenges for different downstream tasks. For example, the

high-resolution point clouds are needed for analyzing tasks, while saving those point

clouds will consume a fair amount of storage space. Therefore, it is desirable to rep-

resent objects in a compact representation and have the ability to be converted into

arbitrary resolution of point clouds at the same time. More recent works proposed

to model the shape of objects using a sign distance function by learning from point

clouds, in which the function outputs a value for any point to indicate whether it

is inside or outside the objects, and arbitrary resolution of shapes can be generated

by sampling in the space. And I believe representing 3D objects in this way has

the potential to broaden the analysis of 3D measurement and will also be useful for

applications requiring collision check.
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APPENDIX A

Appendix to Point Set Voting

A.1 Appendix to Point Set Voting

Here we provide the derivation of zopt, the optimal latent feature with highest

probability in the latent space. The distribution of the latent space qϕ(z|x) is rep-

resented by a set of multivariate Gaussian distributions shown in Equation (4.5).

By assuming that votes are independent and qϕ(z|xi) is Gaussian distributed, the

derivation of zopt is as follows:

zopt = argmax
z

qϕ(z|x)

= argmax
z

log(qϕ(z|x))

= argmax
z

n∑
i=1

log(qϕ(z|xi))

= argmax
z

n∑
i=1

log

(
1

(2π)m/2|Σ|1/2i

exp

(
−1

2
(z− µi)

TΣ−1
i (z− µi)

))
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−
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log
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)
+
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(
−1

2
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TΣ−1
i (z− µi)

)
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n∑
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(
−1

2
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i (z− µi)

)

(A.1)

where a multivariate Gaussian distribution is characterized by mean vector µi and

covariance matrix Σi; n is the number of votes; m is the dimension of the latent

space. The solution to optimizing qϕ(z|x) can be computed by setting derivative to

zero,

0 =
∂
∑n

i=1

(
−1

2
(z− µi)

TΣ−1
i (z− µi)

)
∂z

=
n∑

i=1

Σ−1
i (z− µi)

(A.2)
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No noise

Figure A.1: Results of point clouds completion obtained from the noisy partial observation. Gaus-
sian noise with zero mean is assumed and the standard deviation is indicated at the bottom. Top:
input partial observation. Bottom: prediction (red) overlapped with inputs (green).

AtlasNetInput PCNFoldingNet TopNet Ours GT

Figure A.2: Failure cases of point clouds completion on the Completion3D dataset.

and the maximizing argument zopt of qϕ(z|x) is given by

(A.3) zopt =

∑n
i=1Σ

−1
i µi∑n

i=1Σ
−1
i

For simplicity, we assume diagonal covariance matrix during experiments. Both µi

and Σi are generated from each local point set, and modeled by neural networks.

A.2 Visualization of Point Clouds Completion with Noisy Inputs

We visualize the results of point clouds completion with added noise in the Figure

A.1. Input partial point clouds are perturbed using Gaussian noise with zero mean,

and the standard deviation differs in experiments as they are indicated at bottom of
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the figure. It shows that the proposed model tends to maintain input partial shapes

and lacks the ability to distinguish noise points.

A.3 Failure Cases on Point Clouds Completion

We show failure cases of point clouds completion on Completion3D in the Figure

A.2. Given partial observation with no distinct geometric information, all models

fail to generate correct complete point clouds. However, the method developed in

this paper is able to generate sharp and reasonable completion, while outputs of

other approaches are blurry. We argue the reason is that other approaches tend

to generate a mean shape of training data when difficult partial point clouds are

observed. However, the proposed model predicts reasonable complete shapes.
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APPENDIX B

Appendix to Hyperspherical Point Cloud Completion

B.1 Proof of Proposition

Suppose the normalization process follows Equation 5.2, and the loss at opti-

mization is denoted by L, and the gradient to embedding f follows Equation 5.3.

Based on them, we show the orthogonality between an embedding and its gradient

by computing the their inner product:

⟨f, ∂L
∂f

⟩ =
⟨f, ∂L

∂f̂
⟩ − ⟨f, f̂⟩⟨∂L

∂f̂
, f̂⟩

∥f∥2

=
⟨f, ∂L

∂f̂
⟩ − ⟨f̂ , f̂⟩⟨∂L

∂f̂
, f⟩

∥f∥2

=
⟨f, ∂L

∂f̂
⟩ − ⟨∂L

∂f̂
, f⟩

∥f∥2
= 0

(B.1)

B.2 More Experiments

ModelNet40 ModelNet40 dataset contains 12,311 shapes from 40 object cat-

egories, and they are split into 9,843 for training and 2,468 for testing. Since the

dataset does not provide partial point clouds, we evaluate our proposed method on

performing point cloud reconstruction and shape classification. We generate input

point clouds by evenly sampling 1024 points from the surface of objects and normalize

them within a unit sphere, and no data augmentation is used at training.

Quantitative results on Modelnet40 [59] are shown in Table B.2. To make a

fair comparison, we report results of combination of two popular encoders, Point-

Net [19] without T-Net and DGCNN [22], and three different point cloud decoders

that are Folding [88], PCN [89] and TopNet [90]. The baseline models are compared
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Model Seg Acc. CD

PointNet-Folding 92.06 50.08
PointNet-Folding (H) 92.01 34.75

PointNet-PCN 92.06 43.61
PointNet-PCN (H) 92.01 38.18

PointNet-TopNet 92.06 37.4
PointNet-TopNet (H) 92.01 35.50

DGCNN-Folding 92.50 49.21
DGCNN-Folding (H) 92.39 33.88

DGCNN-PCN 92.50 42.42
DGCNN-PCN (H) 92.39 37.11

DGCNN-TopNet 92.50 36.80
DGCNN-TopNet (H) 92.38 35.10

Table B.1: Single-task learning on ShapeNet. Overall point segmentation accuracy (Seg Acc.) is
reported for part segmentation, and Chamfer Distance (CD) is reported for point cloud reconstruc-
tion, multiplied by 104. The first column describes the encoders and decoders used in the model,
and “H” indicates using the proposed hyperspherical module.
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Figure B.1: Performance of multi-task learning of point cloud reconstruction and part segmentation
on ShapeNet with different learning rates.

to its variants added with our proposed hyperspherical modules denoted with (H).

As shown by the last column in Table B.2, our proposed hyperspherical module

helps baseline approaches gain noticeable decrease of Chamfer Distance in all cases.

We also test the proposed module in shape classification by removing point cloud

decoders. As shown in the second column, the proposed method module leads to

slightly better performance of shape classification. Multi-task learning results on

shape reconstruction and classification are shown in Figure B.2. By comparing the

results of models with unconstrained embeddings, the proposed hyperspherical mod-

ule have little effect on the performance of semantic tasks. However, models with the

proposed module have more stable performance when using large learning rates than

those with unconstrained embeddings, since the same setting tend to cause training

unconverged. In terms of converged results, models with our method still outperform

their baselines with noticeable improvement.

ShapeNet ShapeNet part dataset [59] dataset contains 16,881 shapes from 16

object categories with 50 parts. Each point cloud contains 2048 points which are

generated by evenly sampling from the surface of objects, and we follow the same
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Model Cls Acc. CD

PointNet-Folding 87.33 75.86
PointNet-Folding (H) 87.36 48.88

PointNet-PCN 87.33 48.17
PointNet-PCN (H) 87.36 43.55

PointNet-TopNet 87.33 55.04
PointNet-TopNet (H) 87.36 49.65

DGCNN-Folding 89.22 70.32
DGCNN-Folding (H) 89.47 45.37

DGCNN-PCN 89.22 46.54
DGCNN-PCN (H) 89.47 42.70

DGCNN-TopNet 89.22 55.87
DGCNN-TopNet (H) 89.47 48.75

Table B.2: Single-task learning on ModelNet40. Overall classification accuracy (Cls Acc.) is re-
ported for shape classification, and Chamfer distance (CD) is reported for point cloud reconstruc-
tion, multiplied by 104. The first column describes the encoders and decoders used in the model,
and “H” indicates using the proposed hyperspherical module.
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Figure B.2: Performance of multi-task learning of point cloud reconstruction and classification on
ModelNet40 with different learning rates.

set splitting as in [20]. Since the dataset does not provide partial point clouds, we

evaluate our proposed method on performing point cloud reconstruction and part

segmentation.

We report the results on ShapeNet [59] in Table B.1. Similar to models con-

structed for experiments on ModelNet40, we experiment on a combination of differ-

ent encoders and decoders. As shown by the last column in Table B.1, the proposed

hyperspherical module improves point cloud reconstruction consistently in all cases.

When tasked on part segmentation, the point cloud decoders are removed from the

models, and the embeddings concatenated with lifted point-wise features are pro-

cessed by fully connected layers to predict part category. From the second column in

Table B.1, part segmentation performance is not affected by the proposed module.

Multi-task learning results on shape reconstruction and part segmentation are shown

in Figure B.1. By comparing the results of models with unconstrained embeddings,

the proposed hyperspherical module have little effect on the performance of seman-

tic tasks. However, models with the proposed module have more stable performance

when using large learning rates than those with unconstrained embeddings, since the
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Figure B.3: Cosine similarity distribution of embeddings. We compute pairwise cosine distance
between embeddings obtained from the test set in MVP dataset. We visualize distribution of
different classes as described in the plot titles. Hyperspherical embeddings have more compact
angular distribution.
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Figure B.4: More qualitative 3D detection, pose estimation, and point cloud completion results on
GraspNet test set

same setting tend to cause training unconverged. In terms of converged results, mod-

els with our method still outperform their baselines with noticeable improvement.

B.3 More visualization

We show the angular distribution of embeddings by computing the pairwise cosine

similarity obtained from the test set in MVP dataset. More visualizations of different

classes as described in the plot titles are shown in Figure B.3, and the distribution

of overall classes is shown in Figure 5.5

More qualitative results of 3D object detection, pose estimation, and point cloud

completion can be found in Figure B.4.
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