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ABSTRACT

As much as consumers express desires to safeguard their online privacy, they often

fail to do so effectively in reality. In my dissertation, I combine qualitative, quantita-

tive, and design methods to uncover the challenges consumers face in adopting online

privacy behaviors, then develop and evaluate different context-specific approaches to

encouraging adoption.

By examining consumer reactions to data breaches, I find how consumers’ assess-

ment of risks and decisions to take action could be subject to bounded rationality and

potential biases. My analysis of data breach notifications provides another lens for

interpreting inaction: unclear risk communications and overwhelming presentations

of recommended actions in these notifications introduce more barriers to action. I

then turn to investigate a broader set of privacy, security, and identity theft protec-

tion practices; the findings further illuminate individual differences in adoption and

how impractical advice could lead to practice abandonment.

Leveraging these insights, I investigate how to help consumers adopt online privacy-

protective behaviors in three studies: (1) a user-centered design process that iden-

tified icons to help consumers better find and exercise privacy controls, (2) a qual-

itative study with multiple stakeholders to reimagine computer security customer

support for serving survivors of intimate partner violence, and (3) a longitudinal

experiment to evaluate nudges that encourage consumers to change passwords af-

ter data breaches, taking inspiration from the Protection Motivation Theory. These

three studies demonstrate how developing support solutions for consumers requires

varying approaches to account for the specific context and population studied. My

xvii



dissertation further suggests the importance of critically reflecting on when and how

to encourage adoption. While inaction could be misguided sometimes, it could also

result from rational cost-benefit deliberations or resignation in the face of practical

constraints.

Thesis statement. By better understanding the challenges consumers face in

adopting online privacy-protective behaviors, we can develop approaches that help

consumers better protect their privacy while addressing consumers’ diverse needs and

practical constraints.
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CHAPTER I

Introduction

Privacy has become one of the critical issues in the age of information. Through

emails, texts, social media, and more, people reveal information to one another, to the

government, or to commercial entities, making the line between private and public

increasingly vague [5]. The massive flows of information, while providing numer-

ous benefits, also fuel institutional discrimination [8], behavioral manipulation [605],

harassment and abuse [167, 513], and many other negative consequences.

Prior work has documented ample evidence for elevated privacy concerns among

consumers: consumers not only care about their privacy but also take action to

protect their privacy [7]. For example, a 2019 Pew Research Center survey revealed

that most US respondents felt “concerned, confused, and a lack of control over their

personal information” harvested by companies and the government [33]. However,

taking action does not mean taking action effectively. For instance, despite fears of

account compromises, most consumers still reuse passwords [105, 158, 388], which

means one password exposed in a data breach could be the key to many other online

accounts they have that use the same or similar passwords. Similarly, despite concerns

about companies’ data practices, most consumers agree to privacy policies without

reading them in detail [33] and struggle to use privacy choices (e.g., opt-outs or data

deletion options) provided by websites [197].
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It is crucial to resist blaming consumers for inaction, as privacy self-protection is

inherently difficult. Inaction could be rational from an economic perspective due to

the marginal benefits and far greater indirect costs in the form of effort [218]. With

surveillance capitalism as a common business model [606], companies often use dark

patterns that trick consumers into disclosing more information than intended [186],

making privacy self-protection a rigged game. Adopting privacy-protective behaviors

becomes more challenging for already vulnerable and marginalized populations when

they face unique challenges and competing needs [335, 562].

Still, there are many reasons to motivate consumers to take action when they need

to. Harms as a result of privacy violations take many shapes and forms [83], such as

physical harms (e.g., physical injuries enabled by online stalking), economic harms

(e.g., financial loss due to identity theft), reputational harms (e.g., in the case of

revenge porn), and psychological harms (e.g., emotional distress after a data breach).

Minor harms happened to individuals can aggregate into substantial harm to the

society, such as in the case of chilling effects [258]. Furthermore, certain populations

such as undocumented immigrants [192] and sex workers [335] often face heightened

threats and consequences of privacy violations.

I argue that by better understanding the challenges consumers face in adopting

online privacy-protective behaviors, we can develop approaches that help consumers

better protect their privacy while addressing consumers’ diverse needs and practical

constraints. To this end, my dissertation seeks to address the following two questions:

RQ1: What prevents consumers from adopting online privacy-

protective behaviors?

RQ2: How can we develop context-specific approaches that en-

courage consumers to adopt online privacy-protective behaviors?

In response to RQ1, I conduct research that contributes new knowledge of con-
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sumers’ reactions to data breaches and reasons for inaction, readability and usability

issues of breach notifications sent to consumers, and the broader struggles consumers

face in adopting expert advice for security, privacy, and identity theft protection.

The findings showcase the bounded rationality consumers have in privacy decision-

making, as well as systemic issues in technology design that can limit consumers’

privacy-protective behaviors.

In response to RQ2, I explore how to develop approaches that encourage con-

sumers to adopt privacy-protective behaviors in three studies with complementary

methods. First, we can base the approach on consumers’ preferences directly, as my

collaborators and I designed and evaluated icons to help consumers better find pri-

vacy controls based on their preferences via a series of MTurk experiments. However,

seeking input from direct users is not always possible and could even introduce addi-

tional risks or retraumatization. As this is the case for survivors of technology-enabled

intimate partner violence, I identified computer security customer support—an exist-

ing avenue that survivors use for seeking help—and engaged with IPV and customer

support professionals to obtain their insights on how customer support could better

address survivors’ needs. While the previous two studies both involved seeking input

from consumers or relevant stakeholders, in the last study, I demonstrated how to take

inspiration from established behavioral change theories and known issues in building

the intervention, as I developed and evaluated nudges based on the Protection Mo-

tivation Theory that encourage consumers to change passwords after data breaches.

My final chapter synthesizes the takeaways from the different studies, such as the

need for a more nuanced view of inaction and the individual differences in consumers’

adoption of privacy-protective behaviors.

A few term-related clarifications for this dissertation: I use the term “consumers”

to highlight the target audience (i.e., an average person that consumes rather than

develops technology, in contrast to professionals such as developers and system ad-
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ministrators). I choose “consumers” rather than “users” to include non-users of a

system or interface that could simultaneously be affected. The terms “privacy” and

“security” are highly related but have nuanced differences: privacy emphasizes one’s

control over their personal information and how it is used, whereas security empha-

sizes how one’s personal data is protected [40]. As I will discuss in Chapter II, while

some of the actions I cover in my dissertation are security-related, I argue that all

of these actions have privacy implications—e.g., data breaches are security incidents,

but many potential consequences of being affected by data breaches corresponding to

existing taxonomies of privacy harms [83, 475]. Lastly, I limit the scope of privacy-

protective behaviors to the online context since online consumers face a greater extent

of information asymmetry and a lack of cues that indicate privacy violations [5, 7].

In contrast, many offline privacy-protective behaviors (e.g., lowering our voice during

intimate conversations or leaving a group of people to take a personal call) happen

more ubiquitously with little conscious awareness [22].

For the rest of this chapter, I will briefly summarize individual projects included

in my dissertation. Table 1.1 shows the research question each chapter corresponds

to, methods used, and venue (if published). I write in the first person when presenting

my own arguments or reflections (e.g., in the discussion chapter), and I use “we” when

writing about specific projects to acknowledge the collaborative nature of the work

presented.

1.1 Understanding Adoption

Motivating consumers to adopt online privacy-protective behaviors requires a fun-

damental understanding of what online privacy-protective behaviors consumers adopt

or do not adopt and why. I conducted four studies to address this question, including

three studies focusing on data breaches and one study that examines the adoption

and abandonment of protective behaviors in privacy and adjacent contexts.
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Chap. Topic Methodology Venue

III Consumer reactions to the 2017 Equifax
data breach (RQ1) interview SOUPS 2018

IV Consumer reactions to data breaches that
affected them (RQ1) survey USENIX Security 2021

V An empirical analysis of data breach notifi-
cations (RQ1) content analysis CHI 2019 and IEEE

S&P magazine

VI
Adoption and abandonment of security, pri-
vacy, and identity theft protection practices
(RQ1)

survey CHI 2020

VII Icons for conveying privacy controls (RQ2) design workshop,
experiment CHI 2021

VIII Computer security customer support for
survivors of intimate partner violence (RQ2)

content analysis,
focus group USENIX Security 2021

IX Nudges to encourage password changes after
data breaches (RQ2) experiment Manuscript in prep.

Table 1.1: Overview of work included in this dissertation.

1.1.1 Consumer Reactions to the 2017 Equifax Data Breach: An Inter-

view Study

Data breaches, defined as the unauthorized exposure, disclosure, or loss of per-

sonal information, are security incidents that also bear substantial privacy implica-

tions [476]. The types of breached data, such as financial and health information,

can be highly sensitive and touch on an individual’s intimate details. In Chapter III,

I present a qualitative study in which we conducted 24 semi-structured interviews

with US-based consumers focusing on the 2017 Equifax data breach. The breach put

146 million US consumers—almost half of the nation’s population—at risk of identity

theft, as the breached data types included social security numbers, driver’s license

numbers, and other personally identifiable information.

We found that most participants were aware of this breach and the associated risks

of identity theft and privacy invasion. Nevertheless, less than half of our participants

had checked whether they were affected on Equifax’s website, and even fewer took

concrete protective measures such as freezing their credit reports. Participants’ inac-

5



tion occurred due to perceived costs associated with protective measures, optimism

bias in estimating one’s likelihood of victimization, and a general tendency to delay

action until harm has occurred. Based on the findings, we draw public policy recom-

mendations that give consumers free and more frequent access to credit reports. We

also outline the need for fixing usability issues related to existing protective measures

and the importance of educational efforts.

1.1.2 Consumer Reactions to Data Breaches that Affected Them: A Sur-

vey Study

Going beyond the 2017 Equifax data breach, how do consumers react to data

breaches in general? Will things be different if consumers know that the breach

has compromised their personal information? In Chapter IV, we addressed these

questions via an online survey (n=413) by presenting each participant with up to

three data breaches known to have exposed their email addresses and asked about

their reactions. This method ensured high ecological validity in collected responses

and helped mitigate recall bias as participants were confronted with specific real-life

breaches that affected them.

We found that 74% of participants were unaware of the breaches displayed to

them even though most of our participants were affected by at least one breach.

While participants expressed various emotions upon learning about the breach (e.g.,

upset, surprised, and fatigued), the overall concern level remained low, and most par-

ticipants believed the breach would not impact them. Our regression analyses further

showed that prior awareness and greater concern were significantly correlated with a

higher likelihood of taking action, suggesting that raising awareness and concern is

key to motivating action. Our findings highlight that we need better mechanisms to

raise consumers’ awareness of breaches and stricter regulatory requirements that hold

breached organizations accountable for providing more effective protective measures.
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1.1.3 An Empirical Analysis of Data Breach Notifications

Many consumers first learn of a breach from notifications sent by affected busi-

nesses [1, 329]. Breach notifications are also legally required in many jurisdictions

across the world [48]. Nonetheless, consumers’ inaction, fatigue, and low awareness

of data breaches imply that current ways of informing consumers about breaches

might be problematic. In Chapter V, I present a content analysis of 161 consumer-

facing breach notifications focusing on their readability, structure, risk communication

techniques, and presentation of recommended actions.

We found that most notifications were lengthy and required advanced reading skills

compared to materials addressed to the general public. Vague terms such as “may”

and “likely” were used to describe the breach’s compromised data and potential con-

sequences, which may downplay the breach’s risks to consumers. Moreover, available

protective actions were often described in lengthy paragraphs with little information

regarding an action’s effectiveness or urgency. From these findings, we provide con-

crete ideas of nudges in data breach notifications that could help consumers better

understand potential risks and become motivated to take action. Meanwhile, future

data breach notification laws could incorporate these design recommendations—or

even make them mandatory—to create stronger incentives for businesses to deliver

more usable and useful breach notifications to consumers.

1.1.4 Adoption and Abandonment of Security, Privacy, and Identity Theft

Protection Practices

As reacting to data breaches is a small component of one’s online privacy posture,

in Chapter VI, I document a survey (n=902) in which we took a broader perspective

by examining a comprehensive set of expert-recommended practices in privacy and

adjacent fields. We selected 30 practices from past literature, including 12 related

to security protection, 12 related to privacy protection, and six related to identity
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protection. We also looked into when/why a practice had been abandoned and de-

mographic differences in practice adoption and abandonment.

We found that security practices in our sample received wider adoption than pri-

vacy or identity theft protection practices. Participants preferred manual practices

that fully rely on users’ cognitive efforts (e.g., checking the URL when visiting a

website) and automated practices that require no effort after the initial adoption of a

technology (e.g., using antivirus software) over practices requiring recurring user in-

teractions with a system or interface (e.g., using a password manager). Furthermore,

participants’ gender, education, technical background, and prior negative experience

were significantly correlated with the level of adoption (no adoption, partial adop-

tion, or full adoption). Some practices were inconsistently adopted or abandoned

when participants perceived them as irrelevant, impractical or overrode them with

subjective judgment. Our findings echo prior work by illuminating the socioeconomic

differences in adopting privacy-protective behaviors and usability issues being a sub-

stantial barrier to adoption regardless of context. More fundamentally, focusing on

usability issues alone is insufficient, as privacy self-protection becomes prohibitively

difficult when the recommended action is unrealistic, inconvenient, or communicated

with obfuscated language.

1.2 Improving Adoption

Having gathered insights on the struggles consumers face in adopting privacy-

protective behaviors, the second part of my dissertation tackles the question: How

can we help consumers adopt privacy-protective behaviors? I answer this question in

three distinct yet interconnected contexts. First, the approach to encouraging adop-

tion can be directly built on consumers’ preferences, as I demonstrated how to do

this by designing and evaluating icons to convey privacy controls (Chapter VII). The

approach could also be informed by input from relevant stakeholders, especially when
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conversations with the direct users could introduce additional risks or retraumatiza-

tion. I demonstrated how to engage with stakeholders in making computer security

customer support better serve survivors of technology-enabled intimate partner vio-

lence who face unique threats and challenges (Chapter VIII). Lastly, we could draw

from established behavioral change theories and known impediments to action in

finding the approach, as I demonstrate how to develop nudges that encourage pass-

word changes after data breaches and evaluate them with consumers in a longitudinal

experiment with high ecological validity (Chapter IX).

1.2.1 Icons and Link Texts for Conveying Privacy Choices

As shown in Chapter VI and in other pieces of my prior work not included in

this dissertation [197, 198], consumers struggle to find and exercise privacy controls

effectively. One way to increase the adoption of privacy controls is by making privacy

interfaces more usable and useful [438]. In Chapter VII, I describe a series of design

workshops and online experiments in which we designed and evaluated novel icons

and accompanying link texts that convey privacy controls. We focused on generic

privacy controls and opt-outs of the sale of personal information—a privacy control

required by the California Consumer Privacy Act (CCPA).

We identified that a blue stylized toggle icon paired with “Privacy Options” best

conveyed general privacy choices; the CCPA-mandated link texts (“Do Not Sell My

Personal Information” and “Do Not Sell My Info”) effectively conveyed do-not-sell

opt-outs in combination with most icons. Our findings suggest that icons for convey-

ing privacy controls should be rooted in simple and familiar concepts, as evidenced by

the toggle icon’s performance over other candidates. Our findings also highlight link

text’s importance in aiding comprehension and reducing misconception, especially

for new icons. This research has generated concrete impacts on policymaking, as

the California Office of Attorney General (OAG) cited our work in CCPA’s rulemak-
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ing process and adopted the blue toggle icon we recommended in the official CCPA

regulations [378].

1.2.2 Computer Security Customer Support for Survivors of Intimate

Partner Violence

Chapter VII demonstrates how to develop privacy icons and link texts based

on consumers’ preferences. In other contexts, helping consumers adopt privacy-

protective behaviors requires adapting existing support infrastructures to ensure that

those who need privacy-related support and guidance can get it when needed. In

Chapter VIII, I present a case study illustrating how to incorporate stakeholders’ in-

sights in improving computer security customer support to address the unique needs

and challenges faced by survivors of intimate partner violence (IPV). Rather than

engaging with IPV survivors directly on this topic, which could cause unnecessary

re-traumatization, we conducted focus groups to elicit insights from two sets of stake-

holders: IPV professionals (e.g., social workers and lawyers) and customer support

professionals.

Our focus groups with IPV professionals surfaced suggestions to make computer

security customer support more attuned to survivors’ threat models and safety risks,

such as using trauma-informed language, avoiding promises to solve problems, and

making referrals to external resources. In focus groups with customer support practi-

tioners, we confirmed the practicality of these suggestions while uncovering real-world

constraints of deploying customer support, such as challenges in identifying potential

survivors and frontline agents’ limited capacity. As a practical outcome of this re-

search, we have developed IPV-focused training materials for customer support agents

and shared them with participating security companies.

10



1.2.3 Nudges for Encouraging Password Changes After Data Breaches

Chapters VII and VIII both involve seeking input from direct users or relevant

stakeholders in developing the approach to encouraging adoption. In Chapter IX,

I demonstrate how known psychological constructs and well-established behavioral

change theories could be another source of inspiration for finding the approach that

helps consumers better understand risks and guides consumers toward taking action.

Specifically, we developed nudges based on the Protection Motivation Theory (PMT)

to encourage consumers to change passwords after data breaches, including a threat

appeal that highlights the risks of compromised passwords and a coping appeal that

provides links and instructions for changing the breached password. We then evalu-

ated the nudges’ impact on participants’ password change intention and behavior in

a longitudinal experiment.

We found that a threat appeal alone was most effective at motivating password

change intention, and threat and coping appeals combined were most effective at

motivating password change behavior. Both generated a statistically significant yet

small difference compared to the control condition. Participants further described

challenges they experienced in attempting to change their passwords and alternative

strategies when they did not see the benefit of changing the password for the particular

breach site. Our findings add to prior PMT literature by highlighting the necessity of

combining threat and coping appeals in motivating password changes. Moreover, our

results contribute a new view in understanding and theorizing inaction—we should

not view inaction as a negative outcome by default, but rather connect the inaction

to consumers’ practical constraints and competing needs they have in life.
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CHAPTER II

Related Work

In this section, I review related work that serves as background knowledge for the

research questions I tackle in my dissertation: a taxonomy of online privacy-protective

behaviors (RQ1), factors behind adoption and non-adoption (RQ1), and mainstream

approaches to encouraging adoption (RQ2).

2.1 A Taxonomy of Online Privacy-Protective Behaviors

Prior research has mostly examined online privacy-protective behaviors in indi-

vidual contexts, such as social media [79, 249, 596], targeted advertising [469, 597],

and the Internet of Things [132, 581], indicating the need for a comprehensive tax-

onomy. Example taxonomies in prior work include Son & Kim [477], Caine [66],

Coopamootoo [93], and Redmiles et al. [415]. Specifically, Son and Kim’s work is

based on a literature review and has six categories: refusal, misrepresentation, re-

moval, negative word-of-mouth, complaining directly to companies, and complaining

indirectly to third parties [477]. However, the taxonomy developed in 2008 does not

include many more recent privacy-enhancing technologies (PETs). The other three

taxonomies are all based on empirical user studies. Caine’s taxonomy is based on

focus group data, uses a simpler categorization (avoidance, modification, and alle-

viatory), and includes examples of offline privacy-protective behaviors as well [66].
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Coopamootoo’s taxonomy is based on survey data, focusing on PETs and the types

of protection afforded (e.g., anonymity, tracking prevention, or data leaking preven-

tion) [93]. Redmiles et al.’s taxonomy is based on scraped web data about expert

advice as well as input from both experts and end-users, but the taxonomy focuses

more on computer security and does not include any high-level categorization.

Below I present my taxonomy of online privacy-protective behaviors (Table 2.1)

as an organizing framework for this dissertation. In line with prior work [23, 151,

400, 429, 593], I divide behaviors based on the coping mechanism’s nature (ap-

proach/active vs. avoidance/passive). Example approach/active protective behaviors

include problem-solving and seeking social support [593], whereas avoidance/passive

behaviors usually means distancing oneself from the source of threats [220]. Inspired

by Son & Kim’s taxonomy [477], I use the level of social interactions required (private

vs. public) as a second dimension for categorization. Private behaviors are those one

can implement autonomously, usually because they post personal information them-

selves or have some control over the information. Public behaviors are those that

require the cooperation of and potential confrontation with others. I then fill out the

taxonomy with specific examples extracted from prior taxonomies [66, 93, 415, 477]

as well as studies of online privacy-protective behaviors in individual contexts.

Notably, one can choose not to cope with privacy risks by continuing their regular

tech use and accepting or ignoring known risks. The inaction, limited actions, or

inconsistent actions that individuals take in response to privacy concerns could stem

from a sense of resignation that surveillance is inescapable, and prior work has con-

tributed ample evidence of the “digital resignation” phenomenon [129, 207, 317, 523].

2.1.1 Coping by Avoidance

In avoidance-driven behaviors, consumers disengage from activities that could

lead to the collection, use, and dissemination of their data [66]. This behavior could
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Mechanism Interaction Category Behavior Examples

avoidance private n/a
avoid technology use avoid going online in general; avoid certain

types of technology

limit technology use limit use of social media; avoid using public
or shared devices

approach private checking

read privacy notices read privacy policies and terms of service;
read cookie banners

review privacy settings review profile visibility on social media; re-
view mobile app permissions

track digital footprint

check exposure to data breaches; check spy-
ware; egosurfing; review archives of per-
sonal data; use dark web monitoring ser-
vices

approach private modification

adjust privacy settings
disable third-party cookies; enable “do not
track”; opt out of targeted ads; restrict post
visibility; switch off location tracking

erase digital footprint
clear cookies and browsing history; delete
unused accounts; delete old emails or social
media posts; opt out of mailing lists

selective disclosure limit the amount of information shared;
self-censor in social media posting

misrepresentation provide inaccurate contact info; use
pseudonyms; use different personas online

use PETs

PETs for anonymity: Tor, proxy, vir-
tual machine, encryption; PETs for track-
ing prevention: DuckDuckGo, anti-tracking
browser extensions, privacy browsing mode;
PETs for filtering communications: ad-
blocker, firewall; PETs for data leakage
prevention: anti-spyware and anti-malware
tools

approach public social support

advice exchange
teens seeking advice on online behaviors
from parents; spread negative experiences
with companies that disrespect user privacy

collective management
family members sharing IoT devices; ro-
mantic partners sharing online banking ac-
counts

observation
see what information others disclose; see
what security features friends adopt on
Facebook

approach public confrontation

activism public outcry after big news events, such as
the Snowden leaks

complaint
file a complaint with government agencies
after a data breach; ask friends on Facebook
to take down offensive photos

flaming flame entities that send unsolicited emails

Table 2.1: A taxonomy of online privacy-protective behaviors.
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stem from pessimistic views of threats posed by information technology [129], over-

whelming requests for personal data [311, 477], or adverse consequences caused by

privacy violations [171]. Consumers might avoid engagement with online activities

in general [93, 421] or avoid certain technologies that have privacy-invasive features

and can trigger privacy concerns, such as social media [93, 306] and smart home

devices [283].

A more calculated form of avoidance-driven behavior is to use technology but with

reduced frequency, e.g., avoiding public computers in places like hotels and libraries

due to malware risks, shoulder surfing, and WiFi spoofing [171]. However, limiting

technology use or avoiding it altogether can cause considerable inconvenience to the

non-user [171] who faces the loss of social and economic benefits provided by an

Internet-connected world [207, 421]. Furthermore, not everyone can find alternatives

that provide the same utilities as the abandoned technology. Even though using public

devices is not advised, it might be one of the few (if not only) options for certain

populations such as homeless people [145] or people in developing regions [203, 547].

2.1.2 Coping by Approach

In approach-driven behaviors, consumers actively seek to modify or eliminate the

conditions that introduce privacy risks [66]. I further divide approach-focused behav-

iors into four categories: checking the privacy status quo, modifying privacy manage-

ment behaviors, confronting privacy violators, and seeking social support.

Checking. Through checking, consumers learn about potential privacy risks and

determine the required course of action. An example source for checking is the privacy

policies and terms of service agreements many websites and mobile apps have in

response to the notice and choice regulatory framework [418]. While privacy notices

are mostly known as privacy policies [347], they can take other forms such as cookie
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banners [539] and LED lights that indicate active recording from a device [437].

Consumers can also review their privacy settings, ranging from profile visibility on

social media [594] to permissions given to mobile apps [21].

Many options exist for tracking one’s digital footprint beyond making use of pri-

vacy notices and choices. For instance, consumers can require companies to send them

an archive of personal data processed by the platform under the European Union Gen-

eral Data Protection Regulation’s “Right of Access” [144]. For cross-platform tracking

of digital footprints, one can search for their name on a search engine and review re-

sults (i.e., egosurfing) [309, 415] or use dark web monitoring services [575]. Tracking

digital footprint is also relevant when there are privacy violations, e.g., services like

Have I Been Pwned [232] and Firefox Monitor [354] track the occurrence of data

breaches and notify sign-up users when they are affected. Lastly, there are tools for

spyware detection and cleanup in response to the evolving landscape of spyware.

Modification. While checking is mostly about learning about privacy risks, mod-

ification refers to behaviors that help alleviate existing risks. By adjusting privacy

settings, consumers can, for example, restrict content visibility to only certain con-

tacts [486] or opt out of targeted advertising [295]. Consumers can also more funda-

mentally change the amount of information collected by service providers via anti-

tracking settings, such as by enabling the “Do Not Track” option in browser set-

tings [415], blocking third-party cookies, and switching off location tracking [93].

Regarding the modification of digital footprints, consumers can make use of account

deletion options [357, 444], delete old emails or social media posts [357, 445, 560],

clear cookies and browsing history [93, 311], or opt out of mailing lists [93, 118].

Modification also applies to online disclosure, as consumers can reduce the amount

of information given to companies (i.e., selective disclosure) [415] or provide inaccurate

information (i.e., misrepresentation) [477]. Example behaviors for selective disclosure
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include reducing posting frequency, being wary of friend requests, or deliberately

choosing not to share controversial contents [79, 465]. Example behaviors for mis-

representation include using pseudonyms [93, 311], fabricating contact information in

creating online accounts [381, 477], or using separate accounts for different activities

to mitigate cross-platform inferences [415]. Notably, both selective disclosure and

misrepresentation require constant vigilance from users and may be hard to follow

consistently [603]. Both behaviors could result in inconvenience: e.g., missing impor-

tant notifications due to incorrect contact details [322] as well as fewer opportunities

for self-representation and building social capital [137].

Lastly, a large family of online privacy-protective behaviors centers around using

privacy-enhancing technologies (PETs)—algorithms, tools, and applications built on

cryptography and computer security research designed to support privacy and data

protection [93, 496]. Coopamootoo divides PETs into four types depending on the

goal of protection: preserve anonymity (e.g., Tor, proxy, virtual machine, and encryp-

tion), prevent tracking (e.g., the DuckDuckGo search engine, anti-tracking browser

extensions, and private browsing mode), filter communications (e.g., adblocker and

firewall), and prevent data leakage (e.g., anti-spyware and anti-malware tools) [93].

PETs can be built-in features in browsers and applications, such as in the case of

encryption, while other PETs like Tor and VPN are standalone technologies. In addi-

tion, many PETs have alternatives that do not require adopting the technology. For

instance, tools like “Sign in with Apple” [30] and “Firefox Relay” [355] facilitate the

generation of unique and random email addresses during account registration, but

this can be done manually too. While most PETs are free, they have not acquired

a large user base because they are still new concepts to many consumers, require

advanced technical skills, or have usability issues [93, 603].
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Social support. Past research has shown the role of social influence on consumers’

privacy attitudes and behaviors [9, 107, 138, 340, 568]. Below I discuss three ways of

social support: advice exchange [411], observation [107], and collective management

of digital resources [568].

Advice regarding privacy self-protection strategies can come from various sources,

including media, workplaces, friends, family members, service providers, and rep-

utable organizations [248, 293, 340, 411]. Different sources can influence the advice

recipient’s behavior differently [340, 411], and the influence is further moderated by

the recipient’s privacy concerns and self-efficacy [45, 340, 387]. In addition to seeking

advice, people may advise others in their social circle, e.g., informing acquaintances

of companies with invasive privacy practices [477].

In contrast to informational social influence, which occurs when consumers seek

information and guidance, normative social influence happens when individuals try

to fit in with a group or look to others for cues on how to act in uncertain cir-

cumstances [108, 117]. Normative messages with social proof have been shown to

motivate privacy-protective behaviors, e.g., the observation that many friends and

acquaintances use a privacy feature on Facebook affects one’s likelihood to adopt

the feature [109]. Peer influence from observations can also mislead, rather than en-

courage, privacy-protective behaviors. For example, consumers may tend to divulge

sensitive information when told that others have made sensitive disclosures [10].

Individuals sometimes form social groups and jointly navigate privacy decisions

in sharing accounts and devices [568]. Such sharing behaviors could occur between

family members, romantic partners, friends, neighbors, colleagues, and more [57, 324,

385, 488]. Sharing digital resources creates learning and intervening opportunities

during teachable moments, such as exchanging knowledge about data breaches or

other breaking news events [107, 568]. Nonetheless, sharing behaviors may lead to

tensions when group members have conflicting interests or preferences or when the re-
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lationship collapses [385]. As an example, older adults with cognitive impairment tend

to rely on caregivers to manage their online accounts, and sharing personal informa-

tion with caregivers creates issues of agency, autonomy, or embarrassment [341, 342].

Even though shared decision-making might be a common goal, most existing pri-

vacy controls are not fine-grained or context-adaptive enough to meet users’ evolving

needs [341, 385, 488].

Confrontation. Through confrontation, consumers negotiate with sources that

generate privacy risks or violations. For example, consumers impacted by a data

breach may express their frustration by contacting the breached organization, gov-

ernment agencies, or non-profit consumer protection organizations [425]. A social

media user who does not want to be tagged in a photo may ask the photo owner to

take it down or escalate the request to a group administrator [228, 311]. Furthermore,

individual efforts can form collective activism [590], as in public outcry against the US

government surveillance after the Snowden leaks [311] and against corporate surveil-

lance after the Cambridge Analytica Data Breach [217, 427]. However, in provoking

systemic changes, activism efforts often are confronted with organized lobbying of big

tech companies that go against them [7, 116, 129, 523]. Sending highly negative mes-

sages, i.e., flaming [452], is a more extreme form of protest against privacy violations

than complaining and activism. An example is flaming senders of unsolicited emails

or spam callers.

2.2 Factors Behind Adoption and Non-Adoption

Prior privacy research has often drawn inspiration from behavioral theories in so-

cial science literature to explain the social and psychological processes behind adopt-

ing or not adopting online privacy-protective behaviors. The Protection Motivation

Theory (PMT) [422], the Theory of Planned Behavior (TPB) [14], and the Technol-
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ogy Acceptance Model (TAM) [112] are just a few examples. Individuals’ decision-

making process behind adoption is more nuanced than rational risk-benefit analysis,

often subjected to information asymmetries, heuristics and biases, market power, and

dark patterns [4, 7]. Below I summarize several key factors that inform my work.

Attitude. According to the Theory of Planned Behavior [14], attitude—how an

individual thinks of a particular behavior, usually in the form of positive, negative, or

neutral [98]—is one of the major determinants of behavioral intention. For example,

privacy concern, the desire to keep personal information out of the hands of oth-

ers [59], is a negative privacy-related attitude and has been extensively studied [87].

Another privacy-related attitude is trust: an individual’s inherent tendency to rely

on institutions (institutional trust) or other people (interpersonal trust) under risky

conditions.

Attitudes can guide privacy decision-making, especially when situational cues for

risk-benefit analysis are unavailable [25]. For instance, trust in an organization’s

integrity may raise consumers’ intention to disclose information [123]. Nonetheless,

past literature on the privacy paradox has demonstrated the complex relationship

between privacy attitudes and behaviors: consumers may state high privacy concerns

while being reluctant to adopt privacy protective behaviors [41, 177, 274, 474]. A

popular explanation is that privacy concerns can be generic or context-dependent:

one may care deeply about privacy in general but may not seek privacy protection

depending on the benefits and costs in a specific situation [41, 474]. Furthermore,

there are interplays between general attitudes and situational risk-benefit analysis in

privacy decision-making [7]. For example, the pre-existing trust may interact with

situational cues, such as the purpose of data use and who requests the data, in

determining one’s willingness to disclose health information [25].
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Emotions. Unlike attitudes, emotions are not stable mental states learned through

experience but temporary physiological conditions, often accompanied by changes in

facial expressions, gestures, and posture [65]. Major emotion categories include anger,

disgust, fear, guilt, joy, shame, and sadness, among others [441]. The “risk as feelings”

theory highlights the central role of emotions in individuals’ cognitive processing of

risks: individuals experience affective responses such as fear, dread, and anxiety in

the face of risks, in addition to considering objective factors such as probabilities and

outcomes; when the two processing systems produce different outputs, the affective-

based system usually prevails [304].

Research on the interplay between emotions and privacy decision-making has

only emerged in recent years, typically by measuring pre-existing emotional states

and correlating them with other constructs, such as risk beliefs, trust, and inten-

tions to disclose information [25, 298, 553]. Prior work has found that consumers

underestimate information disclosure risks with an interface that elicits positive emo-

tions [261, 394]. Major types of emotions triggered by privacy concerns include

anxiety, anger, and disappointment; each emotion further leads to different coping

behaviors [254]. In the case of virtual private networks (VPN), emotional consider-

ations drive consumers’ adoption, such as fear of government and corporate surveil-

lance [360]. Altogether, these studies suggest the importance of considering emotions

in examining consumers’ privacy decision-making and behaviors, but more work in

this space is needed [25, 254].

Heuristics and biases. Heuristics are mental strategies or rules people apply to

simplify the evaluation of risks [525]. Although heuristics are valid in some circum-

stances, they lead to persistent biases, misjudged risks, or unwarranted confidence

at other times [467]. Heuristics and biases were originally studied in behavioral eco-

nomics experiments involving probability-based settings [525], but they also apply to
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Challenge Coping Mechanism Heuristics & Biases Examples

Information
overload

Notice things primed
in memory

availability bias [524]
judge online tracking practices based on
a company’s name rather than reading its
privacy policy [537]

representativeness
bias [256]

perceive privacy invasions as low-
probability events as they often are not
observable [4]

Focus on unusual
or surprising things affect bias [152] underestimate the privacy risks from

liked things [261, 394]

Focus on changes
anchoring effect [525]

exposure to provocative selfies changes
the perception of what information is ap-
propriate to share [75]

framing effect [526] change the perception of a privacy notice
based on a reference point [12]

Analyze benefits
and costs rational ignorance [128] skip privacy policies [370, 550]

Not enough
meaning

Look for stories
and patterns anthropomorphism [213]

how much a technology or interface is
anthropomorphized impacts privacy con-
cerns [194, 591]

Rely on stereotypes authority bias [190]
trust the security and privacy of smart
home devices provided by well-known
companies [283]

Project current
mindset to the future pessimism bias [221] people feel resigned about protecting

their personal information [129]

Need to
act fast

Believe in one’s
own judgment

overconfidence [351]
claim to know about a privacy-enhancing
technology but cannot answer simple
questions about it [247]

optimism bias [573]
users see themselves less vulnerable to
privacy infringement than other individ-
uals [36, 81, 602]

illusion of control [402]
greater perceived control leads to higher
willingness to disclose sensitive informa-
tion [52]

Focus on
immediate things

hyperbolic
discounting [82]

share information on social media for
short-term bonding, but the shared con-
tent leads to future hiring discrimina-
tion [4, 8]

Focus on invested
efforts

loss aversion [257]

the willingness-to-accept price for sell-
ing personal information is consistently
higher than the willingness-to-pay price
for protecting such information [11]

post-completion
error [104]

forget to erase browsing history after us-
ing a public computer to perform sensi-
tive searches [4]

Avoid irreversible
decisions status quo bias [255] stick with default privacy settings [7]

Limited
memory

Store memories based
on the experience modality effect [130] the presentation of privacy policies influ-

ences recall [263]

Reduce information
to key elements recency bias

believe that recent content (e.g., on social
media [349] and in cloud storage [267]) is
more important and relevant

Table 2.2: Heuristics and biases in consumers’ privacy decision-making.
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privacy decision-making where the objective risk is hard to quantify and often un-

available to end-users [4, 5]. Table 2.2 summarizes major heuristics and biases with

supporting evidence in privacy research. I organize them based on Benson’s taxon-

omy of four dilemmas in people’s decision-making [43]: information overload, lack of

meaning, the need to act fast, and limited memory capacity.

Norms. According to Nissenbaum’s theory of privacy as contextual integrity, pri-

vacy violations occur when there is a breach of contextual norms governing infor-

mation flows; the five parameters that help assess the privacy impact of information

flows include data subject, sender, recipient, information type, and transmission prin-

ciple [364]. In essence, norms affect people’s beliefs regarding what is private and what

is public.

Consumers’ perception of social normative pressures or beliefs affects their ways of

coping with privacy risks [14, 38]. For instance, consumers may turn to tech-savvier

social connections for advice after a data breach [602]. Teenagers adhere to parental

rules for disclosure on social media [543]. College students set their social media

profiles as private after observing such behaviors from their friends [297]. In other

cases, compliance with social norms can decrease one’s privacy protection. For in-

stance, watching other individuals reveal sensitive personal information increases the

likelihood that an individual will reveal it themselves [10]. Consumers may further be

bounded by the rule of reciprocity, e.g., feeling compelled to disclose their relationship

status on social media if their significant other does this [177].

Perceived usefulness and ease of use. TAM explains an individual’s usage of

technological systems [112], thus providing a useful theoretical background for under-

standing the adoption of PETs [93]. Specifically, TAM posits that technology use is

influenced by attitude toward the usage, which in turn is influenced by the perceived

usefulness of the system (how the system increases the individual’s efficacy in dealing
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with a task) and perceived ease of use (whether using the system is free of effort).

Privacy research has used TAM to study users’ acceptance of specific PETs such as en-

crypted messaging service [2], proxy client [204], and VPN [360]. Extrapolating from

these examples, TAM broadly highlights usability as an important factor in adopting

PETs and online privacy-protective behaviors. Adoption is more likely to occur when

the involved technology or system is usable. Conversely, the absence of practical

needs, access to alternatives, and burden in usage contribute to the abandonment of

PETs [360, 603].

Self-efficacy. Self-efficacy refers to an individual’s judgment of their self-capability

to execute courses of action to attain a goal. Several mainstream behavioral sci-

ence theories, including the Social Cognitive Theory [38], the Theory of Planned

Behavior [14], and the Protection Motivation Theory [423] all highlight the role of

self-efficacy in determining one’s behavior. Applying self-efficacy to privacy research,

consumers can carry out privacy-protective behaviors only when they have sufficient

confidence or control. For example, empowering users of mobile apps with more

granular controls over the information accessed helps users make better privacy de-

cisions [558]. By contrast, a lack of perceived control explains the digital resignation

phenomenon [129] when inaction happens not because consumers do not care but be-

cause they are resigned and convinced that surveillance is inescapable. Importantly,

self-efficacy may inculcate confidence when it should not and produce paradoxical ef-

fects. More control may not guarantee enhanced privacy protection if people behave

recklessly under the illusion of control [52].

2.3 Approaches to Improving Privacy-Protective Behaviors

Calo identified notice, nudge and code as three primary types of behavioral in-

terventions: notice as the mere provision of information, nudge as soft paternalistic
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mechanisms to guide individuals toward more beneficial outcomes, and code as rules

or regulations to make negative behaviors difficult [68]. In line with Calo’s taxon-

omy [68], I discuss existing approaches that seek to facilitate the adoption of online

privacy-protective behaviors: privacy notices and choices, privacy nudges, and privacy

regulations.

2.3.1 Privacy Notices and Choices

Privacy notices and choices are products of the “notice and choice” regulatory

framework [100]. The framework originates from Westin’s theory of privacy in West-

ern democracies as the “claim of individuals, groups, or institutions to determine

for themselves when, how, and to what extent information about them is commu-

nicated to others” [576]. As privacy refers to the ability to limit others’ access to

one’s personal information, there should be mechanisms for individuals to under-

stand where and under what conditions their information may flow and to control

that flow [100]. Many data protection laws since then have embraced this concept

by requiring businesses to provide consumers with notices about data practices and

allow consumers to exercise choices over these practices [72]. Nevertheless, it is a

consensus among privacy scholars, advocates, practitioners, and regulators that the

notice and choice framework and resulting privacy notices and choices are insuffi-

cient and undesirable [7, 72, 100, 316, 418, 466, 556]. Walker identified five problems

of privacy notices: overkill, irrelevance, opacity, non-comparability, and inflexibil-

ity [556]. Other work has surfaced dark patterns as an additional problem powered

by businesses’ interest in capitalizing on consumers’ data [186, 321].

Overkill. McDonald and Cranor’s study conducted in 2008 estimated that if an

individual were to read the privacy policy at every website visited once a year, they

would spend 244 hours on average reading privacy policies per year [332]. Since
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the ubiquity of smartphones, cloud services, and smart home technologies, the re-

quired time to read all privacy policies encountered is only likely to increase. To

comply with regulations and avoid liability, companies tend to enumerate all poten-

tial uses and risks of information flow without highlighting specific practices that

may unpleasantly surprise consumers [407]. Consequently, most privacy policies are

long and complicated legal documents that require at least college reading levels to

understand [29, 184].

Irrelevance. As a result of the overkill, most privacy notices are rendered meaning-

less. Prior work has consistently shown that most consumers accept terms of service

agreements without reading them [67, 370]. While reading through privacy notices

and choices might better inform consumers of product choices and shield them from

privacy violations, the action also applies far greater indirect costs in the form of

time and effort [218]. Most PETs that aim to give consumers more control over their

personal information similarly have low awareness and adoption [93, 457].

Opacity. Ambiguity and vagueness are common in privacy notices and choices [417].

Privacy policies frequently use vague terms that dance around conditionality (“appro-

priate” “as needed”), generalization (“mostly” “normally”), modality (“might” “likely”),

and numeric quantifiers (“certain” “some”) in describing data practices [47]. These

vague terms are companies’ precautionary attempts to inoculate themselves against

lawsuits, but introduce privacy risks to consumers as the vague statements may con-

ceal privacy-threatening practices [47].

Non-comparability. Privacy notices and choices differ significantly across indus-

tries and organizations, presenting a daunting learning curve for consumers [29]. The

requirement of subheadings and standard formats stipulated in the US Gramm-Leach-

Bliley Act has substantially improved the readability of financial institutions’ privacy
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policies [272]. Since then, there have been numerous efforts to pursue standard-

ized formats of privacy policies [100, 263, 417]. Empirical studies have shown that

consumers comprehend standardized formats faster but at the cost of accuracy as

important details are hidden in layered notices [333].

Inflexibility. Privacy notices and choices struggle to keep up with evolving business

models and consumer demands. The highly-publicized Facebook–Cambridge Analyt-

ica scandal reflects the increasing difficulty for companies to track information flows

while ensuring constant alignment between stated and actual data practices [443].

Some companies use an “umbrella privacy policy” to cover several subsidiaries when

the policy itself is not universally applicable [198]. Moreover, it becomes a tricky en-

deavor to choose the appropriate channel for privacy notices when it comes to emerg-

ing technologies such as smart home devices [437]. For instance, most fitness tracking

device manufacturers still put privacy policies on their websites, which consumers

rarely read, but the actual device does not offer any form of privacy notice [395].

Dark patterns. Dark patterns try to manipulate consumers into making decisions

against their best interests through malicious interaction flows [186, 356]. Academic

researchers [13, 50, 186, 321, 356, 368], consumer protection organizations [162], white

papers [143], and popular press [462] have documented the prevalence of dark pat-

terns and provided examples: having privacy-intrusive default settings, requiring

lengthy efforts to select privacy-friendly choices, and illusory or take-it-or-leave-it

choices. While regulators have listed common dark patterns as examples of non-

compliance [144, 377], these efforts do not seem effective. For example, after the

GDPR went into effect, consent banners are still fraught with dark patterns [323,

368, 539], as illustrated by highlighted “I agree” buttons and the absence of granular

choices.

Prior research has contributed frameworks for best practices of privacy interface
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design. Schaub et al. discussed that an ideal privacy notice should appear at dif-

ferent times tailored to the user’s needs in that context, be delivered across multiple

channels, target the most effective and accessible modality, and come with usable

control options [437]. Feng et al. developed a similar framework for privacy controls

among IoT devices, introducing type (what kinds of choices are offered) and func-

tionality (capabilities to support the choice process) as two additional dimensions to

consider [150]. The authors also noted that privacy choices should be integrated with

privacy notices and ideally be presented through data-driven privacy assistants that

further reduce consumers’ burden and honor their privacy preferences [150].

2.3.2 Privacy Nudges

Thaler and Sunstein defined nudges as soft paternalistic interventions that “pre-

dictably alter people’s behaviors without forbidding any option or significantly change

their economic incentives” [490]. Below I discuss examples of privacy nudges along

the six dimensions summarized by Acquisti et al. [4] that target different aspects

of decision-making: information, presentation, defaults, incentives, reversibility, and

timing.

Nudging with information. Nudges can provide information to create awareness

of privacy risks, especially considering that consumers are bounded by information

asymmetries and do not have a complete picture of companies’ data practices [7].

Information can be provided through education (informing users of benefits and risks

associated with a system or application before the usage) or feedback (information

provided alongside or after the use) [4]. Ideally, information-based nudges should

contain concise and relevant information about privacy risks and come with other

nudges that mitigate the burden of reading and comprehending such information.
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Nudging with presentation. How information and choices are presented can

address many hurdles and biases consumers experience in privacy decision-making.

Nudging toward privacy-friendly options can occur through framing risks as a clear

loss (to address loss aversion), framing risks in exaggerating manners (to address over-

confidence), or differentiating the representativeness of a risky event from its proba-

bility of occurrence [4]. In addition to framing, which mainly concerns text changes,

privacy nudges can adjust the order of presenting different options and target post-

completion errors by placing the most important action on top [600]. Changes in

framing and ordering can result in varying saliency among different privacy options,

and saliency can be adjusted through visual cues.

Nudging with defaults. Privacy nudges can target the status quo bias, i.e., peo-

ple’s tendency to stick with default choices. An idea from the Privacy by Design

framework [73] is that privacy settings should protect an average user’s information

by default while allowing expert users to customize settings toward their specific

needs. There are mass defaults (in which everyone gets the same default) vs. per-

sonalized defaults (catering to the needs of individual users, which also come at the

cost of collecting additional information). However, defaults can be too sticky or

slippery [582].

Nudging with incentives. Incentives can take the form of rewards or punish-

ments. Providing desired incentives can help mitigate hyperbolic discounting, i.e.,

struggles in recognizing long-term negative consequences [4]. In privacy-related con-

texts, rewards can be monetary (e.g., selling personal information for a given price) or

non-monetary (e.g., an honorary badge for users who regularly check in on location-

sharing apps [301]). Punishment can mean the time and effort required to configure

privacy settings, and in more extreme cases, termination of service when rejecting

privacy policies [162]. Based on the loss aversion theory, incentive-based nudges can

29



frame a punishment as a loss to make it sound scarier than framing it as a simple

penalty [4].

Nudging with error reversibility. An ideal system should ease the pain of cor-

recting errors or do as much as possible to prevent errors from happening. Examples

include an “undo” button that enables the removal of regrettable emails and a short

period of delay after clicking the “post” button on social media. While some con-

sumers may find such a delay nudge beneficial as it helps them stop and think, others

may find it annoying or unnecessary [560].

Nudging with timing. Timing options for delivering privacy notices range from

periodic, just-in-time to on-demand [437]. Prior research has documented the impor-

tance of timing choices, e.g., as online shoppers become willing to pay significantly

more for increased privacy when seeing privacy indicators before visiting websites

than after arriving at the site [136]. The just-in-time approach stands out among all

options as it provides relevant and contextual information while minimizing disrup-

tions to the user’s workflow. As evidence, prior work has found that privacy notices

shown while using a mobile app receive more attention than those appearing in the

app store [37].

Limitations of nudging. Nudges are not the silver bullet to solve every privacy

problem. By focusing exclusively on the decision-making aspect of individuals, nudges

may fail to address the causes of or provide the solution to many other problems [339].

Techniques that nudge individuals to opt out of the sale of personal information

may not be as effective as regulations that fundamentally ban such selling between

businesses. Moreover, consumers’ responses to nudges may differ across individual,

social, economic, and cultural contexts [55, 392]. Efforts to create a one-size-fits-all

nudge may fail to match the targeted group, context, or behavior, thereby triggering
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unintended consequences worse than the original behavior [419]. Researchers should

also be attuned to the ethical aspects of deploying nudges: nudges should result

in equal benefits to all recipients and be supported by solid scientific reasoning for

predictable impacts [419]. Nudges should not be deployed when they misalign with

the privacy needs of recipients, when unintended consequences may override potential

benefits, or when they present unresolvable conflicts of interests between multiple

stakeholders [4].

2.3.3 Privacy Regulations

As of 2021, 145 countries and independent territories, including nearly every coun-

try in Europe and many in Latin America and the Caribbean, Asia, and Africa, have

enacted data privacy laws [189]. In addition, at least 23 other countries have official

Bills for new laws in various stages of progress [189]. The General Data Protection

Regulation (GDPR) [144] enacted by the Council of the European Union is one of

the most stringent data protection regimes with extending impacts across the globe.

GDPR requires that data controllers and processors implement procedures that make

privacy by design and respect the rights of data subjects, ranging from the right of

access to the right to be forgotten [144]. GDPR’s influence continues as other non-EU

countries start to enact new laws that are comparable or stronger [189].

In the United States, there has not been an all-encompassing federal privacy law.

Partial regulations exist concerning certain states, sectors, or populations, such as the

Health Insurance Portability and Accountability Act (HIPAA) which applies to health

information, and the Children’s Online Privacy Protection Act (COPPA) which ap-

plies to children under 14 years. The California Consumer Privacy Act (CCPA),

effective in 2020, has been one of the strongest US privacy laws with an array of

new consumer rights. Under CCPA, consumers can opt out of the sale of personal

information and access/transfer personal information to third parties in a “readily
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usable format” [373]. While CCPA ostensibly applies to Californian consumers, Cal-

ifornia’s population and economic importance mean that CCPA will likely generate

impacts beyond California’s borders and serve as a testing ground for a long-awaited

US federal privacy law [205].

While privacy legislative activities are growing worldwide, more stringent data

protection laws do not guarantee better privacy outcomes. Most privacy regulations

nowadays still take the “privacy self-management” model that burdens individual

consumers to make their own decisions [473]. The privacy self-management model

fails to result in meaningful controls [100] and does not address structural problems

like market forces behind the expanding encroachment of surveillance into consumers’

lives [7]. Moreover, privacy regulations may generate unintended consequences by

deepening the gap between large and small businesses, being cost-prohibitive for

compliance, and giving too much power to the government [285]. As privacy advocates

call for more substantive and comprehensive policies, there should be more research

on the impacts of privacy regulations beyond economic metrics [6]. As Ari Waldman

wrote in “Industry Unbound,” we need privacy laws that enable unequivocal bans of

harmful technologies rather than vaguely written clauses that allow businesses to stay

inside the law without fundamentally improving their data practices [555].
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CHAPTER III

Consumer Reactions to the 2017 Equifax Data

Breach: An Interview Study1

Data breaches are security incidents with grave privacy implications for affected

consumers. This chapter presents a qualitative study featuring consumer reactions

to the 2017 Equifax Data Breach. Equifax is one of the “Big Three” credit bureaus

(also called credit reporting agencies) in the US; the other two are Experian and Tran-

sUnion. These organizations create aggregated reports of individual consumers’ credit

information and offer this information to businesses that need to assess their cus-

tomers’ creditworthiness, such as lenders, landlords, and employers. In 2017, Equifax

suffered a data breach in which hackers stole the sensitive data of over 146 million

consumers [251], which were almost half of the US population. The compromised data

included names, addresses, birth dates, social security numbers (SSN), and driver’s

license numbers. The combination of these data types—many of which are personally

identifiable and hard to change—poses significant risks of identity theft. Nonethe-

less, a survey conducted after the breach found that only 8% of respondents reported

having frozen their credit reports [371].
1This chapter is based on: Yixin Zou, Abraham Mhaidli, Austin McCall, & Florian Schaub.

2018. “I’ve Got Nothing to Lose”: Consumers’ Risk Perceptions and Protective Actions after the
Equifax Data Breach. In Fourteenth Symposium on Usable Privacy and Security (SOUPS 2018)
(pp. 197–216). [602]
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Our study shed light on the reasons behind consumers’ lack of action after the

Equifax data breach. While most participants were aware of the breach and resulting

risks, few knew whether they were affected, and even fewer took proactive protective

measures. We find that this inaction was not primarily influenced by the accuracy

of mental models or risk awareness but rather by costs associated with protective

measures, optimism bias in estimating one’s likelihood of victimization, and a general

tendency towards delaying action until harm has occurred. In addition, sources of

advice influenced actions taken; many participants who took action acted on advice

from people they trusted. Yet, taken actions also created a false sense of security for

some participants, leading them to overlook other measures. Our findings suggest

technical, legal, and educational approaches to protect consumers’ credit data better

and empower consumers with usable protection measures.

3.1 Background

Consequences of data breaches. Data breaches have multifaceted consequences.

Breached organizations can bear substantial costs to repair the aftermath, includ-

ing patching system vulnerabilities, compensating affected individuals, and resolving

potential lawsuits [424]. There are also invisible and hard-to-measure costs in re-

building the breached organization’s reputation [268, 579] and affected individuals’

trust [1]. For affected individuals, exposed data puts them at risk of account com-

promise [449, 514], phishing [393], and identity theft [426, 475]. Though it may take

years before leaked data is misused, the harm can be profound when it happens. For

instance, victims of identity theft may have ruined credit reports or have to file for

bankruptcy due to abuse of credit [26]. Identity theft is also traumatizing: in a 2017

survey by the Identity Theft Resource Center [235], 77% of respondents reported in-

creased stress levels, and 55% reported increased fatigue or decreased energy. Thus,

some researchers have argued that data breaches cause compensable harm due to
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the substantial risk of future financial injury and the emotional distress imposed on

victims [113, 475].

Available protective measures. Breached organizations are often legally required

to notify affected victims [144, 397] and offer compensations such as discounts [482]

and free credit or identity monitoring services [446]. Services like HIBP [232] and

Firefox Monitor [354] routinely examine third-party breach reports and notify signed-

up users. Some companies automatically reset passwords for users whose credentials

appeared in password dumps [183, 587]. Additional measures for victims include two-

factor authentication (2FA) that increases the difficulty of misusing leaked credentials

and warnings that flag social engineering and phishing attacks [281, 396].

In the US, most consumers have credit reports that curate information about their

credit activity and current credit situation [491]. As such, breach victims are further

urged to check their credit reports regularly and place a credit freeze or fraud alert on

credit reports if personally identifiable information like SSN is exposed [506]. Credit

freezes block inquiries for one’s credit report, thus preventing new accounts or loans

that require credit checks to be opened under the consumer’s name [90]. A credit

report with fraud alerts signals that the consumer is at risk of credit fraud. Creditors

are expected to perform identity verification, but sometimes they may ignore such

alerts and take no action, making fraud alerts less restrictive than credit freezes [90].

Nevertheless, no solution is perfect. Attackers can bypass 2FA without obtaining

the secondary token [126], and phishing warnings have low adherence rates [16, 133].

A credit freeze only limits access to a credit report and thus does not protect against

other types of identity theft that do not require credit checks, such as tax fraud.

Placing a credit freeze is a burdensome process, with a long waiting time and frequent

error messages [303].
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Consumer reactions. Past research and news media have shown that consumers

rarely take recommended protective measures in response to data breaches [1, 187,

403, 471] even with increased concern about identity theft [28, 403] and diminished

trust in the breached organization [359]. In a 2014 survey by Ponemon Institute [403],

the most frequent response to a breach notification was to “ignore it and do nothing”

(32%), followed by the acceptance of free identity theft protection services (29%)

and contacting the breached organization for more information (21%). RAND Cor-

poration’s US national survey in 2016 [1] reports a higher acceptance of free credit

monitoring (62%), but only 11% of respondents stopped conducting business with

the breached organization. Motivated by the apparent contradiction between the

prevalence of data breaches and consumers’ lack of action, our research aims to gain

insights into why the contradiction occurs by examining potential factors, including

awareness, risk perception, and hurdles in following recommended protective mea-

sures.

3.2 Method

Our study seeks to answer the following research questions:

RQ1: What are consumers’ mental models of how credit bureaus

operate?

RQ2: What do consumers perceive as risks of the Equifax data

breach?

RQ3: What protective actions did consumers take or not take in

reaction to the perceived risks, and what drove their decisions?

We conducted semi-structured interviews with 24 participants in January and

February 2018. All interviews were audio-recorded and lasted 40 minutes on average,

36



ranging from 20 minutes to 61 minutes. Each participant was compensated with $10.

The study was determined to be exempt by the University of Michigan’s Institutional

Review Boards (IRB).

Interview procedure. We developed and refined our script for the semi-structured

interviews through multiple pilot sessions. The final interview script is included in

Appendix A.1. We started by asking participants how they manage their personal

finances, leading to a discussion about their experiences with and understanding of

credit bureaus. Next, we asked about their awareness of Equifax and the 2017 data

breach before providing a basic description for those who had not heard of it. We

probed participants’ risk perception by asking what they saw as consequences of

the breach, reactions when hearing about the breach, and feelings about their data

collected by Equifax. Then we asked whether participants had taken any protective

action and, if yes, their experiences and interpretations of an action’s outcomes.

Finally, we asked participants to recall previous experiences with data breaches and

identity theft before giving participants opportunities to ask clarification questions.

At the end of the interview, participants were asked to complete two questionnaires

measuring their financial decision-making ability [362] and self-determined financial

well-being [92]. We collected financial-related information after the interview to min-

imize potential priming. For instance, participants might otherwise think the study

is about one’s financial management and overstate how often they check credit re-

ports. Conversely, the interview questions should have little impact on participants’

responses to the exit survey, as they did not touch on the same topics.

Recruitment. We recruited participants via online platforms (e.g., Reddit, Craigslist,

and Facebook) and emails to a university research pool and campus mailing lists. We

recruited for “a study on personal finance and credit bureaus,” purposefully not men-

tioning Equifax to avoid priming participants and limit self-selection bias. Prospective
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ID Gender Age Education Income NFEC (0-8) CFPB (0-100)

P1 W 60-69 Bachelor $125-150k 8 88
P2 M 30-39 Master $25-50k 6 61
P3 M 60-69 Bachelor <$25k 5 35
P4 M 18-29 Some college $125-150k 7 73
P5 W 50-59 Master <$25k 3 41
P6 M 50-59 Bachelor $50-75k 6 45
P7 W 18-29 Bachelor $25-50k 4 50
P8 W 50-59 Some college <$25k 6 47
P9 M 60-69 Bachelor <$25k 8 48
P10 W 18-29 Some college $150k+ 7 81
P11 W 18-29 Bachelor NA 8 54
P12 M 40-49 Master $50-75k 7 65
P13 W 30-39 Professional degree $50-75k 5 58
P14 W 18-29 Some college <25k 5 56
P15 M 40-49 Bachelor <25k 8 49
P16 M 50-59 Master $75-100k 7 57
P17 W 30-39 Master $150k+ 6 75
P18 M 30-39 Bachelor $25-50k 6 57
P19 W 50-59 Master $100-125k 7 56
P20 W 18-29 Master $50-75k 7 64
P21 M 50-59 Some college $125-150k 8 82
P22 M 18-29 Bachelor $25-50k 6 52
P23 W 40-49 Master $75-100k 8 60
P24 W 40-49 Associate $50-75k 7 56

Table 3.1: Demographics of participants, and scores of NFEC financial decision [362]
and CFPB financial well-being scales [92].

participants provided basic demographic information in an online screening survey

(see Appendix A.2). We only recruited US citizens and permanent residents who

had lived in the country for more than five years, as recent immigrants might not

be familiar with the US credit reporting system or may not be included in credit

bureaus’ databases yet. Because prior literature suggests that demographic factors

can influence people’s financial experiences and responsibilities [307], we selected a

diverse sample of 24 participants in terms of age, gender, education, occupation, and

income.

Table 3.1 summarizes the demographics of our participants. 11 participants iden-

tified as men, and 13 as women. Their ages ranged from 21 to 68, with a median age

of 44. Five participants had no college experience, ten had a Bachelor’s or Associate’s

degree, and nine had a graduate degree (e.g., Master’s or Professional degree). Eight
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participants worked in a university setting as students or staff, and the rest worked

in various medical, business, and social work industries. P16 was the only partici-

pant with a cybersecurity background. Our participants’ annual household income

ranged from less than $25k to more than $15k, with the median income in the range

of $50-75k. For the NFEC financial decision test [362], 19 of our 24 participants got a

score of 6 or higher, indicating they are financially literate enough to make entry-level

financial decisions [362]. The CFPB financial well-being score [92] ranged from 35 to

88 with a median score of 56.5 out of 100, suggesting average financial well-being in

our sample [92].

Qualitative data analysis. With participants’ permission, we audio-recorded and

then transcribed all interviews. We then conducted thematic analysis [346], a stan-

dard analysis approach in qualitative studies on human-computer interaction [286]

and usable privacy and security [163, 592]. Two researchers co-developed the initial

version of the codebook by coding a subset of interviews independently and group-

ing them into themes. They achieved good inter-coder reliability through multiple

rounds of collaborative refinement (Cohen’s κ=0.79) [156]. The final codebook in-

cluded 14 overarching themes (e.g., “understanding of credit bureaus,” “attitudes to-

ward the breach,” and “actions suggested by participants”) and 53 unique codes (see

Appendix A.3). One researcher then coded the remaining interviews and re-coded

previous ones using the final codebook.

As our study was primarily qualitative, we do not report exact numbers when

presenting most of our study findings. However, following recent qualitative work in

usable security and privacy [139, 197], we adopted the terminology in Figure 3.1 to

provide a relative sense of the frequency of major themes.

Limitations Our study has certain limitations. First, as is typical for qualitative

research [286], our sample size cannot support quantitative conclusions about the
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Figure 3.1: Terminology used to present relative frequency of themes.

general US population. That being said, we believe our study provides rich qualitative

insights into people’s risk perception and hurdles in taking action after the Equifax

data breach. We recruited a demographically diverse sample to gather a wide range

of issues, perceptions, and perspectives. Findings like optimism bias and a reactive

approach to dealing with risk are unlikely to be limited to specific demographics.

Second, we conducted our study four months after the Equifax breach was made

public. The lapse between the breach’s occurrence and the interview might lead to a

decrease in breach awareness. We chose the timing deliberately to ensure participants

had sufficient time to take any action if they wanted. Although most participants

could not remember details of the breach, they seemed to have a clear memory of

actions they took and did not take and could articulate the reasons behind it. Third,

interviews are based on self-reported data, and participants may over-claim security

and privacy concerns due to social desirability bias. To mitigate this bias, we designed

our interview script to avoid priming questions and give participants space to re-collect

their memories before prompting them about specific measures.

3.3 Findings

We discuss our findings in three areas: mental models of credit bureaus, risk

perceptions of the Equifax breach, and protective actions.
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3.3.1 Mental Models of Credit Bureaus

Almost all participants were aware of the big three credit bureaus and most cor-

rectly interpreted the bureau’s function as assigning credit scores to individual con-

sumers. Yet, no participant could fully describe the types of information collected by

credit bureaus and corresponding information exchange entities, making their mental

models incomplete or inaccurate.

General awareness of the big three bureaus. While almost all participants

knew that there are three big credit bureaus in the US, only some could list the

specific names of all three. A few participants mentioned that other smaller-scale

credit bureaus might also exist. As P11 said, “I wouldn’t be surprised if there are

other smaller companies that track and monitor credit scores.” A few participants had

difficulty mapping the names they had heard of with the concept of credit bureaus.

P15 shared: “I don’t know if the credit bureau is separate, or if Equifax, Experian, et

al. are considered credit bureaus.” P3 considered Credit Karma, a company offering

credit monitoring services, as a credit bureau based on how he checked credit scores

via Credit Karma: “It is on the same level as those three major ones . . .You can go

to them any day . . . and they’re not charging, but they have that same information.”

Purpose of credit bureaus. Most participants described credit bureaus as com-

panies that assign credit scores to individual consumers. They understood that these

scores represent one’s creditworthiness and help lenders, insurance companies, and

others make decisions. By contrast, some participants gave inaccurate descriptions of

credit bureaus. P11 viewed credit bureaus as government agencies, whereas these are

private, for-profit organizations in reality. Some participants confused credit bureaus

with other organizations such as credit unions, debt collectors, and loan companies.

P23, for instance, confused credit bureaus with credit rating agencies that rate the
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creditworthiness of companies and governments rather than individual consumers: “I

guess they need to support the rating . . . and maybe the credibility of that organization.

Maybe any complaint from the customer [about] how they use their funding, and if

it’s a bank, how they use the customer’s money.” P4 referred to credit bureaus as

loan companies: “They loan out money to [your] credit cards that they expect you to

pay back. Then if you don’t pay back, they just charge you more interest.”

Incomplete understanding of information flows. Regarding the information

collected by credit bureaus, personally identifiable information such as names, ad-

dresses, and SSN and financial-related information (e.g., number of credit cards and

loans, credit limits, late payments) were noted most frequently. About half of the

participants mentioned the collection of employment history, public records (e.g., tax

lien and bankruptcy), and inquiries made by creditors in recent years. Some stated

that the information collected by credit bureaus is “a lot,” “a variety of different

things,” or “almost everything,” yet no participant covered all types of collected data.

Participants’ knowledge was closely tied with their personal experience with credit

bureaus. Those who checked their credit reports more frequently could recall more

details but still showed uncertainty. As P24 described, “I think they use past accounts

and maybe employment history. I know they use the length of credit. But like I said,

I don’t know, random guessing.”

Some participants thought credit bureaus collected certain data that credit bu-

reaus do not collect. For instance, P9 thought credit bureaus would monitor the

consumer’s social media accounts, indicating that he might confuse credit bureaus

with data brokers: “[It] would just show things like their hobbies and travel like to go

to Europe or Las Vegas . . . It would give you an idea of their lifestyle, and if they’re

throwing money around.”

Almost all participants noted that financial institutions are the primary informa-
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tion providers for credit bureaus. As P13 described, “people who provide information

are like banks, loan companies, loan providers, debt collectors . . . people who you’ve

rented with before and haven’t paid back . . . stores or credit card companies.” Some

participants mentioned auto dealers, governments, and utility companies as informa-

tion providers, although these were brought up much less frequently. As for customers

of credit bureaus, participants mentioned creditors and lenders more regularly than

other businesses, such as car dealerships and landlords. Some participants noted that

information providers of credit bureaus are simultaneously their customers, and col-

laborations exist between these organizations. According to P16: “I imagine that they

also send some of that information back to banks . . . It’s a two-way street, I assume,

and there’s probably a data sharing agreement between them.”

Interactions with credit bureaus. Most participants knew their right to obtain

a free credit report annually. A few participants mentioned other products offered

by credit bureaus that might cost money, such as credit monitoring services. Most

participants noted that although they knew they could check credit scores directly

at credit bureaus, they preferred to check their scores through third-party financial

management tools such as Credit Karma due to their low cost, convenience, and fre-

quent updates. Notably, low-income participants generally knew about the offerings

of credit bureaus but chose not to take advantage of them or refused to interact with

credit bureaus altogether. P5 and P15 said they had no interest in checking their

credit reports. According to P15: “I can find out my credit score . . .But I have been

reluctant to do that because (a) I know my credit’s terrible, and (b) I don’t want to

give them any information.”

Negative sentiments. Some participants expressed a moderately or strongly neg-

ative sentiment towards credit bureaus or the whole credit reporting system. Some-

times, the negative perception stemmed from doubts about the credit reporting sys-
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tem’s fairness to consumers. P19 explained: “I don’t like the idea that [for] things

like auto insurance and getting an apartment . . . people come up with cash upfront

and they still get denied because of a credit report . . . It does make sense that there

is something like this, but not the way it’s running right now.” P14 described how

credit bureaus exacerbate inequality by worsening the financial well-being of already

less affluent people: “It’s really like a bad cycle. If you don’t have enough money

and then you need a loan . . . you can’t get a loan or your interest rate is really high,

and you can’t afford to pay it.” P24 said that credit bureaus work to serve lenders’

interest, with little concerns about individual consumers: “For the interest of who?

Those in power to make these laws . . . I’m assuming they probably all have lobbyists

and things that could potentially benefit collaborators of credit bureaus, like lenders,

businesses and car companies.”

Other negative perceptions originated from unpleasant personal experiences with

credit bureaus. P1 said that her husband was once denied a credit card because

credit bureaus provided the credit file of another person with the same name to the

credit card company. P5 described going through a burdensome process of disputing

erroneous credit card charges with little support from credit bureaus, leading to a loss

of faith in the system: “[The dispute process] is probably all automated and they only

take what people give them . . . I feel powerless to try to get that stuff off. I just give

up. I don’t care. That’s why I say I don’t want to look [up my credit report]. Because

how much stress and time would that take?”

Moreover, a few participants expressed confusion or concern over the data ex-

change between credit bureaus and their information providers or customers. P3

expressed his frustration when finding out information about transactions between

him and other businesses would inevitably be obtained by credit bureaus, which con-

stituted a breach of confidentiality: “When it comes to credit bureaus, I don’t think

there is any such thing as confidentiality . . .Whatever I’m talking to [banks], whatever
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they do, that should be strictly between them and me. Okay? But somehow, in my

mind, the credit bureau ends up with this information.”

3.3.2 Risk Perception of the Equifax Data Breach

About half of our participants had heard of the Equifax data breach before the

interview. They viewed identity theft as the primary risk and described how it could

happen. A few participants also noted privacy invasion as a secondary risk. Nev-

ertheless, participants seldom associated these risks with themselves, implying the

existence of optimism bias.

Vague memory of the event. Participants showed a high awareness of the breach’s

occurrence. Almost all participants knew that a data breach happened to one of the

big three bureaus. Most knew that Equifax suffered the breach; the rest either did

not remember the name or attributed the breach to Experian. Participants gener-

ally had a vague idea that the company was “hacked,” leading to the disclosure of

“a lot of” information, but many stated that they could not remember the details.

For example, P2 said: “I don’t know the specifics, [like] if it was a hacker attack or

something like that, but I know that a lot of information got out and millions of people

were affected.” As for types of information that were exposed, name, address, date of

birth, and SSN were mentioned most frequently, followed by bank account numbers

and credit card numbers.

Identity theft as a primary risk. Almost all participants mentioned the risk

of identity theft as a direct consequence of the Equifax breach. Some participants

explained how identity theft could happen in their opinions. As P2 shared, “The

consequences? . . . It could make it very easy if somebody wants to steal somebody’s

identity. [Identity thieves] could get hold of . . . the name, SSN, and birth date, and

could just open up a bunch of accounts under their name.” Most of the examples

45



participants gave focused on opening new accounts and fraudulent charges on existing

accounts. Only a few participants considered potential misuse of stolen personal

information that did not require credit checks, such as tax fraud. P12 mentioned

that this breach prompted him to consider filing his tax return earlier this year: “It

could lead to some fraud around tax time. I heard the other day where . . . criminals

take other people’s tax returns. I’m going to file my tax returns as soon as I can.”

Participants’ knowledge of exposed data influenced their risk perception about

identity theft. The loss of SSNs triggered more identity theft concerns than other

types of personally identifiable information. P13 differentiated the sensitivity of ex-

posed information based on how publicly accessible it was: “you can find someone’s

date of birth and name online, but the Social Security Number should be harder to

find.” P19 was concerned as Social Security numbers are hard to replace: “You can’t

get a new Social Security Number . . . the government is not very accommodating about

that . . . I would prefer not to think about it because you’ll just be screwed.” Both P13

and P19 mentioned that the combination of different types of data scared them the

most. As P19 said, “It’s not like someone will take a credit card out in your name

or somehow try and use your bank, and you have some recourse . . . If they’ve got

everything, I have no idea what you would do.”

Privacy invasion as a secondary risk. A few participants stated that the ex-

posure of such sensitive data is an invasion of privacy. Although P5 did not use the

word ‘privacy’ explicitly, she described the panic when thinking about how much the

hackers could know about her: “[The hackers] would find out my personal informa-

tion, which really scares me. I don’t want people to know where I live. I don’t want

people to know whatever information they have.” P16 noted the possibility of knowing

one’s personal life in detail based on the exposed data: “As they aggregate that data,

they can get more and more information about you. For example, if there’s detailed
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credit card information, which I hope not, they would know your shopping habits, they

might know where you live, what kinds of cars you drive.” P22 said he would view

his financial information as private information, but he would not value it as highly

as SSN due to the latter’s repercussions for identity theft: “I guess I would value my

Social Security number, number one, because I don’t want my identity stolen. I also

value my privacy, but I feel like I haven’t gotten to a point yet where I’ve made lots

of . . . credit-based purchases, so not yet at a point where that’s my number one.”

Eroded trust. Some participants noted that this breach eroded their trust in

Equifax’s ability to ensure the security of consumers’ data. P14 said that consumers

had no choice but to trust Equifax: “They’re gonna get your information whether you

wanted them to or not.” P12 shared that his trust in Equifax decreased to the point

that he did not accept the company’s free credit monitoring service: “Well, you didn’t

handle the other information, why should I trust you to monitor information any-

more?” Interestingly, P24 provided a counterexample that she would trust Equifax

more because Equifax would now have better security practices: “I’d probably go back

to them just because they’re probably going to be a little bit more cautious than the

one that didn’t get hit.”

Perceived low likelihood of being personally affected. While almost all par-

ticipants demonstrated an understanding of the breach’s resulting risks, most did not

assume they would be personally affected. Considering that the Equifax breach af-

fected almost half of the US population, such perception could be optimism bias [448].

We identified multiple reasons for the underestimation of personal risk.

A few participants mentioned checking the Equifax website to see if they were

affected and received the message “your personal information was not impacted by

this incident.” Additionally, there was a notion of ‘I have nothing to lose,’ especially

among low-income participants. P5 said: “I don’t have any credit. I have a bad
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record, so I wouldn’t [check if I was affected]. Nobody can hurt me; it’s already at

the lowest place.” Some participants mentioned the absence of signals indicating

negative repercussions: Equifax did not send notifications to individual consumers,

and they did not notice suspicious account activities since the breach occurred. P7

said: “[Equifax] was like . . . there was a breach, and if you were directly affected, we

would let you know. [Interviewer: But then you never received it?] No, so I was

fine.” Furthermore, some participants presumed they were not included in Equifax’s

database or had limited information in the database. For instance, P6 believed he

could not be affected because he had never held any credit cards. P8, who held

a credit card but never checked her credit reports, believed the information shared

with credit bureaus was not as extensive as someone who regularly checks their credit

reports or interacts with credit bureaus in other ways.

Even for participants who thought they might be affected by the breach, none

claimed it assertively. Among a few participants who received the ‘Your personal in-

formation might have been impacted by this incident’ message from Equifax’s website,

most were doubtful about the word ‘might.’ P13 interpreted it as a public relation

strategy that did not necessarily reflect the truth, causing little concern to her: “If

they say no and then you get affected, you might be like ‘you said I wasn’t gonna

be affected so I didn’t worry, and I wasn’t monitoring’ . . . But if they say yes, then,

of course, you’re gonna freak out and start calling them, asking them for advice or

services . . . If they say maybe, that’s like a safe, middle ground for a company to say.”

P2 did not check the website but felt he could be affected since “[if ] these many people

were affected, it’s likely that I was affected.”

3.3.3 Negligence of Protective Actions

Figure 3.2 lists actions suggested by FTC for reacting to the Equifax data breach [501].

Despite perceived risks, most participants did not actively take any protective mea-
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Use a identity theft 
protection service

Place a fraud alert

Place a credit freeze

Use a credit monitoring 
service

Closer self-monitoring

Check credit reports

Check Equifax's 
website

0 5 10 15 20 25

Took action Aware, no action Unaware, no action Not mentioned

Figure 3.2: Status of FTC’s suggested actions [501] taken or not taken by participants.

sures after the breach. Participants were either unaware of available measures or

intentionally avoided using them for various reasons.

Insufficient knowledge. The high portion of participants unaware of available

protective measures suggests insufficient knowledge as a primary reason for inaction.

Only a few participants correctly described fraud alerts, and all learned it because of

being affected by previous data breaches and receiving the service as compensation.

The remaining participants either said they did not know what fraud alerts were

or associated them with alerts sent from banks and credit card companies when

fraudulent activities occurred. Similarly, about half of the participants interpreted

credit freezes as freezing credit cards. Participants generally considered the measures

banks and credit card companies offered to prevent identity theft. However, the

unawareness of fraud alerts and credit freezes provided by credit bureaus prevents

them from utilizing these measures to protect their credit reports.

Financial cost inhibited action. Financial cost appears to be a significant de-

termining factor of whether an action was adopted. Actions with no cost were more
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favored: checking Equifax’s website was taken by most participants, followed by

checking credit reports through annualcreditreport.com or a third-party service

for free and a closer self-monitoring of existing accounts. For the remaining actions in

Figure 3.2, most occurred before the Equifax breach, e.g., when the participant had

been affected by another breach and received free services as compensation. Some

participants questioned the effectiveness of identity theft protection services compared

to the associated cost. P22 said: “It feels like you’re giving them money for nothing

. . . I don’t know if I believe them because they can’t own all of my data, so how are

they actually protecting me?”

For a few participants who had placed a credit freeze, only P19 paid to have

her report frozen at all big three credit bureaus after the Equifax breach. P16 froze

his credit reports at all three bureaus too, but he did it for free since he was a

documented victim of another breach. P12 placed a credit freeze only at Equifax,

which was offered for free, and P20 placed only a free credit freeze at ChexSystems, a

smaller-scale credit bureau. Seven participants expressed that freezing and unfreezing

credit reports should be free at Equifax and at other credit bureaus.2

A few participants viewed identity theft protection services as a waste of money.

P3 said: “I’m poor. I’m having a hard time keeping my head above water or staying.

I’m not giving [credit bureaus] money for their profits.” P8 considered these services

an unwise investment: “It wouldn’t be worth paying for something like that, but if I

had a lot of assets, then I would pay . . . because I’d be more likely to lose money.”

Optimism bias. A few participants attributed their reason for inaction to the

perceived low likelihood of being personally affected, assuming that whoever had

access to the stolen data would target more affluent people with a better credit

history. P9 described himself as ‘a small fish in the pond:’ “Why would they come
2Since the study has been conducted, the Economic Growth, Regulatory Relief, and Consumer

Protection Act (S.2155) has mandated that credit freeze and unfreeze actions should be free of
charge [502].
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after me? If they’re going to go to all the bother of stealing my identity, why don’t

they go after somebody with some real wealth?” Notably, this attitude was not limited

to low-income participants. P1, who reported being affluent, did not consider herself

a target either: “These days people can be so tricky about applying for things in your

name . . . especially people who had good credit. I would think they would definitely

target them. Someone like my son who has a high FICO score . . . they might make

[him] a priority.”

Tendency to delay action. Another reason for inaction is a general retroactive

way of dealing with risks. A few participants explained that nothing terrible had

happened to them since the breach occurred and saw this as reassurance that no

protective actions were needed. According to P10: “I haven’t had any problems with

my credit since that happened . . . that I heard about, so I’m not too concerned.” A

few participants further cautioned that such a reactive approach might not be the

most effective, but knowing this limitation was not enough to trigger action. As

P9 described his general attitudes towards risks in life, “Right now I don’t have any

problems, so I’m not really going to worry about it, and that’s probably a very bad

attitude, but I have enough problems in life without looking for trouble.” Similarly,

P23 reflected that “I wait until something bad happens and then I will react to it

. . .Maybe it’s not as good as a proactive approach, [but] so far I think I’m okay with

all the finance and nobody’s stolen my identity yet.”

Influence from the source of advice. Of participants who took action, some said

they were motivated or reminded to take action after receiving advice from various

sources. News media were brought up most often, primarily informing participants

about the breach and available options rather than prompting action. For instance,

P9 reflected that he heard of the breach from NBC but did not follow their recommen-

dations: “I’m not sure which company it was, Equifax or which one, but I remember,
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it’s been a while . . .Consumers were supposed to take action and do something, but I

didn’t pay much attention to it because I didn’t feel threatened.” A few participants

mentioned TV advertisements of LifeLock as the information source of identity theft

protection services, but none of them had signed up for the service.

By contrast, a few participants who learned about available actions from sources

they trusted (e.g., family members, colleagues, and experts) followed the given advice.

For example, P19 described how she decided to place credit freezes after hearing a

colleague’s recommendations: “He’s our tech guy. He put together an e-mail . . . about

how to find out and what to do, and so I finally did something.” P16 followed a security

expert’s advice to place credit freezes after being affected by a previous data breach:

“There’s a gentleman named Brian Krebs who is active in the security community.

He gave a very informative article about what’s involved with credit freezes and why

he chose to take that path to protect his credit. Given the way I use credit, and given

[that] I have a very good credit rating, and given the data breaches . . . it made a lot of

sense for me to do that.” P16 further mentioned that he shared Krebs’ article with

family members after knowing his son was affected by the Equifax breach.

False sense of security. A few participants mentioned that taking one action

created a “false sense of security” in P16’s words, which led to the negligence of other

actions. P19, for example, shared that she did not continue to monitor her credit

reports closely after freezing her credit reports: “I downloaded the reports so I had a

copy of it then, but I haven’t done anything since then with regards to looking at it

since I assumed that the freeze is working. I guess I am trusting the freeze, and I just

don’t want the hassle of having to worry about it all the time.” P16 mentioned that

he checked his reports once a year instead of more frequently after being affected by

a previous breach. He was also aware that a credit freeze could not fully eliminate

the risk of identity theft: “I think the credit freeze can help with some of it, but again
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it depends on the institution that they’re using . . . Let’s say, for example, it was a car

loan. If somebody was able to misrepresent themselves as me, they might be able to

get the loan . . .Maybe there’s an agency or [something] else besides the big three that

is used to verify someone’s credit information.”

Usability issues. Usability issues did not necessarily deter participants from taking

action but still affected their experience. A few participants mentioned that using a

PIN to lift the freeze was inconvenient. P8 described how a credit freeze created a lot

of hassles for her elderly parents: “One time I was with [my father], and he wanted

to buy something. . . .He had to call the company, TransUnion, but then he couldn’t

remember his account . . . It just seemed like it was a lot of trouble . . . since you always

have to know so many different passwords.” P20 initially tried to place a credit freeze

at one of the big three bureaus but found it “costs money and delays things,” so she

eventually chose a smaller bureau.

Participants also suggested making information flow around credit bureaus more

transparent. For instance, P5 was not satisfied that consumers could only know a par-

tial picture of what data credit bureaus collect about them: “I think that I can learn

what they know about me, but I don’t have the power and the access to find out . . . It

should be equal. Those reporting should be the same as those who have their name

reported, but I’m skeptical.” P23 expressed confusion about different credit scores pro-

vided by different credit bureaus and argued that they should all be the same. Some

participants pointed out that Equifax should have more proactive communications

about the breach instead of assigning the responsibility of finding it out to individual

consumers. As P21 said, “They should have reached out to . . . their customers. Be

very open about what exactly happened to the extent possible on a personal basis and

communicate that to me personally.” P16 offered a general suggestion to the credit

reporting system: “The best way to regulate them is to define the boundaries around
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privacy and data . . . to come up with means and standards to protect that information.

On top of that, there should be means for consumers to work with those companies to

have them respond to errors and misinformation, and to meet consumer needs.”

3.4 Discussion

Our findings reveal that consumers’ adoption of protective measures was primarily

influenced by financial cost, sources of advice, and an optimism bias of “the rich will

be targeted” or “I’ve got nothing to lose.”

Awareness does not lead to action. Participants’ mental models of credit bu-

reaus and risk awareness were not the primary factors affecting their protective be-

haviors. In line with prior work [54, 563, 592, 599], we found connections between

certain components of participants’ mental models and their identity theft risk per-

ception. For instance, participants who mentioned the possibility of tax fraud also

specified government agencies as information providers of credit bureaus. However,

most participants demonstrated awareness of identity theft risks regardless of how so-

phisticated their mental models were. Yet, most did not seem to turn such awareness

into action. Participants’ decisions to take action or not seemed to be influenced by

how they interpreted an action’s outcomes and their own biases rather than by a lack

of knowledge of how credit bureaus operate.

Costs as a barrier for action. Prior work has shown how the US credit reporting

system could exacerbate income inequality, as lower-income and minority groups are

more likely to have inaccurate credit scores and face more challenges in getting loans

and mortgages due to limited credit histories [27, 273]. Our participants expressed

similar negative sentiments toward the credit reporting system and noted fees associ-

ated with protective measures as an additional barrier to action. For instance, some
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participants perceived identity theft protection services as an untrustworthy and un-

wise investment. For participants who had placed a credit freeze, some did not do it

at all big three bureaus due to cost considerations, and thus their credit freezes were

not entirely effective. Participants who took action mainly chose economical options,

such as checking their annual credit reports for free and keeping close monitoring of

existing accounts.

Advice as a trigger for action. In line with prior work showing how advice

sources influence security behavior adoption [411, 414], our findings provide addi-

tional insights on the effects of different sources in reacting to data breaches. Some

participants learned about the breach and available protective measures from news

media, but the awareness was insufficient to trigger action. Among those who took

action, many instead followed recommendations from sources with perceived expertise

and trustworthiness. A possible explanation is that participants received high-level

information from news media but were more likely to resonate with the detailed and

personal experiences of social connections. Future research can examine how dif-

ferent source characteristics (e.g., accessibility, quality, and credibility) affect advice

adherence.

Optimism bias and the “I’ve got nothing to lose” fallacy. Our findings are

consistent with prior work highlighting cognitive and behavioral biases in people’s se-

curity and privacy decision-making [4]. For example, optimism bias—the general ten-

dency of underestimating the possibility of being affected by negative events [448]—

occurred regardless of participants’ income levels: they tended to think ‘the rich’ were

more likely to become targets of identity theft. Similar to Camp’s work [69], we found

that participants tended to ignore action when there was no sign of negative conse-

quences resulting from previous risky behavior, reinforcing the notion that protective

measures are unnecessary.
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Among low-income participants, the lack of motivation to take action is similar

to the ‘I’ve got nothing to hide’ argument as a common misunderstanding of pri-

vacy [472], that there is no need to be concerned about privacy as long as one does

not have secrets to hide. Similarly, some participants did not exhibit strong moti-

vations to react because they thought they had nothing to lose, given their limited

income or assets. Nevertheless, this notion contradicts findings in a 2013 Pew sur-

vey [290], which suggested that median-income households were more likely to be

victims of identity theft than high-income households. In addition, existing US De-

partment of Justice data has shown that at least one-third of identity theft victims

live in low-income households [210], indicating that identity theft does not exclusively

happen to affluent consumers. As Greene unpacked, thieves likely target low-income

individuals because they have fewer resources to pursue a complaint [188]. Further-

more, as thieves use low-income stolen identities to receive public benefits, open utility

accounts, or present to authorities when arrested, all of these activities can happen

even when the stolen identity has low credit [188].

3.5 Recommendations

Our findings provide implications for public policy, technical, and educational

approaches for protecting consumers against data breaches.

Public policy recommendations. Our findings demonstrate the need to amend

the US Fair Credit Reporting Act (FCRA) to better protect consumers’ sensitive

information held by credit bureaus. We argue that consumers should be able to

obtain their detailed credit reports from the big three bureaus for free at any time,

not just once per year. Even though participants reported checking their credit reports

through third-party financial management services, many of these services only show

the credit score from one bureau and a simplified report that might omit important
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details. Other services may aggregate credit scores from different credit bureaus but

do not explain the calculation clearly, leading to confusion among participants. Given

these issues and the severe impacts of identity theft and erroneous credit reports, free

and frequent access to credit reports is essential to lower the barriers for consumers

to monitor their credit information.

When we conducted the study, a freeze or unfreeze operation of one’s credit report

could cost up to $10 per credit bureau depending on the consumer’s state of residence,

and this action has to be performed at each bureau separately. In the published pa-

per [602], we suggested that credit freezes, currently the most effective way of limiting

undesired access to one’s credit data, should be free under any circumstance in all US

states. The Economic Growth, Regulatory Relief, and Consumer Protection Act—a

federal law effective since September 2018—has made this suggestion a reality [502].

The new law also allows parents to freeze for free the credit report of their children

under 16 [502].

The magnitude of the 2017 Equifax breach further indicates a need for more strin-

gent oversight of credit bureaus and better audits of their data practices. Our findings

show that some participants held a negative sentiment towards credit bureaus due to

inaccurate credit files, opaque data aggregation processes, and inadequate responses

regarding the Equifax breach, among other reasons. In January 2020, Equifax agreed

to a settlement with the US Federal Trade Commission (FTC), including up to $425

million to help consumers affected by this breach [505]. In addition to such remedial

enforcement, we argue that preemptive oversight measures, such as detecting and

preventing misconduct through auditing, should take place simultaneously to ensure

the security and accuracy of consumers’ credit data.

Technical recommendations. Accompanying public policy reform, there should

be technical solutions to ensure that regulatory efforts result in improved and usable
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protective measures for consumers. Our findings reveal issues with existing protective

measures: participants experienced hassles when placing credit freezes or avoided

certain measures due to low trust. Educational efforts about protective measures

would not make sense unless the usability issues are addressed. We argue that credit

freezes, for instance, should be offered in an integrated and user-friendly system.

Similar to fraud alerts, credit freeze requests should be automatically communicated

between the big three bureaus so that consumers do not need to go through the

process with each bureau.

More efforts should also be devoted to making information flows around credit

bureaus more transparent and giving consumers more agency in deciding how their

information is collected and used. Our findings show that the opaque data collection

and aggregation processes led to misconceptions. For example, some participants

believed they were not included in credit bureaus’ databases since they had no credit

cards. But in reality, credit bureaus can still collect data about them from other

providers, such as car dealerships and utility companies. Moreover, even though

consumers can avoid using paid services from credit bureaus, they have no control

over the information exchange between credit bureaus and their data providers.

An incremental yet promising step to involve consumers in the information flows

is to develop just-in-time notifications that inform consumers whenever companies

request a copy of their credit report, new data is added to their credit report, or a

file about them has been created at any bureau. Once a consumer signs up for this

service and passes the identity verification, they could receive notifications through

multiple channels (e.g., mobile app, text message, and email). The notification should

be quick to read and understandable. The notification could further come with an

approval option when a third party makes a credit request, and consumers could allow

or deny those requests. For instance, consumers could immediately raise a red flag

when they notice inaccurate data being added to their credit report. This option not
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only makes the dispute process more efficient but also may result in higher-quality

credit data, benefiting credit bureaus and their customers.

Educational efforts. The implementation of regulatory and technical measures

should be accompanied by educational efforts, as our participants showed a limited

understanding of available measures and often misinterpreted their outcomes. While

making resources widely accessible online is necessary, our findings suggest that pro-

visioning resources alone is insufficient to guarantee the reach of most consumers.

Our participants tended to act primarily on advice from trusted people rather than

news or online resources. No participant mentioned the abundant online resources on

identity theft protection, such as those on FTC’s website, illuminating the significant

gap between how consumers obtain knowledge and how educational resources are

offered. An interesting opportunity is to enlist financially literate or tech-savvy con-

sumers as ‘influencers’ in educating other community members. Rather than creating

‘one-size-fits-all’ materials, it might be more effective to help people who are already

motivated and well versed in the subject matter better communicate knowledge and

recommendations to others.
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CHAPTER IV

Consumer Reactions to Data Breaches: A Survey

Study1

Chapter III provides qualitative insights into consumers’ risk perception and be-

havior in the context of the 2017 Equifax data breach. Overall, the accuracy of

consumers’ mental model and risk awareness did little to explain the inaction; in-

stead, factors such as insufficient knowledge of protective measures, optimism bias,

and a tendency to delay action played a much more prominent role. An intuitive

next step is to quantitatively understand how consumers react to breaches in general

beyond focusing on individual breaches in isolation. In this chapter, I describe an

online study (n=413) in which we leveraged the Have I Been Pwned (HIBP) database

to present participants with, and have them reflect on, specific data breaches that

had exposed their email addresses and other personal information.

Methodologically, prior work primarily asked participants to recall past experi-

ences with generic breaches [1, 403] or describe intended reactions in hypothetical

scenarios [211, 260]. We apply a novel approach to examine participants’ responses

to specific breaches that exposed their information; such an approach increases eco-

logical validity and mitigates recall bias, as participants learned about the breach and
1This chapter is based on: Peter Mayer*, Yixin Zou*, Florian Schaub, & Adam J. Aviv. 2021.

“Now I’m a bit angry:” Individuals’ Awareness, Perception, and Responses to Data Breaches that
Affected Them. In 30th USENIX Security Symposium (USENIX Security ’21) (pp. 393–410). [329]
∗The first two authors contributed equally to this research.

60



immediately shared their (intended) responses. Instead of focusing on one breach as

a case study [187, 345, 522, 602], We gathered 792 detailed breach-specific responses

(up to three per participant), covering 189 unique breaches and 66 different exposed

data types. Our findings answer the following research questions:

RQ1 [Breach status]: What factors influence the likelihood that

an email address is involved in a data breach?

Overall, 73% of our participants experienced at least one breach and 5.36 breaches

on average. An email address’s likelihood of being exposed in a breach significantly

correlated with the email account’s age and purpose of use.

RQ2 [Perception]: What do participants perceive as the cause

of being involved in data breaches and related impacts, and to

what extent do their perceptions align with reality?

Only 14% of our participants accurately attributed the cause of being affected

by a breach to external factors, such as breached organizations and hackers. Others

blamed their email or security behaviors for making themselves victims or viewed

breaches as inevitable. Most participants expected little impact from shown breaches

despite realizing certain risks.

RQ3 [Awareness]: What factors influence participants’ aware-

ness of data breaches that affected them?

Participants were unaware of most data breaches presented (74%). Those who

knew they were affected by a specific breach had primarily learned about it from the

breached organization or third-party services. Participants were more likely to be

aware of older rather than recent breaches.

RQ4 [Emotional response]: What are participants’ emotional

response to data breaches that affected them?
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Most participants rated their concern regarding breaches as low (56% slightly /

somewhat concerned, 19% no concern). Certain breached data types, such as physical

addresses and passwords, raised more concern than others. Participants expressed

emotions ranging from upset, angry, annoyed, frustrated, and surprised (or not) to

violated and fatigued.

RQ5 [Behavioral response]: What factors influence participants’

likelihood to take action in response to data breaches that af-

fected them?

Participants reported having already or being very likely to change their passwords

and review credit reports/financial statements in response to over 50% of shown

breaches. In addition, participants were more likely to take action with increased

concern and prior awareness, suggesting that better communication about breaches

could increase individuals’ tendency to take action.

Our findings demonstrate that rather than burdening consumers to take action,

breached organizations should be held responsible for increasing awareness and pro-

viding appropriate mitigations. Furthermore, our findings highlight the need for

better tools to help affected individuals be more resilient against future breaches.

4.1 Method

We conducted an online study with data pulled from HIBP by building a survey

platform that queried the HIBP web service API using email addresses provided by

study participants. To protect participants’ confidentiality, we only maintained email

addresses in ephemeral memory to query HIBP. At no point did we store participants’

email addresses. We then used the query results, i.e., the breaches in which a partic-

ipant’s email address was exposed, to drive the remainder of the survey. The survey
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Figure 4.1: Sample breach information shown to participants.

consisted of three main parts (see Appendix B.1). The study was approved by the

University of Michigan’s Institutional Review Boards (IRB).

Survey procedure. After consenting, we asked participants for their most com-

monly used email addresses. We clearly noted that the email address will only be

used to query HIBP and that we will never see it. Once a participant entered an

email address, we asked a few questions about it. Participants who indicated that

the email address belonged to someone else or was fabricated could enter a different

email address or leave the study. Next, we asked participants about their email habits

as a potential influencing factor of the email’s involvement in breaches. The specific

questions include how often they checked the email account, the primary use of the

account (professional/personal correspondence or account creation), how long it has

been used, and the number of other email accounts the participant used. We then

used the provided email address to query HIBP.

We next informed participants whether their email address was exposed in any

data breaches without stating the specific number or giving more details. To answer

RQ2, we asked participants to speculate why their email address was or was not part

of data breaches. Participants whose email address was not part of any breach could

enter a different email address until a provided email address had associated breaches.

If they did not provide another email, they were redirected to demographic questions

toward the end.
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We randomly selected up to three breaches, displayed one by one, to ask breach-

related questions while limiting potential fatigue. First, we showed a breach’s descrip-

tion, logo, name, and types of compromised data provided by HIBP (see Figure 4.1).

We explicitly stated that these were actual breaches, and no participants doubted the

validity of shown breaches in their qualitative responses. For each breach, we asked

about participants’ awareness (RQ3), emotional response (RQ4), and actions taken

or intended to take (RQ5). For emotional response, participants provided open-ended

responses, then rated their concern level on five points from “not at all concerned”

(1) to “extremely concerned” (5) regarding the breach in general and for each type of

exposed data. For behavioral response, participants described their reactions (open-

ended) before rating their intention to take (or whether they had taken) ten provided

actions based on online resources [352, 506]. The respective breach information was

visible at the top of the page when participants answered all these questions.

We collected participants’ demographics, including age, gender, education, whether

they had a background in IT or law, and household income. We also included two

attention check questions: one asking them to identify the name of a breach shown

during the study (only for participants whose email address was part of at least one

breach) and a generic attention check. Finally, we showed participants a list of all

breaches associated with their provided email address and links to resources on data

breach recovery to help them process and act on this potentially new information.

Recruitment. We recruited participants via Prolific,2 an online research platform

similar to Amazon’s Mechanical Turk with more demographically diverse subjects [382],

between August and October 2020. We balanced participants’ age and gender distri-

butions in data collection. After the first 171 participants, we realized and corrected

a storage error that caused missing data in income and ratings for taken/intended

actions. Participants were compensated $2.50 for an average completion time of 13.37
2https://prolific.co
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minutes ($11.22/hour).

We collected data from 416 participants; three participants were excluded as they

did not respond to any open-ended questions meaningfully, resulting in 413 partici-

pants. We based our sample size on our planned analyses: Bujang et al. [62] suggest

n=500 or n=100 + 50 × #IVs as the minimum sample size for logistic regressions.

For the linear regression (RQ4), G*Power suggests n=127 for detecting medium ef-

fects (f 2=.15), with α=.05, β=.80. We met or exceeded these thresholds with 413

participants (435 email-specific responses; 792 breach-specific responses).

97% of participants passed our generic attention check. Of the 302 participants

who were shown at least one breach, only 55% passed the breach-specific attention

check, whereas the rest chose “none of these” (42%) or a decoy option (3%). We

reviewed open-ended responses from participants who failed this attention check, and

all of them were detailed and insightful. We also did not find significant correla-

tions between this attention check’s performance and participants’ breach-specific

responses about awareness (chi-squared test, χ(1)=.06, p=0.8), concern level (Mann

Whitney test, W=58395, p=0.2), and whether they had taken action (chi-squared

test, χ(1)=.29, p=0.6). Thus, we did not exclude any of these participants as our

findings suggest the question was not a reliable exclusion criterion.

Qualitative analysis. We analyzed participants’ open-ended responses using in-

ductive coding [434]. For Questions 7, 10, 14, 16, and 18, a primary coder created

an initial codebook based on all responses. Multiple coders then iteratively improved

the codebook. A second coder analyzed 20% of responses to each question to ensure

high inter-rater reliability. Cohen’s κ were 0.89 (Q7), 0.73 (Q10), 0.74 (Q14), 0.81

(Q16), and 0.78 (Q18). We resolved all coding discrepancies through discussions.

Appendix B.2 includes the codebook, with common themes highlighted.
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Statistical analysis. We conducted regressions to identify influential factors for

breach status (RQ1), awareness (RQ3), emotional response (RQ4), and behavioral

response (RQ5). We included a random intercept for individual participants to ac-

count for repeated observations between multiple breaches. For models corresponding

to RQ1, the random effects were close to zero and caused a boundary singularity fit,

so we conducted single-level regressions instead.

For all models, we treated participant demographics as control variables. We

report a model’s output with participant demographics when it has a significantly

better fit than the model without; otherwise, we opt for the simpler model in reporting

the results. To avoid model fit problems caused by too few observations in a category,

we binned the demographic data in Table 4.1 into fewer categories for the regression

analyses: gender (binary, men or women), age (three levels: 18-34, 35-54, 55+),

and educational attainment (three levels: no Bachelor’s degree, Bachelor’s degree,

Graduate degree). We treated participants’ responses of concern level as a continuous

variable in our regressions, which has limitations, as we discuss below.

Limitations. As with most surveys, parts of our findings rely on self-reported data,

which is prone to biases. For instance, prior work has shown a gap between self-

reported behavioral intentions and actual behaviors in security contexts [245] and

beyond [453]. We do not imply that all participants would take the actions they

reported. Participants’ self-reported intentions are still valuable insights to inform

ideas about how to protect consumers against data breaches.

HIBP’s API does not return sensitive breaches such as those involving adult sites.

Accessing these breaches requires sending a confirmation message to participant-

provided email addresses for ownership verification. We decided not to do this as

participants might infer that we store their email addresses even though we do not.

Our study only included data breaches involving email addresses, which may not
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represent all breaches (e.g., only 4% of breaches recorded by Privacy Rights Clearing-

house [405] included email addresses). Relatedly, the email-focused nature of these

breaches means it is difficult to track whether and how breached organizations in

our sample notified affected individuals and how that impacts consumer reactions

because existing breach notification databases mostly document letter-based notifi-

cations [600]. Future research can look into breaches that expose a broader range of

data types and consider organizations’ handling of breaches when feasible.

Regarding our analyses, we considered several options for treating the Likert re-

sponses of concern level: ordinal, nominal, or continuous. Treating concern as ordinal

would introduce square and cubit effects into the model—these effects are difficult

to interpret and inconsistent with the scale. Treating concern as nominal would lose

information about the scale’s ordering and prevent comparisons across all levels (e.g.,

with “not at all concerned” as the baseline, the regression would not describe the

difference when moving up or down the scale between “slightly concerned” and “ex-

tremely concerned”). Treating concern as continuous would require a more cautious

interpretation of the p-values in the analysis, and it assumes equal differences between

the scale items. After discussions with our university’s statistical consulting service,

we followed their advice and decided to treat concern as a continuous variable. While

this comes with the limitations mentioned above, it also allows a more straightforward

and meaningful interpretation of results, which we prioritize to make the results more

accessible.

4.2 Findings

We first describe the participants and breaches in our sample, then summarize

findings corresponding to each research question.
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4.2.1 Sample

Table 4.1 summarizes our 413 participants’ demographics and breach status. Our

participants were evenly distributed between men and women but skewed educated

and younger. 122 (30%) described having a background in information technology; 25

(6%) in law. In total, participants provided 435 email addresses. 421 (97%) accounts

belonged to the participant exclusively, and ten were shared with someone else. Four

were either someone else’s account or a made-up address for the study and were

removed from the data. Participants whose initial email address was not exposed

in any breach could scan another: 393 participants (95%) scanned only one email

address, 18 scanned two addresses, and only two scanned three addresses.

For the 431 owned or shared email accounts, we further asked participants how

long they had been using the email account, how frequently they checked it, and what

they primarily used it for. The majority of email accounts were used for an extended

period (mean: 8.75 years, median: 8). Most (81%) were checked daily; the rest were

checked less frequently (14% weekly, 4% monthly, and 1% yearly). In addition, par-

ticipants reported multiple uses for their email address (mean: 2.74, median: 3): 74%

were used for personal correspondence, followed by signing up for medium-sensitive

accounts like social media (68%), signing up for sensitive accounts like banking (51%),

signing up for low-value accounts (49%), and professional correspondence (32%).

Overview of breaches. We observed 189 unique breaches across 431 email ad-

dresses queried against HIBP. 302 (70%) email addresses, or 73% of participants,

were exposed in one or more breaches. The average number of breaches per email

address was 5.12 (median: 3, sd: 6.21, max: 46), or 5.36 per participant (median: 3,

sd: 6.23). The number of breaches per email address formed a long-tail distribution:

34% of email addresses appeared in 1 to 5 breaches, and only 2% were associated

with 21 or more breaches.
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Total
Num. (%)

W/ Breaches
Num. (%)

W/o Breaches
Avg. (Med./Std.)

Breaches

Men 199 139 (70%) 60 (30%) 4.49 (2/5.97)
Women 212 162 (76%) 50 (24%) 6.11 (4/6.28)

Non-Binary 2 1 (50%) 1 (50%) 11.00 (11/11.00)

18-24 77 56 (73%) 21 (27%) 3.90 (2/5.15)
25-29 51 35 (69%) 16 (31%) 4.25 (2/4.90)
30-34 42 33 (79%) 9 (21%) 6.55 (3/8.72)
35-39 49 29 (59%) 20 (41%) 4.63 (1/7.05)
40-44 45 26 (58%) 19 (42%) 4.36 (2/5.04)
45-49 32 29 (91%) 3 (9%) 6.59 (4/6.05)
50-54 39 30 (77%) 9 (23%) 6.72 (6/6.16)
54-59 34 30 (88%) 4 (12%) 6.12 (5/4.82)
60-64 27 19 (70%) 8 (30%) 6.52 (3/6.85)
65+ 17 15 (88%) 2 (12%) 8.24 (8/6.06)

Some High School 1 0 (0%) 1 (100%) 0.00 (0/0.00)
High School or Equiv. 46 35 (76%) 11 (24%) 4.59 (3/4.61)

Some College 88 70 (80%) 18 (20%) 5.67 (3/6.63)
Associate (voc./occ.) 14 14 (100%) 0 (0%) 8.07 (6/6.51)

Associate (aca.) 20 19 (95%) 1 (5%) 6.10 (4/5.99)
Bachelor 140 108 (77%) 32 (23%) 6.04 (4/6.56)

Master 83 46 (55%) 37 (45%) 4.10 (2/5.68)
Professional 5 4 (80%) 1 (20%) 11.60 (13/7.71)

Doctorate 16 6 (38%) 10 (62%) 1.44 (0/2.26)

IT Background 122 67 (55%) 55 (45%) 3.82 (1/6.30)
No IT Background 278 224 (81%) 54 (19%) 5.91 (4/6.06)

Prefer not to say 13 11 (85%) 2 (15%) 8.00 (9/6.41)

Law Background 25 14 (56%) 11 (44%) 5.80 (2/9.63)
No Law Background 374 278 (74%) 96 (26%) 5.29 (3/5.93)

Prefer not to say 14 10 (71%) 4 (29%) 6.36 (5/6.25)

No Data 170 115 (68%) 55 (32%) 4.45 (2/6.21)
<$15K 16 15 (94%) 1 (6%) 7.81 (4/8.59)

$15K-$25K 22 20 (91%) 2 (9%) 6.77 (4/5.79)
$25K-$35K 28 26 (93%) 2 (7%) 5.89 (3/5.37)
$35K-$50K 26 19 (73%) 7 (27%) 4.58 (2/5.35)
$50K-$75K 45 40 (89%) 5 (11%) 8.04 (7/6.50)

$75K-$100K 38 28 (74%) 10 (26%) 6.95 (4/6.61)
$100K-$150K 37 22 (59%) 15 (41%) 4.05 (2/4.63)

>$150K 24 13 (54%) 11 (46%) 3.92 (2/5.34)
Total 413 302 (73%) 111 (27%) 5.36 (3/6.23)

Table 4.1: Participant demographics and breach status (n=413).
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Figure 4.2: Frequency of the leaked data types for 189 breaches, excluding email
address (appears in all breaches). 44 other types occurring twice or fewer.

For the 189 unique breaches, we examined their date, the total amount of breached

accounts, and the types of compromised data according to HIBP. The majority (69%)

of breaches occurred in 2015–2019; 15 breaches occurred in 2020. The average num-

ber of breached accounts captured by HIBP was 46.52M (median: 4.79M; sd: 125M),

indicating a distribution skewed by several large breaches (max: 772.90M). Our sam-

ple’s breaches covered 66 different data types. The average number of leaked data

types per breach was 4.86, and the maximum was 20 (median: 4, sd: 2.58). Aside

from participants’ email addresses (which were present in all breaches as HIBP uses

them as references), the other commonly breached data types included passwords

(162, 86%), usernames (110, 58%), IP addresses (82, 43%), names (74, 39%), and

dates of birth (47, 25%). The frequency distribution of data types in our sample’s

breaches falls steeply (see Figure 4.2), suggesting a broad range of leaked data types

with a much smaller set of commonly leaked data.

We used Cisco’s website content taxonomy3 for cross-referencing breached orga-
3https://talosintelligence.com/categories
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nizations’ industry, excluding 25 (13%) non-applicable cases.4 Gaming companies

were represented the most in our sample (40, 21%). Other represented industries

included general business (17, 9%), computers/Internet (16, 8%), shopping (10, 5%),

and online communities (10, 5%). We used Alexa’s ranking of global websites5 as of

October 14, 2020, as a proxy for a breached organization’s popularity.6 Excluding 33

organizations with missing data, the average ranking was 650.73k (median: 24.85k,

sd: 1,768k). There were 19 organizations in the top 1K list, indicating that while the

majority of organizations in our sample were not mainstream, a few were relatively

well-known.

4.2.2 RQ1: Likelihood of Breaches

We conducted a logistic regression on whether an email address had been breached

in relation to the email account’s age, checking frequency, and purpose of use. Results

in Table 4.2 show that an email address was significantly more likely to be breached

as the account’s age in years increased (ORage=1.35, p<.001), as it was checked daily

instead of weekly (ORweekly
daily =2.30, p=.03), and as it was used for personal correspon-

dence (ORno
yes=2.13, p=.02). Additionally, the significant intercept indicates that an

email address was significantly unlikely to be associated with any breach if the email

account was just created, checked weekly, and not used for any correspondence or

account creation purposes (ORintercept=0.14, p=.002). Essentially, the less frequently

used and newer an email address is, the less likely it is to be exposed in a data breach.

We further conducted a quasi-Poisson regression on the number of breaches per

email address with the same independent variables as above. We chose quasi-Poisson
4These breaches were spam lists or aggregate credential stuffing lists, or the breached organiza-

tions were no longer active.
5https://alexa.com/topsites
6We used rankings at the time of analysis rather than historic ranking (i.e., the ranking when

the breach occurred) because (1) Alexa only provides ranking data for the last four years; and (2)
we anticipate that current ranking would better reflect participants’ impression of the organization’s
popularity at the time when they took our study.
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Est. OR 95% CI p-value

(Intercept) −1.95 0.14 [0.04, 0.49] .002

Freq. Checked
daily (vs. weekly) 0.83 2.30 [1.07, 4.99] .03

Prof. Corr.
yes (vs. no) −0.02 0.98 [0.51, 1.87] .94

Pers. Corr.
yes (vs. no) 0.76 2.13 [1.13, 4.03] .02

Acct. Creat.
yes (vs. no) 0.31 1.36 [0.60, 3.07] .46

Email age
years 0.30 1.35 [1.26, 1.46] < .001

Age: 35-54
(vs. 18-34) −0.51 0.60 [0.29, 1.23] .16

Age: 55+
(vs. 18-34) −0.60 0.55 [0.27, 1.10] .09

Gender: men
(vs. women) −0.24 0.79 [0.43, 1.45] 0.45

Edu.: =Bach.
(vs. <Bach.) 0.25 1.28 [0.65, 2.53] 0.48

Edu.: >Bach.
(vs. <Bach.) −0.62 0.54 [0.25, 1.16] .11

Occu.: IT/law
yes (vs. no) −0.51 0.60 [0.31, 1.17] .14

Table 4.2: Logistic regression for breach
status of an email address (leaked vs. not
leaked).

Est. Exp (Est.) SE p-value

(Intercept) 0.67 1.94 0.26 .01

Freq. Checked
daily (vs. weekly) 0.36 1.43 0.19 .06

Prof. Corr.
yes (vs. no) −0.11 0.89 0.12 .33

Pers. Corr.
yes (vs. no) 0.29 1.34 0.15 .06

Acct. Creat.
yes (vs. no) −0.18 0.83 0.15 .22

Email age
years 0.08 1.08 0.01 < .001

Age: 35-54
(vs. 18-34) −0.29 0.75 0.14 .045

Age: 55+
(vs. 18-34) −0.35 0.71 0.14 .02

Gender: men
(vs. women) −0.18 0.84 0.12 .13

Edu.: =Bach.
(vs. <Bach.) 0.17 1.18 0.12 .18

Edu.: >Bach.
(vs. <Bach.) −0.17 0.84 0.16 .29

Occu.: IT/law
yes (vs. no) −0.05 0.95 0.14 .70

Table 4.3: Quasi-poisson regression re-
garding the number of breaches per email
address.

regression because the dependent variable is count data with a skewed distribu-

tion [598]. Results in Table 4.3 show how the number of breaches increases with

an email account’s age: for every one year of increase in age, the expected number

of breaches increases by a factor of exp(0.08) = 1.08 (p<.001). In other words, the

number of breaches increases 8% per year of use, compounding yearly. A possible ex-

planation is that the older an email address is, the more it has been used for account

registrations, which increases its presence in organizations’ databases. The significant

intercept in Table 4.3 confirms this finding: a new and rarely used email address is

more immune to breaches. Furthermore, the number of breaches per email address

differed among age groups: compared to young adults (18-34), the number of breaches

decreases by a factor of exp(−0.29) = 0.75 (p=.045) for middle-aged adults (35-54)

and by a factor of exp(−0.35) = 0.71 (p=.02) for older adults (55+).
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4.2.3 RQ2: Perceived Causes and Impacts of Breaches

We asked participants to speculate why or why not their email address was part of

a data breach and name any experienced or anticipated future impacts from a specific

breach.

Perceived reasons for being affected by breaches. We analyzed 302 open-

ended responses to Question 10 in which participants speculated why their email

address was exposed in one or more data breaches. The most common explanation,

cited in 159 (53%) cases, was that it was due to participants’ email-related practices.

Specifically, 70 (23%) mentioned using the email address to sign up for many different

sites (e.g., “it’s on the website of every business I have an online relationship with”).

Another 31 (10%) mentioned the email’s age as a relevant factor, saying it had been

used for a long time. 23 (8%) expressed that breaches were inevitable, especially for an

old or widely-used email address (e.g., “there are a lot of companies or organizations

that have my email [address] and chances are one of them is going to get hacked”).

Furthermore, in 31 (10%) cases, participants mentioned using the email to sign up for

seemingly sketchy websites, sometimes with a clear intention to do so despite knowing

that the website might be insecure.

Participants mentioned other insecure behaviors as potential reasons for being af-

fected by a breach in 31 (10%) cases. 13 cases referred to password-related behaviors,

such as using simple passwords, reusing a password across accounts, or not changing

passwords frequently. Incautious clicking behavior was mentioned five times (e.g.,

“because I was not careful with what emails I clicked”). Other participants indicated

their exposure to breaches was due to infrequent monitoring of the email account, eas-

ily guessed answers for security questions, or being signed into the email account for

too long. While these are indeed insecure behaviors, password choices do not impact

one’s likelihood of being involved in a breach; they impact a breach’s consequences
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by increasing the possibility of account hijacking due to credential stuffing. Similarly,

clicking on untrustworthy links may make the email address appear in spam lists,

which will be reported by HIBP if found on the public web. However, this action

does not increase one’s vulnerability to breaches.

Only 42 (14%) of participants accurately attributed the cause of being affected by

a breach to external factors unrelated to their behaviors. 26 (9%) blamed it on lax

security measures by the breached organization (e.g., “these companies did not try hard

enough to keep information private”). 16 (5%) blamed it on bad actors such as hackers

and scammers targeting the breached organization (e.g., “hackers are devious devils

and learn to adapt faster than organizations can protect users”). Another 15 (5%)

suspected their email address was sold by the breached organization or a third party.

Nevertheless, nine participants incorrectly blamed their email provider’s security (e.g.,

“I feel like Hotmail has poor security and cannot block as many spam emails compared

to Gmail”).

Perceived reasons for not being affected by breaches. Question 7 asked par-

ticipants to speculate why their email address was not involved in any data breach.

Among the 136 provided responses, 78 (57%) mentioned cautious email practices.

Specifically, 31 (23%) reported using their email address to sign up for trusted sites

only, sometimes with careful examination of the website (e.g., “I try as much as pos-

sible to scrutinize websites before dropping any of my details”). 18 (13%) mentioned

that their email address was relatively new or did not get used much. Ten further

mentioned limiting the email to specific purposes, such as correspondence with friends

and family members only.

Eight participants described using multiple email accounts for different purposes,

e.g., using one email address for correspondence exclusively and another for account

registration on “low-value” sites. Such behavior would likely reduce the likelihood of

74



breaches involving high-value email addresses. However, breaches involving low-value

email addresses may still have real impacts, such as account hijacking.

21 (15%) participants cited their security practices as reasons for not being af-

fected. Nine participants mentioned their password practices, such as using strong/unique

passwords and changing passwords regularly. Less frequently mentioned were two-

factor authentication, anti-virus, firewall, and VPN. None of these behaviors are likely

to prevent data breaches despite potentially having other positive security outcomes.

Experienced and anticipated impacts of data breaches. Participants with

at least one breach were asked to describe a given breach’s experienced or potential

impacts (Question 16). Of the 792 responses, more than half assessed the breach’s

impact as none (343, 43%) or very little (85, 11%); another 77 (10%) were unsure.

Only 19 (4%) breaches were perceived as having a significant impact. In 135 (17%)

cases, participants described emotional feelings without naming concrete impacts,

such as “no impact just rage.”

In 149 (19%) instances, participants described specific experienced impacts or

anticipated future impacts. The most prevalent was an increase in spam emails, text

messages, etc. Some participants reported scam phone calls, and others anticipated

identity theft as a potential impact (e.g., “I suppose now that someone has all that

information about me they could impersonate me, open credit lines in my name,

scam my family and friends”). Participants who experienced adverse events described

emotional stress and resulting behavioral changes, such as avoiding phone calls due to

frequent scams or checking emails for suspicious activities after account compromises.

Notably, participants with and without experienced impacts differed in assessing

the impact’s severity. Most participants who described anticipated impacts but had

not experienced them did not foresee real consequences (e.g., “the only things that

[would] really happen is . . . scammers . . . occasionally attempt to access some of my
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older accounts that hold no sensitive information”). This underlines that participants’

perception of impacts after being affected by breaches largely depends on individual

circumstances. The finding also aligns with prior work [602, 603] showing that people

don’t adopt secure behaviors until experiencing actual harm.

4.2.4 RQ3: Awareness of Breaches

Among the 792 breach-specific responses, 590 (74%) reported unawareness of being

affected by the breach before our study. Only 143 (18%) reported prior awareness,

and the other 8% were unsure. Participants who were previously aware of the breach

mostly learned about it from the breached organization (45, 31%) or third-party

notification services (45, 31%). Less common sources included news media (17, 12%),

credit/identity monitoring services (14, 10%), bank or credit card companies (3, 2%),

experiencing adverse events (3, 2%), and someone else (3, 2%). In nine instances,

participants could not remember how they learned about the breach.

Using a mixed-effect logistic regression to identify factors that might impact aware-

ness (excluding “unsure” responses), we included the same email-related factors from

Table 4.2 as independent variables. Additionally, we included breach age (i.e., the

time lapse between a breach’s occurrence and the participant taking our study), hy-

pothesizing that participants are more likely to recall and report awareness of recent

breaches.

Results in Table 4.4 show a significant intercept, indicating that participants were

more likely to be unaware of a breach if they have a newer email address and the breach

just occurred (ORintercept=0.01, p<.001). Participants were also significantly more

likely to be aware of a breach as the breach’s age in years increased (ORbreach_age=1.22,

p<.001). Older participants were less likely to be aware of breaches than young par-

ticipants (OR18−34
55+ =0.39, p=.049), and men were more likely to be aware of a breach

than women in our sample (ORwomen
men =2.09, p=.049), though p-values in both cases
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Est. OR 95% CI p-value

(Intercept) −4.24 0.01 [0.002, 0.09] < .001

Freq. Checked
daily (vs. weekly) 0.31 1.37 [0.45, 4.16] .58

Prof. Corr.
yes (vs. no) −0.06 0.94 [0.45, 1.98] .88

Pers. Corr.
yes (vs. no) 0.22 1.25 [0.50, 3.10] .63

Acct. Creat.
yes (vs. no) 0.77 2.15 [0.70, 6.63] .18

Email age
years 0.04 1.04 [0.98, 1.11] .17

Breach age
years 0.20 1.22 [1.09, 1.35] < .001

Age: 35-54
(vs. 18-34) −0.41 0.66 [0.27, 1.61] .36

Age: 55+
(vs. 18-34) −0.94 0.39 [0.15, 1.00] .049

Gender: men
(vs. women) 0.74 2.09 [1.00, 4.37] .049

Edu.: =Bach.
(vs. <Bach.) −0.79 0.45 [0.20, 1.00] .051

Edu.: >Bach.
(vs. <Bach.) −0.18 0.84 [0.31, 2.22] .72

Occu.: IT/law
yes (vs. no) 0.50 1.65 [0.72, 3.77] .23

Table 4.4: Logistic regression regarding prior breach awareness.

are close to 0.05. These findings align with prior work in which adopting protective

behaviors differed by age [266] and gender [454, 603]. Other demographic variables

and email-related factors are not significantly correlated with prior awareness.

4.2.5 RQ4: Emotional Responses Towards Breaches

Participants indicated their concern using a 5-point Likert item for each shown

breach (Question 15) and each data type leaked in a breach (Question 17). We

also asked participants to describe their feelings regarding the breach (Question 14,

open-ended).
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Quantitative ratings of concern level. Among 792 breach-specific responses, the

median concern level regarding the breach was “somewhat concerned.” Less than half

reported either no concern (151, 19%) or being very/extremely concerned (197, 25%

combined). Figure 4.3 shows concern levels for commonly leaked data types. Partic-

ipants were most concerned about leaks of physical addresses (52% very/extremely),

passwords (47% very/extremely), and phone numbers (42% very/extremely). Other

leaked data types that participants felt less concerned about were employer informa-

tion (38% not at all), social media profile (42% not at all), job title (46% not at all),

and gender (65% not at all).

We sought to identify factors that might impact concern level through a mixed-

effect linear regression on overall concern Likert responses. We included email address-

related factors and prior awareness as independent variables, hypothesizing that par-

ticipants would be more concerned about frequently used email addresses or if they

had not been aware of a breach. We also included the number of breached data

types and the breach status of data types for which more than 50% of responses were

“somewhat concerned” or above in Figure 4.3, namely password, physical address,

phone number, date of birth, IP address, and name.7 We hypothesized that the con-

cern level would increase as the amount or sensitivity of leaked data types increases.

Treating concern (measured as a 5-point Likert item) as a numeric variable has its

limitations, as we discussed in Section 4.1. Additionally, we included the breaches’

age since participants might be more concerned about recent breaches.

The regression results do not reveal any significant factors impacting overall con-

cern except the intercept (bintercept=2.52, SE=.31, p<.001), indicating that partici-

pants likely default to between “slightly concerned” and “somewhat concerned.” The

model’s f 2 = 0.03 indicates a small effect size. The absence of influential factors on

concern may be due to data types known to trigger more concerns, such as finan-
7Email address was not included because it was exposed in all breaches in our sample.
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Overall Concern
Password

Physical Address
Phone Number

Date of Birth
IP Address

Name
Geographic Location

Email Address
Username
Employer

Social Media Profile
Job Title
Gender

0% 25% 50% 75% 100%

Not At All Slightly Somewhat Very Extremely

Figure 4.3: Overall concern about the breach and levels of concern for the 13 most
commonly leaked information types in our sample breaches.

cial information and social security numbers, being underrepresented in our sample’s

breaches (see Figure 4.2). Even relatively sensitive data types in our sample still had

a fair number of “not at all/slightly concerned” responses.

Various emotions in qualitative responses. Figure 4.4 shows the wide range

of emotions reflected in participants’ open-ended responses about their feelings after

learning of a breach affecting them. In 237 (30%) cases, participants reported feeling

upset (including annoyed, frustrated, mad, and angry), mainly toward the breached

organization. The upset came from not having been properly informed (e.g., “I was

very disappointed . . . they hid the fact that there was a data breach from everyone for

three months”), the organization’s poor security measures (e.g., “don’t run an entirely

online business if you cant do basic security”), or violation of consumers’ trust (e.g.,

“I joined this site to read a story my granddaughter had written and thought it was

completely safe”). These emotions align with the “risk as feelings” theory, which

highlights that people experience dread and outrage in comprehending risks [468], and
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Feelings after first learning of breach
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Figure 4.4: Code frequencies for feelings after first learning about a breach (n = 792);
red bars indicate negative feelings, gray neutral, blue positive, according to Emolex
ratings [350].

such affective responses greatly influence their subsequent decision-making, sometimes

overriding cognitive assessments [304].

Mirroring the Likert responses, feeling unconcerned about a breach was common

(185, 23%). Many participants believed that the exposed data was not sensitive (e.g.,

“I had only used the free version of that site, so I had not entered any payment infor-

mation”). Others were unconcerned because they rarely interacted with nor knew the

breached organization (e.g., “I don’t even know what this site is, so I don’t think that

them having my info . . . is a huge deal”). Some were unconcerned due to confidence

in their security habits, including regularly changing passwords (25), avoiding pass-

word reuse (10), and enabling 2FA (4). A few participants were unconcerned due to

a lack of experienced impacts (e.g., “I’m not especially worried because I haven’t de-

tected any suspicious activity”) or optimism bias (e.g., “I feel like a drop in the bucket

since there were 711 million emails affected”). 104 (13%) responses reported feeling

unsurprised, whereas 66 (8%) reported feeling surprised. Unsurprised participants

explained that they never trusted the breached organization or already knew about
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the breach. Conversely, surprised participants stated that they had never used the

breached organization’s service or trusted the organization.

In another 75 (9%) cases, participants expressed confusion due to unfamiliar-

ity with the breached organization or not remembering having an account. Other

prominent emotions included fatigued (43, 5%), violated (40, 5%), indifferent (33,

4%), scared (29, 4%), unsafe (18, 2%), relieved (18, 2%), or curious about why the

breach happened (13, 2%). Those who expressed fatigue stressed that breaches were

inevitable (e.g., “It’s the internet and things WILL be leaked somehow, either by hack-

ers or by incompetence at the company that is holding your information anyhow”).

This attitude is akin to the “digital resignation” phenomenon [129]: many people’s

inaction in the face of privacy infringements is not necessarily because they do not

care but because they are resigned and convinced that surveillance is inescapable.

Notably, neutral emotions, like curiosity, or positive emotions, like relief, were rare.

Participants were relieved when sensitive data like financial information was not in-

volved or that they were now aware of the breach and could take proper action.

4.2.6 RQ5: Behavioral Reactions to Breaches

For the 143 breaches participants were already aware of before our study, we

further asked if they had taken any action in response (Questions 18). The most

common action was changing passwords (87, 61%): 15 specified they changed the

password for the breached account, and 27 mentioned changing the password across

multiple accounts that might use the leaked password. Five further mentioned chang-

ing their email account’s password; this could be due to a misconception that their

email account, not the account with the breached organization, was compromised.

Participants also described other password-related practices triggered by the breach,

such as using unique passwords, using a password manager, and making passwords

more complicated.
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Participants reported taking various actions related to their account with the

breached organization. For example, 18 (13%) deleted or deactivated the account,

and one mentioned reviewing accounts on other websites and deleting them as needed.

Five mentioned enabling 2FA for the account on the breached site, other accounts,

or their email account. Four reported checking the breached site’s account to see if

it stored any sensitive data or if there had been any suspicious activity. In 31 (22%)

cases, participants reported doing nothing in reaction; the percentage was lower than

that in Ponemon’s 2014 survey (32%) [403], but still substantial.

Additionally, we asked all participants with at least one breach to indicate, for each

breach, how likely they were to initiate ten provided actions within the next 30 days or

whether they had taken action already. We only include 500 breach-specific responses

in the following analysis due to a data storage issue, excluding incomplete responses.

Figure 4.5 shows the results. Of the ten provided actions, changing the password for

the breached site’s account or other accounts was the most popular, receiving more

than half of likely/already done responses. “Review credit reports and/or financial

statements” had the highest percentage of already done (30%). By contrast, most

participants selected “not likely” for four actions—“use a credit/identity monitoring

service,” “place a credit freeze on my credit reports,” “file a complaint with a consumer

protection agency,” and “take legal action against the breached organization.” This

finding is understandable given that most leaked data types such as email addresses

and passwords are considered “non-sensitive records” according to ITRC’s report [236].

We sought to understand factors that would impact the likelihood of having taken

any of the ten provided actions through a mixed-effect logistic regression. For inde-

pendent variables, we discarded variables related to email habits since many of the

listed actions were unrelated to one’s email account. We kept all other independent

variables from the concern regression model: prior awareness, the breach’s age, the

number of breached data types, and the breach status of six data types with rela-
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Change Other Account Password

Change This Account Password

Review Credit/Finacial Report

Delete Account

Enable 2FA

Use Identify Theft Protection

Use Breach Notification

Freeze Credit

File Complaint

Take Legal Action

0% 20% 40% 60% 80% 100%

Doesn’t Apply Not Likely
Somewhat Likely Very Likely
Already Done

Figure 4.5: Intention to take actions within the next 30 days.

tively high concern levels. We further included overall concern Likert responses as

an independent variable. Results in Table 4.5 show a significant intercept, indicating

that participants were likely to default to inaction with no leaked data and no prior

awareness or concern (ORintercept=0.04, p=.02). Being aware of a breach significantly

increased the likelihood of having taken any of the listed actions (ORno
yes=390.48,

p<.001). This is unsurprising given that participants unaware of being affected had

little motivation to engage in protective measures. Additionally, more concern was

significantly correlated with a higher likelihood of having taken action: for a one-unit

increase of concern on the 5-point scale, the odds of having taken action increase by

2.22 (ORconcern=2.22, p=.005).

4.3 Discussion

We examined individuals’ awareness, perception, and responses to specific data

breaches that had exposed their email addresses and other information. Compared

to RAND’s 2016 survey [1], in which 44% reported already knowing about a breach

before receiving a notification, participants’ prior awareness was much lower in our
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Est. OR 95% CI p-value

(Intercept) −3.27 0.04 [0.002, 0.61] .02

Awareness
yes (vs. no) 5.97 390.48 [45.72, 3334.79] < 0.001

Breach age
years −0.03 0.97 [0.77, 1.21] .77

Num. of types
numeric .12 1.13 [0.85, 1.50] .39

Password
yes (vs. no) −0.18 0.84 [0.18, 3.79] .82

Physical Addr.
yes (vs. no) −0.26 0.77 [0.16, 3.71] .75

Phone Num.
yes (vs. no) −0.29 0.75 [0.19, 3.02] .69

Date of birth
yes (vs. no) −0.24 0.79 [0.17, 3.62] .76

IP Addr.
yes (vs. no) −0.20 0.82 [0.26, 2.64] .74

Name
yes (vs. no) −0.19 0.83 [0.21, 3.22] .79

Concern
numeric 0.80 2.22 [1.28, 3.86] .005

Table 4.5: Logistic regression on taking actions.

sample. This finding is concerning as our results suggest that unawareness creates a

substantial barrier to taking mitigating action. Participants also reported a lower level

of overall concern than in prior work [260, 403]: this might result from a methodolog-

ical difference, as our participants reflected on specific breaches affecting them rather

than on breaches in general [1, 403] or on hypothetical scenarios [260]. Another possi-

ble reason is that the leaked data types in the HIBP database are mostly categorized

as non-sensitive records [236]. While participants named potential consequences of

data breaches such as more spam and increased risks of identity theft, similar to prior

work [260, 602], many considered these events would have little to no impact on their

lives. Most participants also exhibited misconceptions about what led to themselves

being affected by breaches, blaming their email or password practices rather than the

breached organization.
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Set stricter legal requirements for notifying consumers. Our study reflects

a sad reality that many individuals are unaware that they are affected by breaches, at

least for breaches exposing email addresses. This finding indicates that current breach

notification requirements, mechanisms, and tools fail to reach data breach victims.

Nonetheless, according to our regression results, awareness was a crucial trigger for

taking action.

Stricter regulatory requirements may help establish high standards for breach no-

tifications, which could raise more awareness. However, simply requiring companies to

send notifications is not enough as the notification also needs to be effective [48, 600].

For instance, prior work highlights the role of media reports in informing and shap-

ing attitudes toward data breaches [1, 110]. Our findings indicate that notifications

from breached organizations or third-party services are more relevant. Given that

individuals may not stick with one channel to learn about breaches, breached or-

ganizations could be mandated to notify consumers in multiple channels instead of

the most convenient channel and seek confirmation from the recipient. Regarding

when to notify, Art. 34 of GDPR specifies that consumer-facing notifications are only

needed for breaches that “result in a high risk” to data subjects [144]. We argue

that this should be done for all breaches, given that many court cases struggle to

assess risks and harms caused by data breaches [475]. Alternatively, less ambiguous

criteria should be set for high-risk breaches, e.g., in California, consumer-facing noti-

fications are mandated when the breach involves unencrypted personally identifiable

information [481].

Use novel approaches in notifying consumers. Prior research on SSL warn-

ings [16, 149] shows that in-browser warnings effectively raise threat awareness and en-

courage safer practices. Similarly, data breach notifications could explore approaches

beyond letters and emails, such as in-situ methods whereby visiting affected sites leads
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to a notification [114], as recently pursued by some browsers and password managers

that warn users if saved passwords appear in credential dumps [278, 398].

Notifications should also consider non-adherence: among participants who were

already aware of a breach before our study, 22% reported doing nothing in response

to that breach; emotions like fatigue and resignation were also noted. Drawing from

warning design literature on mitigating fatigue in email-based notifications, one could

build systems that highlight unread breach notifications in email clients, similar to

Gmail’s reminders to reply to emails [56]. The contents of such emails could also be

automatically parsed and reformatted to guide attention to important details.

Address misconceptions. Participants commonly blamed their own email habits

or security practices for data breaches, and such misconceptions exacerbate a power

asymmetry—rather than demanding that organizations improve security measures or

that regulators hold them accountable, participants blamed themselves. Consumers

should be reminded that the root cause of breaches is security issues in the breached

organization, and there are actions that can hold the breached organization account-

able, such as filing a complaint with a consumer protection agency (e.g., the Federal

Trade Commission for breaches in the US).

Participants also differed regarding the perceived impacts of breaches. Those who

had not experienced negative consequences in real life tended to take the breach less

seriously. Conversely, those who had experienced an adverse event reported emo-

tional distress and behavioral changes. Indeed, not everyone would experience the

negative consequences of not reacting to data breaches, but the cost is real and imme-

diate when the consequences manifest. Therefore, breach notifications and education

materials should stress that good security practices, such as using unique passwords

and 2FA, can dampen the severity of a breach’s impact, even though they do not de-

crease one’s likelihood of being affected by a breach. While these preventive measures
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might not provide instant gratification, they could be worthy investments considering

the substantial hassles and trauma in recovering from identity theft [235] or other

repercussions.

Develop tools to help consumers react to breaches. While consumers may

not be able to prevent breaches, there are actions one could take to mitigate the

aftermath of a breach. Our findings show that some straightforward actions, such as

changing passwords, had high adoption rates or intention to adopt. Yet, the majority

of actions we provided were much less popular, indicating the need to offer more

relevant and usable protective measures to affected individuals.

One of our key findings is that extensive use of an email account (e.g., use it

for a long time and check it frequently) significantly increased the email address’s

likelihood of being involved in a breach. Yet, simply asking users to reduce their usage

or abandon their email accounts is not a viable solution, as it also diminishes the email

account’s utility. Instead, drawing from some participants’ descriptions of creating

dedicated email accounts for registration on low-value sites, we see the promise of more

automated tools to offer unique email aliases for account registration. Such features

could further be integrated into other technologies with broader adoption, such as

browsers or password managers, to create a more streamlined experience (e.g., through

auto-filling). Recent respective efforts include “Sign in with Apple” [30] and “Firefox

Relay” [355], both of which support the generation of a unique, random email address

during account registration, which is forwarded to a user’s actual inbox. However,

both products are currently limited to their respective ecosystems. The effectiveness,

awareness, and adoption of such tools, as well as how individuals manage multiple

email aliases in general, are open questions for future research.

Increasing responsibilities of breached organizations. Our participants ex-

hibited a low awareness of data breaches, which in turn serves as a precursor to the
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low intention for certain protective measures. Participants’ lack of awareness and

self-protection indicates that breached organizations should play a more active role

in protecting affected individuals. Notifying victims should not absolve breached or-

ganizations from further responsibility—they should further ensure that consumers

have viable remediation solutions and assist in the recovery process, such as offering

support in identity restoration. For example, rather than defaulting to conventional

credit and identity monitoring services, which are known to provide little preventa-

tive protection [276], breached organizations could offer victims email alias genera-

tors, password managers, or other more promising mitigation tools by partnering with

respective service providers. Regulators should also set and frequently revisit require-

ments for the types of services breached organizations must offer as compensation.

Importantly, breached organizations have financial incentives for transparent post-

breach communications and active mitigation. Prior work shows that data breach

notifications provide a venue for impression management and repairing damaged

trust [244]. Moreover, breached organizations that provide affected individuals with

free credit monitoring services face a lower likelihood of lawsuits [425]. Regulators

should also create meaningful incentives for organizations to act accordingly. For

instance, GDPR’s threat of substantial fines has resulted in a heightened effort by

organizations worldwide to overhaul their privacy and security programs.
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CHAPTER V

An Empirical Analysis of Data Breach Notifications1

In the previous two chapters, I document two studies with complementary methods

to examine consumer reactions to data breaches. Among other factors, optimism

bias, insufficient knowledge of available protective measures, and a general tendency

to delay action until harm has occurred dissuaded consumers from reacting to the

2017 Equifax data breach. For breaches curated by HIBP that exposed individuals’

email addresses and other personal information, most participants were unaware that

they were affected by these breaches; while some reported intending to take action,

many participants believed the breach would not impact them. Consumers’ lack

of awareness and action begs the question: are current data breach notifications

effective?

In this chapter, I present a content analysis of 161 notifications sent by companies

to US consumers between January and June 2018. We analyzed their readability,

structure, risk communication, and presentation of recommended actions. We found

that most analyzed notifications were lengthy and would be difficult to understand

for the general public. They varied significantly in the format of headings and the
1This chapter is based on: Yixin Zou, Shawn Danino, Kaiwen Sun, & Florian Schaub. 2019.

You ‘Might’ Be Affected: An Empirical Analysis of Readability and Usability Issues in Data Breach
Notifications. In Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems
(pp 194:1–194:14). [600] A modified version of the paper was published as a magazine article: Yixin
Zou & Florian Schaub. 2019. Beyond mandatory: Making data breach notifications useful for
consumers. IEEE Security & Privacy Magazine, 17(2), 67-72. [604]
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incident description’s specificity. Consequences and risks of the breach were usually

obfuscated by hedge terms such as ‘potentially’ and ‘may,’ as well as a ’no evidence’

statement (e.g., “we have found no evidence indicating that your breached personal

data has been misused”). Although most notifications provided a detailed explanation

of recommended actions, those actions were typically buried in long paragraphs with

little to no guidance regarding their effectiveness or urgency, making it difficult for

the reader to navigate and prioritize listed actions. Based on our findings, we provide

design and public policy recommendations for improving data breach notifications.

5.1 Background

The legal landscape of data breach notifications. Data breach notification

requirements vary widely across jurisdictions. For example, in the European Union,

GDPR requires data breach notifications to both the supervisory authority within 72

hours and affected European consumers ‘without undue delay’ [144]. The notification

must include a clear and plain description of the breach’s nature and recommended

protective measures [144]. Substantial fines for non-compliance with GDPR [314]

pose incentives for companies to disclose mandated information and establish more

robust security incident procedures and training [420].

In the US, no equivalent federal data breach notification law exists [348]. Instead,

a patchwork of sector-specific federal laws outlines various requirements. For example,

GLBA [535] regulates data breach notifications for financial institutions, prescribing

several mandatory elements to be included. HIPAA [512] establishes a 60-day notifi-

cation deadline for data breaches that compromise consumers’ health information via

a mailed letter written in plain language. In addition to these sectoral laws, all 50 US

states have enacted their own data breach notification laws. These state laws vary

substantially in stringency, resulting in inconsistent notification requirements among

states and different definitions of PII [287], which, if breached, requires a notification.
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For example, California and Maryland consider medical information PII; other states,

like New Hampshire and Iowa, do not. California is one of the few states that set

clear expectations about the structure and formatting of breach notifications in their

law with a template [481]. The template includes specific wording of the title (“No-

tice of Data Breach”) and headings and requires them to be conspicuously displayed.

Additionally, the California law has a “plain language” requirement similar to GDPR.

Arizona, Illinois, Oregon, New York, Vermont, and West Virginia also provide tem-

plates for companies to refer to when drafting data breach notifications, but with

less strict and detailed structure and formatting requirements. Moreover, California

and Connecticut require companies to offer identity theft protection services to help

consumers deal with potential harms; similar legislation is pending in the State of

New York [361].

Our content analysis sourced breach notifications from the State of Maryland due

to the comprehensive records in the Maryland Attorney General’s public database.

Maryland’s Personal Information Protection Act [176] defines that PII encompasses

traditional types of PII (e.g., name and Social Security number), government-issued

IDs, and health information, among others. The law requires data breach notifications

to be sent to individual consumers ‘as soon as possible’ and within 45 days upon

discovery of a data breach [318]. In addition, the notification must specify the types

of breached information and offer the contact information for different entities such

as major credit bureaus, the FTC, and the Maryland Attorney General [318].

Data Breach Notification Analysis. There has been limited research on the con-

tent, language, and structure of consumer-facing data breach notifications. Jenkins

et al. [244] found that visual elements (e.g., italics, bold, and underlining of subject

lines), while rarely used (in less than 30% of their analyzed notifications), contributed

to the restoration of the affected company’s reputation in a follow-up experiment.
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Veltsos [548] found that the claim ‘lost data might not be used at all’ appeared in

two out of 13 templates to ‘soften the bad news’, which, according to the author,

does not help affected consumers overcome optimism bias [448] and rational igno-

rance [128]. Golla et al. [180] examined real-world notifications for password breaches

and found that most notifications, while successfully raising participants’ concerns,

did not lead to intentions to change compromised passwords or adopt other secure

practices against future password-reuse attacks.

Perhaps the most recent and relevant study to our work is Bisogni’s analysis

of 445 data breach notifications issued in 2014 [48]. Bisogni’s work assessed the

presence of mandatory elements, clarity of breach description, communication tone

in depicting possible consequences, and the affected company’s openness to interact

with consumers [48]. Due to the identified inconsistencies, the paper concluded that

a US federal breach notification law is needed to standardize notifications’ timing and

mandatory elements, both of which are crucial for informing consumers of potential

risks [48]. We expand on and complement Bisogni’s study by (1) analyzing more

recent data breach notifications and (2) focusing on readability and usability issues.

5.2 Method

Data collection. Many US state laws require companies to submit data breach no-

tifications sent to consumers to the state’s Attorney General’s office when the breach

affects the state’s residents. To date, California, Iowa, Maryland, New Hampshire,

and Vermont have made these notifications public. Of the five states, Maryland’s

database includes the largest number of breach notifications, indicating the possibil-

ity that their records may cover the broadest range of data breaches. It also provides

additional metadata, such as the cause of the breach and the types of information

compromised.

From Maryland’s database, we downloaded all data breach notifications on record
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from January 1st to June 30th 2018 to narrow the scope of our analysis while en-

suring data recency. In total, we obtained 548 data breach notifications. Next, we

cleaned the dataset by removing duplicates and entries that did not include consumer-

facing notifications (i.e., some files only had letters reporting the data breach to the

Maryland AG or a website announcement). After filtering, 326 data breach notifi-

cations remained. We then randomly selected 161 (≈ 50%) from them to analyze.

Appendix C.1 provides a complete list of our analyzed notifications.

Sample. The 161 notifications in our sample came from 159 unique companies. The

majority (154; 96%) were letters; four were delivered via email, one company also sent

in-app messages and push notifications to consumers using their app. Fourteen com-

panies included multiple versions of notifications in their uploaded files. We analyzed

the version with a larger audience (e.g., adults instead of guardians of affected minors,

general consumers instead of company employees). For versions differing in the types

of breached information, we analyzed the first one by default.

Personal information such as name (96%), SSN (52%), and address (51%) was

the most commonly breached type in our sample. Financial (e.g., bank account

numbers, credit card details) and health-related information (e.g., medical history,

medications, health insurance information) were affected in 30 (31%) and 17 (10%)

breaches, respectively. We also cross-referenced our sample with the Privacy Rights

Clearinghouse’s database [405] to understand the overall magnitude of our analyzed

breaches. PRC recorded 606 data breaches between January and June 2018, 56 (9%)

of which appeared in our sample. According to PRC, breaches in our sample exposed

151.93 million records across the US, which constituted 18.5% of the total exposed

records coming from all data breaches listed by PRC (820.93m) for this time frame.

Of the 151.93m records, 150m were exposed in one breach (Under Armour); 9 breaches

(16%) exposed over 10k records, and 46 (84%) breaches exposed over 100 records.
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Quantitative analysis. Our quantitative analysis focuses on readability, which

shows to what extent a particular breach notification is understandable by the gen-

eral public. Two metrics we used, the Flesch Reading Ease Score (FRES) and the

Flesch Grade Level (FGL) [157], are calculated based on the sentence length and

word length of the text. We also looked into the Gunning Fog index (FOG) [193], an-

other grade-level-based metric that factors in complex words (those containing three

or more syllables). Additionally, we included statistics related to text characteristics,

such as word count and sentence count, to assess notification length and estimate

reading time. We used readable.io, a professional online text analysis service, for this

quantitative analysis.

Qualitative analysis. We iteratively developed a codebook to assess (1) struc-

ture and formatting, (2) risk communication, and (3) presentation of recommended

actions. One researcher went through all notifications and developed an initial code-

book using thematic coding and affinity diagramming [286]. Three research team

members then independently analyzed a subset of 20 notifications (12.4%) randomly

sampled from the dataset, reconciled codes, and revised the codebook, eventually

reaching good inter-coder reliability (Fleiss’ κ=0.75). The final codebook (see Ap-

pendix C.2) has nine categories (e.g., risk communication), 38 codes (e.g., “whether

breached information was misused”), and 136 sub-codes (e.g., “absolutely”, “maybe”,

“no”, “no evidence”, and “other”). The researchers then split the 161 data breach

notifications and coded them independently using the final codebook.

5.3 Results

Our analysis shows that current data breach notifications were not readable. Most

notifications followed a similar structure, yet their style, length, and content speci-

ficity varied considerably. Furthermore, companies downplayed the severity and con-
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sequences resulting from a data breach. Even though all notifications recommended

protective measures, there was little guidance on how consumers should prioritize

among them.

5.3.1 Readability and Structure

A data breach notification should use clear and conspicuous language and an

accessible format to help the recipient quickly determine the risks of the breach and

what actions to take. We analyzed readability, estimated reading time, and the use

of structural headings for each notification.

Advanced reading skills required. Severe readability issues surfaced from the

analysis. FRES [157] evaluates texts on a 0-100 point scale, with higher scores indi-

cating more easy-to-read texts. The median of our sample’s FRES was 46.70 (mean:

46.88, sd: 6.46). Figure 5.1 shows our sample’s FRES distribution mapped onto

Flesch’s 7-level ranking system [222] from “very difficult” to “very easy.” 115 (72%)

notifications fell into the difficult range (30-49); 43 (25%) were ranked as “fairly

difficult” (50-59). These findings indicate that 97% of the notifications were fairly

difficult or difficult to read. Conversely, only one notification was rated “easy” and

one “standard”, and no notification was rated as “fairly easy” or “very easy.”

Converting FRES to FGL [157], our sample’s median FGL was 10.0 (mean: 10.02,

sd: 1.18), i.e., the reading abilities of at least a 10th grader are required to be able

to understand half of the analyzed notifications. The FGL scores ranged from 6.4

(first-grade level) to 16 (graduate degree required); 75% had an FGL score higher

than 9.4. By contrast, prior literacy research suggests that materials addressed to

the general public should aim for a junior-high reading level (i.e., 7 to 9) [222]. Using

FOG [193], the result was even poorer, with a median of 11.6 (mean: 11.55, sd: 1.33),

indicating that the existence of long words and jargon aggravated the readability of
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Figure 5.1: Distribution of FRES, mapped onto Flesch’s 7-level ranking system.

these notifications. Essentially, most analyzed notifications would likely not meet

“plain language” requirements in California’s data breach law or GDPR—average

readers will struggle to understand these breach notifications.

Long estimated reading time. We further counted the words and sentences of

each notification and used them to estimate the required reading time. The median

word count was 1,575 (mean: 1,539, sd: 644), ranging from 213 to 3,414 words (or

seven pages of text). Most notices fell into the 1,000–2,000 word range (highest

first quartile value: 1,130; highest third quartile value 1,845). The sentence count

distribution also showed wide variance, with a median of 115.0 sentences (mean:

116.39, sd: 48.83).

Following McDonald and Cranor’s [332] methodology for estimating the reading

time of privacy policies, we assumed a reading speed of 250 words per minute, which is

the average reading rate for people with a high school education [71]. The estimated
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time to skim a data breach notification ranged from 0.85 to 13.66 minutes (median:

6.3, mean: 6.16, sd: 2.57). Although this is a substantially shorter read than privacy

policies, which can take upwards of 18 minutes, sometimes hours, to read [299, 332],

a 6-7 minute anticipated reading time, paired with the need for advanced reading

skills, still creates a considerable burden for consumers.

Structural headings are common and consistent. Headings structure the text

and guide a reader’s attention, helping them identify key information quickly in the

long text. 106 (67%) notifications used headings to separate their main text into

sections. Among them, 72 (68%) put the heading in a separate line; 34 (32%) in-

cluded the heading in a paragraph’s first line, reducing its salience (see Figure 5.2).

Only two used the table format recommended by the California law. Interestingly,

even though we analyzed data breach notifications from Maryland, among the 106

notifications with headings, 100 (94%) followed California’s wording and order re-

quirements: “What Happened,” “What Information Was Involved,” “What We Are

Doing,” “What You Can Do,” and “For More Information.” This finding suggests

that, unlike privacy policies, data breach notifications generally follow a consistent

structure, thus facilitating the learning of that structure over time [366]. However,

the disparities regarding heading formatting, paired with poor readability, indicate

that inconsistency remains on the content level.

5.3.2 Risk Communication

Risk communication for data breaches requires companies to explain the situation

clearly and openly acknowledge negative consequences [548]. Maryland law [176] re-

quires the types of compromised information to be included in the breach notification,

but does not mandate other elements or how the incident should be described.
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(a) Heading in separate line

(b) Heading in table

(c) Heading in paragraph’s first line

(d) No heading (plain text)

Figure 5.2: Examples of data breach notifications using structural headings when
introducing “what happened” in the breach.
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Varied specificity regarding cause and compromised data As required by

Maryland law, the types of information exposed were described in 152 (94%) notifi-

cations. Similarly, the cause of the breach was specified in 150 (93%) notifications.

However, notifications varied in their specificity.

Most only listed categories of exposed information generically, e.g., “the email

consisted of your name, address, date of birth, account number and Social Security

number.” In a few cases, the notification referred to the recipient’s own breached

information, such as a credit card number’s last four digits. Such an individually

tailored message provides clear evidence that the recipient was personally affected,

which might alarm consumers and motivate them to take actions [344]. However, it

may also pose identity theft risks if the notification falls into the wrong hands [583].

The cause of the breach was reported in 150 (93%) notifications. Example causes

include unauthorized access (38), phishing (33), malware (19), inadvertent human er-

ror (16), and a few others. Eleven notifications used “unauthorized access” to broadly

describe how the breach occurred without indicating what was accessed or by whom.

Such vagueness may confuse consumers about what happened in the breach, poten-

tially causing them to underestimate the chance that their data was compromised.

Ambiguity regarding uninformed exposure time. The dates of when the

breach occurred and was discovered, as two elements not mandated by Maryland law,

were mentioned by fewer notifications in our analysis. Only 103 notifications (64%)

included a specific date or time range for when the breach occurred. While companies

may not always be able to determine the breach date, without it, consumers cannot

know how long their data has been exposed before they become aware [48], which is an

important metric to decide how urgently actions are needed. About two-thirds of the

notifications (105, 65%) indicated when the company discovered the breach, which,

together with the date when the notification was sent, would show the company’s
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diligence in informing consumers about security risks.

Hedge terms downplaying risks Data breach notifications should clarify that

the recipient’s information has been breached and describe associated risks [548].

Nonetheless, companies used various strategies to downplay a breach’s magnitude

and consequences. Hedge terms such as “maybe” and “likely” were used in 112 (70%)

notifications, obscuring whether the recipient was personally affected by the breach.

These hedge terms appeared in various places. One place is in the general incident

description, e.g., “I am writing to inform you of a data security incident that may have

affected your payment card information.” Another is in the description of breached

information types, e.g., “The information potentially involved in this incident may

have included your name, credit or debit card number, and card expiration date.” As

shown in previous work [417, 602], the use of hedge terms is detrimental to consumers’

ability to assess risks accurately and usually leads to confusion and misconception.

A positive example is as follows: “A file, including information from your IRS

Tax Form W-2, was sent in response to the fraudulent email.” Here, it is explicitly

stated that the incident happened and that which data was compromised. Unfor-

tunately, only 22 (14%) notifications used such clear statements. Furthermore, 23

(14%) notifications stated the company had no evidence of data being compromised,

e.g., “Although we do not have confirmation that any of these forms were accessed by

the attacker, we are notifying you out of an abundance of caution.”

Obfuscating risks of misuse. Many companies obfuscated the risk of breached

information being misused. The “no evidence” argument appeared in 64 (40%) notifi-

cations, e.g., “We do not believe that the limited information could be used adversely,

and we have received no reports of the misuse of anyone’s data as a result of this in-

cident.” In other cases, the hedge terms appeared in describing potential access and

misuse of consumers’ information together: “We have no indication that any emails
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obtained in this incident were actually viewed by any unauthorized third party or that

any information from those emails has been misused.” While it might be factually

accurate that companies do not have evidence of data access and misuse, lack of ev-

idence does not support an absence of harm; neither does it preclude future misuse

of exposed data. Thus, without further warnings about the persistent risk of misuse,

such statements downplay a data breach’s significance, potentially causing consumers

to underestimate risks and discouraging them from taking immediate action.

On the contrary, nine notifications used an effective risk communication strategy—

connecting the types of breach information with potential misuse scenarios. For in-

stance, the company may highlight that multiple types of exposed data in combination

can be used for identity theft: ”Your credit card number ending in XXXX may have

been compromised. This number, in conjunction with your billing address, can po-

tentially be used to make unauthorized purchases on your credit card.” Describing

possible implications can also reinforce the need for specific protective actions, e.g.,

“We want you to be aware that because of the Incident, there is a possibility of (1)

identity theft, and (2) fraudulent filing of your tax information.” The second point

helps the recipient prioritize filing their tax return early.

5.3.3 Presentation of Recommended Actions

Consumers are urged to take protective actions when a data breach occurs, and

the required actions usually depend on the types of breached information. Options

include enrolling in a provided protection service, placing credit freezes, changing

compromised passwords, among others. Several states and federal agencies offer tem-

plates for describing available measures. These templates usually include definitions

of fraud alert and credit freeze, the contact information of major credit bureaus and

the state AG, and enrollment instructions of complimentary identity theft protection

services if offered.
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Figure 5.3: Frequency of recommended protective measures.

Choice overload with no priorities. Figure 5.3 shows the frequency distribution

of commonly recommended actions. All notifications recommended at least one ac-

tion, with a median of eight actions (mean: 7.19, sd: 2.24). 35 notifications (22%)

recommended more than nine protective measures, and the most comprehensive in-

cluded 16. The presence of so many options, compounded by lengthy explanations

and poor readability, suggests the possibility of “choice overload” [270], meaning that

the reader might delay the decision-making process, pick a random option under

pressure, or even avoid all options.

We expected vital information in the main text and supplemental information in

appendices. For each notification, we counted if there was an appendix; for each

action, we coded whether it first appeared in the main text or as an appendix. Ap-

pendices were prevalent: 97 (60%) notifications used one appendix, 38 (24%) used

two appendices, and one included three. 25 (16%) notifications had main text only,

ending with the sender’s contact information. Often, effective actions were hidden

in long texts in appendices with no indication of their high priority. A credit freeze,

for example, is considered an effective measure to limit identity theft. However, 118

(73%) notifications listed it as one of many options in an appendix. Even though

they described options in detail, few companies compared different options directly
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or explicitly stated that a credit freeze provides stronger protection than a fraud alert

and deserves a higher priority.

Formatting focused on sub-level text. Formatting, such as using lists and cap-

italizing important information, can highlight critical details and reduce the reader’s

cognitive burden in processing text. Prior research suggests that formatting tech-

niques in a data breach notification could enhance consumers’ perception of the af-

fected company’s reputation [244].

We coded the presence of list and text formatting (e.g., bold, italicized, underlined,

capitalized, or colored text) when presenting actions. Overall, lists were scarce in the

top-level text (e.g., to describe different actions) but became more prevalent in sub-

level text (e.g., to explain details and enrollment instructions of a specific action). The

difference between top-level and sub-level formatting was sharper for bullet lists (8

vs. 83) than numbered lists (20 vs. 51). This finding indicates that while consumers

are walked through details of each specific action, they may struggle to form a holistic

view of the major actions due to the lack of list formatting on the top level.

Conversely, text formatting was common in both top-level (149, 93%) and sub-

level text (90, 56%). However, text formatting was rare in describing important

details of offered identity protection services, such as the enrollment deadline (after

which the service is no longer free) and the duration of benefits (after which the

protection is no longer valid). Among 124 notifications that offered such service, text

formatting was used in only 46 (37%) to highlight the enrollment deadline, and even

fewer (16, 13%) for the duration of benefits. In practice, the time frame to enroll in

a provided service is usually short (less than a few months), and the service typically

lasts for one to two years, during which consumers may lose track of the remaining

time. When these crucial timings blend in with other plain text without any visual

highlights, consumers may miss out on free protection or have the illusion of being
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protected when they are not anymore.

5.4 Discussion

Our analysis contributes novel insights into the readability and usability of recent

data breach notifications. Building on Bisogni’s study [48], we found that our sam-

ple’s notifications tended to include mandatory elements by Maryland law: over 90%

specified types of compromised information, whereas only 65% reported the breach’s

occurrence or discovery date. Consistent with Veltsos’s analysis [548], we observed

‘no evidence of data misuse’ claims and hedge terms as an additional strategy to

downplay risks. Contrary to Jenkins et al.’s findings [244], formatting techniques

were common in our sample, but substantial differences emerged between top-level

and sub-level text, and crucial information was not highlighted.

Findings in Chapters III to V indicate that more efforts should go toward sup-

porting consumers in protecting themselves rather than merely informing them of the

breach. Next, we discuss the limitations of this study, before highlighting opportuni-

ties for improving the utility and usability of data breach notifications to make them

an effective mechanism for helping consumers mitigate potential risks.

Limitations. Our study has certain limitations. We only analyzed breach notifica-

tions from Maryland Attorney General’s public database, which may differ from those

sent to consumers in other states. From a cursory comparison with the databases of

other states, we are confident that our findings are not Maryland-specific. The fact

that almost 70% of our sample used the structural headings mandated in California

law suggests that breach notifications are not necessarily tailored to specific states.

Our content analysis does not provide direct evidence of how text and formatting

variations in data breach notifications impact consumer behaviors. Nonetheless, given

existing research on privacy policies [432, 540], where poor readability and ambiguity
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lead to users’ ignorance and misconception of privacy risks, we hypothesize that the

issues we identified in data breach notifications would similarly contribute to consumer

inaction. Our findings provide the basis for future user studies and experiments on

the effects of the identified issues on consumers’ risk perception and intentions to take

protective actions. Furthermore, additional research is required to better understand

the overall role breach notifications play in consumers’ behavior after data breaches.

Lastly, the HCI contributions of a content analysis of notification letters may not

be immediately apparent. Both the cause (data breach) and consequence (the harm

and protective actions users should take) of a data breach notification are rooted

in technology, with the notification letter being a physical component in this overall

user experience. Currently, most data breach notification laws require a mailed letter.

However, our findings’ implications are relevant for general data breach notifications

regardless of the delivery medium. Our recommendations can inform the design of

more effective and actionable breach notifications in letter form and online contexts.

Readability expectations beyond “plain language.” GDPR and California’s

breach law both have the “plain language” requirement for breach notifications. How-

ever, according to our readability evaluation results, most of the breach notifications

we analyzed failed to meet this requirement. A potential reason may be that these

laws do not clearly define how to assess whether something is written in plain lan-

guage. Regulators should provide more explicit guidelines on how this plain language

requirement can be achieved, including recommended tips such as using short sen-

tences, common words, and active voice. Furthermore, we can learn from practices in

the insurance industry, where the FRES test is required as a readability assessment

of insurance policies in some US states [222].

Delivering notices through multiple channels. Currently, most US state laws

require written notices sent to affected consumers after a data breach—96% of our
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analyzed notifications were mailed letters. Electronic notices (e.g., emails, website

announcements, and notices to statewide media) are treated as substitutes when the

cost of delivering mail is too expensive or the physical addresses of affected individuals

are unavailable. However, the slow speed of mailed letters might increase the unin-

formed exposure time to potential risks for consumers [48]. It might also explain why

many consumers learn about a data breach before receiving direct notifications from

companies [1]. Conversely, electronic notices are faster and can provide consumers

with direct links to actions, thus reducing barriers in moving from intention to action.

The nature of electronic methods may also incentivize companies to shorten the text

and increase aesthetics. That being said, electronic notices need to be compounded

with precise readability requirements to prevent companies from sending lengthy and

unreadable electronic notices.

Consistent standards for style and format. Even though our primary data

source pertained to Maryland, most analyzed notifications with section headings ad-

hered to wording required by California’s breach notification law [481]. This finding

indicates a promising avenue for standardizing style and format expectations for data

breach notifications. Legislators and regulators should provide specific content and

style requirements, potentially templates with good readability and usability based

on rigorous user testing. The provisions of California’s data breach notification law

and the GLBA model privacy notice [498] demonstrate the reach and influence of

official templates—on the premise that provided templates are usable and actionable.

Using visual emphasis to enhance user experience. Formatting makes in-

formation visually accessible and enhances the overall user experience. We suggest

text formatting to highlight crucial information and consistent use of list formats to

lay out major actions. When lists are used, each point should be followed by short

and concise sentences instead of long paragraphs to keep the cognitive burden low
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for readers. Furthermore, it is crucial to consider the needs of special groups [559],

such as visually impaired people, which means the content should be displayed in a

sufficiently large font size, be accessible to screen reader devices, and contain required

metadata and text descriptions.

Communicating risks clearly and concisely. Risk communication is critical to

data breach notifications since risk perception is the precursor for forming the inten-

tion to take action. Risk communication is also challenging. While companies should

help consumers correctly assess risks and determine the necessity to take action, they

also would like to avoid overstating risks—an act that would likely harm their business

interests. Prior work on privacy nudges [4] has provided valuable insights for improv-

ing risk communication in data breach notifications. For instance, optimism bias

could be addressed by removing hedge terms to clarify that the reader is personally

affected by the breach. Loss aversion theory (i.e., people hate loss more than liking

the equivalent gain) can be leveraged when framing the outcome of recommended ac-

tions by emphasizing the negative consequences of inaction. In Chapter III, we found

that people with low socioeconomic status, due to their limited money or assets, may

subscribe to an “I’ve got nothing to lose” attitude, lacking motivation to react [602].

This fallacy could be addressed by describing how the reader’s acquaintances or those

they relate to have been affected, such as showing evidence of susceptibility to iden-

tity theft and scams. Essentially, companies should be transparent about whether

the recipient has been affected and avoid “no evidence of data misuse” claims, or at

least combine them with clear warnings of potential future misuse.

Supporting consumers in prioritizing and executing actions. Lengthy, con-

fusing, and full-of-jargon descriptions of protective actions likely hamper consumers’

ability to act. When making recommendations, companies should identify and high-

light those most relevant to the specific breach. Leveraging the anchoring effect [4],
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actions of high priority should be listed first to receive the most attention from read-

ers. Moreover, companies should clearly explain why a particular action is important.

To deal with the choice overload problem, companies should tailor the recommended

actions to the specific breach rather than blindly adopting a given template. For in-

stance, in analyzing notifications to Maryland consumers, we often observed long lists

of contact information for other state attorney general offices, which are unnecessary

details – at least for Maryland residents – that should be removed.

In conclusion, research on privacy policies has identified their deficiencies in com-

municating privacy risks: most are written in lengthy paragraphs filled with jargon

and ambiguity [417], leading readers to struggle with comprehending the content and

forming accurate mental models [407]. Unfortunately, our research reveals that data

breach notifications suffer from similar issues. Yet, we have a limited understand-

ing of how these issues may impact consumers’ comprehension and reactions in a

moment when they are most vulnerable. While data breaches are recognized as se-

vere threats, the design of corresponding mandatory notifications has received little

attention. Poor readability and actionability, compounded by ambiguous risk commu-

nication, are possible explanations for the “data breach fatigue.” We outline directions

for more effective data breach notifications that can help consumers overcome hurdles

in dealing with risk and take action to protect themselves. More research is needed

to develop and validate best practices to guide consumers towards safety after a data

breach.
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CHAPTER VI

Examining the Adoption and Abandonment of

Security, Privacy, and Identity Theft Protection

Practices1

Chapters III to V have provided a bleak picture of consumers’ struggles with re-

acting to data breaches and issues with breach notifications regarding readability, risk

communication, and actionability. These findings beg the question: is it prohibitively

difficult for individuals to take action in other security and privacy domains? Af-

ter all, advice related to data breaches is only a small component of the plethora of

advice about protecting oneself in navigating the online world, from choosing pass-

words and using two-factor authentication (2FA) to disabling third-party cookies and

many more. Moreover, end-users have limited time and effort to spend on protec-

tive behaviors [218], and recommended behaviors might be unrealistic, contradictory,

or economically irrational [416]. Therefore, it is critical to consider the cumulative

ecosystem of security- and privacy-protective behaviors [415] and how users adopt or

do not adopt them rather than view each behavior independently.

In this chapter, I document an online survey with 902 US Internet users, cov-
1This chapter is based on: Yixin Zou, Kevin Roundy, Acar Tamersoy, Saurabh Shintre, Johann

Roturier, & Florian Schaub. 2020. Examining the Adoption and Abandonment of Security, Privacy,
and Identity Theft Protection Practices. In Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems (pp. 443:1–443:15). [603]
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ering 30 expert-recommended security, privacy, and identity theft protection prac-

tices suggested by prior work [64, 242, 311, 507]. While prior work has investi-

gated why users adopt or reject expert advice, most studies focused on security prac-

tices [146, 242, 411, 414]. A handful examined privacy practices in specific contexts

(e.g., [2, 172]). Hardly any work has looked into the adoption of identity theft protec-

tion practices despite respective risks following a rising number of privacy scandals,

data breaches, and financial fraud in recent years [279, 503]. Moreover, most prior

work on advice adherence has focused on motivations and hurdles for initial advice

adoption [146, 242]. Reasons for inconsistent implementation or abandonment of ad-

vice after initial adoption have not yet been examined systematically, despite potential

risks generated from such behavior (e.g., data breach victims who do not re-freeze

their credit reports after a loan application would still be at risk of identity theft).

Aiming to provide a holistic understanding of how and why people adopt, partially

adopt, or abandon expert advice, our study seeks to answer the following research

questions:

RQ1: Which security, privacy, and identity theft protection

practices are commonly adopted fully, adopted partially, or aban-

doned?

RQ2: What are predictive factors for a practice’s level of adop-

tion?

RQ3: Why are certain practices partially adopted or abandoned?

We found that security practices received wider adoption than privacy and iden-

tity theft protection practices. Both manual practices (i.e., users need to remember

to adhere to the practice) and automated practices (i.e., no user effort required after

initial adoption) were more popular than practices requiring recurring user inter-

action. Participants’ gender, education, technical background, and prior negative
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experience were correlated with their levels of adoption. Practices were abandoned

when they were perceived as low-value, inconvenient, or when users overrode them

with subjective judgment, such as ignoring phishing warnings. Notably, participants

sometimes made exceptions to practices that should be adopted consistently to be

effective. Based on our findings, we discuss how expert recommendations can be

improved to better align with end-users’ needs and encourage continuous and consis-

tent adherence. We further identify opportunities for designing security, privacy, and

identity theft protection tools to promote such adherence, especially when recurring

user interaction is required.

6.1 Method

We conducted an online survey with 902 participants in August 2019. The sur-

vey aimed to investigate (1) which security, privacy, and identity theft protection

practices are adopted, partially adopted, abandoned, considered, or rejected by Inter-

net users, (2) what factors influence levels of adoption, and (3) the reasons for partial

adoption or abandonment. A survey allows us to quantitatively analyze adoption and

abandonment differences between individual practices and domains, draw inferences

between user behavior and related factors, and quantify the reasons behind partial

adoption and abandonment at scale. This study was approved by the University of

Michigan’s Institutional Review Boards (IRB).

6.1.1 Taxonomy of Expert-Recommended Practices

We conducted an extensive literature review to determine practices to include (see

Table 6.1). Prior work mostly associates online safety with security measures [242],

but privacy and identity theft risks are increasing, making it important to contrast

and characterize user adherence to expert advice regarding these adjacent domains.

The chosen security practices (n=12) were primarily based on Ion et al.’s 2015
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Practice (Prefixed with [Abbreviation])

S1. [2FA] Opt-in to 2FA for online accounts
S2. [Antivirus] Use antivirus software
S3. [Attachment-clicking] Beware of attachments sent by unknown people
S4. [Automatic-update] Keep automatic software updates turned on
S5. [Check-URL] Check the URL when visiting a website
S6. [HTTPS] Check if the website visited uses HTTPS
S7. [Install-software] Only install software from trusted sources
S8. [Link-clicking] Avoid clicking links sent by unknown people
S9. [Password-manager, Assisted] Use a password manager
S10. [Strong-password] Use strong passwords for online accounts
S11. [Unique-password] Use different passwords for each account
S12. [Update-software] Install OS and software updates immediately
P1. [Anonymity-system] Use anonymity systems, such as Tor and VPN
P2. [Cookies-clean] Clear web browser cookies and history
P3. [Cookies-disable] Disable or turn off third-party browser cookies
P4. [Encryption] Encrypt phone calls, text messages or emails
P5. [Extension] Use browser extensions that block ads, scripts or tracking
P6. [Hide-info] Refuse to provide info that is not essential to transactions
P7. [Incognito] Use private browsing mode
P8. [Public-comp] Use a public computer to browse anonymously
P9. [Real-name] Avoid using websites that ask for real names
P10. [Search-engine] Use search engines that do not track search history
P11. [Temporary-credential] Use fake identities for online activities
P12. [Facial-recognition] Opt out of facial recognition when possible
I1. [Credit-freeze] Place a credit freeze
I2. [Credit-monitoring] Use a credit monitoring service
I3. [Credit-report] Obtain free copies of credit reports
I4. [Fraud-alert] Place a fraud alert *
I5. [Identity-monitoring] Use an identity monitoring service
I6. [Statements] Check for fraudulent charges on account statements

Table 6.1: Security, privacy, and identity theft protection practices included in our
study.
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study on security advice [242]. They surveyed >200 experts (5+ years of computer

security work experience) about their top three pieces of online security advice for

non-tech-savvy users. Most expert advice remained constant in Busse et al.’s 2019

replication study [64]. We studied the 11 most-mentioned practices (of 152 total) in

our survey, as they are likely to be agreed on by most experts [416]. Following the

authors’ recommendation [416], we replaced one of those practices (“be careful/think

before you click”) with two (“don’t click links in email from unknown sender” and

“check URL for expected site”), resulting in 12 security practices in total.

Because no comparable systematic elicitation of expert advice existed for privacy

and identity theft protection practices, we broadened our search to online articles,

reports, and blog posts by experts from industry, government, and NGOs. Our cho-

sen privacy practices (n=12) were primarily based on a census-representative 2015

Pew survey examining Americans’ attitudes and behaviors about privacy [311], which

asked whether respondents had engaged in any of 13 privacy-enhancing practices.

We included all but two practices (“delete/edit something posted in the past” and

“ask someone to remove something posted about you”), for which consistent and fre-

quent full adoption might not be applicable or practical. We added “opting out of

facial recognition” to unpack users’ behaviors given its substantial privacy implica-

tions [77, 470].

Our chosen identity theft protection practices (n=6) came from the US Federal

Trade Commission [507]. We included practices focused on identity theft protection

and excluded more general security/privacy practices (e.g., “don’t overshare on social

networking sites”) and practices that only apply to victimized individuals (e.g., iden-

tity recovery services). Some practices like credit freeze (restricting access to one’s

credit report at a credit bureau) are only available to US consumers. As such, we

only recruited US participants to control for cultural differences.

In developing our practice taxonomy, we noticed that practices varied in the level
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of required user involvement, which may explain differences in adoption and aban-

donment. Manual practices require users to implement it on their own consciously

(e.g., avoiding clicking links sent by unknown people)—the success of the practice

solely relies on users’ manual application and cognitive assessment. Automatic prac-

tices require adopting a particular tool or service that, after initial setup, provides

automatic protection with minimal user involvement (e.g., using an ad-blocking ex-

tension). Assisted practices like 2FA require the adoption of a tool or service, but

users also need to interact with them recurrently for full protection.

6.1.2 Survey Protocol and Recruitment

We conducted our study on Prolific, a crowdsourcing platform similar to Amazon’s

Mechanical Turk but provides more demographically diverse participants [382, 391].

We described the topic as “risk management when using the Internet” to reduce

self-selection bias by avoiding priming about security, privacy, or identity theft. We

recruited US participants who were 18 years or older with a >90% approval rate.

Participants were compensated $1.20 for work that took 5-10 minutes (mean: 9.68,

median: 7.34), in line with Prolific’s required minimum hourly pay.

Upon accepting the task, participants were directed to our survey hosted on

Qualtrics. After agreeing to the consent form, we showed each participant ten prac-

tices (four security, four privacy, two identity theft) randomly selected from our list

of 30 expert-recommended practices to minimize respondent fatigue. The practices

were displayed in randomized order. An attention check question was randomly placed

among the ten practices.

We used the question format “Have you ever...?” for all practices. We provided

definitions of terms, tools, or services involved for practices that might not be imme-

diately understandable to the general public. We also provided screenshots of relevant

UI elements for some practices to reduce the chances of misconception and confusion
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Full adoption I am ALWAYS doing this.
Partial adoption I am doing this but there are exceptions. Please describe it

further: [text-entry box]
Abandonment I am NOT doing this anymore, but I have done this before.

Please describe it further: [text-entry box]
Consideration I have NEVER done this before, but I EXPECT to do this

in the near future.
Rejection I have NEVER done this before, and I DO NOT EXPECT

to do this in the near future.
Unawareness I have NEVER heard of this/I do not understand.
Other Other (please specify): [text-entry box]

Table 6.2: Response options relating to adoption for our survey questions.

(denoted by * in Table 6.1). For each practice, we asked participants if they have

fully adopted, partially adopted, abandoned, considered, rejected, not understood the

given practice, or something else (other). See Table 6.2 for the full response option

texts. For four practices, we further clarified response choices to help participants

distinguish between full and partial adoption (e.g., defining “full adoption” as “mak-

ing multiple requests throughout the year” for obtaining free credit reports), or when

partial adoption did not apply to the practice (e.g., one either signs up for credit

monitoring service or not).

After going through the ten practices, participants were asked about prior ex-

periences with unauthorized account access, data breaches, and identity theft. The

survey concluded with demographic questions about age, gender, income, education,

employment, and background in computer science (CS)/information technology (IT),

and security/privacy. A “prefer not to answer” choice was offered for potentially

sensitive topics. The full survey is included in Appendix D.1.

Table 6.3 compares our sample to the US population demographics. Our partic-

ipants are evenly distributed between men and women but are more educated and

skew younger. Their income levels cover a wide range, but fewer participants live

in a household with more than $100k annual income. Of our participants, 66.6%

had no background in CS/IT or security/privacy; 11.6% only in CS/IT, 8.0% only

in security/privacy, and 11.0% in both. Furthermore, 67.0% have been victims of
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Metric Sample Census

Women, Men, Non-binary 50.0%, 48.0%, 1.8% 51.0%, 49.0%, N/A
High school, Some college 10.9%, 25.9% 28.6%, 19.0%
Trade/vocational, Associate 2.9%, 10.4% 4.1%, 5.5%
Bachelor’s, Master’s 34.4%, 11.7% 20.6%, 8.5%
Doctoral, Professional 1.3%, 1.3% 1.8%, 1.3%
18-24, 25-34 years 22.3%, 29.6% 9.3%, 14.0%
35-44, 45-54 years 22.6%, 13.6% 12.6%, 12.7%
55-64, 65-74 years 7.9%, 3.6% 12.9%, 9.3%
75 years or older <1% 6.7%
<$20k 16.5% [10.2%, 19.1%]
$20k-$35k 17.2% [8.8%, 17.7%]
$35k-$50k, $50k-$75k 15.3%, 21.6% 12.0%, 17.2%
$75k-$100k, >$100k 12.2%, 14.5% 12.5%, 30.4%

Table 6.3: Gender, education, age and income demographics of survey participants.
Census statistics from [527, 528, 529, 530] as of 2018.

a data breach, 35.0% have been victims of unauthorized account access, and 11.3%

have been victims of identity theft.

6.1.3 Data Analysis

After removing 17 participants who failed the attention check question, we re-

ceived 902 complete survey responses. The sample size followed the rule of thumb for

linear mixed-effect models – at least 1,600 observations per condition in designs with

repeated measures [58].

Qualitative analysis. Participants provided 1,728 open-ended responses in total.

Among these, 69% were explanations for partial adoption, 25% for abandonment, and

6% for others. We developed a codebook to analyze reasons for partial adoption and

abandonment. The first author read all responses and developed codes using induc-

tive coding [286]. Two co-authors then independently analyzed 150 (8.7%) randomly

sampled responses, reconciling codes and revising the codebook iteratively until reach-

ing high inter-coder reliability (Cohen’s κ=0.82). The two co-authors then split the

dataset and single-coded all responses. Our codebook is included in Appendix D.2.
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In going through participants’ open-ended responses about partial adoption and

abandonment, we realized some responses pointed to other options on the list. For

instance, one participant selected “other” for placing a fraud alert and said, “I have

heard of this, but I have never done it before. It’s possible I could do it in the future,”

which was an exact match for consideration. Two authors re-coded these responses to

minimize report biases and inconsistencies in the data. In total, 171 responses were

re-coded, of which 75 were originally abandonment, 71 were other, and 25 were partial

adoption.

Statistical analysis. Using the re-coded dataset, we calculated descriptive statis-

tics for each practice’s rates of full adoption, partial adoption, abandonment, etc. Mo-

tivated by prior work suggesting the influence of user characteristics and tool usability

issues on user behavior, we constructed mixed-effect regression models. For fixed-

effect factors, we included user characteristics (i.e., demographics, technical back-

ground, prior negative experience) and practice characteristics (domain and nature

of protection). We further included random effects resulting from differences between

individual participants and practices when fixed-effect factors are under control. The

intraclass correlation coefficient (ICC) [337] for all models are below 0.20, indicating

that random differences between individual participants or practices contributed little

to variances in the adoption level.

To understand what factors influence users’ current levels of adoption, we per-

formed linear regressions on an adjusted scale of response options, from 0 as no

adoption (combining abandonment, consideration, and rejection), 1 as partial adop-

tion, and 2 as full adoption, excluding rare cases of unawareness or other. Since

the response options are only quasi-linear, we also ran ordinal logistic regressions to

validate linear regression results, which produced the same findings with only minor

variations in numeric outputs of effect size. Thus, we report linear regression results
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since they are more informative.

To know how the effects of different predictors vary across domains, we ran a series

of models with interaction terms between the practice domain and another predictor

(e.g., interaction terms between the practice domain and gender show how gender

effects on adoption vary across domains). Post-hoc power analyses suggest that our

study was sufficiently powered. Based on 1k simulations of the likelihood ratio test,

the power to detect the overall effect of the domain variable on adoption is 97.20%, CI

(95.98%, 98.13%). For demographic predictors, we binned the demographic data in

Table 6.3 into fewer categories in the regression analyses to avoid model fit problems

caused by too few observations in a category: gender (men, women, binary), age

(three levels: 18-34, 35-54, 55+), educational attainment (three levels: no Bachelor’s

degree, Bachelor’s degree, Graduate degree), and annual household income (three

levels: <$50k, $50-100k, >$100k).

To understand what factors influence a practice being abandoned, we tried running

logistic regressions on a binary variable with “yes” meaning abandonment, and “no”

meaning partial adoption or full adoption, excluding other response options. However,

due to the small number of abandonment cases in our dataset (534 “yes” vs. 5,325 “no”)

the model expectedly failed to converge. Similarly, multinomial logistic regressions on

the full spectrum of response options failed to converge because response options like

“unaware” and “other” were much less frequent than others. Therefore, our regression

analysis only focuses on adoption; we refrain from making statements about which

variables are correlated with abandonment, consideration, or other response options.

6.1.4 Limitations

While our scope of investigated practices exceeds most prior work, there might be

other relevant practices related to security, privacy, identity theft protection, or other

online safety topics, such as harassment and cyberbullying [410]. As with any survey,
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participants may over-report their behavior due to social desirability bias [154], which

might be particularly salient for full adoption when participants think they consis-

tently implement a practice while forgetting exceptions they make. To mitigate this

bias, we provided instructions to encourage honest answers and guarantee responses

would be anonymized. Our main goal was not to provide empirical field measurements

about actual user behavior, but rather to understand, in participants’ own opinion,

what practices they think they fully adopt and what practices are adopted only in

certain situations.

Another point concerning consistency is the removal of partial adoption as a re-

sponse option for credit monitoring, identity monitoring, credit freeze, and fraud alert.

While this act makes the results of partial adoption for identity theft protection prac-

tices less comparable to those for security or privacy protection, we considered it an

important measure to reduce confusion, as partial adoption does not apply to these

practices.

6.2 Results

Below we discuss the most adopted and abandoned practices, before presenting

predictors of and reasons behind adoption and abandonment behavior.

6.2.1 RQ1: Commonly Adopted and Abandoned Practices

Figure 6.1 shows the percentage distribution of response options for each practice.

Overall, security practices had the highest full adoption rates, while partial adoption

and abandonment mostly occurred to privacy practices. Most identity theft mitiga-

tion practices had low adoption rates, and many participants reported they would

not consider them.
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Figure 6.1: Distribution of response options for each practice. The practices are
sorted by full adoption rates in descending order.
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High adherence to security practices. Of the ten practices with the highest full

adoption rate, seven are security practices, with the top two reflecting the importance

of cautious clicking behavior (94.6% for links, 92.6% for attachments). Two privacy

practices were also fully adopted at high rates, namely hiding information that is not

essential to transactions (69.0%) and using a privacy-enhancing browser extension

(68.0%). Checking account statements was the only identity theft protection practice

fully adopted by over half of our participants (76.2%). Except for antivirus software

and privacy extensions, these commonly fully adopted practices are manual, situated

in people’s everyday digital experiences, and not overly technical.

Partial adoption exists in both security and privacy practices. As we did

not provide partial adoption as a response option for four out of six identity theft

protection practices, we only report partial adoption results for security and privacy

practices. Overall, practices with high partial adoption rates were evenly split between

security and privacy, with the top three being privacy risk management (49.7% for

cleaning cookies, 39.9% for incognito, 39.1% for avoiding websites asking for real

names). Consistent with prior work [388, 483], a substantial proportion of participants

did not fully follow expert-recommended password management practices (29.4% for

unique passwords, 21.4% for strong passwords).

Abandonment mostly occurred for privacy practices. Abandonment rates

were below 20% for all practices and less common than full or partial adoption over-

all. Seven of the ten practices with the highest abandonment rates were privacy prac-

tices, with using an anonymity system being the most commonly abandoned practice

(16.8%). Using automatic updates for software (13.3%) and antivirus (11.0%) were

the most abandoned security practices. 7.2% had abandoned using a credit monitoring

service. Some abandonment decisions appear rational since they seem more realistic

for one-time use than long-term implementation (e.g., using a public computer for
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anonymous browsing). Yet, some other abandoned practices, such as cleaning cookies,

require consistent implementation for adequate protection.

Low acceptance of identity theft protection practices. Among practices that

most participants had not yet adopted, many pertain to identity theft risk mitiga-

tion. The top practices considered for future implementation were opting out of

facial recognition (29.2%), using an identity monitoring service (28.9%), and placing

a fraud alert (24.6%). Most of these require adopting automated tools or services

(e.g., credit/identity monitoring) or require frequent user interaction (e.g., password

managers). Nonetheless, automated practices like credit freeze and fraud alert are

among the top rejected practices (54.5% and 51.2%, respectively). This finding is

concerning given that 66% of our participants reported being data breach victims

and that these practices are among the most commonly recommended measures in

data breach notifications [600].

6.2.2 RQ2: Factors Affecting Levels of Adoption

Our mixed-effect linear regression models show that different levels of adoption

are related to the practice’s domain and its type of user interaction. We further found

significant effects on adoption from demographics, technical background, and prior

negative experiences. Results of the main regression model are shown in Table 6.4.

Levels of adoption: security > privacy ≥ identity theft. Confirming the

descriptive analysis, the adoption level of security practices was significantly higher

than those for privacy practices (b=0.57, CI=[0.20, 0.94], p<.01) or identity theft

protection practices (b=0.62, CI=[0.31, 0.94], p<.001). While privacy practices ex-

hibit higher levels of adoption than identity theft protection practices, the difference

is not significant (b=0.20, CI=[−0.11, 0.50], p=.21).
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Category Variable b CI Original p-value Adjusted p-value

Age 18-34 - - - -
35-54 0.00006 [-0.05, 0.05] .99 .99
>55 -0.04 [-0.12, 0.03] .26 .33

Gender Women - - - -
Men 0.08 [0.04, 0.13] <.01 (**) <.01 (**)
Non-binary 0.08 [-0.09, 0.25] .36 .43

Income <$50,000 - - - -
$50,000-$100,000 -0.03 [-0.08, 0.02] .23 .33
>$100,000 -0.06 [-0.13, 0.004] .07 .13

Education No Bachelor’s degree - - - -
Bachelor’s degree 0.05 [0.002, 0.10] <.05 (*) .09
Graduate degree 0.02 [-0.06, 0.09] .66 .74
Neither IT nor S&P - - - -Tech

background Only IT 0.09 [0.02, 0.16] <.05 (*) <.05 (*)
Only S&P 0.07 [-0.01, 0.15] .09 .16
Both IT and S&P 0.15 [0.08, 0.22] <.001 (***) <.001 (***)
Unauth. access: No - - - -Prior

experience Unauth. access: Yes -0.01 [-0.06, 0.04] .70 .74
Data breach: No - - - -
Data breach: Yes 0.05 [0.002, 0.10] <.05 (*) .09
Identity theft: No - - - -
Identity theft: Yes 0.16 [0.10, 0.23] <.001 (***) <.001 (***)
Identity - - - -Privacy

domain Privacy 0.20 [-.11, .50] .21 .33
Security 0.62 [0.31, 0.94] <.01 (**) <.01 (**)
Assisted - - - -Practice

nature Automatic 0.53 [0.21, 0.85] <.01 (**) <.01 (**)
Manual 0.64 [0.37, 0.90] <.001 (***) <.001 (***)

“-” means the variable is set as the baseline in the model. Comparisons between any pairs of non-
baseline variables in this table were also made, and results are reported in text. The regression
coefficient (b) shows to what extent the variable, compared to the baseline, brings the outcome (level
of adoption) up or down on a scale from 0 to 2. CI is the 95% confidence interval. Statistically
significant factors (adjusted p<.05 after applying the Bonferroni-Holm correction) are denoted with *.

Table 6.4: Results of the main regression model, excluding interaction terms between
the practice domain and other variables.
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Low adoption for assisted practices. We were interested in whether a prac-

tice’s degree of user interaction (manual, assisted, automated) affects adoption. We

expected practices relying on manual effort to be least often adopted due to higher

cognitive demand leading to errors or inconsistent behavior. Our results show the

opposite: assisted practices, which require recurring user interaction, were adopted

the least, with manual (b=0.64, CI=[0.37, 0.90], p<.001) and automated (b=0.53,

CI=[0.21, 0.85], p<.01) practices exhibiting significantly higher levels of adoption.

The difference between manual and assisted practices was particularly salient for

identity theft practices (b=1.02, CI=[0.40, 1.64], p<.001), but such a significant dif-

ference does not persist for security or privacy practices alone.

Gender and age differences. We further identify significant effects on adoption

levels from certain user characteristics. Men had significantly higher levels of practice

adoption compared to women (b=0.08, CI=[0.04, 0.13], p<.001). Such gender differ-

ence applies to security and privacy practices in particular (b=.11, CI=[0.04, 0.17],

p<.01 for both). This finding confirms prior work showing similar gender differences

for phishing susceptibility [200, 454] and extends it to a wider range of practices.

Mapping age to the following categories: 18-34, 35-54, and 55+, we find significant

age effects for security and privacy practices, but not overall. Middle-aged partici-

pants (35-54) adopted more security practices than younger participants (b=0.07,

CI=[0.01, 0.14], p<.05). This finding aligns with prior finding [331] that older people

demonstrate higher information security awareness. The opposite trend emerged for

privacy practices, for which younger participants had significantly higher levels of

adoption than middle-aged (b=0.14, CI=[0.07, 0.20], p<.001) and older participants

(b=0.23, CI=[0.13, 0.33], p<.001). As prior work has shown that young adults are

more likely to engage in privacy-protective behaviors on Facebook [266], our finding

extends this age difference to other privacy practices.
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Higher adoption among lower-income participants. Mapping household in-

come to the categories <$50k, $50-100k, and >$100k, we find the overall trend that

participants with lower incomes exhibit higher levels of practice adoption, though

there were no significant differences between any two groups. When looking at indi-

vidual domains, those earning <$50k had significantly higher levels of privacy practice

adoption than those earning >$100k (b=0.13, CI=[0.04, 0.22], p<.01). This finding

may seem counter-intuitive, as higher-income people should have a stronger motiva-

tion and more resources to protect their privacy and assets. Nonetheless, prior work

has found that people with lower incomes have heightened informational and physical

privacy and security concerns [310], which might translate into adopting protective

practices that are accessible and affordable to them.

More education contributed to higher adoption. Mapping educational back-

ground to the categories less than Bachelor’s degree, Bachelor’s degree or equiva-

lent, and graduate degree, we find that more educated participants exhibited higher

levels of practice adoption overall. In particular, participants with a Bachelor’s de-

gree (b=0.24, CI=[0.15, 0.33], p<.001) or a graduate degree (b=0.34, CI=[0.21, 0.45],

p<.001) had significantly higher adoption of identity protection practices than those

without. Compared to prior findings that more educated people tend to take less

security precaution [565], our work suggests that the trend might be different for

mitigating identity theft risks.

11% of participants reported a background in both CS/IT and security/privacy,

and could therefore be considered experts. Their levels of practice adoption were

significantly higher than those of the 67% who had no background in either field.

Interestingly, this difference between experts and non-experts holds when consid-

ering CS/IT only, but not for participants who reported a background only in se-

curity/privacy (not CS/IT). This finding suggests that technology experience and
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Partial Adoption Count Abandonment Count

site-specific 179 (15%) not-needed 68 (20%)
only-sensitive 129 (11%) because-of-risk 50 (14%)
impractical 124 (10%) impractical 41 (12%)
own-judgment-sufficient 111 (9%) usage-interference 23 (7%)
because-of-risk 95 (8%) own-judgment-sufficient 21 (6%)
usage-interference 80 (7%) using-substitute 21 (6%)
only-finance 74 (6%) platform-specific 17 (5%)

Table 6.5: Top coded reasons for partial adoption and abandonment.

expertise might significantly influence practice adoption more than security/privacy

knowledge alone, which, as our participants reported in open-ended responses, was

mainly based on university courses or employer-mandated training.

Experiencing identity theft contributes to higher adoption. Overall, par-

ticipants with prior experience with identity theft incidents adopted more protection

practices. This trend also holds true when looking at security, privacy, or identity

theft practices individually, suggesting it is a robust trigger for pro-safety behaviors

(b=0.14, CI=[0.05, 0.23], p<.01 for security; b=0.11, CI=[0.01, 0.20], p<.05 for pri-

vacy; b=0.33, CI=[0.21, 0.45], p<.001 for identity). Experience with being a victim

of data breaches is also correlated with higher levels of adoption, though the effect is

non-significant. By contrast, experience with unauthorized access to online accounts

has little impact on adoption levels.

6.2.3 RQ3: Reasons for Partial Adoption and Abandonment

Participants were asked to provide explanations when indicating partial adoption

or abandonment of a practice. The most prevalent reasons for each are shown in

Table 6.5. Tables 6.6 to 6.8 provide the top three partial adoption and abandonment

reasons for individual practices. To provide more informative results, we do not

report reasons coded as “unclear” (i.e., unintelligible or irrelevant) or reasons that

only describe adoption “frequency” (e.g., “I do this sometimes”).
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Security Practice n Top Three Reasons for
Partial Adoption

n Top Three Reasons for
Abandonment

Update-software 95 usage-interference (23), impractical (22),
own-judgment-sufficient (11)

9 usage-interference (4), impractical (3),
performance-issues (2)

Unique-password 93 impractical (25), site-specific (17),
because-of-risk (14)

2 because-of-risk (1), forgetting (1)

2FA 68 only-finance (20), only-sensitive (16),
impractical (6)

10 impractical (6), distrust-service (1),
not-needed (1)

HTTPS 62 only-sensitive (23), only-finance (15),
forgetting (11)

3 not-needed (1), practice-by-default (1),
using-substitute (1)

Strong-password 59 because-of-risk (11), impractical (10),
only-finance (10)

3 not-needed (1), only-required (1),
site-specific (1)

Install-software 51 own-judgment-sufficient (20),
usage-interference (13), impractical (10)

4 impractical (2), own-judgment-
sufficient (1), using-substitute (1)

Check-URL 44 using-substitute (11), forgetting (8),
only-suspicious (8)

6 only-suspicious (3), because-of-risk (1),
unrelated-reason (1)

Automatic-update 37 own-judgment-sufficient (10),
platform-specific (8), site-specific (5)

37 own-judgment-sufficient (13),
impractical (9), usage-interference (8)

Password-manager 24 site-specific (7), using-substitute (6),
impractical (3)

7 platform-specific (3), distrust-service (1),
impractical (1)

Antivirus 12 platform-specific (3), because-of-risk (2),
only-required (2)

30 platform-specific (12), own-judgment-
sufficient (4), distrust-service (3)

Link-clicking 8 only-suspicious (2), own-judgment-
sufficient (2), using-substitute (2)

1 impractical

Attachm.-clicking 6 own-judgment-sufficient (5),
impractical (1)

1 impractical

Table 6.6: Participants’ most frequent reasons for incomplete adoption and abandon-
ment of security practices.

Priv. Practice n Top Three Reasons for
Partial Adoption

n Top Three Reasons for
Abandonment

Real-name 116 site-specific (57), own-judgment-
sufficient (30), using-substitute (14)

6 not-needed (2), own-judgment-
sufficient (1), unapplicable (1)

Incognito 110 only-sensitive (47), impractical (11),
site-specific (11)

20 not-needed (5), using-substitute (4),
account-or-device-sharing (2)

Cookies-clean 86 unrelated-reason (36), forgetting (14),
impractical (12)

13 impractical (4), forgetting (2),
not-needed (2)

Temp.-credential 71 site-specific (31), because-of-risk (11),
only-suspicious (11)

22 because-of-risk (9), only-suspicious (4),
not-needed (3)

Search-engine 45 only-sensitive (8), own-judgment-
sufficient (7), because-of-risk (5)

14 not-needed (9), impractical (2),
unrelated-reason (2)

Cookies-disable 37 usage-interference (12), site-specific (6),
own-judgment-sufficient (5)

12 using-substitute (3), impractical (2),
unrelated-reason (2)

Extension 32 usage-interference (17), site-specific (6),
own-judgment-sufficient (5)

11 usage-interference (5), not-needed (4),
performance-issues (1)

Anon.-system 30 because-of-risk (9), only-sensitive (8),
usage-interference (4)

42 not-needed (13), only-blocking (10), only-
sensitive (4)

Hide-info 27 own-judgment-sufficient (9),
site-specific (6), impractical (4)

1 site-specific

Public-comp 17 not-needed (4), distrust-service (3),
using-substitute (3)

18 not-needed (10), unrelated-reason (4),
because-of-risk (2)

Encryption 10 only-sensitive (4), as-needed (2),
platform-specific (2)

7 because-of-risk (2), only-required (2),
when-offered-free (2)

Facial-recog. 7 only-social-media (3),
platform-specific (2), forgetting (1)

1 unapplicable

Table 6.7: Participants’ most frequent reasons for incomplete adoption and abandon-
ment of privacy practices.
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Id. Protection
Practice

n Top Three Reasons for
Partial Adoption

n Top Three Reasons for
Abandonment

Statements 28 because-of-risk (21), using-substitute (4),
not-needed (2)

5 unapplicable (3), not-needed (2)

Credit-report 14 because-of-risk (6), unrelated-reason (5),
when-offered-free (2)

12 not-needed (6), using-substitute (2),
because-of-risk (1)

Id.-monitoring N/A 10 when-offered-free (3), because-of-risk (2),
using-substitute (2)

Credit-monitoring N/A 12 not-needed (4), when-offered-free (4),
because-of-risk (1)

Fraud-alert N/A 14 because-of-risk (11), impractical (1),
unapplicable (1)

Credit-freeze N/A 15 because-of-risk (14),
usage-interference (1)

Table 6.8: Participants’ most frequent reasons for incomplete adoption and abandon-
ment of identity protection practices.

Reasons for partial adoption. As shown in Table 6.5, 179 participants (15%)

who selected “partial adoption” described selectively using the practice for specific

sites, apps, accounts, or software (coded as “site-specific”). This was the most com-

mon reason for privacy practices like avoiding websites that ask for real names (57

participants) and using temporary credentials for online activities (31). Unfortu-

nately, most participants did not specify where they applied the practice selectively.

For those who did, 129 (11%) did so for sensitive sites (“only-sensitive”), 74 (6%)

for finance-related sites (“only-finance”), 41 (3%) for suspicious or odd sites (“only-

suspicious”), 15 (1%) for social media services (“only-social-media”), and 5 (<1%) for

gaming services (“only-gaming”).

For practices adopted when visiting sensitive sites, 47 participants reported using

incognito mode to interact with sensitive websites such as adult sites and the dark

web, in line with prior work [195]. Other privacy practices were also adopted for this

reason, though less frequently, such as using an anonymity system like VPN (8) or a

search engine that does not track search history (8). In addition, some participants

mentioned taking extra precautions for finance-related sensitive information: using

2FA (20), checking for HTTPS (15), and using unique passwords (10).

Another prominent reason for partial adoption cited by 124 participants (10%)

was the practice being inconvenient or unusable, resulting in difficulty for consistent
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adherence (“impracticality”). Many security practices were described as causing in-

convenience, including 2FA (“very annoying”), updating software immediately (“if I

am in the middle of something I will not [do it]”), and using unique passwords (“it’s

hard to keep track”). Inconvenience extended to privacy practices, including cleaning

cookies (12, e.g., “it kills all my passwords”) and using incognito mode (11, e.g., “I

like to be able to have a list of the places I visited if I need to go back”). A few partic-

ipants mentioned the practice was too hard to follow consistently. They referred to

“rare occasions where I slip up” despite best intentions. Such failures might be more

common in real life than reflected in our self-reports due to social desirability bias

and difficulties in recognizing when mistakes have been made.

111 participants (9%) reported relying on their judgment to determine when it is

safe to depart from best practices (“own-judgment-sufficient”). For security practices,

this usually means installing software from suspicious sources (20), disabling auto-

matic updates for software at times (10), and clicking unknown attachments (5). For

example, in talking about clicking attachments, one participant said: “I don’t click

on obvious spam emails, but I am willing to open emails that seem legitimate even if I

don’t know the senders.” However, even trained individuals routinely fall for phishing

emails [454]. Similar trends manifested for privacy practices, with nine participants

disclosing non-essential information when they trusted the service, e.g., “I do play

this by ear depending on the website and my familiarity with it.”

95 participants (8%) reported adopting practices only when motivated by a per-

ceived risk (“because-of-risk”), particularly for identity protection practices, such as

checking account statements for fraudulent charges (21) and obtaining credit reports

(6). The at-risk feeling also motivates using strong passwords (11) and anonymity

systems (9). For identity theft protection practices, adoption typically occurred after

a data breach, a lost credit card, or when suspicious activity appears on a bank/credit

statement. Security risks revolved mostly around account hacking due to weak pass-
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words. The most common privacy practice in this category was using a VPN when

“connected to untrustworthy or unsafe networks.”

Finally, 80 participants (7%) reported struggling with practices that broke existing

functionality or disrupted regular use of the device or service (“usage-interference”),

such as updating software (23), using privacy-enhancing browser extensions (17), and

disabling third-party cookies (12). Participants selectively abandoned updates when

buggy updates had “broken drivers, programs, or the OS itself,” whitelisted sites on

which browser extensions “blocked things I didn’t want it to block,” and allowed cookies

when needed for the functionality of a site.

Reasons for abandonment. Top reasons for abandonment are summarized in

Table 6.5. We primarily discuss cases in which abandonment reasons differ from

partial adoption justifications.

The most common reason for abandonment, cited by 68 participants (20%) was

that they did not need the practice anymore (“not-needed”). These users generally

did not see sufficient value to continue its use, e.g., “I decided it was useless.” While

this reason appeared across domains, it was particularly salient for privacy practices,

with five out of ten privacy practices abandoned most likely because their value was

not recognized. Four of these practices pertained to browsing activities, such as using

incognito mode: “I have used it but don’t find it that helpful,” and “I did it once, just

to see how it worked, but found it awkward.”

In 50 cases (14%), participants abandoned a practice after perceiving that risk

levels had diminished (“because-of-risk”). This was a dominant justification for aban-

doning a fraud alert or credit freeze, which were commonly adopted after experiencing

fraud or having credit cards stolen, and dropped soon afterward. Similarly, 11 partic-

ipants had used temporary credentials for online activities when engaging with risky

services. Still, they abandoned it either because of its negative repercussions, (e.g.,
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“when I made friends it was embarrassing to have to admit I lied about my name”)

or because their online social interaction habits changed (e.g., “I’ve done this before

when I used to have fights with people online, but I don’t anymore”).

Participants abandoned practices due to their impracticality in 41 instances (12%),

providing complaints similar to those for partial adoption. 23 participants (7%) re-

ported abandoning practices when they caused usage interference, mainly citing the

same set of partially adopted practices.

In 21 cases (6%), participants abandoned the practice in favor of relying on their

own judgment (“own-judgment-sufficient”). This attitude was most prominent for

abandoning automatic update (10) to regain control over the “what and when” of

software updates, e.g., “I used to have them on because that was the default setting.

Now I am more mindful of what software updates I actually want.”

Another 21 participants (6%) abandoned a practice after adopting a service that

served a similar purpose (“using-substitute”). This reason applied to practices across

all three domains. We noted a trend of switching to tools that offer automated

protection from relying on manual effort, as in the case of disabling third-party cookies

(3), e.g., “I run programs to clear my cookies frequently.” Most participants made

sensible decisions when supplanting recommended practices with their own solutions.

For instance, “If I visit a website I have bookmarked I don’t check [the URL] as I

already verified it before I bookmarked the site.” Password managers were the rare

case where substitutes appeared to be less effective, e.g., “I use a password manager,

but only to store passwords I create. I do not use the password generator. I usually

create long, difficult passwords that are more memorable to me than what a generator

produces.” However, prior research suggests that users’ self-generated passwords are

typically weaker than random passwords generated by password managers [388].

131



6.3 Discussion

Our findings provide insights into how well security, privacy, and identity theft

protection practices are adopted, particularly why certain practices are only partially

adopted or abandoned. Users struggle to adhere to experts’ online safety advice [107,

227]. Expert advice is often vague, inactionable, and contradictory [219, 415, 416].

Our findings suggest ways to develop better expert advice and effectively convey it

to consumers. Moreover, our study indicates that usability issues exist widely across

different domains and are a key contributor to partial adoption and abandonment.

While usability research has largely focused on security practices, the usability of pri-

vacy and identity protection practices requires more attention. Additionally, tools and

services that demand consistent user interactions were adopted the least, indicating

the need for improvement.

Bridge the gap between security and other safety practices. While secu-

rity practices exhibited relatively high adoption rates in our survey, most privacy

practices were often used selectively or abandoned; many identity theft protection

practices were not even considered. This finding is concerning, given that practices

from different domains often intersect. For example, phishing is a common attack

vector for identity theft [383]. Manual security practices (e.g, avoid clicking unknown

links) are prone to cognitive errors and inconsistent application. In this case, as-

sisted security such as 2FA and credit freezes can help prevent account compromise

and identity theft; identity monitoring services can further facilitate mitigation and

recovery after attacks occur. Thus, adopting multiple practices across domains can

create additional security layers and synergistic effects.

Security is usually conceived as something related to passwords, antivirus, or

cautious interactions with websites and emails [64, 242]. However, security advice

and education also need to cover related privacy and identity protection practices to
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help people achieve a more holistic online safety posture. Rather than overburden

users with too much advice, experts should identify the most effective and actionable

recommendations from each area, articulate how they complement each other, and

create safety gains beyond those from adopting a single practice.

Leverage at-risk situations for communicating advice. Prior work has iden-

tified triggers for adopting security and privacy practices [107]. We find that experi-

encing security incidents, especially identity theft, drives the adoption of protective

measures across all three domains. As such, opportunities to convey advice more

effectively might exist in post-incident guidance, when people are highly motivated

to resolve the situation and mitigate future risks. Required security and privacy no-

tices such as data breach notifications could be leveraged accordingly [600]. Similar

to phishing training materials [564], for people who are not direct victims of security

incidents, vivid and detailed stories recounting the negative experiences (e.g., on be-

ing an identity theft victim [578]) might be more effective than merely listing factual

harms. Such stories should further come with actionable preventative advice.

Nevertheless, practice adoption triggered by negative experiences might not be

long-term. From our qualitative analysis, some participants reported following cer-

tain practices only in high-risk situations and abandoned the practice soon after the

perceived risk decreased. The abandonment of risk-triggered behaviors should be as-

sessed case-by-case. Some practices might not be relevant anymore due to changes

in circumstances (e.g., abandoning incognito mode when the device is not shared).

Yet interventions are needed when perceptions of decreased risk are misaligned with

objective risks. For instance, some participants abandoned credit freezes and fraud

alerts soon after data breaches, even though the objective identity theft risks may

not change over time once sensitive information has been exposed. Thus, expert ad-

vice to users needs to communicate the risk’s persistence, i.e., what practices can be
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used selectively (and in which situations) and what other practices require consistent

long-term adoption to be effective.

Tailor advice to audience characteristics. Prior research suggests a possible

“digital divide” in security and privacy self-protection: people with less education

and lower socioeconomic status may have access to fewer resources, exposing them

to further vulnerability [188, 264]. Our findings are more nuanced. More technology

knowledge is correlated with higher levels of practice adoption. Interestingly, secu-

rity/privacy expertise alone had no effect. A lower income is also correlated with

higher adoption, especially for privacy practices, possibly because people with lower

incomes might be more acutely aware of digital privacy harms [310]. Notably, most of

our investigated privacy practices are free or have free options (e.g., anonymity sys-

tems such as VPN). These results suggest that expert advice needs to tailor to specific

audiences to be effective [310]. For instance, the use of personas [131] and scenarios

reflecting different audiences and their needs could help users identify solutions most

suitable to them.

Usability issues prevent full adoption across practices In line with prior

work [388, 546, 567], we identify usability issues as a critical contributor to partial

adoption and abandonment across different practices, such as updating software, us-

ing a password manager, and using unique passwords. Users may partially or fully

abandon a practice when it is difficult and inconvenient to implement, sometimes

reaching the level of disrupting the user experience even when they recognize the

practice’s value. While prior work has primarily advocated for improving the usabil-

ity of assisted security practices such as 2FA [106], more usability research is needed

for frequently abandoned or rejected privacy and identity protection practices to lower

their barriers to adoption. Browsing-related privacy practices, in particular, show sig-

nificant usability issues and deserve more attention. For instance, cleaning browser
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cookies was considered impractical as it removes desired cookies (e.g., session and lo-

gin cookies). Similar to purpose-oriented cookie consent banners [539], browsers and

web standards could support cookie management controls that distinguish different

types of cookies to let users set more meaningful preferences.

More support for practices requiring recurring user interactions. Practices

requiring recurring interactions have significantly lower adoption rates than manual

and automated ones. While the manual practices we investigated are primarily in-

structive rules of thumb (e.g., avoid clicking unknown links), they are prone to slip-

ups and easily overruled by users’ judgment. Conversely, most assisted practices (e.g.,

anonymity systems and password managers) generally require some level of expertise

for initial setup, which may scare non-tech-savvy users away [389], or have known

usability issues that significantly impact user experience [546].

For tool-based practices such as using a password manager, their features and

functionality need to be better communicated to prospective users to dispel identified

misconceptions. For instance, most participants who adopted password managers

chose those built into their browsers due to direct integration into the browsing expe-

rience. By contrast, dedicated password managers often require extra steps to retrieve

passwords. Even eliminating a few clicks can make a big difference as users’ compli-

ance budgets are extremely limited [219]. Lastly, minor tweaks to mechanisms can

have diminishing returns compared to paradigm changes. For instance, despite its

flaws and weaknesses, biometric authentication can be used with password managers

to ease the adoption and usability of multiple practices at once [226].
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CHAPTER VII

Icons and Link Texts for Conveying Privacy Choices1

Chapters III to VI constitute the first half of my dissertation about the types of

privacy-protective behaviors that consumers adopt or do not adopt and the reasons

why. Regarding data breaches involving account credentials, changing passwords and

reviewing financial statements were the most popular [329]. Beyond data breaches,

security behaviors received wider adoption than privacy or identity theft protective

behaviors; behaviors requiring cognitive adherence or with automated protection were

favored over behaviors requiring recurring interactions with a tool or interface [603].

Nonetheless, consumers’ adoption of protective behaviors is subject to psychologi-

cal factors (e.g., optimism bias and present bias in response to the Equifax data

breach [602]) and issues with expert advice, which is often burdensome and inaction-

able [600, 603, 604]. Starting from this chapter, the second half of my dissertation

seeks to find ways to better support consumers’ adoption of privacy-protective be-

haviors.

In this chapter, I present a study on how to effectively convey to consumers the

presence of privacy choices on websites through icons and accompanying text descrip-

tions (which we refer to as link texts). The study is motivated by the reality that
1This chapter is based on: Hana Habib*, Yixin Zou*, Yaxing Yao, Alessandro Acquisti, Lorrie

Cranor, Joel Reidenberg, Norman Sadeh, & Florian Schaub. 2021. Toggles, Dollar Signs, and
Triangles: How to (In)Effectively Convey Privacy Choices with Icons and Link Texts. In Proceedings
of the 2021 CHI Conference on Human Factors in Computing Systems (pp. 63:1–63:25). [199]
∗The first two authors contributed equally to this research.
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notice and choice, while often challenged as a broken mechanism [72, 100, 418, 466],

is still the primary component of privacy regulation and consumer protection guide-

lines. Privacy advocates, legal experts, and academic researchers have argued for

standardized mechanisms of providing privacy notices and choices [29, 263], as they

facilitate the learning process for consumers and enable comparisons of data practices

across companies for regulatory purposes. We chose to focus on icons as a promising

mechanism for conveying privacy choices since icons (in principle) can communicate

concepts quickly and concisely across linguistic and cultural differences [428] among

other advantages. Prior privacy icons were mostly about data flows or specific data

practices (e.g., [124, 353, 428]), but few have explored icons for privacy choices—a

key component of consumer privacy regulation [100, 144, 373].

For this study, we considered the presence of generic privacy choices and opt-outs

for the sale of personal information, the latter mandated by the California Consumer

Privacy Act (CCPA). Through an iterative process, we identified that a blue styl-

ized toggle icon best conveyed the idea of choices. By contrast, icons focused on

the sale of personal information created misconceptions about what would happen

after clicking the icon. The Digital Advertising Alliance (DAA)’s Privacy Rights

icon [494] and the older AdChoices icon [495], as comparison points for our newly

designed icons, suggested “more information” but not “choice.” For icon-text com-

binations, “Privacy Options” paired with the blue stylized toggle icon best conveyed

the presence of privacy choices. The link texts mandated by CCPA (“Do Not Sell My

Personal Information” and “Do Not Sell My Info”) effectively conveyed the expecta-

tion of choices related to the sale of personal information in combination with most

icons. Our follow-up study of an icon proposed by the California Office of Attorney

General (OAG) revealed that even minor design changes could severely reduce an

icon’s comprehension and increase misconceptions.
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7.1 Background

Requirements for privacy choices. GDPR requires businesses to provide privacy

choices to European consumers, including an option to request the erasure of personal

data about them (Art. 17) and opt-outs for data processing for direct marketing pur-

poses (Art. 21) [144]. GDPR also emphasizes the usability of privacy notices and

choices, requiring that notices be provided in “a concise, transparent, intelligible and

easily accessible form, using clear and plain language” (Art. 12). In the US, pri-

vacy choices are regulated by sector-specific federal and state privacy laws, such as

the CAN-SPAM Act’s requirement of marketing email opt-outs [497], and COPPA’s

requirement of honoring parental requests about data collection and deletion for chil-

dren under 13 [500]. Since January 2020, CCPA has provided California residents the

right to opt out of the sale of their personal information by companies [373]. The first

draft of the proposed CCPA regulations specified that this opt-out should be provided,

at a minimum, through “an interactive form accessible via a clear and conspicuous

link titled ‘Do Not Sell My Personal Information,’ or ‘Do Not Sell My Info,’2 on the

business’s website or mobile application” as well as an unspecified optional “opt-out

button or logo” [373]. In November 2020, Californians voted to pass the Califor-

nia Privacy Rights Act (CPRA) [374], which amends and expands consumer privacy

rights stipulated by CCPA.

Self-regulatory requirements exist for online advertising practices [492, 510]. Since

2010, DAA has required its member companies to provide opt-outs for tracking-based

targeted advertising by placing the AdChoices icon and an approved text above an

ad [492]. In 2021, DAA introduced a Privacy Rights icon (a green variant of the

AdChoices icon) to address CCPA’s opt-out requirements [494]. Additionally, the

Interactive Advertising Bureau Europe has published the Transparency and Consent
2“Do Not Sell My Info” was mandated in the proposed CCPA regulations [373] but got eliminated

in the final version [375] after we completed our study.
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Framework for obtaining consumer consent under GDPR [508].

Companies’ compliance with legal and self-regulatory requirements varies. Opt-

outs for email communications are common due to the CAN-SPAM Act, with most

US companies offering links to unsubscribe within email messages and privacy poli-

cies [118, 198]. However, privacy choices related to targeted advertising or data

deletion are less common [198, 511]. Even when they exist, privacy choices appear at

inconsistent locations and often include unhelpful information or broken links [198].

Furthermore, research on CCPA’s do-not-sell provision has shown that consumers

struggle to locate the required links to opt out, and the opt-out processes are per-

meated with dark patterns [312]. As such, consumers face considerable barriers to

exercising privacy choices [118, 197, 198].

Privacy icons. Researchers have proposed various privacy icons as succinct indi-

cators of complex privacy concepts. Some privacy icons represent specific data prac-

tices, such as Disconnect.me’s icons for different types of tracking [124] and Mozilla’s

icons for retention periods and third-party data sharing and use [353]. Some only

serve specific application domains, such as social media [234], web links [259], or

webcams [134, 404], while others can apply across contexts [223]. Icons are also com-

monly used as security indicators (e.g., a lock in a browser’s URL bar that indicates

HTTPS [148]). However, prior work has found that users tend to ignore or misunder-

stand these indicators [300, 439]. Fewer privacy icons are designed to convey privacy

choice, consent, or opt-outs. The Stanford Legal Design Lab has proposed icons [480]

that could potentially indicate privacy choices, but they have not been empirically

evaluated. While the Data Protection Icon Set (DaPIS) [428] has been user-tested,

it is specific to GDPR’s consumer privacy rights.

Icons have several advantages that can address the limitations of traditional pri-

vacy notices. First, icons can visually communicate information concisely while cir-
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cumventing language and cultural barriers [320]. Second, icons can be helpful infor-

mation markers since they are easy to recognize [225]. Finally, when placed next to

lengthy privacy statements, icons can enhance readability by helping users navigate

the text [428]. In a review of iconography guidelines, Bühler et al. [61] summarized

principles for designing effective icons—they should be based on users’ knowledge and

needs, utilize well-known concepts, and closely mimic real-world objects. However,

designing comprehensible icons is challenging. Icons alone sometimes perform worse

than text-only or icon-text interfaces in assisting learning [580]. Fischer-Hübner et

al. [153] therefore argue that icons should be used alongside text to illustrate data

practices in privacy policies and aid user comprehension. Beyond an icon’s compre-

hensibility, the focus of our study, discoverability is another challenge. For instance,

the size, position, state, and color all impacted how visible the AdChoices icon was

to users on a mobile device [173].

Privacy icons explored in prior work have primarily focused on communicating

data practices, but few proposed privacy icons have received wide adoption. Even

widely adopted icons, such as DAA’s AdChoices icon, are problematic [173, 537].

In addition, not much work has focused on using icons to convey privacy choices

effectively to consumers. We fill this gap by iteratively designing and evaluating

privacy choice icons and associated link texts. Complementing prior research on icons

for GDPR-specific user rights [428], we focus on conveying the presence of general

privacy choices and CCPA-mandated do-not-sell opt-out.

7.2 Study Overview

Between November 2019 and February 2020, we conducted a series of studies to

iteratively design and evaluate two types of icons and associated link texts: one indi-

cating the presence of generic privacy controls on websites, and the other indicating

choices related to the sale of personal information, as required by the CCPA. Our re-
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search involved two pre-studies (one focusing on icons and the other on link texts), a

large-scale online experiment to evaluate icon-link text combinations, and a follow-up

evaluation of an icon that the Office of the California Attorney General (OAG) had

proposed based on our initial findings.

Icon Pre-Study (Section 7.3, n=520). We developed 11 privacy icons that

center on three choice-related concepts: the broad idea of choice, the action of opting

out, and choices regarding the sale of personal information. We iteratively refined

and tested these icons to identify which to include in our main experiment. Our

icon pre-study suggests that a stylized toggle switch was promising for conveying the

presence of choice; three icons including elements of dollar signs, slashes, stop signs,

and ID cards were good candidates for conveying the CCPA do-not-sell opt-out.

Link Text Pre-Study (Section 7.4, n=540). We tested 16 textual descrip-

tions, or link texts, to accompany our icons. We analyzed how each link text, when

displayed alone, was interpreted by participants; and identified three link texts (“Pri-

vacy Options,” “Privacy Choices,” and “Personal Info Choices”) with mostly correct

interpretations. The two CCPA link texts (“Do Not Sell My Personal Information”

and “Do Not Sell My Info”) effectively indicated choices related to the sale of personal

information, but they did not generalize to broader privacy-related choices.

Icon-Text Combinations Evaluation (Section 7.5, n=1, 468). We conducted

a large-scale, nearly full-factorial online experiment to evaluate how well 23 combina-

tions of icons and link texts, selected from our pre-studies, communicated the presence

of privacy choices and do-not-sell choices. We showed participants one icon-text com-

bination on a screenshot of a fictitious online shoe retailer webpage, mimicking how

users may see such privacy choice indicators in the real world. A blue stylized toggle

icon paired with the link text “Privacy Options” best conveyed the presence of pri-

vacy choices. The two CCPA link texts effectively conveyed the presence of do-not-sell

opt-outs when paired with most icons.
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OAG Icon Evaluation (Section 7.6, n=421). After we shared our results with

the OAG, they proposed an icon for the CCPA’s do-not-sell opt-out, which was similar

to our stylized toggle icon but with notable deviations. We conducted a follow-up

experiment to explore the impact of the icon’s toggle style and color on expectations

for do-not-sell choices. Compared to our stylized toggle icon, participants were much

more likely to perceive the OAG’s proposed icon as a toggle switch rather than a

static icon.3

7.3 Icon Pre-Study

We developed 11 icons related to privacy choices and evaluated how users inter-

preted the icons with and without a text description. We found that a stylized toggle

icon effectively communicated the concept of choice, but communicating the concept

of “privacy choice” was difficult without text. While icons with arrows to depict re-

moval were mostly unsuccessful, icon elements focusing on “do not” and “sell” could

communicate an opt-out for the sale of personal information. However, participants

often misunderstood an icon without a text description.

7.3.1 Icon Development

Icon ideation. To explore potential icon candidates, we leveraged existing privacy

iconography to generate three key concepts in line with our objectives: the broad

concept of choice, the action of opting out, and a specific opt-out related to the

sale of personal information for CCPA. We did not attempt to design an icon that

visualizes privacy since privacy is a broad concept with many interpretations [369].

Additionally, we did not test existing privacy and security icons since some of them
3In December 2020, the OAG published the fourth set of modifications to the CCPA regula-

tions [377], recommending that businesses use our blue stylized toggle icon next to the CCPA link
text when notifying consumers of their right to opt out of the sale of personal information. The
OAG maintains a website that includes documents relevant to CCPA rulemaking [379].
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are already known for representing other concepts unrelated to privacy choices (e.g.,

lock or shield for HTTPS indicator [148]), and others focus more on specific data

practices [428].

To capture a wide range of icon ideas embodying the three choice-related con-

cepts we identified, we conducted design ideation activities at our institutions with

colleagues interested in privacy and security research. During the activities, partic-

ipants drew ideas on sticky notes and discussed themes with the group. We then

conducted affinity diagramming [286] of the sketches by grouping similar ideas and

identifying themes in the visual elements participants used to represent the three con-

cepts (see Figure 7.1). In selecting themes to iterate upon further, we eliminated those

focusing on privacy more than choice due to our goal of conveying choice. We also

eliminated themes that seemed too abstract from privacy choice (e.g., leaving or refus-

ing something) or difficult to graphically depict (e.g., third parties). Considering that

web icons are generally small, we further eliminated themes that would produce unrec-

ognizable icons when shrunk down in size due to complexity (e.g., exchange/trade-off

of data for money). In the end, we identified five themes (see Table 7.1) that had the

potential to represent our three choice-related concepts effectively.

Refinement with graphic designers. Next, we worked with three graphic design-

ers to develop icons for the five themes. The graphic designers worked individually

with sketches from our brainstorming sessions as a starting reference. They were

encouraged to produce variants and alternative designs, such as varying the shape or

size of icon elements. Then, the research team jointly reviewed the graphic designers’

work and selected 11 icon designs as candidates for user testing in the icon pre-study.

Table 7.1 shows all 11 candidate icons. Three icons intended to convey the broad

idea of choice: one featured a toggle—a standard UI element for turning on or off set-

tings [35], and two featured checkboxes (transitioning from a checked to an unchecked
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Figure 7.1: Common themes that emerged in one of the brainstorming sessions for
an icon that conveyed opting-out.

Choice Concept Icon Themes Preliminary Icons

Choice/consent • toggle switch Stylized-Toggle

• change toggle or
checkbox choice

Changed-Choice

DoNot-Checked

Opting Out • withdrawing something
from a basket or box

Box-Arrow

Circle-Arrow

Folder-Arrow

Do-Not-Sell Choices • no money/selling DoNot-Dollar

• stop selling personal info Slash-Dollar

Stop-Dollar

ID-Card

Profile

Existing icons DAA Privacy Rights

DAA AdChoices

Table 7.1: Icon themes that emerged in ideation sessions for each choice-related con-
cept, and the corresponding icons included in our preliminary testing.
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box or negating a checkbox) since checkboxes are common in online forms and con-

sent interfaces [35]. Three icons intended to convey the action of opting out, which is

analogous to withdrawing consent: two had an arrow coming out of simple shapes (a

circle and a box), and the third used a file folder to represent personal data. Five icons

intended to convey do-not-sell choices: three used different negations of a dollar sign

to represent stopping a sale, and two further included a “person” element to represent

personal data. To minimize the potential biasing effects of color in our pre-study, we

created the initial versions of our icons in black and white. Additionally, we included

DAA’s AdChoices [495] and Privacy Rights [494] icons in our icon pre-study as a

benchmark for industry practices.

7.3.2 Preliminary Icon Testing

We conducted an initial round of user testing on all 11 candidate icons to de-

cide which to test in subsequent studies. We developed an online survey to capture

qualitative and quantitative responses that would help us identify feasible icons for

indicating the presence of generic privacy choices and do-not-sell choices.

Study protocol. Our initial testing sought to identify difficult-to-interpret icons

and specific icon elements that help indicate privacy or do-not-sell choices. We im-

plemented a between-subjects design, in which we randomly showed each participant

one of the icon candidates without context. To examine the impact of placing a link

text next to the icon (as required by CCPA), half of the participants saw the icon

displayed with the text “Do Not Sell My Personal Information.” We hypothesized

that this text would aid the comprehension of icons intended to convey do-not-sell

choices.

After presenting the icon, we asked participants to provide open-ended responses

regarding their interpretation of the icon and their expectations of what would happen
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if they clicked on it—this was to capture their unprimed impressions of the icon.

As a complementary quantitative data point, we next showed participants all icons,

asked them to select which would best convey the presence of privacy choices and

do-not-sell choices respectively, and explained the rationale behind their selection.4

We then asked participants about their familiarity and expectations regarding DAA’s

AdChoices icon [495] to evaluate the recognizability and comprehension of an already

widely deployed privacy choice icon. Lastly, we collected participants’ demographic

information and asked about awareness of a US law that required companies to provide

a “do not sell” option. Appendix E.1 includes the full set of survey questions.

For this and all subsequent studies, we did not collect personal data from par-

ticipants, and we instructed participants to avoid revealing personal information in

their open-ended responses. The Institutional Review Boards at Carnegie Mellon

University and the University of Michigan approved all study protocols.

Recruitment and sample demographics. We recruited 240 participants from

Amazon’s Mechanical Turk (MTurk) to ensure roughly 20 responses per condition—a

sufficient number for capturing a variety of opinions for descriptive analysis. We set

the recruitment filter as US residents over 18 years old, with a 95% or higher approval

rate. Before answering survey questions, participants reviewed a consent form and

confirmed their age and residency eligibility. The average study completion time was

5.25 minutes, and participants were compensated $1.00 (average $11.43/hour).

In line with demographic characteristics of MTurk workers [230], our samples for

this and the subsequent studies were diverse but not representative of the US general

population: they skewed younger, more male, and more educated. We summarize

participant demographics here once as they were fairly uniform across all studies,

and we provide detailed demographics for each study in Table E.1. Participants were
4The Privacy Rights icon was green when presented alone but black-and-white when presented

with other icons to eliminate the impact of color on participants’ selection.

146



residing in most US states (with 10-20% living in California) and somewhat tech-savvy

(with 23-48% reporting education or job experience in computer science, computer

engineering, or IT). In addition, 3-10% of participants reported awareness of a US

law that required companies to provide a “do not sell” option, with relatively higher

percentages in the icon-text combinations and OAG toggle evaluations, indicating

a potential increase of awareness after CCPA went into effect. Once participants

completed one of our studies, they were excluded from participating in subsequent

studies evaluating icons and link texts.

Data analysis. We conducted a thematic analysis [434] of participants’ qualitative

responses. One author examined a subset of the qualitative data to identify com-

mon themes and developed an initial codebook. The team then discussed the initial

codebook, adding and modifying codes as necessary. To ensure high consistency in

coding, two authors coded 20% of all responses and additional responses if needed un-

til reaching a Cohen’s κ of at least 0.7, which is considered sufficient agreement [156]

(average κ=.81 across all questions).5 Most responses mapped clearly to a code, and

multiple researchers discussed ambiguous responses before coding them. After we

achieved high inter-coder reliability, one researcher coded the remaining responses.

We calculated descriptive statistics of coded qualitative data rather than conducted

hypothesis testing, since our primary objective for this pre-study was to eliminate

icons that appeared confusing or did not effectively convey intended concepts from

further consideration. Eleven responses were excluded from the analysis, as they only

included text that did not respond to the open-ended questions. We note the number

of responses excluded from the analysis for this and subsequent studies in Table E.1.
5Responses to the AdChoices interpretation lacked variations, meaning that a single disagreement

between coders would cause a significant drop in Cohen’s κ. For this question, we used inter-
coder percentage agreement instead to measure inter-coder reliability and ensured the percentage
agreement was at least 75%.
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Findings. As shown in Table E.2, most icons did not lead to their intended in-

terpretations when shown alone. Participants did not exhibit a clear preference for

which icon best represented generic privacy choices, but most chose Slash-Dollar as

the icon for representing do-not-sell choices.

A stylized toggle icon best conveyed “choice.” Among the three icons that

were intended to convey choice, participants commonly associated Stylized-Toggle

with the notion of choosing or selecting something. Participants thought of “comple-

tion” (i.e., marking something as completed or completed downloads), rather than

choice, upon seeing DoNot-Checked. Changed-Choice received a variety of interpre-

tations, suggesting that it would not work well for indicating privacy choices either.

Icons for conveying “opting out” were confusing. Though two participants

interpreted Box-Arrow as “removing something” (as intended), other participants

interpreted it differently. Participants mostly interpreted Circle-Arrow as something

related to motion, and they focused on the folder element rather than the arrow in

Folder-Arrow ; neither prompted participants to think of opting out.

Dollar signs suggested payment rather than selling. All icons intended

for do-not-sell choices conveyed a sense of payment or money, but not selling. In-

terpretations included “cash or American dollars are not accepted,” “something is

free,” “something requires payment,” and “something related to an account balance.”

Promisingly, three participants connected ID-Card with a person and money, which

aligns with its intended purpose of signaling do-not-sell choices.

No clear preference for the privacy choices icon. Participants were di-

vergent in their opinions of which icon best represented choices about the use of

personal information (see Figure 7.2). Stylized-Toggle was selected most frequently,

though ID-Card, DAA, and Folder-Arrow were not far behind. In open-ended re-

sponses, participants identified certain icon elements that conveyed privacy choices

to them, including “select/choose” (32.3%), “money/selling” (21.0%), “personal infor-

148



Figure 7.2: The percentage of participants selecting an icon that best conveys there’s
an option to (1) “tell websites ‘do not sell my personal information” ’ (blue); and (2)
“make choices about the use of my personal information” (red) in the preliminary
testing.

mation” (19.2%), and “stop/do not” (16.6%). The mentioning of “money/selling” and

“stop/do not” suggests potential priming effects from the question about the best icon

for do-not-sell choices or the “Do Not Sell My Personal Information” link text when

presented.

Slash-Dollar preferred as “do-not-sell” icon. Participants exhibited a clear

preference for which icon best represented do-not-sell choices as 38.9% selected Slash-

Dollar (see Figure 7.2). In open-ended responses, participants mentioned “money/selling”

(48.9%), “stop/do not” (46.7%) and “personal information” (21.0%) as important icon

elements for conveying do-not-sell choices. Participants preferred “stop/do not” to be

represented by a circle with a slash rather than an octagonal stop sign or a do-

not-enter sign, as indicated by the stark difference between Slash-Dollar and DoNot-
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Figure 7.3: Promising icons from preliminary testing in their refined versions.

Dollar/Stop-Dollar. This finding suggests that the octagon shape in Stop-Dollar may

be difficult to recognize as a stop sign without color, and the “do not enter” sign in

DoNot-Dollar was not widely recognized or was misidentified as a minus sign.

7.3.3 Refined Icon Testing

Our preliminary testing suggested comprehension issues with most icons but sur-

faced some promising candidates. In selecting icons for further testing, we included

Stylized-Toggle and ID-Card as candidates for privacy choices: the former appeared

to communicate “choice” well, and the latter was ranked highly by participants in

preliminary testing. For do-not-sell icon candidates, we included Slash-Dollar due to

participants’ preferences and Stop-Dollar to explore whether the color would increase

recognition of the stop sign.

We evaluated refined versions of the four icons mentioned above and the DAA’s

Privacy Rights icon (see Figure 7.3) to further narrow down icon selections for the

larger-scale icon-text evaluation. Specifically, we colored the stop sign and slash red

in ID-Card, Stop-Dollar, and Slash-Dollar, and made the dollar sign in Slash-Dollar

more readable. We colored Stylized-Toggle blue—a neutral color that does not convey

a particular state, unlike green or red.

Study protocol. We followed the same protocol as before to evaluate the five icons.

We randomized the order of the “best icon” questions for privacy/do-not-sell choices

to mitigate potential priming effects. We recruited 280 participants (roughly 28 per

condition) to detect a medium effect size (0.3) [85] with at least 80% power for our
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planned statistical analysis. We aimed for a medium effect size due to the study’s ex-

ploratory nature and to save the budget for oversampling in the icon-text evaluation.

The average study completion time was 4.50 minutes, and each participant received

$1.00 (average $13.30/hour).

Data analysis. We followed the same qualitative data analysis approach as before

(κ=0.79). Additionally, we collaboratively categorized the codes used to analyze

open-ended responses to “What does this symbol communicate to you?” as correct or

incorrect interpretations regarding the icon’s intended purpose. We then used these

binary labels as the dependent variable of Chi-squared tests (or Fisher’s exact tests

when applicable) to determine whether the overall difference in study conditions was

statistically significant. Follow-up pairwise comparisons were adjusted with Holm-

Bonferroni corrections.

7.3.3.1 Findings

Participants interpreted Stylized-Toggle as an indicator of some form of choice and

preferred it over other candidates for conveying generic privacy choices. Consistent

with the preliminary testing, participants preferred Slash-Dollar for communicating

do-not-sell choices. The CCPA link text’s presence made participants more likely to

expect an icon to lead to do-not-sell choices.

Stylized-Toggle was interpreted as intended. Table E.3 provides common

interpretations of each icon when displayed without the CCPA link text. A Fisher’s

exact test showed significant differences between icons, when presented alone, in gen-

erating correct interpretations that align with the icon’s intended meaning (p<.001,

V=0.58). Pairwise comparisons found that Stylized-Toggle was more likely to be in-

terpreted correctly compared to other icons (all p<.001). Open-ended responses sug-

gested that Stylized-Toggle was primarily interpreted as an option to “accept/decline”
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Figure 7.4: The percentage of participants selecting for an icon that best conveys that
there’s an option to “tell websites ‘do not sell my personal information” ’ (blue); and
“make choices about the use of my personal information” (red) in the refined testing.

or “activate/deactivate” something. In contrast, the interpretations of other icons

were often misaligned with their intended meanings. DAA’s Privacy Rights icon con-

veyed an option to “get more information” but did not suggest a choice or opt-out.

Common interpretations of Slash-Dollar were “something is free or does not require

money” or “cash or American dollars were not accepted.” ID-Card was mostly inter-

preted as “something costs money.” Stop-Dollar was similarly associated with money

but not selling.

Clear icon preference for privacy choices and do-not-sell choices. As

shown in Figure 7.4, when the icons were colorized, participants exhibited a clear

preference for Stylized-Toggle to represent choices about the use of personal informa-

tion. 16.8% of participants explicitly stated that a toggle “with a checkmark and an

X in it” nicely conveyed choice. Similar to the preliminary testing, Slash-Dollar was

selected most frequently as the icon for conveying do-not-sell choices; ID-Card ranked

second (see Figure 7.4).

CCPA link text led to expectations of do-not-sell choices. A Chi-squared

test showed that participants who saw the CCPA link text were significantly more

likely to interpret the icon as its intended meaning (p<.001, ϕ=0.38). Of the 139
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participants who saw an icon with the CCPA link text, 43.2% (60) expected some

form of choice to stop websites from selling their personal information. 13.7% (19)

expected the ability to configure the types of personal information they could prevent

from being sold or entities to which information is sold. 31.7% (44) expected being

immediately opted out of the sale of personal information after clicking. There was no

significant difference between icons in creating any of these expectations, suggesting

that the link text impacted participants’ expectations rather than the icon. Notably,

the CCPA link text’s presence did not eliminate misconceptions, such as expecting a

different type of privacy choice (e.g., opting out of data collection on the website) or

interpreting the link text as a warning not to give out their personal information to

websites.

DAA’s AdChoices icon is still mostly unknown. Even though the DAA

launched its AdChoices icon in 2010, only 40 (14.3%) participants recalled seeing this

icon before. The most common expectation of the AdChoices icon was that it provided

more information about something, as indicated by 152 (54.3%) participants. Only

six participants expected it would lead them to choices related to targeted advertising.

Our results confirm Leon et al.’s 2011 findings that there is little recognition of the

AdChoices icon [294]—time and widespread adoption do not seem to have increased

consumer awareness of this icon.

7.4 Link Text Pre-Study

We developed and iteratively evaluated potential link texts to accompany our

icons and aid comprehension. In addition to the CCPA-mandated link text, which

was a possible candidate for conveying the do-not-sell controls, we also wanted to

brainstorm and test link texts for conveying generic privacy controls. We found

that “Privacy Choices” was the best candidate for conveying generic privacy controls

with few misconceptions, closely followed by “Privacy Options.” The CCPA link text
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• Do Not Sell My Personal Information • Privacy Options
• Do Not Sell My Info • Privacy Opt-Outs
• Don’t Sell My Info • Privacy Choices
• Do Not Sella • Personal Info Choices
• Don’t Sella • Personal Info Options
• Do-Not-Sell Choicesa • Personal Info Opt-Outs
• Do-Not-Sell Options • Do Not Sell My Info Choicesb

• Do-Not-Sell Opt-Outsa • Do Not Sell My Info Optionsb
a Preliminary link text testing only, b Refined link text testing only.

Table 7.2: Link texts tested in the link text pre-study.

variants performed well in conveying do-not-sell opt-outs but did not generalize to

other types of privacy controls.

7.4.1 Link Text Development

We generated link text candidates by identifying words or phrases corresponding

to the three icon concepts we focused on (choice, opting-out, and do-not-sell). During

our ideation, we observed that link texts could follow a pattern of two components: a

privacy-focused prefix and, optionally, a choice-focused suffix. We wanted to explore

whether the general prefix “privacy” or the more specific prefix “personal info” would

convey the type of choices more clearly. For the suffix, we hypothesized that the

broad terms “choices” and “options” would create different expectations compared to

“opt-out,” a more specific type of choice. We also included the two CCPA do-not-sell

opt-out texts [373] and their variants—including an abbreviated version (“Don’t Sell

My Info”) and versions emphasizing choice rather than information (e.g., “Do-Not-Sell

Choices”)—to control for confounds and explore potential alternatives to the CCPA

link texts.

Our initial set included 14 link texts revolving around six words or phrases: per-

sonal info/privacy/do-not-sell for the prefix and choices/options/opt-outs for the suf-

fix. After preliminary testing, we eliminated four with poor comprehension and added

two for further testing. Table 7.2 shows the full set of link texts we evaluated.
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7.4.2 Preliminary Link Text Testing

We tested the initial link text set using a similar protocol as the icon pre-study.

Based on the findings, we eliminated four candidates from subsequent testing and

added two more variants of the CCPA link texts.

Study protocol. We showed each participant one of the 14 candidate link texts

at random, styled as a hypertext link but non-clickable, without an icon or other

context. We asked participants to describe their expectations of what would happen

if they clicked on the link and interpretations of specific text components. Then, we

presented eight scenarios constructed from open-ended responses from the icon pre-

study and asked participants to rate the likelihood that clicking on the link would lead

to each scenario. Two scenarios were accurate expectations related to privacy notices

and choices, three were accurate expectations related to do-not-sell, and three were

misconceptions. Lastly, participants were asked to provide demographic information

and indicate their familiarity with the CCPA. We recruited 140 participants on MTurk

(roughly ten responses per condition) to have a diverse set of qualitative responses

for descriptive analysis. The average study completion time was 4.20 minutes, and

each participant received $1.00 (average $14.29/hour).

Data analysis. We coded participants’ open-ended responses using the same the-

matic analysis approach as in the icon pre-study (κ=0.89). The coded data was used

for descriptive analysis only, as our primary goal was to identify link texts with high

rates of misconceptions and eliminate them from further consideration.

Findings. Our preliminary testing of link texts suggested a more significant in-

fluence of the prefix, rather than the suffix, on expectations of what happens after

clicking the link. “Personal information” was understood as personally-identifiable

information, and its absence led to misconceptions about the word “sell.”
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“Personal information” was primarily interpreted as PII (personally

identifiable information). When asked to interpret the phrase “personal infor-

mation,” “personal info,” or “info,” 33 of the 57 participants (57.9%) who saw a corre-

sponding link text listed examples of PII, such as name and birthday. 11 participants

interpreted the phrase as demographic information, such as age or gender. In addi-

tion, nine participants thought it referred to their IP address or location, and another

nine believed it referred to cookies or past activities on the website or elsewhere.

“Sell” on its own was often misunderstood. Without an explicit reference

to personal information, participants struggled to identify the subject to which “sell”

referred. Among the 45 participants who saw one of the “do not sell” variants without

“personal information” or “my info,” 18 (40.0%) thought the sale referred to a physical

product. Four thought the sale was related to stocks or money, and five did not know

what the sale was about. Given that participants saw the link text with no further

context, it is not surprising that such misconceptions occurred.

7.4.3 Refined Link Text Testing

Our preliminary testing showed that link texts containing the word “sell” without

“info” did not convey privacy choices or do-not-sell choices well. Therefore, we elim-

inated four corresponding link texts from further testing but retained “Do-Not-Sell

Options,” which conveyed a control/choice related to personal information about as

frequently as “Privacy Opt-Outs” and “Personal Info Options.” In addition, we in-

cluded two new link texts (“Do Not Sell My Info Choices” and “Do Not Sell My Info

Options”) to assess how adding choice-related suffixes would affect the interpretation

of the CCPA-mandated link texts. We did not test “Do Not Sell My Info Opt-Outs,”

as our preliminary testing suggested “opt-outs” might be less intuitive than “choices”

or “options.”
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Study Protocol. We recruited 400 additional participants, roughly 33 per condi-

tion, to detect a medium effect size (0.3) with at least 80% power for our planned

statistical analysis comparing expectations generated by the candidate link texts. The

average study completion time was 4.1 minutes, and participants were compensated

$1.00 (average $14.63/hour). Since we used the same protocol and survey instrument,

we aggregated participant responses with those collected from the preliminary testing

for the analysis.

Data analysis. We followed the same qualitative data analysis approach as in pre-

vious studies; two authors coded 20% of the data (κ=0.81), and one author coded

the remainder. For this and the following studies, we structured the codebook hier-

archically by grouping codes into four categories (high-level codes) for category-level

analysis. Specifically, we labeled “yes” or “no” for whether a code conveyed (1) the

concept of choice, (2) the ability to opt out of the sale of personal information, (3)

the concept of privacy broadly, and (4) misconceptions.6 Three authors completed

the mapping for all codes together and resolved any disagreements. We then used the

values of these categorizations as the dependent variables in Pearson chi-square or

Fisher’s exact tests, with link text conditions as the independent variable. Pairwise

comparisons were Holm-Bonferroni corrected.

7.4.3.1 Findings

As seen in Figure 7.5, participants’ expectations significantly varied across link

texts. “Privacy Choices” created the least misconceptions. The CCPA link texts and

their variants successfully led to expectations of do-not-sell choices.

Link text suffix did not impact expectations of choices. 47.9% of partic-
6For example, the response “It would give you the option not to have your personal information

given, shared, or sold to someone else” was coded as “choices: do not sell.” For high-level categories,
the code was labeled as “yes” for conveying choice and do-not-sell, and “no” for conveying privacy or
a misconception.
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ipants expected to see some form of choices, including those related to privacy and

do-not-sell. As seen in Figure 7.5, there was a significant overall difference between

conditions (p<.001, V=0.27). Pairwise comparisons revealed that the only significant

difference was between “Privacy Options” and “Do-Not-Sell Options” (p=.04); 67.6%

and 25.0% of participants in those conditions expressed expectations of choices, re-

spectively. The choice-related suffixes (i.e., “choices,” “options,” or “opt-outs”) did

not appear to impact participant expectations of choices, given the small differences

between link texts with the same privacy-related prefix.

CCPA link text variants led to expectations of do-not-sell choices but

did not generalize. As seen in Figure 7.5, there was a significant difference between

conditions in generating expectations of do-not-sell choices (p<.001, V=0.34), or

something more broadly related to privacy (p<.001, V=0.42). Link texts beginning

with “Do Not Sell” most often led to expectations of do-not-sell choices, with “Do Not

Sell My Info Choices” performing significantly better than “Personal Info Options”

(p=.005), “Privacy Options” (p=.008), and “Privacy Choices” (p=.04) in this regard.

35.0% of participants who saw “Do Not Sell My Info Choices” expected do-not-sell

choices, whereas no participants who saw “Personal Info Options” or “Privacy Options”

expressed the same expectation. However, link texts beginning with “Do Not Sell”

did not effectively convey broader privacy-related information or options. “Privacy

Options,” “Privacy Choices,” and “Privacy Opt-Outs” were all significantly better than

“Do-Not-Sell Options” (all p<.001), “Do Not Sell My Info Choices” (.0003 < p < .012),

“Don’t Sell My Info” (.001 < p < .04), and “Do Not Sell My Info” (.002 < p < .05) for

this purpose. 67.1% of participants who saw a “Privacy” prefixed link text described

a privacy-related expectation, compared to 21.4% who saw a “Do Not Sell” prefixed

link text.

“Privacy Choices” generated the least misconceptions. As seen in Fig-

ure 7.5, the distribution of misconceptions were not even across conditions (p<.001,
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V=0.39). Pairwise comparisons revealed that “Privacy Choices” created significantly

fewer misconceptions than “ ‘Do Not Sell My Info” (p=.04). Among the 63 partic-

ipants who saw one of the link texts beginning with “Do Not Sell,” some thought

the link would lead to phishing/malware risks (16), investment advice (8), the site’s

policy on selling items (8), and ads for privacy products or other services (6).

Some link texts might apply to both privacy choices and do-not-sell

choices. In examining participants’ Likert responses to the predefined scenarios,

five link texts were rated as “definitely” or “probably” likely to lead to choices about

how personal information is used and shared by over three-quarters of participants.

Among them, “Personal info Choices,” “Privacy Opt-Outs,” “Do Not Sell My info

Options,” and “Privacy Options” were also among the top five link texts rated as

“definitely” or “probably” likely to lead to the scenario describing choices about the

sale of personal information. This finding suggests that these four link texts had

the potential to convey both generic privacy choices and do-not-sell choices relatively

well.

7.5 Icon-Text Combinations Evaluation

Our pre-studies suggested a need for combining icons with link texts, consistent

with prior research and recommendations [153, 580]. Icons alone do not necessarily

translate to correct expectations even with a certain degree of familiarity [243, 428],

as reflected by our findings on DAA’s AdChoices icon. Similarly, link text alone

might not stand out, but pairing the two together can attract user attention and

aid comprehension [225]. We conducted a large-scale evaluation to find icon-text

combinations that accurately convey privacy choices and do-not-sell choices.
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7.5.1 Method

For icons, we selected Stylized-Toggle and Slash-Dollar since they were the most

preferred for indicating privacy choices and do-not-sell choices respectively. We also

included DAA’s Privacy Rights icon because of its potential for widespread adop-

tion by DAA member companies. For link texts, we selected “Privacy Options” and

“Privacy Choices” since they best generated expectations of choices/controls and ex-

pectations related to privacy (see Figure 7.5). We also included the two CCPA-

mandated link texts since they conveyed do-not-sell choices well. We did not include

any variants of the CCPA link texts since the choice-related suffix did not influence

participant expectations. Additionally, we included “Personal Info Choices” since Lik-

ert responses to predefined scenarios suggested it worked well to communicate both

do-not-sell choices and broader privacy controls.

Study protocol. To measure to what extent icons and link texts interact with each

other in shaping participant expectations, we used a nearly full-factorial experimen-

tal design including four icon conditions and six link text conditions (23 conditions

in total). The four icon conditions were DAA’s Privacy Rights icon, Slash-Dollar,

Stylized-Toggle, and no icon. The six link text conditions were “Do Not Sell My

Personal Information,” “Do Not Sell My Info,” “Privacy Choices,” “Privacy Options,”

“Personal Info Choices,” and no link text. We excluded the combination of no icon

and no link text since participants would not see any information. Our examination of

icon-text combinations was exploratory—even though the pre-studies indicated that

some icons and link texts perform better than others for certain purposes, interaction

effects might exist between the icon and text, making it difficult to generate specific

hypotheses.

We followed a between-subjects design, showing each participant an icon-text

combination at random. While we presented icons and link texts with no context in
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Figure 7.6: Icon and link text presented on a fictitious online shoe retailer webpage
used in the icon-text combination evaluation. The icon and link text were highlighted
with an orange rectangle to attract participants’ attention. Shown is the condition
combining Stylized-Toggle (icon) and “Privacy Options” (link text).

the pre-studies, here we showed the icon and link text together on a fictitious online

shoe retailer website (see Figure 7.6) to emulate how consumers might encounter them

in the wild. We modified the eight scenarios for Likert questions based on common

expectations uncovered in the link text pre-study; two were correct expectations, two

were semi-correct expectations, and the rest were misconceptions about unwanted

outcomes. We recruited 1,468 MTurk participants (roughly 64 per condition) based

on heuristics that would allow us to run planned regressions [390]. The average study

completion time was 4.55 minutes, and participants were compensated $1.00 (average

$13.19/hour).

Data analysis. We followed the same qualitative analysis approach as in the link

text pre-study (κ=0.83) before using the data for quantification.7 We coded partic-
7There was little diversity in responses to the question regarding the meaning of “sell” in the link

text. Thus, we used percentage agreement rather than Cohen’s κ to measure inter-coder reliability
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ipants’ responses about expectations to identify common themes, then categorized

individual codes based on whether they convey the idea of choice, do-not-sell choices,

privacy broadly, or misconceptions. We then ran logistic regressions using these high-

level code categories as the dependent variable, the icon-text combination condition

as the main independent variable, and participant demographics as control indepen-

dent variables. We ran additional logistic regressions with the same independent

variables on a binary variable that represented participants’ expected likelihood of

each predefined scenario.8 We applied Holm-Bonferroni corrections to p-values in all

regressions since we conducted multiple tests without preplanned hypotheses [32].

Detailed regression results are provided in Tables E.4 and E.5.

7.5.2 Findings

We found significant differences between icon-text conditions in creating expecta-

tions of privacy choices or do-not-sell choices; link texts impacted participant expec-

tations more than icons in this regard. Furthermore, Slash-Dollar and “Personal Info

Choices” generated more misconceptions than the other icons or link texts.

Conveying privacy choices. Regressions of participants’ categorized open-

ended expectations (Table E.4) compared how well different icon-text combinations

conveyed the concepts of choice (e.g., “My choices would pop up on the screen”)

and privacy (e.g., “It will enable a more private experience”). Compared to Toggle-

Privacy Options as the baseline, combinations including the “Privacy Options” or

“Privacy Choices” link text, as well as Stylized-Toggle by itself, performed similarly in

generating privacy-related expectations; participants in all other combinations were

significantly less likely to expect something related to privacy (0.005<OR<0.13, all

p<.001). Furthermore, participants were significantly less likely to expect some form

and ensured the percentage agreement was at least 75%.
8“Definitely” and “probably” were coded as “expected” (expecting the scenario would happen).

The other answer options were coded as “unexpected.”
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of choice when seeing the link text “Personal Info Choices” without Stylized-Toggle,

or DAA/Dollar without an accompanying link text (0.03<OR<0.27, .001<p<.03).

Figure 7.7a shows participants’ Likert responses to the generic privacy choice sce-

nario. Overall, Toggle-Privacy Options was the best candidate for conveying “choices

about how personal information is used or shared”: 93.4% of participants who saw

this combination thought they would definitely or probably be led to privacy choices.

Regressions of Likert responses (Table E.5) further showed that participants were

significantly more likely to expect privacy choices when seeing Toggle-Privacy Op-

tions, compared to Toggle-Do Not Sell My Personal Information, Slash-Dollar icon

alone, and DAA icon alone (.03<OR<.17, .001<p<.009). However, the differences

between Toggle-Privacy Options and other conditions with “Privacy Options” as the

link text were minimal and not significant in regressions. Most combinations involving

the “Privacy Options” and “Privacy Choices” link texts effectively conveyed privacy

choices.

Conveying do-not-sell choices. Regressions of participants’ categorized open-

ended expectations indicated that the two CCPA-mandated link texts significantly

outperformed other link texts in creating the expectation of do-not-sell choices (e.g.,“It

would let you opt out of them selling your information”). Relative to “Do Not Sell My

Personal Information” with no icon, all conditions with the link texts “Privacy Op-

tions,” “Personal Info Choices,” and “Privacy Choices” performed significantly worse in

generating expectations of do-not-sell choices (0.01<OR<0.13, all p<=.001). There

were no significant differences between “Do Not Sell My Personal Information” or “Do

Not Sell My Info” in this regard.

Figure 7.7b shows participants’ Likert responses to the do-not-sell choices scenario.

The three conditions with the highest percentage of definitely/probably responses all

included one of the CCPA link texts: No Icon-Do Not Sell My Info (82.1%), DAA-

Do Not Sell My Info (70.5%), and No Icon-Do Not Sell My Personal Information
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Figure 7.7: Distribution of Likert responses across conditions in icon-text combina-
tions evaluation.
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(67.8%). Regressions on Likert responses further showed that No Icon-Do Not Sell

My Personal Information performed significantly better than the DAA (OR=0.06,

p<.001) and Slash-Dollar icons alone (OR=0.28, p=.04) in conveying do-not-sell

choices, suggesting effectiveness of the CCPA link texts in this regard.

Stylized-Toggle was occasionally perceived as an actual control button.

While Toggle-Privacy Options conveyed privacy choices well and the two CCPA man-

dated link texts conveyed do-not-sell choices well, putting Stylized-Toggle next to the

CCPA link texts led to an unintended consequence. 40.0% of participants who saw

Toggle-Do Not Sell My Personal Information expected that clicking on them would

definitely or probably “give the website permission to sell my personal information.”

Stylized-Toggle significantly increased the likelihood of this misconception compared

to no icon (OR=5.25, p=.02) when combined with the “Do Not Sell My Personal

Information” link text. This suggests that participants might perceive Stylized-Toggle

as an actual control switch for the sale of one’s personal information on the website

when the icon was next to the CCPA link texts. However, we did not observe a simi-

lar pattern in participants’ open-ended expectations—this expectation only emerged

when we explicitly asked participants whether clicking the icon would give the website

permission to sell their personal information, indicating a potential priming effect.

Misconceptions with Slash-Dollar icon and “Personal Info Choices.” Re-

gressions of participants’ categorized open-ended expectations revealed that Slash-

Dollar without a link text significantly increased the likelihood of misconceptions

relative to Toggle-Privacy Options (OR=67.2, p<.001). Among the 371 participants

who saw Slash-Dollar, 33 (8.9%) expressed expectations of payment options, partic-

ularly related to secure or encrypted payment (e.g., “It would present your rights to

pay through secure links”). These findings indicate that the Slash-Dollar icon, even

when paired with a link text, might be too suggestive of payment, transaction, or

other financial concepts that do not concern personal information.
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Figure 7.8: Our stylized toggle, OAG’s proposed opt-out button, its variant, and the
iOS switch button.

Also relative to Toggle-Privacy Options, all conditions with “Personal Info Choices”

increased the likelihood of misconceptions (11.9<OR<18.1, .005<p<.04). Only 42.0%

of participants who saw “Personal Info Choices” accurately interpreted choices as con-

trols related to the collection, processing, and sharing of their personal data or broader

privacy choices, compared to 66.5% of those who saw “Privacy Choices.” Misinter-

pretations of choices most frequently included profile settings related to purchasing

shoes (16.7%; e.g., “Probably it would let you input your shoe size, height, favorite

styles, etc. for a more customized look”). Other misconceptions included that the

link would lead to choices about shoe styles or sizes available on the website (13.1%)

and choices related to payment methods (1.6%). The remaining participants were

either unsure about or did not specify the types of choices they expected.

7.6 OAG Icon Evaluation

In February 2020, the California OAG released the first set of modifications to

the CCPA regulations [376] after we had shared our results with them. The proposed

modifications included an opt-out icon (CalAG-Toggle) that was similar, but not

identical to our Stylized-Toggle icon (see Figure 7.8).

Our icon-text combinations evaluation suggested that Stylized-Toggle might occa-

sionally be perceived as an actual control switch rather than an icon when paired with

the CCPA-mandated link texts. We were concerned that CalAG-Toggle would make

this misconception even more likely for two reasons. First, CalAG-Toggle closely re-

sembled the toggle switch in iOS (see Figure 7.8). By contrast, Stylized-Toggle used a
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checkmark and “X” to visually convey the availability of options and a dividing line to

differentiate it from a real toggle control. Second, CalAG-Toggle being in red created

a potentially confusing double negative when paired with “Do Not Sell My Personal

Information.” One could interpret it as either “my data is currently being sold” (be-

cause red indicates the setting “Do Not Sell My Personal Information” being off), or

“my data is currently not being sold” (because red indicates the sale of personal infor-

mation is prohibited). In contrast, Stylized-Toggle used blue, a neutral color that does

not convey a particular state. We conducted a follow-up study to examine whether

the style and color of CalAG-Toggle might diminish icon comprehension compared to

Stylized-Toggle.

7.6.1 Method

We used the method already employed in our icon-text combinations evaluation

to test the OAG’s proposed icon.

Study protocol. To understand to what extent icon style and color jointly shape

participant interpretations, we implemented a full factorial design that included two

color conditions (red and blue) and three style conditions (six conditions total). In

addition to Stylized-Toggle and CalAG-Toggle, we created a third style condition,

CalAGX-Toggle (see Figure 7.8), which seeks to improve the visual aesthetics of

CalAG-Toggle by enlarging the “X” to make it visually equivalent to the circle.

As before, we used a between-subjects design, showing participants one of the

six icons at random next to “Do Not Sell My Personal Information” on a fictitious

online shoe retailer website. In addition to their open-ended expectations, we asked

participants about the likelihood of eight scenarios occurring as a 5-point Likert item.

To understand whether participants viewed the toggle as an actual control switch,

we included two misconception scenarios: clicking the toggle will immediately change
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the setting. We recruited 421 MTurk participants (roughly 70 per condition) for this

study based on heuristics for running our planned regressions [390]. The average

study completion time was 4.6 minutes, and participants were compensated $1.00

(average $13.04/hour).

Data analysis. We used the same approach in our previous studies to analyze

qualitative data (κ=0.90). Additionally, we grouped codes into high-level categories as

to whether the code conveyed (1) any misconceptions or (2) the icon was perceived as

an actual control switch. We then ran logistic regressions on these coded expectations

and Likert responses (converted into a binary variable) to scenarios. We treated the

interaction term [96] between icon color and style as the key independent variable and

participant demographics as the control independent variables.9 Detailed regression

results are provided in Tables E.6 and E.7. We did not apply corrections to p-values

since we ran a small number (2) of regressions with preplanned hypotheses (i.e.,

Stylized-Toggle would perform better than CalAG/CalAGX-Toggles) [32].

7.6.2 Findings

We found that Stylized-Toggle better conveyed do-not-sell choices than OAG’s

proposed opt-out icon and its variant with fewer toggle-related misconceptions. The

icon’s color (red or blue) did not significantly alter participant expectations in most

cases.

Stylized-Toggle better created expectations of do-not-sell choices. Fig-

ure 7.9 shows expectations of what would happen after clicking an icon. The most

frequent expectation regarding Stylized-Toggle (29, 21.2%) was to be directed to a

page with choices about the sale of personal information, a correct and desired inter-
9Following statistical analysis guidelines [430], for any model in which the interaction effect be-

tween style and color was not significant, we compared its performance with another model without
the interaction term (i.e., style and color were examined in isolation as main effects). If the “inter-
action model” provided a much better fit to the data than the “main effect only model,” we report
results from the first model; otherwise, we report results from the latter model.
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Figure 7.9: Common expectations of what would happen after clicking based on open-
ended responses in conditions with Stylized-Toggle (n=137), CalAG-Toggle (n=134)
and CalAGX-Toggle (n=132).

pretation according to the CCPA [373]. This expectation, however, was mentioned

much less often in conditions involving CalAG-Toggle (16, 11.9%) and CalAGX-Toggle

(10, 7.6%). The regression results on Likert responses to the do-not-sell choices sce-

nario confirmed the significant differences: participants who saw Stylized-Toggle were

significantly more likely to expect “it will lead me to a page where I can choose

whether or not the website can sell my personal information” compared to CalAG-

Toggle (OR=0.40, p<.001) and CalAGX-Toggle (OR=0.41, p=.001).

Stylized-Toggle led to fewer toggle-related misconceptions. Regressions

on participants’ categorized open-ended expectations revealed that CalAG-Toggle and

CalAGX-Toggle were significantly more likely to generate misconceptions compared

to Stylized-Toggle (OR=2.3, OR=2.4; both p=.003). Example misconceptions include

perceiving the toggle icon as an actual switch, expecting a negative outcome (e.g.,

more tracking), or believing that nothing would happen. Specifically, participants
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who saw CalAG-Toggle and CalAGX-Toggle were significantly more likely to perceive

the toggle as an actual control switch compared to Stylized-Toggle (OR=2.4, p=.003;

OR=2.4, p=.004). A participant quote that conveyed this misconception is, “It would

change between red and green depending on if I wanted to allow it.”

As shown in Figure 7.9, the most frequent expectation in conditions involving

CalAG-Toggle (38, 28.4%) and CalAGX-Toggle (30, 22.7%) was that the icon was an

actual toggle switch currently set to “Do Not Sell My Personal Information”— clicking

would give the website permission to sell the user’s personal information, which is the

opposite of the intended meaning. Users with this notion might avoid clicking the

icon or link text for fear of losing their privacy and thus lose the opportunity to

exercise the do-not-sell opt-out. In contrast, only 10 (7.3%) participants who saw

Stylized-Toggle mentioned this misconception.

Another misconception that occurred for all three icon styles (9, 6.6% for Stylized-

Toggle; 8, 6.0% for CalAG-Toggle and 12, 9.1% for CalAGX-Toggle) was that the

website is currently selling the user’s personal information, and that clicking the toggle

would stop it. Participants who held this misconception understood the icon’s purpose

but misinterpreted the icon’s functionality—according to the CCPA [373], the icon

should take users to respective settings but is unlikely to result in immediate changes.

Regressions on the Likert responses for the respective scenario revealed interaction

effects between toggle style and color; Stylized-Toggle in blue significantly decreased

the likelihood of this misconception compared to Stylized-Toggle in red (OR=2.78,

p=.006) and CalAGX-Toggle in blue (OR=2.75, p=.009). This misconception is not

particularly problematic as it is less likely to discourage users from clicking. However,

a privacy choice icon should ideally communicate its intention and function accurately.
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7.7 Discussion

Our findings provide insights into the design and effectiveness of icons and link text

in conveying privacy choices. Below we discuss our study’s limitations and outline

implications for design practice and privacy regulations.

Limitations. Our research has several limitations. First, we recruited all partici-

pants from MTurk, and they were more educated and tech-savvy than the US general

population. Nonetheless, prior work has shown that MTurkers are more demographi-

cally diverse than student samples [44] and that they offer similar responses to security

and privacy surveys as traditional participant pools [413]. Second, our experiments

focused on one application scenario (a fictitious online shoe retailer), which might

have primed participants (e.g., to associate the dollar sign with payment and “sell”

with shoe discounts). That noted, participants’ responses for our best-performing

icons/link texts did not indicate that the website context affected their interpreta-

tions. Third, we measured the perception and comprehension of the icon/text by

presenting them in a static screenshot; we did not measure whether participants

would notice the icon/text on their own or how they would interact with the pro-

vided choices, as that was not the focus of this study. Fourth, we did not investigate

accessibility issues or evaluate the use of icons with screen readers. Lastly, we did

not directly compare our privacy choice icons with icons focusing on different privacy-

related aspects (e.g., those that seek to visualize the concept of privacy itself or specific

data practices [428]), which could be a direction for future work.

Icons for privacy choices should be rooted in simple and familiar concepts.

Stylized-Toggle was participants’ favorite privacy choice icon in the pre-study and

performed best in conveying privacy choices when paired with “Privacy Options” in

the icon-text combinations evaluation. Stylized-Toggle adopts a minimalistic design
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and conveys the notion of choice using a toggle — a familiar and common UI element

representing the ability to make selections [35]. Nonetheless, the OAG icon evalua-

tion shows the importance of an icon taking inspirations from rather than copying

other familiar UI elements to convey the intended concept without creating confu-

sion. Conversely, the icons that were comprehended poorly and thus excluded after

the icon pre-study either attempted to convey a more abstract concept (e.g., the three

icons that intended to convey ‘ ‘opt out”) or appeared too complicated as they com-

bined multiple concepts (e.g., ID-Card and Profile combined elements representing

“do not,” “personal information,” and “money/selling”).

Our findings suggest that an icon for privacy choices should focus on a simple and

familiar concept, like choice, instead of abstract or complex concepts. For the same

reason, we hypothesize that a choice-focused icon would work better than an icon

attempting to convey “privacy” in indicating privacy choices. Future work is needed

to validate this hypothesis, as we did not test privacy-focused icons. While prior work

has proposed graphical representations of privacy—such as sunglasses, keyholes, locks,

and cameras—users’ mental models of privacy are diverse and nuanced [369]. Instead,

we highlighted the notion of choice through the icon and used the word “privacy” in

the accompanying text. As our findings show, this effectively clarified the type of

choice the icon represents.

Icons should be accompanied by link texts. In line with prior work suggesting

that icons and text information should appear in conjunction [141, 437], our findings

show that link text has a significant impact on the icon’s comprehension. Partic-

ipants who saw an icon without a link text exhibited more misconceptions. Even

when participants correctly recognized the concept of choice, payment, or stopping,

they often failed to connect those concepts to personal information without a text

description. In our icon-text combinations evaluation, conditions without link text
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performed comparatively worse. These findings suggest the importance of placing a

descriptive link text next to an icon to aid comprehension and reduce misconceptions.

This does not undermine the merits of icons: they still complement and reinforce a

text description with a visual depiction, which aids recognition [225], enables textual

descriptions to be more concise [153], and conveys concepts across language barri-

ers [428]. Any icon should come with a text description when first introduced. Once

it has been broadly adopted, further testing is needed to evaluate whether the text

description can be removed.

Usability issues of the AdChoices icon persist despite wide adoption. Even

though thousands of companies have adopted DAA’s AdChoices icon, our participants

struggled to recognize or interpret it accurately. In the icon pre-study, only 14% of

participants recalled seeing the icon before, and even fewer correctly associated it

with advertising choices. This finding echoes prior work conducted nearly a decade

ago [294, 537] and shows that comprehension of this icon has not improved much

since then. Coloring the AdChoices icon in green—as done by DAA’s Privacy Rights

icon—did not improve comprehension either. Most participants thought of “more

information” upon seeing the lowercase “i” and perceived the triangle shape as an au-

dio/video play button. Icons have the potential to acquire a universal communicative

power after being used over time, even when their constitutive elements may not be

intuitive, as demonstrated by the gear icon for settings [460] or the three arrow trian-

gle for recycling [253]. However, our findings suggest that this is not the case for the

two DAA icons, as our participants rarely associated them with privacy, do-not-sell, or

other types of choices. Rather than adopting a problematic icon and expecting users

will understand it over time, our findings demonstrate the importance of evaluating

initial icon designs with user testing to ensure the icon is comprehensible.
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Privacy choice indicators are only one component of usable privacy choices.

Prior work has shown that users struggle to find privacy choices on websites [197, 198].

Our research seeks to help users with this discovery problem. Our proposed icon-text

combinations could serve as gateways leading users to website privacy choices, espe-

cially if a standard mechanism were to be adopted and used consistently. Nevertheless,

privacy choice indicators alone are insufficient. Designing indicators to help users lo-

cate privacy choices is only the first step in improving end-to-end interactions with

those choices. The indicators have to compete with many other UI elements for users’

attention, and they still place the burden of accessing, learning, and exercising privacy

choices on users [100, 269]. Therefore, the interfaces after clicking on an icon/link text

should be designed to minimize user effort. For instance, a web form for the CCPA

do-not-sell opt-out could provide a conspicuous global “opt out” option on top, with

more granular options presented below [155]. For a more substantial reduction in

user burden, privacy choice indicators should be part of automated mechanisms [39],

such as APIs that allow users to control privacy settings across websites in their web

browsers, or personalized privacy assistants that learn users’ privacy preferences and

semi-automatically configure settings for them [88, 302].

Incorporate user testing into the policy-making process. Researchers have

argued that privacy interfaces should be developed through a user-centric and iter-

ative design process involving user testing at early stages [437, 438]. Unfortunately,

most existing privacy laws do not emphasize usability or include vague requirements

for presenting privacy choices in UI design. For instance, the FTC advocates that any

privacy notice or choice must be “clear and prominently displayed” [554] but does not

provide specific guidance on achieving this [499]. By contrast, US financial institu-

tions’ widely adopted model privacy notice was the product of an iterative design and

testing process [498]. Another positive example is the guidance for GDPR compliance
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from the United Kingdom Information Commissioner’s Office [240], which included

visual examples to illustrate what constitutes valid consent. The OAG’s consideration

of our research in the CCPA rule-making process further demonstrates that incorpo-

rating user-tested privacy interfaces into privacy laws is both necessary and feasible.

The OAG removed their proposed opt-out icon from the CCPA regulations [375] after

we shared our findings with them about how their icon could generate critical mis-

conceptions. Subsequently, the fourth set of modifications to the CCPA regulations

recommended businesses use our blue stylized toggle icon to convey the presence of

do-not-sell opt-outs [377].

Mandate unified privacy choices indicators. Even though the CCPA has an

optional icon for conveying do-not-sell opt-outs [377], we consider it unrealistic and

inefficient for privacy laws to require a specific icon or UI element for each privacy

choice that businesses might offer, voluntarily or to comply with regulations. A web

page with many different indicators is likely to confuse or overwhelm consumers [275].

Instead, mandating a standardized privacy choices indicator that directs users to all

privacy choices in one place (e.g., a centralized privacy dashboard, account settings,

or dedicated privacy choices page) would provide numerous benefits. For lawmakers,

this approach is more economical than the significant time and resources required

to develop, test, and oversee the enforcement of individual privacy choice indicators.

Consumers would also appreciate a consistent and thus learnable path to navigate

and exercise privacy choices [366]. Our research shows that Stylized-Toggle paired

with the link text “Privacy Options” could be a good candidate for such a unified

privacy choices indicator.

User-tested icons should be paired with public outreach and education.

User testing can identify poor privacy choice indicators with comprehension issues,

such as DAA’s icon or the OAG’s proposed icon [376], that would require significantly
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more effort in consumer education. However, even for icons that have undergone rig-

orous testing, consumer education is still needed to raise awareness, communicate the

icon’s purpose, and dispel misconceptions. In our research, even the best-performing

Stylized-Toggle icon generated misconceptions occasionally. We find little documenta-

tion on associated education or public outreach efforts for most existing privacy icons.

While there have been education campaigns for the AdChoices icon in the US and Eu-

rope [493, 519], consumer awareness remains low, as we and others have found [537].

Whether this is due to ineffective messaging or insufficient reach is unclear. We sug-

gest that effective education campaigns for new privacy choice icons should address

the misconceptions uncovered in initial user testing, create an active and engaging

learning experience [277], and possibly use personalized education content tailoring

toward individual users’ characteristics [392, 561].
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CHAPTER VIII

Computer Security Customer Support for Survivors

of Intimate Partner Violence1

The study presented in Chapter VII illuminates how to increase the adoption

of privacy controls—as a specific type of online privacy-protective behaviors—for

an average consumer who is motivated to protect their privacy. Nonetheless, prior

work on intersectionality [101] and intersectional HCI [442] has illuminated that the

concept of an “average” consumer itself is problematic, as it might leave out the needs

and preferences of marginalized individuals across gender, race, class, and all sorts of

other identities. When it comes to privacy-protective behaviors, specific individuals,

groups, or communities face more consequential ramifications for privacy loss, and

they may already opt out of such protective behaviors for valid reasons. For example,

using real names is a norm on many social networking sites. Yet for racial minorities

and low-income individuals, this can result in threats of harassment [513] or self-

censoring reinforcing racist and sexist notions of appropriate behavior [401]. While

surveillance videos and facial recognition technology can be framed as privacy invasion

to all data subjects involved, it creates disproportionate harm to immigrants when

police use such systems for targeting and deportation [192]. To move toward a safer,
1This chapter is based on: Yixin Zou, Allison McDonald, Julia Narakornpichit, Nicola Dell,

Thomas Ristenpart, Kevin Roundy, Florian Schaub, & Acar Tamersoy. 2021. The Role of Computer
Security Customer Support in Helping Survivors of Intimate Partner Violence. In 30th USENIX
Security Symposium (USENIX Security ’21) (pp. 429–446). [601]
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more accessible, and more equitable digital future, we must consider and center the

needs of marginalized and otherwise vulnerable communities in developing privacy

tools and advice on protective strategies [334, 461].

In this chapter, I present how to reimagine computer security customer support

as a novel approach to helping survivors of intimate partner violence (IPV) as a spe-

cific at-risk population [325]. Prior research has demonstrated how to support IPV

survivors via couples therapists, online resources, peer support networks, computer

security clinics, and more [31, 42, 140, 166, 212, 358, 521]. Beyond these approaches,

we see the promise of involving customer support agents at computer security com-

panies in this support ecosystem for several reasons. Customers turn to these agents

for a wide range of security-related problems beyond products [447], making them

a possible point of contact for survivors experiencing tech-enabled IPV. Computer

security companies also provide products that can catch spyware or warn users about

data leaks, meaning that support agents can offer timely and impactful tech assis-

tance when contacted by a survivor. Additionally, several leading computer security

companies have expressed interest in supporting IPV survivors [479]. Despite these

potentials, any targeted help customer support offers to IPV survivors should be

carefully designed considering that inappropriate responses may re-traumatize sur-

vivors [308] or even escalate violence as the abuser seeks to regain control [595]. We

investigate the opportunities and challenges for computer security customer support

to help IPV survivors via three steps:

1. To discover if customer support agents already encountered IPV cases, we searched

customer support cases at a large computer security company. Our search surfaced

at least 53 tech-enabled IPV cases. In these cases, survivors described the attacks’

severity and resulting distress; support agents typically focused on technical solu-

tions without expressing empathy or awareness of IPV.

2. Having established that support agents encounter tech-enabled IPV cases, we ex-
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plore how customer support could better serve IPV survivors by engaging 17 IPV

professionals from five support organizations in focus groups. IPV professionals

provided numerous suggestions, such as using trauma-informed language, avoiding

promises to solve problems, and making referrals to external resources for support

beyond the immediate technical issue.

3. To gauge the practicality of IPV professionals’ recommendations, we conducted

focus groups with 11 customer support practitioners from four major computer

security companies. These practitioners agreed on the importance of training

agents for IPV cases while noting challenges for implementation, such as frontline

agents’ limited capacity and uncertainty in identifying whether a customer may

need IPV-related help.

Chapter 7.3 shows how the design of privacy icons could be informed by input

elicited from consumers directly. This study presents a complementary approach—

we did not engage with survivors directly in the research because doing so might

cause unnecessary traumatization by requiring survivors to remember and recount

traumatic events, and because we have identified stakeholders who have in-depth

knowledge of their situations and can provide relevant insights for answering our re-

search questions. The process described above enabled us to synthesize stakeholders’

insights into novel recommendations that both cater to the needs of IPV survivors

and consider the real-world constraints of customer support. By reflecting on common

ground and conflicting viewpoints between IPV professionals and support practition-

ers, we identify a path forward for computer security companies to better address

tech-enabled IPV in customer support. Computer security companies should train

their support agents to be aware of IPV, the limitations of security software in com-

bating IPV, and when and how to provide additional help. Tracking the frequency

and nature of relevant cases would help companies assess their current practices, co-

ordinate efforts between agents, and help larger companies determine whether more
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costly initiatives (e.g., a specialized team) are worth pursuing. We further note the

opportunity for computer security companies and IPV professionals to join forces in

helping IPV survivors combat tech-enabled abuse.

8.1 Background

Intimate partner violence (IPV)—abuse or aggression that occurs in a roman-

tic relationship [74]—is a pervasive societal phenomenon that causes physical and

psychological harm to victims [399]. In the US, nearly 20 people per minute are

physically abused by an intimate partner, which equates to more than 10 million

abuse victims annually [509]. A growing body of literature on tech-enabled IPV has

documented the many ways abusers maliciously use technology [165, 167, 215, 291,

292, 296, 305, 478, 585] and how IPV survivors struggle to protect their privacy and

security [122, 127, 168, 325]. The complex socio-technical and relational factors due

to the intimacy of the relationship differentiate tech-enabled IPV from abuse in other

contexts such as online harassment [513], doxxing [541], and cyberbullying [569].

Malicious apps in IPV. One way that tech-enabled IPV occurs is through surveil-

lance apps installed on survivors’ devices [76, 168, 209, 325]. mSpy, one of the largest

spyware vendors, allegedly had around two million users as of 2014 [95]. In Nor-

tonLifeLock’s 2020 survey, 10% of respondents admitted using an app to monitor a

former or current partner’s messages, calls, emails, or photos [518].

Most spyware apps are, in fact, dual-use, i.e., they have a legitimate purpose (e.g.,

“Find My Phone” for anti-theft) but can be repurposed for spying on an intimate

partner [76]. Growing awareness of the spyware problem has motivated improved

detection features and related research [164, 431]. Security companies have also joined

forces with one another and with IPV advocacy groups through the Coalition Against

Stalkerware [97]. Regulators are also strengthening their oversight of spyware, such
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as the FTC’s settlement with Retina-X in 2019 [504].

Protecting survivors against tech-enabled IPV. Survivors of technology-enabled

intimate partner violence face unique threats and challenges in protecting their digital

privacy and security. Survivors may still share residences, parental responsibilities,

and social networks with their abusers, meaning that abusers could have physical

access to the survivor and their devices while possessing an intimate knowledge of the

survivor’s routines and preferences [168, 291]. Using privacy controls to block abusers

on social media or phones could escalate the abuse from online harassment to physical

violence [167, 168]. Stopping using specific technologies could improve the survivor’s

privacy but simultaneously prevents evidence collection for legal procedures [168].

In addition to spyware detection, prior work has proposed apps that help IPV

survivors erase their browser history [140], record evidence of abuse [31], and en-

gage in safety planning [358]. However, few of these efforts have led to practical

and widely-used solutions. Support organizations such as the National Network to

End Domestic Violence (NNEDV) [517] and Safe Horizon [224] have provided tech-

focused resources for survivors. Still, these resources are often outdated or lack

detailed guidance [168]. Computer security clinics are a recent approach for help-

ing IPV survivors through one-on-one consultations with trained technologists, who

analyze survivors’ digital assets and provide personalized advice on resisting tech-

enabled attacks [84, 191]. However, these clinics currently have limited geographic

reach and predominantly serve survivors who have already physically separated from

their abusive partners [166, 212]. Our focus—computer security companies’ customer

support—has the potential to reach a broader audience, but this approach requires

careful attention to the nuances and unique risks in IPV so as not to inadvertently

exacerbate harm.

182



Customer support. Customer support exists in many companies to provide infor-

mation and assistance for products or services [161], with a crucial role in strength-

ening customer engagement and increasing revenue [125, 179, 182]. According to the

SERVQUAL measurement [384], the quality of customer support is evaluated by its

reliability, assurance, tangibles, empathy, and responsiveness [384]. To create a pos-

itive experience, support agents need to make customers feel heard, respected, and

appreciated [34]. For customer support in information technology in particular, agents

tend to be technical thinkers with limited soft skills, so it is critical to train agents to

use phrases that build rapport, show empathy, and communicate effectively [571]. We

investigate how computer security customer support might better support customers

experiencing tech-enabled IPV.

Interacting with IPV survivors. Training materials for IPV professionals [89,

367] point to specific considerations needed in interacting with IPV survivors be-

yond demonstrating empathy and good communication skills. These materials typ-

ically explain what domestic violence means, who the perpetrators are, and how to

provide support such as safety planning, education, advocacy, and referrals. Some

materials further emphasize empowerment —supporting survivors in finding their in-

ner strength [271], and trauma-informed communication —taking into account that

clients likely have a history of trauma [367]. Others discuss secondary trauma on IPV

professionals and respective coping strategies, acknowledging that bearing witness to

abuse and trauma is emotionally taxing [464].

However, most training for IPV professionals does not cover tech-enabled abuse [168].

IPV professionals currently do not have best practices for discovering, assessing, and

mitigating tech issues [168]. Meanwhile, support agents at computer security com-

panies provide complementary strength in delivering tech-related assistance but may

not be sensitive to the nuances of IPV. Our work synthesizes perspectives from IPV
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professionals and support practitioners to identify how computer security customer

support could help IPV survivors and how this help should be provided.

8.2 Preliminary Analysis of Support Cases

As a starting point, we sought to discover if IPV survivors experiencing tech

abuse seek assistance from computer security companies’ customer support and what

those interactions look like. We performed keyword searches on customer support

records from a major computer security company and surfaced 53 cases in which the

customer identified their attacker as an intimate partner. However, typical reactions

from support agents indicated they did not recognize the complexity of IPV beyond

tech issues.

8.2.1 Method

The computer security company we worked with provides customer support via

phone, interactive chat, and self-service (e.g., FAQs, forums, tutorials). We analyzed

chat records since they are anonymized, searchable, and represent a decent portion

(40%) of support requests. All cases include customer-provided problem descriptions

(255 characters maximum). Some cases also include chat transcripts and agents’

notes.

To identify relevant cases, we searched a database of 18,900 customer support

cases from January 1, 2017 to June 1, 2019, using keywords indicative of abusive

relationships (e.g., variants of “creepy,” “restraining,” “ex-*”) and IPV-related attacks

(e.g., “spy,” “stalk,” “monitor,” “violen*”) [165, 167, 478, 585]. Our search surfaced

1,083 cases. We then went through these cases to exclude those irrelevant to our

interest, such as users reporting generic malware or complaining about false positive

warnings. This filtering resulted in 273 instances of victim-reported interpersonal

attacks. Three researchers jointly coded the 273 customer-provided problem descrip-
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tions for the attacker’s relationship to the victim (Fleiss κ=1.00). In 53 cases, the

attacker was clearly identified as an intimate partner (e.g., “my boyfriend” or “my

ex-boyfriend”). The researchers also coded other dimensions related to the attack,

such as attack type (κ=0.75), attack mechanism (κ=0.59),2 and intimate partner

relationship stage as defined by Matthews et al. [325] (κ=0.82).

We focus on analyzing the 53 cases clearly identified as tech-enabled IPV. For

these cases, we summarize the attacks based on the customer’s problem description.

When available, we thematically analyze the agent-customer interaction based on

chat transcripts and agents’ notes. However, we note that other cases in which the

attacker’s identity was not specified (e.g., “I’m being stalked”) may still be IPV related.

We also note that we did not intend to measure the prevalence of IPV cases within

customer support data. Instead, our goal was to understand if such cases occur and

qualitatively uncover scenarios customer support agents are dealing with.

Ethical Considerations. Our study received IRB approval. By agreeing to the

company’s privacy policy, which is prominently featured when a chat session starts,

customers consented to chat recordings and messages as examples of diagnostic in-

formation being shared with third parties. We acknowledge that this consent process

is not ideal since prior research has documented it well that most consumers tend to

consent to privacy policies without reading through the details [67, 370]. However,

we were unable to seek explicit consent from individuals whose cases were analyzed

or quoted in our study since the chat data was already anonymized. As additional

measures to ensure participants’ privacy, we asked a company employee to review

all chat records to verify anonymity and remove references to unique circumstances

before handing the records to us.
2We did not pursue high inter-rater reliability for this dimension since multiple attack mechanisms

were frequently at play.
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8.2.2 Results

Diverse attack types. The most common attack types among the 53 cases were

spying or surveillance of the survivor (23), account or device compromise, such as

changing the account password to lock the survivor out (17), and interference with the

account or device usage (12). Less frequently mentioned attacks included harassment

(5), spoofing (2), financial fraud (2), phishing (2), and modifying content on the

survivor’s account or device (2). Installing spyware or other malicious apps on the

survivor’s device was the primary attack mechanism (23), though account compromise

based on knowledge of credentials (10) and physical ownership-based attacks (6) also

occurred. These attack types and mechanisms generally align with Freed et al.’s

taxonomy of stalkerware [167].

Attacks’ repercussions on survivors. In 49 of the 53 cases, the survivor men-

tioned they were in the process of separation or had separated from their abusive

partner. Though the survivor’s risks might appear lower for attacks after separation,

there are signs of distress and helplessness with references to violence, ruined lives, and

even contemplation of suicide. In 13 cases, the survivor mentioned multiple types of

attack at play, e.g., “my husband’s hobby is to hack my home network and try to track

my email, calls, and whereabouts.” The attacks caused apparent emotional distress to

the survivor, e.g., “I know that my ex-boyfriend is stalking me through my phone...He

has ruined my life.” Another survivor wrote: “I found out my soon-to-be ex-wife

hired a professional hacker to really mess me and my folk’s computers and phones

up...just had a heart attack from the stress.” In six cases, the survivor described

that their abuser was “a computer expert,” “worked at a top IT firm,” “can remote

access most computers,” or in other terms that indicate the abuser’s tech-savviness.

Even though most attacks in IPV are technologically unsophisticated [167], survivors

in these cases expressed fear and helplessness, especially when their own computing
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skills were limited.

Support agents focused on technical issues Our thematic analysis of chat tran-

scripts revealed that support agents were not well prepared for these tech-enabled IPV

cases. Figure 8.1 shows three representative agent-customer interactions. A typical

agent reaction was to scan the survivor’s device for malicious applications and launch

a remote assistance session to investigate the problem further if needed. Agents might

also receive out-of-scope requests. For instance, one survivor asked “I am blocking my

wife’s/future ex-wife’s messages. Is there any way I can have these sent to my email

for presentation to my attorney?” In these cases, the agent would refer the survivor

to more experienced experts on the team, device manufacturers, or operating system

vendors. For survivors who described traumatic attacks, agents generally expressed

confidence in resolving the technical issue but rarely used empathetic language. When

survivors suspected hacking, spyware, or malware, agents would express reassurance

that the company’s security product would protect them well. Such claims might not

be valid, as there were cases in which the survivor expressed skepticism or appeared

to have contacted customer support multiple times.

8.3 Focus Groups with IPV Professionals

Our preliminary analysis of customer support cases indicates that agents received

requests for help from IPV survivors but might not be sufficiently prepared to handle

them. To explore how to improve customer support to serve survivors’ needs, we

sought input from IPV professionals with extensive training and experience working

with survivors. We conducted five focus groups (2–5 participants each) with 17 IPV

professionals between November 2019 and February 2020. In line with prior work [168,

358], we chose focus groups to create a setting where participants can listen to others

and feel comfortable expressing their opinions. The Institutional Review Boards at
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Scenario A

C: My ex-husband hacked my phone. He
keeps getting my account passwords.
I have changed phones so many times
and got a restraining order, but he still
managed to do this. Please help.

S: Thank you for contacting us. I’m
happy to help resolve the issue. I
would recommend installing [product],
which should prevent malware from
being installed if you get a new phone.

C: I have already spent a lot of money try-
ing to fix this problem and talked to
my phone provider. No one has been
able to fix it. I can’t spend more time
and effort on this. Please help, this
problem has almost driven me to com-
mit suicide.

S: Please do not worry about these de-
vices if you have [product] installed.
We will do everything we can to help
you further.

Scenario B

C: My husband is violent and
keeps hacking my email and
watching everything I do on-
line. Could you help me get
him off my network?

S: I’m sorry to hear what you are
going through. How do you
think he is watching your ac-
tivity?

C: He doesn’t live with me any-
more, but he broke into my
apartment last month and I
think he hacked my router. I
am afraid he can see every-
thing I am doing.

Scenario C

C: My ex used to share my com-
puter and installed some pro-
grams, but I think she in-
stalled spyware. I think she
is remotely accessing my com-
puter. Can you help?

S: Thank you for contacting
[company name], I will be
happy to assist you. Let’s set
up a remote connection so I
can scan your device for mal-
ware. Please visit this link:
<link>.

C: I can’t open it. My computer
just restarted. I think she is
monitoring this chat and try-
ing to stop me from getting
help.

Figure 8.1: Portions of three representative customer support chats from our dataset
(“C” is customer, “S” support agent). We removed specific details and slightly altered
wording to protect anonymity.

Cornell Tech and the University of Michigan approved the study protocol.

8.3.1 Method

Recruitment. Our 17 participants came from five organizations that provide free

and confidential civil, legal, counseling, and support services for IPV survivors in two

major US cities. One organization primarily serves human trafficking survivors, but

participants noted that many clients experienced sex trafficking by intimate partners

and IPV. We explained our study to each organization’s director, who then advertised

our study to their staff and assisted with recruitment and scheduling. Our partici-

pants included seven program directors or managers, five attorneys or paralegals, two

administrative assistants, two counselors, and one case manager. Participants had

one to 30 years of experience; 12 participants had worked in this sector for more than

five years.
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Study protocol. We conducted in-person focus groups at participants’ organiza-

tions. Sessions lasted one hour on average and were audio-recorded with participant

consent. We did not compensate participants as the organization directors did not

deem it necessary. We prepared a list of prompts to guide the discussion (see Ap-

pendix F.1) and encouraged participants to comment or ask questions at any time.

We started by asking about participants’ experience working with IPV survivors,

especially regarding tech-enabled abuse. Next, we presented the three scenarios in

Figure 8.1, which represented common attack types (see Section 8.2) and reflected

explicit threats from an intimate partner. After participants read the scenarios, we

asked them to share their perspectives and recommendations for support agents’ role

in providing advice, making referrals, and more. We also probed participants to con-

sider adversarial situations in which the abuser might monitor the chat or impersonate

the survivor.

Qualitative data analysis We used inductive coding [434] to analyze focus group

transcripts. Two researchers independently reviewed and coded the first three tran-

scripts before discussing discrepancies. After agreeing on a consistent codebook,

they applied it independently to the remaining transcripts and added new codes that

emerged. They then jointly reviewed all coded transcripts, reconciled disagreements,

and clustered codes into themes. Our final codebook has 71 codes in five themes:

(1) positive aspects of current practices, (2) negative aspects of current practices,

(3) advice from IPV professionals, (4) challenges of given advice, and (5) other com-

ments. We do not report inter-rater reliability since all data was double-coded and

disagreements were reconciled [336]. Given the qualitative nature of our findings, we

do not report the frequency of individual statements. Further, while we mention how

many groups a topic came up with, we cannot assume consensus within the group,

as participants may have silently agreed or disagreed with each other.
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8.3.2 Suggestions for Interacting with Survivors

IPV professionals provided three key recommendations for interacting with cus-

tomers who might be IPV survivors: using trauma-informed language, asking follow-

up questions without judging, and avoiding overpromising.

Use trauma-informed language. IPV professionals reacted strongly to the lan-

guage support agents used to respond to survivors’ concerns. Four groups said that

Scenario A included dismissive language that might mislead or re-traumatize the sur-

vivor. Professionals took issue with the phrase “please do not worry about these

devices if you have [product] installed,” noting that it is highly inappropriate to focus

on the security software’s functionality right after the survivor mentioned a restraining

order on their abuser and suicidal thoughts. An attorney discussed how the agent’s

language might arise from the goal of making customers happy in their regular work:

“I understand that the role of customer support is to make their customer

feel better. But this is just a space where . . . they have a limited capacity

to make [the survivor] feel better . . . I think the goal should be to hear and

be honest about the limitations of what [product] can or cannot do in those

moments.” (P11, attorney)

All groups highlighted the importance of trauma-informed language, a common

element in their training and practices [367, 440] and in other fields serving trauma

victims [3, 315]. Being trauma-informed means accounting for the pervasive nature

of trauma and avoiding unintentional re-traumatization through careful language and

interactions [60]. A counselor explained how to provide trauma-informed responses

in customer support:

“Just acknowledge that ‘this is scary’ and that ‘it sounds like you’re hav-

ing a really hard time.’ Even just the smallest little pieces of empathetic
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language so [the survivor] knows that [the agent] is actually hearing them

. . . and expressing concern for them.” (P2, counselor)

Professionals provided concrete suggestions for training support agents to use

trauma-informed language, such as using the Forensic Experiential Trauma Interview

(FETI) [94], which is aimed at law enforcement but makes analogies for people who

do not typically work with survivors. Another suggestion was incorporating trauma-

informed responses into scripts so agents do not need to figure out what to say on the

fly. Nonetheless, scripts alone were insufficient: part of the training should educate

agents about the complexities of IPV and why trauma-informed responses are needed.

One group highlighted the need to address support agents’ own trauma. Due to

the prevalence of IPV [518, 520], some agents may be survivors themselves. Agents

may also feel distressed and helpless hearing survivors’ experiences:

“Some of these calls will be really harmful to the people who receive them.

They’ll be really traumatized by these experiences . . .Any company that’s

recognizing that their front line employees are experiencing these phone

calls needs to think about how to support employees through secondary

trauma issues and process it.” (P13, attorney)

Ask follow-up questions without judgment. Four groups suggested that agents

could ask follow-up questions to surface additional risks that should be considered

when giving advice and ensure that the customer is safe to receive and act on advice.

The question, “How do you think he is watching your activity?” in Scenario B was

identified as a good example: it is open-ended, non-judgmental, and might help the

agent better diagnose the case by encouraging the customer to speculate about the

source of the problem.

Professionals also provided additional examples of appropriate follow-up questions,

e.g., asking about the customer’s immediate concern in the form of “What are you
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most concerned about?” or “What is your goal of calling me today?” Professionals

explained that such questions do not assume the survivor’s needs and might help

identify other risks that warrant attention, such as risks related to immigration status,

health, or economic situation. Another follow-up question could be, “What have you

already tried?” to facilitate the troubleshooting process and make the conversation

more productive since the survivor likely tried to address the problem before reaching

out for help.

Professionals further discussed the need to account for the possibility that the

abuser might be physically or remotely accessing the survivor’s devices and accounts.

Four groups recommended a safety check-in with the customer by asking, “Do you

think you’re on a secure line?” or, “Are you safe now?” If the response is no or unsure,

the agent should offer to call back or initiate a chat from a different device, such as a

friend’s phone. Three groups also recommended verifying the customer’s identity in

case the abuser is impersonating the survivor to gain access to the security software

or other accounts. The agent could verify the customer’s email, phone number, or

account history (e.g., “I see in our records someone just called about this account. Is

that you?”).

Nevertheless, professionals acknowledged that it is challenging to handle situations

where the abuser is present: identity verification takes practice and can still go wrong;

giving advice, such as switching to a different phone, might tip off the abuser. Yet,

professionals noted that the risk does not undermine the importance of support agents

providing necessary help and information. As a program director explained:

“[The survivor] had to disclose the problem to begin with, so [the abuser]

has already [been] tipped off. But . . . that’s why we need to connect [the

survivor] to a safety clinic. It’s really tricky when the phone is the only

way to communicate.” (P1, program director)

192



Avoid overpromising. All groups took issue with the phrase, “I’m happy to help

resolve the issue” in Scenario A, saying that “resolve” is an overpromise because one

chat session is unlikely to solve the physical and digital complexities survivors face in

IPV [167, 168, 325]. From their perspectives, agents might promise to solve problems

instinctively or do so to comply with company policy. Yet, for IPV survivors, many

of whom have traumatic experiences, such promises could be frustrating and mislead-

ing. Professionals noted that a better approach is being honest about the security

software’s limitations while still providing support, such as saying, “I will help you

as much as I can in this call today, and whatever we don’t take care of, we might

have to keep working on it.” Doing so does not necessarily contradict the agent’s

responsibility to help customers and does not let them down. As a legal advocate

said:

“[The agent] can still support the survivor while giving them a response that

they don’t want . . .But do it in a way that still lets [the survivor] know

that they are there, they understand, they are validating their experience,

and they are . . . empathetic. They can still give [the survivor] the bad news

without completely turning them down.” (P16, legal advocate)

8.3.3 Responsibilities of Customer Support

Customer support’s typical role is to provide technical assistance related to the

company’s products and services, engage with customers, and drive more sales. Pro-

fessionals stressed that agents should only offer advice on topics within their expertise

and refer the customer elsewhere for issues beyond that. Nevertheless, for IPV sur-

vivors, support agents could do more than troubleshooting technical problems or rec-

ommending the company’s products. For instance, agents could discuss the potential

consequences of advice they give or share basic technology safety tips.
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Avoid making advice too product-oriented. In Scenario A, the agent recom-

mended installing one of the company’s software products. Professionals commented

that this behavior is understandable, given that the agent represents the company

and that the product might be helpful. Nevertheless, the line might read too product-

oriented and convey the impression that the agent was following a script and making

a sales pitch without actively listening. To make a product recommendation more

helpful, a counselor suggested explaining how and why the software is going to help

in the survivor’s situation:

“[The survivor] didn’t call for that product. She called with a problem. [The

agent] never explained how their product was going to solve the problem

. . . So please give more explanation about that.” (P2, counselor)

Discuss consequences of given advice. While professionals agreed that support

agents could provide IPV survivors with vital assistance, they emphasized the cau-

tion required in providing such assistance. One suggestion was explaining potential

negative consequences that might result from the advice to prompt the survivor to

think about safety issues. A program director gave an example:

“Ask [the survivor]: if this app were to be uninstalled, how would it affect

you? . . .Do you use it often? Do you rely on it? Does the [abuser] have

access to it? Will they notice if it’s uninstalled?” (P9, program director)

However, another professional mentioned a potential issue with discussing negative

consequences—it might trigger additional questions from the survivor that catch the

agent off guard, which points to the importance of external referrals:

“I feel it’s like a slippery slope because [the agents] are not domestic vio-

lence advocates. And so [the survivor] is going to just be like, ‘What do

you mean? What do you think will happen?’ And they’re never going to

be able to answer those questions.” (P1, program director)
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Share resources for tech safety. Three groups suggested sharing resources that

might improve the survivor’s digital security and privacy, such as adjusting privacy

settings on social media and using strong passwords. Prior work with IPV sur-

vivors [166] also indicates that survivors have many general tech safety questions and

desire credible information on this topic, validating the need for sharing tech safety

resources. One group noted that in addition to sharing existing resources, computer

security companies could utilize their expertise to provide self-created content on tech

safety. Such content could appear on the company website’s FAQ or “Contact Us”

page to put such resources into a survivor’s pathway of seeking help.3 Tech safety

resources should be written in plain language and provided with non-technical sup-

port resources, such as information on domestic violence shelters, to ensure relevant

resources are available in one place.

Have a specialized team. Three groups suggested a specialized team within the

company’s customer support division for handling IPV cases transferred from frontline

agents. A specialized team resolves the dilemma for frontline agents who are often

pressured or incentivized to finish cases fast, whereas dealing with complex issues

like tech-enabled IPV requires extensive efforts and patience. It could also reduce the

company’s workload in training, as training a core group of specialists would be much

easier than training all frontline agents. One group further noted that the company

could track the number of potential IPV cases encountered by frontline agents to

understand the issue’s prevalence and decide whether investing in a specialized team

is warranted.

Given the potential that a survivor might face imminent danger, professionals

emphasized that frontline agents should always conduct a safety check-in (e.g., “Do

you think you can stay on the line with us?”) to determine whether the survivor
3Some security companies are already doing this (e.g., [239, 313]), although most content does

not explicitly address IPV or tech-enabled abuse.
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could tolerate a transfer to the specialized team. Additionally, many survivors might

have experienced prior failures in obtaining assistance and could easily get frustrated

when being transferred. A counselor gave an example of appropriate language taking

this into account:

“We, as a company, remain interested and committed to trying to help you

and talk to you . . .But if you can hold on a minute, I’m going to get you

connected with a colleague who knows our product but can [also] talk to

you about some of these [safety] issues.” (P2, counselor)

Without the pressure of completing cases in a limited time, professionals envi-

sioned that these specialist agents could even build long-term relationships with sur-

vivors, such as following up with them if the problem does not get fixed in the initial

chat session. Importantly, four groups cautioned that support agents should never

provide advice beyond their expertise and training. Examples of out-of-scope advice

included comprehensive IPV-related counseling, safety planning (e.g., maintaining

physical safety in leaving an abuser), and legal advice. While professionals identified

a handful of follow-up questions to ask or common advice to give, the extent to which

agents can help customers think through potential consequences is dependent on the

situation and individual needs. If the survivor needs support the agent cannot pro-

vide, the agent should refer them to external IPV professionals with expertise in the

social, legal, or health aspects of IPV.

8.3.4 Suggestions for External Referrals

In addition to technology-related problems, many IPV survivors are concurrently

dealing with medical, legal, financial, and other complex problems [168]. With this in

mind, professionals discussed the need to refer survivors to external support, including

IPV advocates, legal experts, and law enforcement. We now discuss where, when, and

how to refer survivors to external organizations.
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Where to refer. All groups stressed the need to refer survivors to relevant hotlines

(e.g., the National Domestic Violence Hotline, Safe Horizon, and Crisis Text Line)

and organizations that provide resources for survivors (e.g., NNEDV). Four groups

also suggested referrals to 911 or the National Suicide Prevention Lifeline if there

are cues of physical danger or suicide contemplation. Two groups mentioned that

survivors might also benefit from referrals to legal resources (e.g., WomensLaw.org)

or sex trafficking resources (e.g., the National Human Trafficking Hotline).

One challenge in making referrals is that the resources available differ substantially

across local, state, national, and global boundaries. In the US, there is the National

Domestic Violence Hotline, but each state also has its own hotline. The referrals get

more complicated for companies that operate globally. However, an attorney argued

that figuring out the exact resource for referrals is not that important as long as any

referral is given, as staff at these hotlines and organizations are sufficiently trained to

refer onward if they are not in a position to help:

“Most of these places that you call can handle any of these intakes and

they’ll figure out the way . . . If you get the company committed to giv-

ing out a suicide hotline and a collection of these numbers, honestly the

distinctions don’t matter.” (P13, attorney)

When to refer. All groups suggested monitoring for “red flag words” in the con-

versation to determine when an external referral is needed. For example, indications

of adverse behaviors such as spying, stalking, and violence from an intimate part-

ner generally point to the need for IPV-related resources. “This problem has almost

driven me to commit suicide” in Scenario A or other indications of threatened physical

safety are clear red flags that call for 911 and suicide prevention resources.

Three groups suggested that agents should be trained to understand and identify

common types of tech abuse. One resource that could be part of such training is
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NNEDV’s Power and Control Wheel on Technology and Abuse [516]. For situations

without clear indications of IPV (e.g., the customer mentions abusive behaviors but

does not say they come from an intimate partner), professionals believed the agent

should still share relevant resources not limited to IPV. An attorney gave an example:

“If it’s a stranger, there would have to be some concerning conduct . . . So if

[a customer is] calling, maybe it’s because [they] are getting creepy spoofed

messages from an account [they] don’t recognize. Well that’s already rais-

ing flags, right?” (P5, attorney)

In Scenario C, in which the customer believed their ex was monitoring the chat to

prevent them from getting help, one group pointed out this was an example of con-

trolling behavior that still warrants attention, as IPV can occur via coercive control

without physical violence [103]. Professionals across all groups advocated for making

referrals without worrying too much about verifying whether the customer is experi-

encing IPV: a referral is better than no referral, because not providing resources to

someone in need can do more harm than providing resources to someone who does

not need them. A paralegal explained:

Let’s say [the customer] is actually safe . . .They Google the number, they

see it’s . . . the domestic violence helpline. They’re going to be, ‘whatever,

I’m not calling that’ . . . But for the person who really has the need, if they

want it, they will follow up on that phone call.” (P12, paralegal)

How to refer. Four groups mentioned that an important principle in making re-

ferrals was respecting the survivor’s decision-making agency. The idea that survivors

should be able to decide if and how they want to utilize resources is common in

IPV professionals’ training [358, 367]. As an example, an administrative assistant

explained that agents should always ask survivors whether and how they would like

to be transferred to external resources:
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“Maybe this survivor is not in a private space to have that conversation

. . .Maybe transferring them directly to a domestic violence agency [is] too

overwhelming at that moment and not what they are looking for . . .Give

them resources to explore it on their own.” (P15, admin. asst.)

Three groups discussed the potential harms of labeling the customer as an IPV

survivor. Here, the harm does not come from the action of providing IPV-related

resources but rather from the repeated mentioning of words like abuse, domestic vi-

olence, or survivor. Customers who are not survivors might find it offensive, and

customers who are survivors might not be ready to be identified. Instead, agents

should use the same language that the customer uses, e.g., if the customer describes

abusive behaviors from an ex-partner, the agent should also use “ex-partner” in refer-

ring to the abuser. As a counselor described:

“If [my clients] say something is going on, I am not going to say ‘you are

a survivor of domestic violence’ . . .You don’t want them to think that the

person has assumed and knows what you are . . .You want to give them

the opportunity to call it in whatever ways they want.” (P14, counselor)

8.4 Focus Groups with Support Practitioners

IPV professionals provided many suggestions for how customer support could help

IPV survivors. To assess the practicality of these suggestions, we conducted four focus

groups (2-4 participants each) with 11 customer support practitioners between April

and June 2020. We sought to learn how attuned support practitioners are to tech-

enabled IPV and their opinions on the suggestions’ feasibility and implementation

challenges. This study also received IRB approval.
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8.4.1 Method

Recruitment. Our participants came from four major security companies affiliated

with the Coalition Against Stalkerware [479].4 All four companies offer consumer-

and business-facing security software and services to millions of customers. Each

had customer support divisions to answer product-related questions and concerns.

Six participants were customer support managers; the other five worked as support

agent, training consultant, liaison between support and engineering, content writer,

and malware researcher. Eight participants had extensive experience in the industry

(9+ years of experience).

Study protocol. We conducted focus groups remotely over video chat since par-

ticipants were geographically dispersed. We synthesized our results from Section 8.3

into a presentation in five parts to guide the discussion (see Appendix F.2). In Part

1, we explored participants’ backgrounds, their company’s customer support organi-

zational structures, and metrics for measuring success. We also asked if participants

had encountered tech-enabled IPV cases in their roles (either personally or through

a team member) and any company initiatives to support IPV survivors. In Parts

2–4, we presented summaries of IPV professionals’ suggestions: how to interact with

survivors (Section 8.3.2), the responsibilities of support agents (Section 8.3.3), and

how to refer survivors (Section 8.3.4). In Part 5, we elicited feedback on IPV profes-

sionals’ suggestions for training (e.g., common types of tech abuse, trauma-informed

responses, secondary trauma). Each part contained specific examples and quotes from

our focus groups with IPV professionals. We invited participants to freely share their

reactions and thoughts on the value, cost, feasibility, and challenges of implementing

the suggestions.
4Specific companies are not named per agreement with our participants.
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Qualitative data analysis. We used inductive coding [434] to analyze focus group

transcripts. Our coding process was similar to Section 8.3.1: two researchers indepen-

dently coded two transcripts, compared differences, created a consistent codebook,

applied the codebook to the remaining transcripts separately, and reviewed all coded

transcripts together. Our final codebook has 54 codes in six themes: (1) values of the

company or participants, (2) existing practices, (3) metrics for measuring agents’ suc-

cess, (4) opinions on IPV professionals’ suggestions, (5) challenges of implementation,

and (6) ideas for supporting IPV survivors.

8.4.2 Well-Received Suggestions

Practitioners agreed on the importance of assisting survivors and training frontline

agents. Practitioners also endorsed the idea of providing and sharing tech safety

resources, which they had been doing to some extent.

Existing practices to support survivors. Practitioners across all groups re-

ported having received tech-enabled IPV cases in their roles, confirming the need for

customer support to assist survivors. Although no company had a dedicated protocol

to respond to IPV cases, each company had a specialized team for handling com-

plex cases transferred from frontline agents, such as complex malware-related issues

that would demand more time and expertise. S9,5 a customer support specialist,

mentioned sharing a license key of their product’s premium version with customers

experiencing IPV. Agents also ask each other for advice when encountering unfamiliar

cases:

“Even though we don’t have formal training or content around such issues

. . . out of experience, we do share some information on how we can handle
5We use “S[number]” as identifiers for support practitioners to differentiate them from IPV pro-

fessionals.
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such customers . . . higher tier agents actually talk to [frontline agents] and

guide them appropriately.” (S1, training consultant)

Train agents on tech-enabled IPV. Three groups acknowledged the importance

of training agents for cases of tech-enabled IPV, recognizing that these cases were

happening and that agents did not have an established protocol to follow. A manager

noted that even if a specialized team exists, frontline agents still need to receive

training that covers the complexity of IPV and the role of technology in facilitating

abuse:

“We [can have] a specialized team which . . . knows exactly about next steps.

But the first contact is regular support agents, who have no dedicated train-

ing on this, and therefore there must be at least the awareness that these

kind of privacy issues, stalkerware . . . could be on the device.” (S10, man-

ager)

Another manager liked the idea of embedding trauma-informed responses in train-

ing, noting that such responses would benefit all customers, not just IPV survivors:

“We do a lot of this already in terms of what we call the empathy phrases

or scripting. I think this is something that could be done regardless of

whether or not I’m interacting with someone that is dealing with trauma

or IPV. This should be used across the board.” (S6, manager)

Practitioners contributed ideas on training. S1, who created training content for

their company’s support agents, suggested basing materials on stories or scenarios so

that agents could quickly draw connections to cases they encountered and identify

potential solutions. S10, a manager, emphasized that training should be offered

regularly to keep up with the evolving spyware landscape.
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Address agents’ secondary trauma. Two groups reflected on the necessity of

providing mental health support to agents who interact with IPV survivors and wit-

ness the tech-enabled abuse they are experiencing. The notion that support agents

themselves might be survivors provoked reflection:

“Didn’t even consider that. It’s funny that considering the stats . . . I got

a hundred [agents] on the floor, odds are some of them have been affected

by this.” (S6, manager)

S8, who maintained their company’s blog on digital rights and anti-stalkerware

initiatives, noted the psychological toll in dealing with IPV cases, especially for new-

comers:

“These stories add up. I think they take a toll on us, particularly for

people who aren’t aware of them. For people who maybe this is the first

time they’re learning about how prevalent this problem really is, it can be

a bit of a shaky, shattering moment for them.” (S8, content writer)

Share tech safety resources. In line with IPV professionals’ suggestions, practi-

tioners from all groups reported that their company was already providing customers

with general tech safety advice under certain circumstances. Such advice included

performing a factory reset when getting a new phone and using a password manager

if the customer reports account hijacking.

Practitioners further expressed interest in providing curated content to educate

customers about security and privacy. Given that all companies already had a website

with basic online safety advice, practitioners viewed adding articles about IPV and

tech-enabled abuse as a low-hanging fruit of critical importance. A manager stressed

that tech safety alone might be insufficient for survivors and should come with external

resources, similar to the IPV professionals’ suggestions:

203



“This could be quite easily done . . . setting up this knowledge base arti-

cle, help center . . . and giving the guidance of ‘These could be potential

steps to take in consideration of safety planning. Get in contact with

. . . organizations that can support you.”’ (S10, manager)

Make referrals. Practitioners considered referrals to external organizations achiev-

able. Three groups said they already did this to some extent, e.g., by directing victims

of online scams to a governmental fraud investigation team. A manager described a

case where they directed a customer to law enforcement:

“We’ve gotten requests in the past where people have said, ‘Hey, I think

my husband is hacking my computer. Can you find their IP address and

do all this stuff for us?’ I’m like, ‘Well, we can’t do that for you. If you

suspect that something’s going on, first let’s make sure that the [product]

is installed and running properly to protect any type of intrusions . . . If

you still have concerns, then contact the local police and report.” (S6,

manager)

Practitioners commented that expanding the scope of their current list of external

referrals would improve the process without negatively impacting agents’ capacity.

Nevertheless, practitioners noted that referred resources should be up-to-date and

relevant, which requires maintenance efforts. Moreover, sharing geographically appli-

cable resources could be challenging for companies that operate on a global scale.

Regarding the idea of creating an internal specialized team to handle tech-enabled

IPV cases, three groups mentioned budget and capacity barriers, particularly facing

financial constraints due to the COVID-19 pandemic. Two groups further suggested

tracking the number of relevant cases to inform this decision, echoing the IPV pro-

fessionals’ suggestions. As a manager told us:
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“I think our founder would have a genuine interest but I think we’d also

need to balance that with business needs too . . .We need to get a better

sense of how many calls we have coming in that . . . go more towards vio-

lence and partners taking retaliatory behavior.” (S3, manager)

8.4.3 Implementation Challenges

Practitioners discussed challenges in implementing some of IPV professionals’ sug-

gestions. Some practitioners questioned whether customer support, as experts on

products and technical issues, should intervene in IPV cases. Others worried that

frontline agents have limited capacity to help and might struggle to identify survivors

who need help.

Uncertain role of customer support. Two groups expressed uncertainty about

the role of customer support in addressing tech-enabled IPV. From their perspectives,

agents should play the traditional role of customer support—focusing on the product

and making customers happy. They were hesitant to let agents “take sides” in IPV

situations. A manager said:

“The agent’s role is to focus on the product. Because we don’t know what’s

going on in the customer’s life . . .There’s the rights of the person that’s

calling us as well as the rights of the individual being accused. It’s best

not to take sides and just stay neutral.” (S6, manager)

Other practitioners expressed confidence in their products, viewing them as the

ultimate solution for most customers, including survivors. A training consultant

considered increasing customers’ confidence in the product as the end goal:

“[Customers] need to get confidence in [the agent] they talk to, that here,

this person knows what technology is . . . whatever workaround that per-

son is providing, if they follow that, then they don’t have to worry any
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further about . . . being [the] victim of technological abuse.” (S1, training

consultant)

While a commitment to providing customers with high-quality technical solutions

is essential, the confidence in security software’s ability to fully protect survivors

contradicts the caution requested by IPV professionals who view overpromising as

frustrating and dangerous for survivors. Importantly, not all practitioners shared this

overconfidence. For example, a researcher agreed that agents should not overpromise

and drew connections to a case in which the attacker was configuring the victim’s

Google accounts for location tracking:

“In this case, technically our detection could not help, because this was

actually done through the official Google apps . . .We are aware of what

stuff can go on, and we are careful not to overpromise . . . pushing [our]

product or anything.” (S11, malware researcher)

S10, who came from the same company as S11, similarly acknowledged their prod-

uct’s limitations and the importance of safety planning in removing stalkerware from

the survivor’s device. They further provided an example script for agents to explain

the situation to a survivor:

“We cannot support you in the full steps but we know organizations you

can [get] in contact with . . . If you discuss the safety planning [with] them

. . . then you can come back and discuss with us how we [can] remove the

app from your device.” (S10, manager)

Identifying potential survivors is challenging. IPV professionals argued that

customer support should not be conservative in making referrals. By contrast, sup-

port practitioners focused more on correctly identifying survivors who might need

referrals and saw challenges to this end. In response to IPV professionals’ suggestion
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to familiarize agents with common types of tech abuse, a manager said this would

not be effective without self-disclosure from the survivor:

“That’s a good idea but in practice would be difficult . . . I think it’s really

going to be the customers coming forward and saying that this is happen-

ing. That would trigger stuff on our end to handle it differently.” (S6,

manager)

Another manager noted that most customers might not have extensive technical

knowledge and they might struggle to describe issues accurately, making it challenging

to diagnose the problem:

“The victims may be aware that something is wrong on [their] phone, but

cannot really describe what the issue is about . . . or maybe [they] describe

it [on] a high level.” (S10, manager)

As one solution, a practitioner proposed probing questions to confirm the cus-

tomer’s “survivor” identity. However, we caution that such questions, especially those

on the history of abuse, might unintentionally re-traumatize the customer and differ

from IPV professionals’ suggestion to consider additional risks and attack vectors

rather than to verify the IPV situation:

“We do some verification for customer contacts . . . where we collect basic

information like name, email, address . . .But I don’t know, it’s not fool-

proof to see if they were actually victims of abuse. Or by giving them some

open questions like, how were they victimized? Having them quote some

examples that can give us a sense?” (S2, engineering & support liaison)

Complexities of tech-enabled IPV. Practitioners discussed the socio-technical

challenges in IPV and the resulting problems for support agents. All groups listed
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the dual-use nature of many apps used by abusers [76] as a challenge. A manager

described training agents to watch out for dual-use apps:

“Sometimes [agents] have to make some additional changes to . . . our soft-

ware to categorize those types of gray applications as malicious so that it

can be removed. Our agents are trained on that so that’s probably one of

the first things they would do.” (S6, manager)

Another manager considered the possibility that the abuser might be monitoring

the conversation, and simply removing the stalkerware might put the survivor at

further risk:

“Just to say, ‘Hey, your device is infected’ and remove the stalkerware

typically means a risk for the victim . . .We don’t see [an] ideal way of

communication if we identify stalkerware on a device, because the victim

most likely gets observed on all channels . . . if we shot them an email to

their Google account . . . the attacker can see this communication. Just

removing without notification, a victim could also be at risk because the

attacker assumes that the victim is aware.” (S10, manager)

Frontline agents have limited capacity. On top of challenges in identifying and

addressing tech-enabled IPV, two groups pointed out that support agents already

work hard and have little time or capacity to take on new and complex tasks. S7, a

manager, described frontline agents as “the Cinderella of companies” with the least

pay but the expectation of doing a perfect job. In response to IPV professionals’ sug-

gestion that agents mention possible consequences of given advice, S8 was concerned

that there might be too many consequences for frontline agents to foresee, pointing

to the importance of external referrals for safety planning:

“My answer is trust the National Domestic Violence Hotline. Call them

from a safe device. But that’s it. There really isn’t a one-size-fits-all
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answer on this. [Safety planning] is something that takes more than a

couple of minutes . . . I could not see that happening in under an hour.”

(S8, content writer)

8.5 Discussion

Our findings show that support agents already encounter cases of tech-enabled

IPV. There are many ways customer support could help survivors and their challenges

playing this role. We now discuss the limitations of our work, reconcile perspectives

between the two sets of focus groups, and distill areas computer security companies

can explore to improve their customer support for IPV survivors.

Limitations. Our research has several limitations. Our samples were relatively

small, including 17 IPV professionals and 11 customer support practitioners. While

the companies in our sample are global leaders in the consumer security market, the

IPV organizations are all based in US metropolitan areas. As a result, there may be

recommendations for other national and international audiences that we have not yet

uncovered. Additionally, we recruited support practitioners from companies already

involved in the Coalition Against Stalkerware [479]. While these companies are more

likely to adopt our recommendations, given their commitment to fighting stalkerware

and tech-enabled abuse, they might not represent the acceptance and feasibility of

adoption at companies that have not demonstrated such commitment.

Security software is not a silver bullet. Existing anti-virus and anti-spyware

tools struggle to detect dual-use apps in intimate partner surveillance [76]. Even

with improved detection algorithms [431], security software cannot fully protect IPV

survivors as they face complex social and legal challenges [168]. IPV profession-

als unanimously agreed that security software is not a silver bullet for addressing
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tech-enabled IPV, and coordination with other stakeholders in the IPV ecosystem

is vital to providing survivors with holistic support. Some customer support prac-

titioners acknowledged their products’ limitations and the importance of avoiding

overpromises. By contrast, others sought to give customers confidence in provided

solutions or believed their software would protect most customers by default. The

divergent opinions between practitioners from different companies reflect that a men-

tality change in dealing with IPV cases must occur at the company level—pursuing

perfect technical solutions might be reasonable for general customers but could be

dangerous and misleading for IPV survivors. Agents should communicate the benefits

of a technical solution while acknowledging that successfully resolving a tech issue at

the moment is unlikely to resolve all of a survivor’s problems.

Importantly, IPV survivors face risks of escalated abuse even for routine privacy-

protective measures like turning off location tracking or changing passwords [167, 168,

265]. Therefore, for any provided technical solutions, agents should be equipped to

recognize the potential consequences for survivors and recommend alternative solu-

tions that account for an abuser who might control a survivor’s devices or accounts.

For instance, for survivors with suspected spyware on their phone, agents should high-

light that any activity on the device may be seen by the abuser and ask the survivor

to consider how to proceed instead of simply removing the spyware, as noted by both

IPV professionals and support practitioners. Then, agents should be prepared to

refer customers to IPV professionals and other external resources for in-depth safety

planning, which is a highly personalized and comprehensive plan that helps survivors

remain safe both physically and digitally, and outside of the scope of what a support

agent can reasonably be trained to do. By recognizing their work’s boundary and

facilitating the connection to other experts, customer support agents increase the

chance that a survivor gets the help they need with precaution.

210



Make external referrals with care and caution. IPV professionals and support

practitioners both emphasized the importance of external referrals. All companies we

spoke with were already referring customers to certain external resources such as law

enforcement, so the infrastructure and general procedure for doing this are in place.

The most immediate next step is adding domestic violence hotlines, human trafficking

hotlines, suicide helplines, and others to the referred resources. Furthermore, the

provided resources need to be up-to-date and geographically relevant, as noted by

practitioners. Even though some regional organizations maintain lists of state and

local domestic violence hotlines (e.g., the National Domestic Violence Hotline in the

US and the Women Against Violence in Europe) and can refer survivors onward, many

countries lack a national hotline for domestic violence [372], indicating the need of

broad referrals for survivors in these areas.

Support practitioners and IPV professionals noted different challenges regarding

the specific processes of making external referrals. Support practitioners highlighted

challenges around when to refer : not only recognizing signs that someone might need

a referral but also doing enough vetting to determine that the customer was experienc-

ing abuse. IPV professionals did not consider the latter point necessary or advisable,

as it could lead to presumptive labeling or traumatizing questions. Instead, they em-

phasized that agents should provide referrals whenever there are signs (e.g., red flag

words) indicating a need for further assistance. They were mainly concerned with how

to refer, suggesting that agents use respectful language in offering referrals to avoid

labeling and give the customer enough agency to decide whether they need or want

to act on it. For high-stakes situations like IPV, it is critically important to ensure

that whoever needs resources can learn about the resources, whereas recommending

resources with proper and non-judgmental language does not harm customers who

do not need them. By offering referrals, support agents are not “taking sides,” but

rather serve as crucial connectors to social workers, attorneys, law enforcement, and
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other IPV experts.

Importantly, avoiding harmful labeling does not mean agents should be vague

in describing the referral resources and associated risks. Agents should clearly note

the nature of the referred organizations and account for any potential repercussions

from the abuser in providing the advice. For instance, when sharing the number of

a helpline, agents can use the same terms the survivor uses to avoid labeling while

still being explicit about the audience it serves (e.g., domestic violence survivors).

Agents should further caution that the number, if called, would be in the call history

and might be seen by the abuser; a safer option may be to call from a friend’s phone

or a public phone. Additionally, agents should not treat all abuse victims as IPV

survivors by default. Targeted digital attacks also occur to NGO employees [288],

politicians [206], journalists [552] and many others; the victims bear similarities to

IPV survivors but have distinct vulnerabilities. Ideally, trained agents can quickly

recognize these situations, use trauma-informed responses, and make referrals to re-

lated resources if needed.

Train customer support agents. Both IPV professionals and support practi-

tioners unanimously agreed that training frontline agents to be better prepared for

tech-enabled IPV cases is both feasible and critical for supporting survivors. Support

agents are already dealing with these cases, and survivors who contact computer se-

curity companies may not be aware of existing IPV-related resources. Some survivors

may not even realize they are facing tech-enabled IPV—that a weirdly-behaving de-

vice might be the first indication of intimate partner surveillance at play. Therefore,

having more potential contact points, including but not limited to support agents who

receive training in identifying signs of tech-enabled IPV, is essential in raising sur-

vivors’ awareness and providing them with the necessary help. Equipping agents with

basic awareness of tech-enabled IPV and the caution needed for a proper response is
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also vital to prevent inadvertent harm, such as escalating abuse by removing spyware

without further precautions or misleading survivors by overpromising.

Based on our findings, we identify the following components as potential elements

of such training. We have developed respective training materials, and pilot tested

them with our partner companies, who all provided positive feedback.

1. Introduce IPV to customer support agents. Discuss the prevalence of IPV, includ-

ing technical (e.g., how technology is misused to facilitate IPV) and non-technical

aspects (e.g., the survivor’s and abuser’s social entanglements and the need for

holistic safety planning). Explain why agents should be committed to learning

how to support survivors.

2. Describe common tech-enabled abuse and desired responses. Present scenarios of

how abusers exploit technologies in IPV and model how agents should respond.

Define and give examples of trauma-informed language, and explain its importance.

Frame the problem as an opportunity to offer help rather than a situation in need

of carefully vetting or evaluating the customer’s victimhood.

3. Explain how agents could provide support. Introduce agents to methods for assist-

ing survivors, such as asking questions that take into account broader risks beyond

the immediate tech issue, sharing tech safety resources, internal coordination, and

external referrals.

4. Identify mental health resources for agents. Provide internal and external resources

(e.g., therapeutic sessions and peer support) for agents who might be experiencing

IPV or suffering secondary trauma from handling such cases.

Ultimately, training could make agents aware of unique risks and nuances in IPV,

help them pick up cues that indicate customers experiencing IPV, and how to safely

and respectfully respond and share external resources. As discussed by support prac-

titioners, training should be updated and provided periodically to strengthen recall, as
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frontline agents might not encounter IPV cases frequently enough to practice applying

the knowledge. As highlighted by both IPV professionals and support practitioners,

some training components, such as trauma-informed language, provide benefits be-

yond IPV survivors. For example, ransomware or identity theft victims also deal with

complex tech issues, distress, and repercussions affecting their lives. They would also

benefit from interacting with agents that use trauma-informed language.

Track IPV cases to inform decision-making. Some IPV professionals proposed

having an in-house specialized team for IPV cases to reduce the pressure on frontline

agents and save effort in training. However, support practitioners responded that

justifying the cost of building this specialized team is difficult when their company

does not know how frequently their customers would need it. The idea of anonymously

tracking tech-enabled IPV cases in support agents’ daily work emerged in both sets of

focus groups. Doing this would create meaningful data to guide companies in making

business decisions, including but not limited to creating a specialized internal team

to support survivors. It would also provide a better understanding of the frequency

and types of attack mechanisms, how agents handle these cases, and the extent to

which agents may experience secondary trauma. Such knowledge can inform computer

security companies about future challenges and opportunities to help IPV survivors

and support agents.

Partnership between security companies and IPV advocates. Tech-enabled

IPV is likely to persist, indicating the need for coordinated expert support. Both

computer security companies and IPV advocacy groups are vital to supporting sur-

vivors. Our research illuminates the first steps in synthesizing the expert advice from

IPV professionals and support practitioners, who each have in-depth knowledge and

awareness of constraints in their professions. As tech-enabled IPV grows in preva-

lence and changes its forms, new countermeasures are needed to protect survivors.
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An enduring partnership between IPV support organizations and computer security

companies provides learning pathways for both parties. Support agents can learn

about guidelines for interacting with survivors and incorporating them into protocols

and training. IPV professionals can receive guidance on recognizing signs of spyware

and other abuse-enabling technology in their work.

We further envision coordinated approaches to help survivors via this partnership.

For example, instead of sporadic referrals to domestic violence hotlines, computer

security companies and IPV professionals could work together to design a remote

version of a “security clinic” [166, 191, 212] that could eventually offer digital safety

planning for individual survivors. An established partnership could increase IPV

professionals’ confidence in referring their clients to computer security companies

that are known to be committed to knowledgeably and compassionately assisting

survivors. Notably, support agents and IPV professionals should reach a consensus

about their own responsibilities in such a collaboration—support agents for technical

issues and basic tech safety tips; IPV professionals for comprehensive safety planning

and non-technical assistance—so that survivors do not end up being referred back

and forth between these parties without getting help.
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CHAPTER IX

Nudges to Encourage Password Changes After Data

Breaches Using the Protection Motivation Theory1

The previous two chapters, while focusing on different audiences and contexts,

both demonstrate the value of developing the approaches to motivating adoption by

adopting a user-centered process, i.e., eliciting the needs and preferences of the user

population from the subject directly (Chapter VII) or from other relevant stakeholders

indirectly (Chapter VIII). Rather than rely on consumers entirely to find the right

approach, in this chapter, I present a study in which we developed approaches that

motivate consumers to change passwords after data breaches drawing inspiration from

the Protection Motivation Theory (PMT) and findings in previous chapters of this

dissertation about impediments to action. Specifically, we developed nudges that seek

to help consumers assess threats and coping strategies regarding password breaches,

pilot tested the nudges extensively to ensure comprehension, and evaluated their

effectiveness at motivating password change intention and action in a longitudinal

experiment.

My previous chapters have documented the numerous harms data breaches can

introduce to affected consumers. Among all types of data breaches, the ones that

involve login account credentials have hit some high-profile service providers such as
1Yixin Zou, Khue Le, Peter Mayer, Adam J. Aviv, & Florian Schaub. 2022. Motivating Password

Changes After Data Breaches Using the Protection Motivation Theory. Manuscript in preparation.
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Yahoo!, LinkedIn, and Dropbox [233]. These stolen credentials often end up on the

dark web and become trading assets to cybercriminals [514]. Attackers can then try

the stolen credentials on different online accounts at scale through automated login

requests (i.e., credential stuffing), meaning that a breach of one service provider’s

password database could put other accounts at risk when they use the same or similar

passwords [557]. Once accounts have been compromised, attackers may use them for

spam, fraud, identity theft, or distributing malware [380], leaving users—especially

those who reuse their passwords—vulnerable to these security incidents.

With nudging consumers toward changing breached passwords as the end goal, we

saw the promise of applying the Protection Motivation Theory (PMT) to motivate

behavioral changes after data breaches based on evidence from previous chapters.

Specifically, PMT posits that individuals form protection motivation via assessing

the threat (threat appraisal) and evaluating coping strategies (coping appraisal). In

Chapter III, most participants did not think they would be personally affected by the

Equifax data breach [602], suggesting low perceived threat vulnerability. In Chap-

ter IV, most participants considered the breach’s impact on their lives to be “none” or

“very little” [329], suggesting low perceived threat severity. Moreover, the presenta-

tion of recommended actions in breach notifications might fail to address the action’s

response efficacy (since they often recommend what to do but not why doing so is

necessary), and the overwhelming amount of information might hamper consumers’

self-efficacy [600].

To assess the effectiveness of nudges based on PMT at encouraging password

changes after breaches, we conducted a longitudinal experiment, measuring partici-

pants’ intention (n=1, 386) and action (n=1, 175) in changing their breached pass-

words. We randomly assigned participants to a control condition or one of three

treatment conditions (a threat appeal, a coping appeal, or both) and situated our

nudges in real-world breaches known to have exposed their information using data
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from Have I Been Pwned (HIBP). With this method, we managed to achieve an eco-

logically valid evaluation for our nudges, which has been a key challenge in testing

breach notifications due to the difficulty of ethically simulating a data breach or legal

implications when partnering with companies to send out experimental notifications.

We found that the threat appeal alone made participants 1.48x more likely to form

password change intention; when presented together, the threat and coping appeals

made participants 1.54x more likely to change their passwords eventually. However,

we did not find any statistically significant difference between the three treatment

conditions. Our manipulation check results suggest that the threat appeal was more

powerful than the coping appeal, and our nudges affected the factors we targeted to

some extent but in directions we did not expect: participants who received the threat

appeal also had higher perceptions of the response efficacy, which was a component of

coping assessment. Our regression models to identify additional covariates associated

with password changes highlight the significant influence of user characteristics (e.g.,

security attitudes, password reuse, and demographics) and contextual factors (e.g.,

time passed since the breach occurred). In addition, our analysis of participants’ open-

ended responses identifies the numerous challenges they encountered when trying to

change their passwords. Taken together, these findings illuminate that while PMT-

based nudges can be useful, we need to rethink whether password changes should be

the nudging goal when consumers take alternative actions that improve their security

outcomes or when usability issues in the password ecosystem make the act of changing

passwords itself impossible.

9.1 Related Work

We review the Protection Motivation Theory, which serves as the theoretical foun-

dation of this work. We then review prior work of password-related behaviors (in-

cluding but not limited to those after data breaches) since they are closely related to
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the context in which we deployed our nudges.

9.1.1 Protection Motivation Theory

The Protection Motivation Theory (referred to as “PMT” onward) seeks to ex-

plain individuals’ cognitive responses in the face of fear [422, 423]: people conduct

two appraisal processes, one focusing on the threat itself (threat appraisal) and the

other focusing on their ability to act against the threat (coping appraisal). In threat

appraisal, people consider the negative consequences of the threat if it occurs (threat

severity) and how susceptible they are to the threat personally (threat vulnerabil-

ity) [422]. In coping appraisal, people evaluate whether taking a recommended action

will remove the threat (response efficacy) [422], their confidence in carrying out the

action (self-efficacy) [574], and barriers to taking action such as financial costs, time,

and effort (response costs) [160]. Higher perceptions of threat severity, threat vul-

nerability, response efficacy, and self-efficacy increase protection motivation, whereas

higher perceived response costs decrease protection motivation [423].

PMT in security and privacy research. While PMT was originally proposed

to study health behaviors, the theory has been applied to a wide range of do-

mains, such as environmental concerns and political issues. Within the security and

privacy domain, a large body of work has examined PMT in the context of em-

ployees’ computer security behaviors and adherence to organizational security poli-

cies [63, 102, 216, 237, 363, 463, 588]. Other studies involving average users focus

on PMT’s role in data backups [51], security behaviors on home computers [24, 202],

smartphone locking [17, 18], password creation [544], and adoption of tools such as

secure mobile payment apps [484] and Tor browser [485]. Most of these studies sought

to achieve one or more of the following goals: (1) validating that PMT can be applied

to explain security behaviors in specific contexts; (2) integrating PMT with other
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social and behavioral theories, and (3) applying PMT to develop and evaluate nudges

that promote security behaviors.

Among the studies that evaluated PMT-based nudges, the majority of them fol-

lowed the experimental design of a PMT condition (including threat and coping ap-

peals) versus a control condition [18, 51, 246, 484, 485]. Some studies termed the

PMT condition “fear appeal”—which makes it sound like the condition exclusively fo-

cuses on threats—but in essence, an ideal fear appeal should address both the threat

and the individual’s ability to deal with it [51]. The results have shown that the

PMT condition promoted more secure behaviors consistently across contexts. Yet

the format of the fear appeal matters; e.g., in Vance et al.’s study, an interactive fear

appeal treatment that changed based on users’ password input resulted in significantly

stronger passwords, but a static fear appeal did not [544].

The effectiveness of using PMT in developing nudges may indicate that increasing

protection motivation requires both threat and coping appeals. But to prove this

argument, we need to examine threat and coping appraisals in isolation, and prior

work has provided relatively limited insights on this topic. Our study took inspiration

from van Bavel et al.’s study, in which the authors separated threat and coping appeals

in examining their effects on online security behavior including choosing a secure

connection, selecting a trusted vendor, choosing a strong password, and logging out);

the authors found that the coping appeal was as effective as both appeals combined,

but not so the threat appeal alone [542]. Other survey-based studies also validated

constructs within the coping appraisal as significant predictors of security intention

or behavior, usually through structural equation modeling [49, 63, 102, 202, 216, 237,

252, 280, 289, 363, 463].

The salience of coping appraisal does not undermine the importance of threat

appraisal, however, as many of these studies also found significant effects for threat-

related constructs, either threat severity/vulnerability alone [63, 216, 237, 252, 289]
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or both [24, 463]. Other times, threat perceptions did not directly impact intention

or behavior but moderated the effect of coping-related constructs [363] or had inter-

action effects with the subject’s occupational background [102]. Through a literature

review, Mayer et al. summarized that threat vulnerability and rewards of maladap-

tive response are not reliable predictors of security intention; other PMT constructs

have reliable albeit weak to medium effect sizes [326]. Nonetheless, the authors cau-

tioned that the non-reliable findings were based on a limited set of studies, and future

research is needed to confirm this assessment [326].

The inconclusive findings of threat vs. coping comparisons might also result from

the limitations of PMT itself. As Boss et al. summarized, PMT best explains behav-

iors in situations involving a highly personally relevant threat along with strong effi-

cacy for the coping response [51]. Furthermore, like any other behavioral change the-

ory, PMT hardly captures all nuances in people’s behaviors and behavioral changes.

Prior work has integrated PMT with other theories and highlighted the importance

of other factors such as personal responsibility [49, 280, 455], attitudes [463], social

norms/influences [216, 252, 463], psychological capital [63], prior negative experi-

ence [289], and more.

A possible intention-behavior gap. Behavioral intention is often used as a proxy

for protection motivation and is considered a reasonable predictor of behavior ac-

cording to the Theory of Planned Behavior [15]. However, prior work has revealed a

possible intention-behavior gap, calling for measuring both variables when possible.

For example, a meta-analysis of experimental evidence showed that a medium-to-

large-sized change in intentions led to only a small-to-medium-sized change in be-

havior [570]. Key challenges that people may encounter as they strive to enact their

intentions [453] include failing to get started, failing to keep goal pursuit on track,

and failing to bring goal pursuit to a successful close [453]. Correspondingly, there
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are self-regulatory mechanisms that target these challenges to help people realize

their intentions, such as forming implementation intentions [181] and monitoring goal

progress [208].

Among the limited number of studies that examined the intention-behavior gap

in security contexts, Crossler et al. found that the costs of implementation (e.g., time

and inconvenience) could be a strong deterrent to full compliance for employees to

follow Bring Your Own Device policies [102]. Similarly, Jenkins et al. found that

high levels of required effort negatively moderated users’ intentions to follow security

policies [245]. In the follow-up work of the study presented in Chapter IV [328], we

found that the presence of an intention-behavior gap for actions after data breaches

largely depended on the specific action: participants followed through with their

intentions across all levels for actions like changing the password and signing up for

credit monitoring services, but for actions that require more efforts and sound more

serious (e.g., freezing credit reports and filing a complaint), intention did not predict

action reliably.

In the privacy literature, Norberg et al. were the first to demonstrate the intention-

behavior gap by showing that people are more likely to share personal information

than they intend to during marketing exchanges [365]; the authors coined the term

“privacy paradox” to describe this phenomenon. The privacy paradox remains a

topic of debate since some studies found a positive correlation between intention and

behavior with large effect sizes [120, 262], and others found a reversed intention-

behavior gap where participants disclosed less information in the behavior condition

than in the intention condition [487]. Research on the underlying mechanisms of

the concern-behavior gap [41] (which might also explain the intention-behavior gap)

argues that the gap could occur after an explicit risk-benefit calculation (which could

be biased or unbiased), or individuals may engage in little or no risk assessment due

to a lack of knowledge [4] and learned helplessness [458].
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Altogether, our study contributes to the PMT literature by (1) applying PMT

to encourage protection motivation in a new context (changing passwords after data

breaches); (2) separating threat and coping appeals to understand their relative ef-

fectiveness; and (3) measuring both intention and behavior to get a complete picture

of protection motivation. We found that compared to the control condition, threat

appeal alone significantly raised password change intentions but threat and coping

appeals combined significantly motivated password change behaviors.

9.1.2 Password Policies, Behaviors, and Nudges

Password Policies. Service providers use password-composition policies to prevent

users from creating easily guessed passwords [451], as strong passwords (measured by

length and complexity) are harder to crack than shorter and simpler passwords [185].

The U.S. National Institute of Standards and Technology (NIST) password guidelines

call for a strict eight-character minimum length requirement [185]. Many service

providers go above and beyond to require different character classes to be included

or periodic password changes [99], although this requirement becomes ineffective as

users tend to bypass it in predictable ways, such as by simply capitalizing the first

letter of their password or adding a “!” to the end [538]. There are also usability costs

when users struggle to keep track of updated passwords [241]. Shay et al. suggested

that requiring longer passwords (e.g., 12 or 16 characters) with fewer composition

requirements provides both security and usability benefits over requiring 8-character

passwords with many character classes [449].

Research of password corpora has also identified characteristics of common pass-

words, which inform the creation of password policies about certain phrases to avoid.

According to an analysis of leaked passwords from RockYou, the most popular pass-

words were “123456,” “password” and “iloveyou” [545]. Other prevalent semantic

themes in passwords include names, locations, dates, animals, and money [338, 549].
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In summary, a good password policy should require a minimal length (eight char-

acters according to the NIST [185] or longer if the organization prefers), some but not

too many classes of special characters, highlight common phrases to avoid, and re-

move arbitrary password expiration periods. We drew on these guidelines from prior

work as we developed our coping appeal about what to choose for the new password.

User behaviors. Despite good-faith efforts in protecting the security of their per-

sonal information, most users struggle to comply with password policies [449] and fail

to create strong passwords [196, 388, 538]. Password reuse is prevalent [105, 158, 388],

which enables attackers to use the same compromised password in other protected

accounts or website login. Das et al. estimated that 43-51% of users reuse the same

password across multiple sites [105], whereas Pearman et al. found that password

reuse is more rampant than previously believed when partial reuse is also taken into

account [388]. The likelihood of password reuse increases as more passwords are cre-

ated or when the password is short and simple [174]. Other research has revealed that

users match password strength to the account’s relative importance [538] and rarely

change their passwords unless in the case of a breach or forgotten password [483].

Even with external stimuli, users do not always comply with password change

advice. Thomas et al. developed and evaluated a protocol for detecting breached cre-

dentials and found that only 26% of the warnings resulted in users migrating to a new

password [515]. In Bhagavatula et al.’s longitudinal study based on real-world pass-

word data, only 33% of all participants who had accounts on the breached site changed

their passwords, and only 13% did so within three months of the breach announce-

ment [46]. Similarly, in a case study of LinkedIn, Huh et al. found that less than

half of participants changed their LinkedIn password upon receiving the password

reset notification from the company [231]. Even for users who change the breached

passwords, they rarely change the same or similar passwords on other sites [46]; their
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new passwords tend to be similar to their other passwords and could still leave them

vulnerable to future attacks [180]. Furthermore, users may have trust issues with

third-party advice providers when there is a lack of explanation regarding how pass-

word leaks are detected and why password change is needed. In studying users’ per-

ceptions of Chrome’s compromised credential notifications, Huang et al. found that

some participants falsely assumed Chrome learns about users’ plain-text credentials

or expressed privacy concerns about Google’s management of users’ data [229].

Methodologically, prior research has measured password behaviors by tracking

participants’ log data [46, 158, 163], analyzing passwords from public or private

datasets [105, 330], observing password creation in-situ [538], and relying on par-

ticipants’ self-reported data [180, 231, 566]. We evaluate our nudges based on par-

ticipants’ self-reported data, which could be prone to social desirability and recall

biases, but is also grounded in high ecological validity as we present participants with

real-world breaches that affect their email addresses and potentially other personal

information.

Helping users with passwords. Password managers are tools that combine secure

password storage and retrieval with random password generation to help users de-

ploy strong, unique passwords without memorability issues [389]. However, users are

often uncertain about what password managers are, how to use them, and whether

they are trustworthy [19, 483]. Users may believe there is little to protect, worry

about having a single point of failure, or have prior negative experiences with pass-

word managers [389, 408]. Alkaldi et al. studied how to encourage the adoption of

password managers by satisfying users’ self-determination needs in terms of auton-

omy, relatedness, and competence [20]. Other research has sought to develop nudges

that help users create stronger passwords, such as visual/text indicators that provide

feedback on the password’s strength [70, 536], estimating how long it would take to
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crack the password [544, 577], suggesting that users create passwords by concate-

nating a series of unrelated words together [450], and comparing the strength of the

user’s password with other users of the system [135]. Peer et al. showed that pass-

word nudges could be more effective when they are also personalized to individuals’

decision-making style [392]. Our study expands prior literature by examining the

applicability of PMT in encouraging better password behaviors and grounding our

nudges in an environment with high ecological validity, in which participants act on

their own passwords and accounts based on notifications of real-world breaches.

9.2 Method

Between July and August 2022, we conducted an online experiment to evaluate

the effectiveness of PMT-based nudges in encouraging people to change passwords

after data breaches. Our experiment was approved by our university’s Institutional

Review Boards (IRB).

To increase the ecological validity of our evaluation, we adapted the survey in-

frastructure in Chapter IV to similarly pull breach records from Have I Been Pwned

(HIBP) using its public API, thereby situating our nudges in real-world breaches

known to affect individual participants. HIBP is a database maintained by security

expert Troy Hunt who routinely analyzes password dumps and text storage sites on

the Internet to collect information about leaked account credentials. As of August

2022, the site listed 622 pwned websites with over 11 billion pwned accounts.

9.2.1 Study Design

The purpose of our study is to evaluate to what extent PMT-based nudges are

effective at encouraging consumers to change their passwords after being affected by

a data breach. The key dependent variables are participants’ self-reported inten-

tion and behavior to change their breached passwords. Because prior work has not
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provided conclusive evidence regarding the relative importance between threat and

coping appraisals, our experiment follows a 2 × 2 between-subjects design to exam-

ine the effect of threat and coping appeals together and in isolation. In total, our

experiment has four conditions:

• Threat only: Participants were presented with information about the risks after

passwords are leaked in a data breach (threat severity) and how the risks could

affect them personally (threat vulnerability), cf. Figure 9.2.

• Coping only: Participants were presented with information about how to change

the password (self-efficacy), how changing the password reduces the threat (re-

sponse efficacy), and estimated time (response costs), cf. Figure 9.3.

• Threat and coping combined: Participants were presented with information

about both threat and coping described above.

• Control: Participants were not presented with any threat or coping-related

information. As a baseline, they would still see a prompt “We recommend that

you change the password for your [site name] account” as well as information

about a data breach that affected them. This prompt appeared in all conditions.

We carried out our experiment through three online surveys following a longitu-

dinal design to cover the measurement of both intention and behavior, and to leave

participants enough time to follow through with their intention if they wanted to. In

the screening survey, we asked participants to provide an email address to be queried

in the Have I Been Pwned database for the email’s associated breach records. We

then determined each participant’s eligibility based on the query results and invited

those eligible back for the main survey. In the main survey, we showed participants

one of the four nudges (randomly assigned) and elicited their password change inten-

tions. We then invited participants who had not changed their password before our
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Survey #1

Recruitment & 
Screening Control

Survey #2

Threat only

Coping only

Threat + 
Coping

Survey #3

Follow-up

One day 
later

Two weeks 
later

Figure 9.1: An overview of our experiment’s procedure.

study to a follow-up survey two weeks later, in which we elicited their actual password

change behaviors. Figure 9.1 shows an overview of the experiment’s procedure, and

complete survey materials are included in Appendix G.1.

9.2.2 Protocol

Pilot testing. To ensure the nudges we developed work as intended (e.g., the threat

appeal indeed raises people’s attention to threat severity and vulnerability regarding

breached passwords) and the questionnaire is understandable, the first author con-

ducted four cognitive walkthrough sessions [286] with participants recruited via their

social networks. Each session lasted about 60 minutes, in which the participant was

asked to take all three surveys while verbalizing their thoughts and questions as they

moved through the pages (see Appendix G.2 for the cognitive walkthrough proto-

col). All four participants confirmed that the text was intuitive and aligned with

their understanding of the threats regarding breached passwords and the challenges

regarding password changes. Based on the feedback received, we made a few changes

to improve the questionnaire design, such as including social login [159] as a way of

account creation.

To iterate on the questionnaire design and troubleshoot potential technical issues
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What are the risks
• Criminals may access your account to steal your personal information, impersonate

you, or make fraudulent purchases in your name.
• If you used the same password elsewhere, criminals may take over your other ac-

counts too.
• Criminals use automated programs to test compromised passwords on hundreds

of accounts in just a few seconds. You’re at risk regardless of whether you are a
promising target or not.

• Once your password is out there, criminals may try to take over your account
anytime after a breach, no matter how long ago the breach happened.

Figure 9.2: The threat appeal (1) features negative things that could happen to
affected users when a data breach involves login credentials [180, 514] (matching
threat severity) and (2) addresses optimism bias and hyperbolic discounting that
people may experience after data breaches [260, 602] (matching threat vulnerability).

How to change your password Changing your [site name] account password would
prevent criminals from using the breached password to access your account. It only takes
a few minutes. Just follow these easy steps:

1. Go to [site URL] and log into your account.
Unsure if you have a [site name] account or can’t log into it? Contact [site name]
to recover the account or have your account deleted. You can usually find contact
information in the privacy policy.

2. Create a unique and strong password in account settings.
Longer passwords are best. Do not reuse the same password for other accounts.
Check out this guideline for more do’s and don’ts about passwords.

3. You’re all set!
If you used your old password for other accounts, make sure to change your password
for those accounts too.

Figure 9.3: The coping appeal (1) builds the connection between changing the pass-
word and reducing the chance of account compromise (matching response efficacy),
(2) gives a list of concrete steps to take, including URLs when applicable (matching
self-efficacy), and (3) clarifies that the effort “only takes a few minutes” and is “easy”
(matching response costs).

229

https://www.cisa.gov/uscert/ncas/tips/ST04-002


at a larger scale, we conducted another round of pilot testing with participants re-

cruited via Prolific, a crowdsourcing platform commonly used in social science and

behavioral research. We collected 107, 76, and 69 complete responses for the screen-

ing, main, and follow-up surveys, respectively. Based on pilot data, we made further

changes to the questionnaire design (e.g., adding “already changed password” as an

answer option for the question about password change intention). We also used the

pilot data to determine participants’ compensation and effect sizes to be considered

in power analysis (more in Section 9.2.3).

Recruitment & Data Collection. We recruited participants for the screening

survey via Prolific. We made our screening survey open to prospective participants

who speak English, are at least 18 years old, and are currently living in the United

States. We also asked participants to take our survey on a desktop device and in

the Chrome or Firefox web browsers, since we found through pilot testing that some

survey questions might cause technical issues when displayed on a tablet or mobile

device or when opened in other less mainstream browsers.

We began collecting data for the screening survey in July 2022 and concluded

data collection for the follow-up survey in August 2022. We obtained 2,412 com-

plete responses to the screening survey. In creating our sample, we sought a diverse

representation of gender, age, and educational attainment. Specifically, we used the

“balanced sample” feature on Prolific, which allows us to distribute the study evenly

to male and female participants.2 Furthermore, we released slots for the screening

survey in small batches (n≈100), monitored the demographic distributions of incom-

ing data, and used Prolific’s pre-screeners to balance age and education as needed.

Since we found that random sampling on Prolific tends to attract younger and more

educated participants, we targeted the screening survey to middle-aged (>=35 years
2While Prolific uses sex as one of its pre-screener, we used gender in our questionnaire, also

including “non-binary” “prefer to self-describe” “prefer not to say” options.
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old) and older (>=45 years old) participants in nine out of 24 batches and people who

do not have a college degree in two out of 24 batches. We only did such stratification

for the screening survey since the main and follow-up survey participants came from

the screening survey.

Our experiment began in the main survey and continued in the follow-up survey.

Among participants who completed the screening survey, 1,824 (75.6%) were deemed

eligible. We invited these participants back for the main survey one day after they

completed the screening survey. Among the 1,654 (90.7%) participants who returned

and completed the main survey, 1,388 (83.9%) selected “yes” or “no” for the password

change intention question, and the remaining 266 (16.1%) selected “already changed.”

We excluded participants who selected “already changed” for the follow-up survey and

in our data analysis since the nudge does not apply to them, and there is no need for

them to change their password again. Among participants who received the follow-up

survey invitations, 1,176 (84.7%) returned and completed the follow-up survey.

In terms of compensation, our pilot data suggested that participants on average

took three, nine, and four minutes to complete the screening, main, and follow-up

surveys respectively. Aiming to compensate participants at least $15/hour, we set

the compensation accordingly: $0.80 for the screening survey, $2.40 for the main

survey, and $1.00 for the follow-up survey. The actual median completion times

were 1.84 minutes (screening), 6.64 minutes (main), and 3.71 minutes (follow-up),

corresponding to a rate of $26.08/hour, $21.69/hour, and $18.76/hour3 respectively.

Screening Survey. After informed consent, we asked participants to provide an

email address, which we used to query the HIBP database and obtain information

about data breaches in which the participant’s email address had been exposed. We

clearly noted how we do the querying in a privacy-preserving manner—we kept par-
3The rate takes into account bonus payment for participants who received a $1.00 bonus payment

for uploading the password reset confirmation email (n=77).
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ticipants’ email addresses in ephemeral storage and deleted them after the query had

been sent; we would never have direct exposure to participants’ email addresses, nor

did we store them anywhere or include them in our analysis. Participants who were

uncomfortable with providing their email addresses could opt out.

For participants who provided an email address, we did the query and informed

them of their eligibility for our experiment based on the query results. The participant

is eligible if they provide an email address for their own or shared email account,

rather than an email address that belongs to someone else entirely or is made up for

the study. Furthermore, the participant needs to have at least one valid breach for

their provided email address. We considered that a breach is valid (1) if passwords

were among the types of breached information, which makes changing passwords a

potentially reasonable option, and (2) changing the password is indeed a viable option

on the breached site. Specifically, the site should still be functioning, the site should

have an account creation feature, and the site should conduct business with average

consumers rather than other businesses. To determine criterion (2), we manually

inspected each breached site recorded by HIBP in June 2022, right before launching

the experiment. Our manual filtering led us to exclude 230 out of the 598 breaches

(38.5%) in HIBP’s database at the time of our study. For participants who were

ineligible for our experiment, we redirected them to the final page showing the breach

records associated with the email they provided to ensure they were aware of the

situation.

To better characterize our sample, we further asked eligible participants to indicate

their usage of the email account using the same questions in [329], including how

often they checked the email, what they used the email for (e.g., professional/personal

correspondence or account creation), and how long it has been used. We also collected

eligible participants’ demographic and occupational background information (CS/IT

and law) at the end of the screening survey.
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Figure 9.4: Example breach information shown to participants.

Main Survey. Participants who passed screening received invitations to the main

survey one day after they completed the screening survey. The main survey started

by showing a valid breach involving passwords randomly chosen from their breach

records. The breach information included a short description, the site’s logo and

name, and types of compromised data as provided by HIBP, highlighting passwords

and listing other data types under “additional information” (Figure 9.4). We then

asked participants about their awareness in three dimensions: if they had heard of

the site, if they had known they were affected by the breach, and if they had an

account with the site. For those with an account, we further asked them to specify

their account usage, including the account’s age, frequency of use, and perceived

importance.

Next, we showed participants one of the four nudges randomly assigned. All

nudges included the password change prompt, but those in the treatment conditions
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received additional information about threat, coping, or both. In line with prior

work’s recommendations [100, 139, 229], we followed a layered approach in displaying

the nudging text by displaying it in multiple interactive, expandable boxes with a

short delay between boxes, hoping that by doing this, we could avoid overwhelming

participants while nudging them to pay close attention and read through the text.

After showing the nudge, we asked participants to indicate their password change

intention (“yes” “no” “already changed”) and explained their choice open-endedly. We

also asked participants whether they had used the breached password for their other

online accounts.

Following the password reuse question, we asked participants to rate their percep-

tion of the five PMT constructs (threat severity, threat vulnerability, response efficacy,

self-efficacy, and response costs) using scales adapted from prior work [49, 484]. We

used these responses as manipulation checks to gauge how effective our nudges were

at addressing our participants’ threat and coping appraisals. We also included two

attention check questions in this part, asking participants to select a fixed answer

option (“very unlikely” for threat vulnerability and “extremely serious” for threat

severity). The main survey ended with questions about the participant’s security at-

titudes [147] and prior negative experience [603] (namely with account compromises,

data breaches, and identity theft) as additional possible covariates of password change

intention and behavior.

Follow-up Survey. Participants eligible for the follow-up survey received an invi-

tation two weeks after completing the main survey. We decided the follow-up time

to be two weeks later after trying various options in pilot testing, in which all partic-

ipants who ended up changing their password did it within two weeks. We reasoned

that this timeframe gave participants enough time to change their password if they

wanted to do it on certain less busy days (e.g., weekends) but was not too long to
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cause recall issues.

The follow-up survey began by reminding participants of the previous surveys

they took and the breach featured. Next, we asked participants to describe what they

had done in response to learning about the breach in the main survey open-endedly,

followed by an attention check asking participants to select the name of the featured

breach from a correct option and three decoy options. We then asked participants

to specify whether they had changed their password since taking the main survey,

why, and what they did to passwords for other accounts. Those who indicated they

had changed their password since taking the main survey were asked to provide more

details, such as when they changed the password and what mechanisms they used

to remember the new password. They could optionally upload a screenshot of the

password reset confirmation email. We adopt this approach from [231] as a measure

to validate participants’ self-reported behavior and set a $1.00 bonus payment for

those who uploaded a valid screenshot.

9.2.3 Data Analysis

We pre-registered our study protocol, hypotheses, and data analysis plan on Open

Science Framework prior to data collection.

Hypotheses. Our key independent variable is the condition (control, threat only,

coping only, threat and coping), and our key dependent variables are participants’

intention and action to change their breached passwords. Because the four condi-

tions had different amounts of threat- and coping-related information, and because

the control condition does not have any threat or coping information, we made the

following hypotheses for password change intention:

H1: There will be different levels of password change intention across the four exper-

imental conditions.
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• H1a: Participants in the control condition will exhibit lower password change

intentions than those in the threat only condition. (control < threat only for

intention)

• H1b: Participants in the control condition will exhibit lower password change

intentions than those in the coping only condition. (control < coping only for

intention)

• H1c: Participants in the control condition will exhibit lower password change

intentions than those in the threat and coping combined condition. (control <

threat + coping for intention)

Assuming that the nudge’s effect on intention in the main survey carries over into

the follow-up survey, we made the following hypotheses for password change behavior:

H2: There will be different levels of password change behavior across the four exper-

imental conditions.

• H2a: Fewer participants in the control condition will end up changing their

breached passwords than those in the threat only condition. (control < threat

only for behavior)

• H2b: Fewer participants in the control condition will end up changing their

breached passwords than those in the coping only condition. (control < coping

only for behavior)

• H2c: Fewer participants in the control condition will end up changing their

breached passwords than those in the threat and coping combined condition.

(control < threat + coping for behavior)

We did not include directional hypotheses regarding differences among the threat

only, coping only, and threat and coping combined conditions because prior work has

not provided conclusive evidence on which of the threat vs. coping nudges is more

effective or whether the two nudges combined would be more effective than each

presented in isolation [326, 542]. However, we were still interested in understanding
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their differences, and we ran additional pairwise comparisons as exploratory analyses

to obtain insights.

Data Cleaning. We retained all completed responses for the screening survey. We

used the attention checks in the main and follow-up surveys to flag responses that

require further examination but did not exclude these responses immediately. Among

the 1,388 participants who completed the main survey (already excluding those who

already changed passwords), 32 failed one of the attention checks, and two failed both

attention checks. Among the 1,116 participants who completed the follow-up survey,

one failed the attention check. We excluded responses from the two participants who

failed both attention checks in the main survey and the one who failed the attention

check in the follow-up survey. We retained the remaining responses since the data

for other parts of the survey was detailed and insightful. We also retained responses

from the 211 participants who completed the main survey but did not complete the

follow-up survey since they still contributed insights for half of our key hypotheses.

After data cleaning, the final sample size is 1,386 for the main survey (control:

349/25.2%; threat only: 339/24.5%; coping only: 348/25.1%; threat and coping com-

bined: 350/25.2%) and 1,175 for the follow-up survey (control: 291/24.8%; threat

only: 304/25.9%; coping only: 297/25.2%; threat and coping combined: 283/24.1%).

Statistical Analyses. To confirm H1 and H2, we conducted two omnibus χ2 tests

to detect significant differences between the four conditions, with intention (yes/no,

excluding “already”) and action (yes/no) as the dependent variable, respectively. To

confirm H1a-H1c and H2a-H2c, we conducted pairwise χ2 comparisons to detect the

differences between the control and any treatment conditions.

We also planned and conducted a series of exploratory analyses. To gather insights

into the relative performance of threat vs. coping appeals, we conducted pairwise

comparisons between the three treatment conditions. To understand to what extent
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the threat and coping appeals address participants’ threat and coping appraisals

respectively, we conducted Kruskal-Wallis tests to investigate the relationship between

the condition (IV) and each of the five PMT constructs (DV) as manipulation checks.

We were also interested in knowing whether the effect of the nudge would remain

robust after controlling for other covariates, such as individuals’ account usage and

demographics. To this end, we built logistic regression models with the condition and

other covariates as IVs and intention/action as the DV. To avoid model fit problems

caused by too few observations in a category, we binned the demographic data in

Table 9.1 into fewer categories for the regression analyses: gender (binary, men or

women), age (three levels: 18-34, 35-54, 55+), educational attainment (three levels:

high school or less, some college, Bachelor’s degree or above), and annual household

income (three levels: <$50k, $50-100k, >$100k). We report odds ratios, confidence

intervals, and p-values for regression results: an odds ratio below one would indicate

a decrease of likelihood in intention/action for changing the password, and an odds

ratio above one would indicate an increase.

Qualitative Analysis. We analyzed participants’ free text responses using the-

matic coding [434] to gather deeper insights into their reasoning behind password

change intention (Q26; main survey), what they did in general after learning about

the breach (Q38; follow-up survey), and reasoning behind password change action

(Q41. The first author developed a draft codebook, iteratively improved it with in-

put from other co-authors, re-applied new codes as they came up to earlier batches,

and coded all responses eventually. Following established guidelines [336], we did not

calculate inter-rater reliability since the coding was done by a single researcher who

is an expert in the field, and the data was relatively straightforward.

Power Calculation. We conducted a priori power analysis to determine the sample

size required for the study based on effect sizes observed in the pilot data. Our
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pilot data suggested a small-to-medium effect (w=0.15) for the omnibus χ2 test on

intention and a small effect (w=0.10) for pairwise comparisons on intention. We based

our power analysis on pairwise comparisons since we wanted to ensure we would have

enough data to detect between-condition differences. For 80% power at α=0.05 and

df=1, G*Power suggested we need 1,570 participants in total for the main survey.

We did not achieve this goal due to budgetary constraints and an underestimation of

participants whose data got excluded in the analysis because they had changed the

password already (16% of all completed main survey responses, whereas our original

estimate was 5%). We conducted a post hoc power analysis and confirmed that

the sample sizes we had still enabled us to detect a small effect for the omnibus χ2

test (w=0.09 for intention; w=0.10 for action) and a small-to-medium effect for the

pairwise comparisons (w=0.11 for intention; w=0.12 for action).

9.3 Findings

Our analysis indicates that threat appeal alone performed significantly better

than the control condition in raising password change intention. The threat and

coping appeals combined performed significantly better than the control condition

in encouraging actual password change behavior. While being small, the significant

difference for both comparisons remains robust after controlling for other covariates.

Our qualitative results further illuminate the hurdles in participants’ attempts to

change their passwords and the alternative actions they took when they did not

change their passwords. We describe our participants’ demographics and the breaches

in our sample before diving into the result details.

9.3.1 Sample

Participant profile. Table 9.1 summarizes the demographics of our main survey

participants compared to the US census bureau’s data. Our sample has a quite bal-
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Metric Sample Census

Women, Men, Non-binary 50.9%, 46.5%, 1.9% 51%, 49%, n/a

18-24, 25-34 years 16.0%, 22.9% 7%, 14%
35-44, 45-54 years 21.5%, 19.5% 13%, 13%
55-64, 65 years or older 13.3%, 5.4% 13%, 15%

High school or less, Some college 11.6%, 23.7% 37%, 15%
Associate’s degree (aca./voc.) 11.8% 11%
Bachelor’s degree 36.9% 24%
Advanced degree (Master’s/professional/doctoral) 15.7% 14%

<$25k, $25k-$50k 16.0%, 22.3% 19%, 20%
$50k-$75k, $75k-$100k 20.1%, 14.9% 16%, 12%
$100k-$150k, >$150k 13.5%, 10.0% 14%, 19%

Asian, Black 7.8%, 6.8% 6%, 14%
White, Two or more races 76.9%, 5.0% 76%, 3%
Hispanic/Latino 9.8% 19%
Other (e.g., American Indian, Pacific Islander) 0.9% 2%

Table 9.1: Gender, age, education, income, race/ethnicity compositions among par-
ticipants of the main survey (n=1, 386). Census statistics from [531, 532, 533, 534]
as of 2022. Some percentages do not add up to 100% due to non-reporting.

anced distribution regarding gender, income, and race/ethnicity, but it is slightly

more educated and younger than the US population. For participants’ occupa-

tional background, 314 (22.7%) reported having studied or worked in computer sci-

ence/information technology, and 49 (3.5%) reported having studied or practiced law

or other legal services.

We further asked participants how they used the email account corresponding to

the email addresses they provided for our study. Most participants used the email for

an extended period (mean: 12.81 years, median: 12). Most participants checked the

email daily (85.4%); the rest checked the email weekly (11.7%), monthly or less fre-

quently (2.9%). In addition, participants could choose multiple options for what they

used the email for. Most participants selected using the email account for personal

correspondence (86.4%), followed by signing up for medium-value accounts (75.0%),

signing up for sensitive accounts (57.4%), signing up for low-value accounts (53.1%),

and professional correspondence (40.8%). These results indicate that participants

were checking breach records for the emails they used often and for important pur-
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Name Freq. Year Acc. No. Breached Data
Zynga 132 (9.5%) 2019 172M Email addresses, Passwords, Phone numbers, Usernames
MyFitnessPal 97 (7.0%) 2018 144M Email addresses, IP addresses, Passwords, Usernames
Chegg 55 (4.0%) 2018 39M Email addresses, Names, Passwords, Usernames
MySpace 53 (3.8%) 2008 359M Email addresses, Passwords, Usernames

Canva 51 (3.7%) 2019 137M Email addresses, Geographic locations, Names, Passwords,
Usernames

Wattpad 44 (3.2%) 2020 268M
Bios, Dates of birth, Email addresses, Genders, Geographic
locations, IP addresses, Names, Passwords, Social media
profiles, User website URLs, Usernames

LinkedIn 39 (2.8%) 2012 164M Email addresses, Passwords
ClearVoice
Surveys 38 (2.7%) 2015 15M Dates of birth, Email addresses, Genders, IP addresses,

Names, Passwords, Phone numbers, Physical addresses

Evite 38 (2.7%) 2013 101M Dates of birth, Email addresses, Genders, Names, Pass-
words, Phone numbers, Physical addresses

Mathway 36 (2.6%) 2020 25M Device information, Email addresses, Names, Passwords,
Social media profiles

ParkMobile 36 (2.6%) 2021 20M Email addresses, Licence plates, Names, Passwords, Phone
numbers

Table 9.2: Top breaches in our sample. Freq. indicates how many times the breach
was featured in the main survey.

Conditions % w/ intention OR 95% CI p-value

Threat only vs. Control 67.3% vs. 58.2% 1.48 [1.07, 2.04] .02

Coping only vs. Control 62.9% vs. 58.2% 1.22 [0.89, 1.68] .23

Combined vs. Control 62.3% vs. 58.2% 1.19 [0.88, 1.63] .30

Table 9.3: Pairwise comparisons between control vs. treatment for the percent of
participants who reported intending to change the password in the main survey.

poses, which adds to our findings’ ecological validity.

Overview of breaches. For each participant, we displayed the nudge in the con-

text of a breach that involves passwords randomly selected from the participant’s

breach records. Our sample consists of 127 unique breaches. Table 9.2 lists the top

11 breaches featured in the main survey and more details of each breach to give a

snapshot. We also calculated breach age, defined as the time between the breach’s

occurrence date and the survey’s completion date. The average age of breaches in

our sample was 5.16 years (median: 4.2, sd: 3.13).
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Conditions % w/ action OR 95% CI p-value

Threat only vs. Control 28.0% vs. 22.7% 1.32 [0.90, 1.95] .14

Coping only vs. Control 27.0% vs. 22.7% 1.26 [0.85, 1.86] .23

Combined vs. Control 31.1% vs. 22.7% 1.54 [1.04, 2.27] .02

Table 9.4: Pairwise comparisons between control vs. treatment for the percent of
participants who reported having changed the password in the follow-up survey.

9.3.2 Results of Confirmatory Analyses

Overall, a majority of participants (868, 62.6%) in the main survey stated they

intended to change the breached password, but only a minority (319, 27.1%) ended

up changing the password in the follow-up survey.

Looking at the descriptive statistics, we observed the following trends: threat

appeal alone > coping appeal ≥ threat and coping appeals combined > control for

motivating password intention; threat and coping appeals combined > threat appeal

alone ≥ coping appeal alone > control for motivating actual password changes. How-

ever, the differences between groups were minor. For the two omnibus χ2 tests of

independence we conducted on intention and action respectively, both tests revealed

non-significant results (χ2(3)=6.10, p=.11 for intention; χ2(3)=5.27, p=.15 for ac-

tion). As such, we rejected both H1 and H2: there were no significant differences

between the four conditions regarding their impact on participants’ password change

intention and action.

While the overall difference was insignificant, the pairwise χ2 tests of independence

we ran between the control vs. treatment conditions revealed significant differences

for specific pairs. Tables 9.3 and 9.4 show the results; we report odds ratios as the

χ2 test’s effect size and the associated 95% confidence intervals, with the control

condition as the baseline. Participants who saw the threat appeal alone were 1.48x

more likely to intend to change their breached password than the control condition

(p=.02), confirming H1a. Participants who saw the threat and coping appeals com-
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bined were 1.54x more likely to change their breached password than the control

condition (p=.02). The odds ratio for both comparisons only corresponds to a small

effect size [78]. We did not find a statistically significant difference between cop-

ing only vs. control for intention (p=.23), between threat and coping combined vs.

control for intention (p=.30), between threat only vs. control for action (p=.14), or

between coping only vs. control for action (p=.23). H1b, H1c, H2a, H2b are rejected.

These results show that compared to the control condition, threat appeal alone could

effectively motivate password change intention. Still, participants were much more

likely to act on the intention only when both threat and coping appeals were present.

9.3.3 Results of Exploratory Analyses

In our exploratory analyses, we compared differences in intention and action be-

tween the three treatment conditions, conducted manipulation checks on the threat

and coping appeals, and provided more details of the covariates we measured. Our

regression results indicate that participants’ password reuse behavior, security atti-

tudes, demographics, and the breach’s age help explain additional variances in pass-

word change intention or action in addition to the type of nudge they received.

Pairwise comparisons between treatment conditions. To compare the threat

and coping appeals’ effects as well as understand whether threat and coping appeals

combined would be more effective, we ran pairwise χ2 tests between the threat only,

coping only, and threat and coping combined conditions, with intention and action as

the dependent variable respectively. For intention, we did not observe any significant

differences between threat only vs. threat and coping combined (p=.20), coping only

vs. threat and coping combined (p=.92), or threat only vs. coping only (p=.27). The

same pattern of non-significant pairwise difference also applies to action: p=.46 for

threat only vs. threat and coping combined, p=.31 for coping only vs. threat and
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coping combined, and p=.85 for threat only vs. coping only. These results confirm the

pattern in Tables 9.3 and 9.4: the differences in motivating password changes between

the three treatment conditions were minor (1% to 4% based on descriptive statistics)

and were not significant even with a large enough sample to detect a small-to-medium

effect.

Manipulation checks. Table 9.5 shows the descriptive statistics of participants’

ratings of the five PMT constructs: threat severity, threat vulnerability, response

efficacy, self-efficacy, and response costs. To understand to what extent our nudges

produced the intended effect on participants’ threat and coping perceptions, we con-

ducted Kruskal-Wallis tests to detect whether participants’ ratings of each construct

differed between conditions, followed by post hoc Dunn tests to detect significant dif-

ferences between any pairs. We applied Holm-Bonferroni correction to the post hoc

Dunn tests to control for Type I error due to the exploratory nature of the analysis.

Results of the Kruskal-Wallis tests showed that our nudges had different effects

on participants’ perceived threat vulnerability (H(3)=14.11, p=.002) and perceived

response efficacy (H(3)=21.52, p<.001). The post hoc Dunn tests further revealed

that participants who received the threat appeal had significantly higher ratings of

perceived threat vulnerability, evidenced by the significant differences between threat

only vs. control (p=.01) and threat and coping combined vs. control (p=.004). Inter-

estingly, the threat appeal also seemed to increase participants’ coping perceptions.

Participants who received the threat appeal had significantly higher ratings of re-

sponse efficacy, evidenced by the significant differences between threat only vs. control

(p=.009), threat and coping combined vs. control (p<.001), and threat and coping

combined vs. coping only (p=.009). There was no significant difference between con-

ditions for participants’ ratings of threat severity (H(3)=0.97, p=.81), self-efficacy

(H(3)=1.30, p=.73), or response costs (H(3)=4.06, p=.26); the post hoc Dunn tests
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Variable Condition Mean Median SD

Perceived threat severity

Control 4.28 5.00 0.90

Threat only 4.37 5.00 0.79

Coping only 4.31 4.50 0.88

Combined 4.32 4.00 0.83

Perceived threat vulnerability

Control 2.73 3.00 0.06

Threat only 2.99 3.00 0.06

Coping only 2.89 3.00 0.06

Combined 3.01 3.00 0.06

Perceived self-efficacy

Control 3.99 4.00 1.14

Threat only 3.96 4.00 1.15

Coping only 4.04 4.00 1.13

Combined 4.00 4.00 1.07

Perceived response efficacy

Control 3.20 3.00 1.13

Threat only 3.44 4.00 1.15

Coping only 3.28 4.00 1.17

Combined 3.55 4.00 1.13

Perceived response costs

Control 1.51 1.00 0.74

Threat only 1.52 1.00 0.79

Coping only 1.51 1.00 0.79

Combined 1.60 1.50 0.80

Table 9.5: Mean, median, and standard deviation of participants’ rating of the PMT
constructs, divided by conditions. We adapted scales from prior work [49, 484] in
measuring these variables: threat severity (Q28), threat vulnerability (Q29), response
costs (Q32) were measured using 5-point Likert scales, taking the median. Response
efficacy (Q30) and self-efficacy (Q31) were measured using a single 5-point Likert-type
item.
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did not reveal any significant pairwise differences for these three variables.

These results suggest that our nudges’ manipulations of PMT constructs were

somewhat successful. The threat appeal primarily influenced participants’ threat

perception by influencing perceived threat vulnerability. In addition, the threat ap-

peal’s presence strengthened participants’ perception of response efficacy, even though

response efficacy is part of coping appraisal according to PMT, whereas the presence

of coping appeal alone did not help much. This could mean that our coping appeal

did not perform as intended. Perhaps a more plausible explanation is that partici-

pants might not need the coping appeal for the action featured (changing passwords

after data breaches). As shown in Table 9.5, participants across conditions had high

ratings of perceived self-efficacy and low ratings of response costs. Participants might

have already felt confident about their ability to change the password without help

from others, and they did not see many costs associated with this action. As such,

there was little room for the coping appeal to have further effects.

Awareness, security posture, and account usage. In the main survey, we

measured participants’ prior awareness of the company/breach, security posture, and

account usage as covariates, i.e., additional factors we wanted to understand and

control for in examining our nudges’ effect on participants’ password change intention

and action.

For prior awareness (Q16, Q17), the majority (75.8%) of participants had heard

of the breached site before our study, 17.1% had not, and 7.1% were unsure. By

contrast, the majority (82.3%) of participants were unaware that they were affected

by the breach we showed them before our study, 7.0% had known they were affected,

and 10.8% were unsure.

We examined participants’ security posture by measuring whether they used the

breached password elsewhere (Q27), security attitudes using SA-6 [147] (Q33), and
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prior experience with account compromise (Q34), data breach (Q35), and identity

theft (Q36). Excluding 11.0% of participants who claimed they did not have an

account with the breached site, 12.3% knew for sure they used the breached password

elsewhere, 32.5% did not reuse the breached password, and 44.2% were unsure. Most

participants’ SA-6 ratings were between the medium to high end (mean: 3.44; median:

3.75; sd: 0.95), indicating that most participants were fairly motivated to learn about

security and follow expert-recommended advice. More than half of the participants

knew that their information was exposed in other data breaches before our study

(57.2% yes; 36.1% no; 6.6% unsure). Fewer participants had experienced account

compromises (29.1% yes; 54.6% no; 16.3% unsure) or identity theft (12.0% yes; 81.4%

no; 6.6% unsure).

We further asked participants whether they had an account with the breached site

(Q18), hypothesizing that password change would only be actionable, and thus more

likely, for those with an account.4 More than half of participants indicated they had

created an account with the breached site, either by providing an email address and a

password (48.5%) or by using the social login feature such as “sign in with Google” or

“sign in with Facebook” (6.9%). The rest did not think they had an account (16.6%)

or were unsure about the account’s existence (28.1%). For participants who reported

having an account with the breached site, we followed up with questions about the

account’s age (Q20), frequency of use (Q21), and perceived importance (Q24). Most

accounts had existed for an extended period (mean: 5.98 years; median: 5; sd: 4.36).

Most participants (87.2%) logged into the account only yearly or even less frequently;

the rest checked the account monthly (8.0%), weekly (3.5%), or daily (1.3%). When

asked about the account’s perceived importance, most participants indicated that the
4In Q22 and Q23 we also asked participants to select what types of information the account might

have about themselves. However, only in the middle of data collection did we find out that Q22 did
not have a “none of the above” option, and participants could not skip this question. As such, we
refrain from reporting the results of this question since the responses were likely skewed due to the
survey question’s design.
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account was “very unimportant” (51.1%) or “unimportant” (23.1%) to them. Average

ratings of the perceived importance level were low (mean: 2.04; median: 1; sd: 1.44

for a 7-point scale; the higher, the more important). Altogether, these results shed

light on the nature of breaches curated by HIBP and the accounts on these breached

sites among our sample: most participants created the account a while ago, only used

it very infrequently, and did not attach much value to the account.

Covariates associated with password change intention and action. Having

found that our nudges only had a minor effect on participants’ intention and action

of changing the password, we ran logistic regressions to identify whether the effect

would remain after controlling for the covariates we measured, as well as whether any

of these covariates were associated with password change intention or action.

First, we built a logistic regression model on factors associated with password

change intention measured in the main survey. This model (results in Table 9.6)

contains the following 14 variables: condition, prior knowledge of the breached site,

prior knowledge of the breach, account existence, reuse of the breached password,

security attitudes (SA-6), prior negative experience (with account compromise, data

breach, and identity theft), demographics (age, gender, education, income), and the

breach’s age. We found that the significant differences in intention between the threat

and control conditions remained after controlling for other covariates: participants

who saw the threat appeal only were 1.84x more likely to have password change

intention compared to those in the control condition.

For other covariates, the model suggested password reuse and security attitudes, as

part of one’s security posture, as influential predictors of password change intention.

Participants who reused the breached password for other online accounts, were unsure

about the password reuse situation, or held more proactive security attitudes were

significantly more likely to form intentions. The model further revealed demographic
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B (SE) OR 95% CI p-value

(Intercept) −2.88(0.59) 0.06 [0.02, 0.18] < .001

Condition: coping
(vs. control) 0.28(0.24) 1.32 [0.83, 2.11] .24

Condition: threat
(vs. control) 0.61(0.24) 1.84 [1.15, 2.95] .01

Condition: combined
(vs. control) 0.28(0.29) 1.32 [0.82, 2.17] .25

Account exist: yes
(vs. no) −0.15(0.32) 0.86 [0.45, 1.60] .63

Account exist: yes
(vs. no) −0.28(0.30) 0.75 [0.42, 1.37] .35

Aware account: yes
(vs. no) 0.50(0.35) 1.64 [0.82, 3.29] .16

Aware account: unsure
(vs. no) 0.15(0.34) 1.17 [0.59, 2.28] .65

Password reuse: yes
(vs. no) 1.10(0.31) 3.01 [1.66, 5.69] < .001

Password reuse: unsure
(vs. no) 0.60(0.19) 1.82 [1.25, 2.67] .002

Security attitudes
(5-point scale) 0.65(0.10) 1.92 [1.58, 2.34] < .001

Acc. Compromise: yes
(vs. no) 0.15(0.20) 1.16 [0.79, 1.71] .44

Prior breach: yes
(vs. no) −0.24(0.19) 0.78 [0.54, 1.13] .20

Identity theft: yes
(vs. no) 0.12(0.29) 1.13 [0.64, 2.04] .68

Age: 35-54
(vs. 18-34) 0.29(0.20) 1.33 [0.90, 1.96] .24

Age: 55+
(vs. 18-34) 0.62(0.26) 1.87 [1.12, 3.15] .15

Gender: women
(vs. men) 0.68(0.18) 1.97 [1.38, 2.82] < .001

Edu.: ≥Bach.
(vs. ≤high school) 0.28(0.30) 1.32 [0.72, 2.30] .36

Edu.: Some College
(vs. ≤high school) 0.47(0.30) 1.60 [0.88, 2.90] .12

Income: 100+K
(vs. <50K) 0.52(0.25) 1.69 [1.05, 2.76] .03

Income: 50-100K
(vs. <50K) 0.03(0.20) 1.03 [0.69, 1.52] .89

Breach age
(years) −0.09(0.03) 0.92 [0.87, 0.97] .001

Table 9.6: Logistic regression for predicting password change intention in the main
survey. n=725 after excluding incomplete or not applicable responses. Cox and Snell
R2=0.14. Model χ2(21)=111.05, p<.001
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differences across gender and income. Participants who identified as women (vs. men)

and participants with more annual household income (>100K vs. <50K) were more

likely to form intentions. How much time has passed since the breach also influenced

password change intention: participants were less likely to form intentions for older

breaches.

Next, we built a logistic regression model on factors associated with password

change action measured in the follow-up survey. We used the same covariates in Ta-

ble 9.6 but included intention as an additional covariate to examine whether there

was an intention-behavior gap in participants’ act of changing the breached password.

Results in Table 9.7 confirmed that the significant difference between the threat and

coping combined and control conditions remained after controlling for other covari-

ates: participants who saw both the threat and coping appeals were 2.37x more

likely to end up changing their breached password compared to those in the control

condition.

Compared to results for the intention model, breach age and security attitudes still

served as significant predictors for action. Password reuse, however, no longer pre-

dicted action reliably, and the significant gender and education differences for inten-

tion also disappeared. Instead, the action model surfaced age differences: middle-aged

participants (35-54 years old) were less likely to change the password than younger

participants (18-34 years old). The addition of intention led us to find that the

intention-behavior gap was not particularly pronounced in our study. Participants’

password change behavior largely aligned with their intention: those who stated in-

tention in the main survey were 11.24x more likely to report having changed their

password in the follow-up survey than those without intention.

More details of password changes. For all participants in the follow-up survey

(n=1, 175), we asked whether they changed the password for other online accounts
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B (SE) OR 95% CI p-value

(Intercept) −3.46(0.77) 0.03 [0.01, 0.14] < .001

Condition: coping
(vs. control) 0.42(0.30) 1.52 [0.85, 2.75] .16

Condition: threat
(vs. control) 0.50(0.28) 1.66 [0.96, 2.89] .07

Condition: combined
(vs. control) 0.86(0.31) 2.37 [1.30, 4.36] .005

Aware site: yes
(vs. no) 0.29(0.39) 1.34 [0.63, 2.91] .46

Aware breach: yes
(vs. no) 0.47(0.35) 1.60 [0.79, 3.20] .19

Account exist: yes
(vs. no) 0.16(0.43) 1.17 [0.50, 2.78] .72

Account exist: unsure
(vs. no) 0.03(0.42) 1.03 [0.45, 2.39] .94

Password reuse: yes
(vs. no) −0.37(0.32) 0.69 [0.37, 1.28] .24

Password reuse: unsure
(vs. no) −0.22(0.23) 0.81 [0.51, 1.26] .35

Security attitudes
(5-point scale) 0.27(0.12) 1.31 [1.03, 1.67] .03

Acc. Compromise: yes
(vs. no) −0.22(0.23) 0.80 [0.51, 1.26] .34

Prior breach: yes
(vs. no) 0.02(0.22) 1.02 [0.66, 1.56] .93

Identity theft: yes
(vs. no) 0.34(0.30) 1.40 [0.77, 2.54] .27

Age: 35-54
(vs. 18-34) −0.62(0.24) 0.54 [0.34, 0.86] .01

Age: 55+
(vs. 18-34) 0.05(0.29) 1.05 [0.60, 1.84] .87

Gender: women
(vs. men) −0.34(0.21) 0.71 [0.47, 1.07] .10

Edu.: ≥Bach.
(vs. ≤high school) 0.14(0.36) 1.15 [0.57, 2.36] .69

Edu.: Some College
(vs. ≤high school) 0.02(0.36) 1.02 [0.51, 2.08] .96

Income: 100+K
(vs. <50K) −0.13(0.27) 0.88 [0.52, 1.48] .63

Income: 50-100K
(vs. <50K) −0.06(0.24) 0.94 [0.58, 1.51] .79

Breach age
(years) −0.10(0.04) 0.90 [0.84, 0.96] .003

Intention: yes
(vs. no) 2.42(0.32) 11.24 [6.25, 21.74] < .001

Table 9.7: Logistic regression for predicting password change action in the follow-up
survey. n=615 after excluding incomplete or not applicable responses. Cox and Snell
R2=0.21. Model χ2(22)=141.59, p<.001
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(Q42). For those who indicated they changed the breached password (n=319), we fur-

ther asked how soon they changed the password since taking the main survey (Q43),

what they used for the new password (Q44), and what techniques they used for re-

membering the new password (Q45) to characterize their password change behaviors,

using survey questions from prior work [180, 327].

For password changes regarding other accounts, almost half of participants (48.9%)

left passwords for other accounts the same. Fewer participants prioritized changing

the password for other accounts using the same or similar passwords (18.5%) or for

accounts they thought were important, such as bank accounts (16.3%). Only 6.1%

participants said they changed the password for every online account. The remaining

10.2% described their action for other accounts via free text, mostly mentioning that

they had the habit of changing passwords regularly (e.g., “I often change all my

online passwords at least once or twice yearly”) or they changed the password for

other accounts affected by breaches after checking HIBP (e.g., “I already use different

passwords for most accounts, but I did check the list of hacked sites and I think I

changed the password on one”). Our findings are similar to results by Golla et al. [180]

in that participants developed their priorities in changing passwords for other accounts

and rarely changed passwords across all accounts, but even more participants in our

study exclusively focused on changing the password for the account affected by the

breach.

Regarding password change timing, most of our participants who changed their

password did it very promptly after receiving our nudges in the main survey (mean:

1.46 days; median: 1; sd: 2.24). Compared to prior work, our participants reacted

to the password change prompt much faster—e.g., the mean time taken to reset

the password was 26.3 days in Huh et al.’s case study of the LinkedIn breach [231],

and only 13% of participants in Bhagavatula et al.’s study changed their passwords

within three months of the breach announcement [46]. The differences could come
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from the study’s methodology: we followed up with our participants two weeks since

they received the breach notification, whereas in Huh et al. the time gap between

the breach date and data collection was several months [231]; we proactively reached

out to our participants to ask about their password change, whereas Bhagavatula et

al. derived their findings based on naturalistic observational data [46]. The finding

implies that our nudges effectively prompt participants to follow through with their

intention, and participants who forgot or did not have intention were likely to leave

their password as it is without additional reminders.

Regarding participants’ strategies in creating the new password, about half of

our participants (50.2%) used a password completely unrelated to the old one they

created. Some participants (32.9%) used a unique, random password generated by

a password manager. Fewer participants were exposed to risks of password reuse

attacks in creating the new password, either by changing a few characters in the old

password (8.8%) or by using a password that they already used for other accounts

(4.7%). The remaining 3.4% self-described their new password, such as following their

own password creation heuristics (e.g., “the same password schema I use for other

sites, which is known to me but generates a different password for different sites”)

and using a random password created by themselves without trying to remember it

(e.g., “I won’t use that account again so I just typed in a lengthy string of numbers.

If I want it again I will just recover the password”). Compared to findings in Golla et

al. [180], our participants had stronger new passwords and much fewer reused their

old passwords. This is likely because our participants were creating passwords for

their own accounts in real life rather than in a hypothetical scenario. The message in

our coping appeal (Figure 9.3) could have also helped as it specifically discouraged

password reuse and linked a guideline for making strong passwords.

Participants could choose multiple options to indicate their strategies for remem-

bering the new password. Participants’ strategies were diverse; the most popular
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options were saving the new password in the browser (27.3%), remembering the new

password without writing it down or storing it digitally (25.4%), using a third-party

password manager such as 1Password and LastPass (21.0%), and writing the new

password down on paper (17.9%). Less commonly, participants stored the new pass-

word in a digital file (12.2%), used a system-provided password manager such as iOS

Keychain (10.3%), or planned to reset the password every time they logged in rather

than remember it (2.5%). Our findings align with Mayer et al. [327] and Pearman

et al. [389]: participants’ strategies for password management were primarily using a

password manager and trying to remember it mentally.

For participants who indicated they had changed the password, we asked them

to optionally upload a screenshot of the password reset confirmation email to ver-

ify the validity of their responses. We adapted the method from Huh et al. [231] by

making the question optional but having a $1.00 bonus payment to incentivize partic-

ipants and honor their time. We also explicitly reminded participants to double-check

the screenshot did not include sensitive or personal information in our instructions

(Appendix G.1.3). Only 77 (24.1%) participants uploaded a screenshot; the rest ei-

ther could not find the email (127, 39.8%) or chose not to upload a screenshot (115,

36.1%). In open-ended responses, participants mainly explained that they had deleted

the email permanently (“I deleted the email after receiving it, and it has probably been

cleared from my Trash folder too since I try not to make my inbox too cluttered”), they

did not think it was worth the effort (“I don’t feel like searching through my email

right now. Even though I would like the extra payment”), or they were uncomfortable

with the question (“I don’t feel comfortable sending my information to someone I don’t

personally know”). Due to the low response rate, we did not use this question as a val-

idation mechanism for participants’ self-reported password change behaviors. While

the question being optional could contribute to the low-response rate, we believed

that it was a more ethical approach so that participants were not put in a position
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Intend to Change (n=868) Count No Intention (n=518) Count

bad things 226 (26.0%) inactive use 189 (36.5%)
to be safe 195 (22.5%) no account 152 (29.3%)
other actions 179 (20.6%) no sensitive info 81 (15.6%)
inactive use 103 (11.9%) forget password 45 (8.7%)
triggered by breach 95 (10.9%) other actions 45 (8.7%)
action good idea 60 (6.9%) unimportant password 43 (8.3%)

Table 9.8: Top reasons for intending to change or not change the breached password
in the main survey.

to sacrifice their data for monetary gains unwillingly. The different findings between

our study and Huh et al. [231] could also imply shifting norms among crowdworkers

as they become more attentive and protective of their privacy [435].

9.3.4 Qualitative Insights

We analyzed participants’ open-ended responses regarding the rationale behind

password change intention and action and their general reactions after learning about

the breach. We found that intention and action occurred when participants had

concerns over negative consequences or held a proactive attitude toward security.

On the contrary, participants refrained from changing the password for an inactive

account or resigned to inaction when they believed there was no account for which

to change the password.

Reasoning behind password change intention. To gather insights into partic-

ipants’ motivations and hurdles in forming password change intentions, we asked all

main survey participants to explain why they intended or did not intend to change

the password for the breached account (Q26). We summarize the top reasons in

Table 9.8, differentiating between those with vs. without intention, and unpack the

findings below.

Among participants who intended to change their password, 226 (26.0%) men-

tioned various negative consequences that they feared could arise from being affected
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by the breach. The top potential consequences mentioned were personal informa-

tion getting exposed, stolen, or misused (114, 13.1%) and account compromises (84,

9.7%). Some participants detailed how their personal information could be misused

(“My LiveJournal account contains fiction I wrote that I never want to lose. The

knowledge that someone could delete all that work is quite perturbing”). Other par-

ticipants highlighted possible compromises of their other accounts when credential

stuffing attacks happen. This concern was particularly salient among participants

who reflected that they might use the password elsewhere or had the habit of reusing

passwords (47, 5.4%); as one participant described, “ I want to change it because I use

a lot of recycled passwords. Therefore, criminals could access other, more important

accounts like e-mail accounts, bank accounts, my Amazon account, and other online

retailer accounts”). The finding also supports our previous quantitative results that

participants who reused (or were unsure about reusing) the leaked password elsewhere

were much more likely to form password change intention (Table 9.6).

A common theme that exclusively applied to participants with intention was a

proactive attitude toward staying safe and secure (195, 22.5%), usually in the expres-

sion of “just to be safe,” “to have a peace of mind,” and “better safe than sorry.” Such

a proactive attitude could play a dominant role in participants’ reasoning even when

they thought the risk was limited or the account was unimportant; as one participant

explained, “I’m not too concerned about my MySpace info being hacked as it was such

a long time ago and any of the information I entered then would not be relevant at

all now. I will however change my password if that is an option just to be on the safe

side.” In addition, 95 (10.9%) participants mentioned that they intended to change

the password as a result of learning about the breach and being reminded that they

had an account on the breached site; some explicitly highlighted that our nudges

convinced them to do so even though they had received breach notifications before

(“I changed my password based off of the previous screen in this survey. I had known
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about the breach prior to taking this survey but didn’t feel prompted to change my

password as I haven’t used Chegg in years”).

In addition to, or even on top of, changing the account password, participants

showed interest in taking other actions (179, 20.6%), mostly deleting the account

(119, 13.7%). Participants might expect to change the account password in the pro-

cess of deleting the account, but account deletion is usually the ultimate goal (“I don’t

remember making an account so I plan to do a password reset to gain access and then

delete the account, if there is in fact an account as it says”). The intention of account

deletion largely depends on participants’ evaluation of the account’s utility and pos-

sible use; as one participant wrote, “I will probably return to the site to determine if

I am still interested in maintaining an active account. If so, I will attempt to log in

and change my password. If not, I will try to contact the site to get my account and

associated data disabled and/or removed.”

Switching to the rationales behind participants who did not intend to change the

password, the most popular reason was inactive use of the account (189, 36.5%), i.e.,

the participant stopped using the account or still used it but very rarely. Comments

on inactive use often came together with comments that the account did not have

sensitive, important, or relevant information about themselves anymore (81, 15.6%)

or that they did not care about the account even if it was compromised (42, 8.1%).

As one participant reasoned, “This account isn’t important, and I’m pretty sure I

haven’t logged into it in almost a decade. The information contained in it would be

minimal since I never really shared personal details or provided accurate information

to websites for certain questions.” Similarly, 43 (8.3%) participants noted that the

password used for the account was an old, unimportant, or “thrown-away” password

and had limited impact even when leaked (“The password I used for it is an old and

way too simple password that I don’t use for my important accounts. I have used that

password for some accounts like free online games but that is it”).
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Participants also commented on the practical constraints that made password

change impossible or difficult. 152 (29.3%) participants believed that they did not

have an account with the breached site, as they did not even recognize the site’s name,

they recognized the site but did not remember making an account, or they believed

they had already deleted the account (“I don’t have an account with MyFitnessPal –

never have, so this is kind of confusing to me”). 45 (8.7%) participants mentioned they

forgot the password, which creates another barrier for them to change the password

even when they knew password reset was an option (“I don’t really use this account

much anymore and it’s likely I don’t remember my password, so I don’t really want to

reactivate the account just to change the password”).

Looking at the overlapping reasons in Table 9.8, we found that inactive use of the

account was a common theme across the board. Among participants with password

change intention, 103 (11.9%) mentioned inactive use, but were still motivated to

change the password due to fears of negative consequences (“I do not want hackers

to have access to an account that bears my name”) or prior negative experience (“I

recently became aware of a similar hack with Chewy.com and changed my password and

removed all payment data”). Considerations of other actions were another common

theme mentioned by those with (179, 20.6%) or without (45, 8.7%) intention, and

account deletion was the top considered action for both groups. By contrast, whether

the account has sensitive information could be a differentiating factor: 81 (15.6%)

participants without intention referred to the account’s lack of sensitive information,

whereas 20 (2.3%) participants with intention were alerted by the types of information

the account had about themselves (“My data is very important to me. Even if it were

to only be my date of birth, name and password, I would change it. I gave my address

and other important information”).
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Pw. Changed (n=319) Count Pw. Unchanged (n=856) Count

to be safe 91 (28.5%) inactive use 283 (33.0%)
bad things 76 (23.8%) no account 169 (19.7%)
other actions 41 (12.9%) no sensitive info 86 (10.0%)
triggered by breach 41 (12.9%) try and fail 86 (10.0%)
inactive use 20 (6.3%) forget to do 79 (9.2%)
to access account 18 (5.6%) other actions 74 (8.6%)

Table 9.9: Top reasons for changing or not changing the breached password in the
follow-up survey.

Reasoning behind password change action. In the follow-up survey, we sim-

ilarly asked participants to explain their reasons for changing or not changing the

breached password (Q41). Table 9.9 summarizes the top reasons, divided by those

who changed vs. did not change the password. Participants’ reasoning for action

mostly aligns with the reasoning they gave for intention but with a few notable dif-

ferences, as we discuss below.

Among participants who ended up changing the password, a proactive attitude

toward staying safe and secure (91, 28.5%), concerns over negative consequences (76,

23.8%), and being alerted by the breach (41, 12.9%) continued to be the primary

motivators. Participants continued to describe other actions they took (41, 12.9%),

mostly deleting the account (22, 6.9%) and changing the password for other accounts

that were subject to password reuse or for important accounts that they cared about

(15, 4.7%). In pursuing other actions, 18 (5.6%) noted that they changed the password

through the password reset feature to gain access to the account. However, changing

the password was not their primary goal (“I reset the password for my account, then

went into settings and began the process of deleting the account”).

Looking at the reasons given by participants who did not change their password,

participants continued to refer to the account’s lack of use (283, 33.0%) and lack of

sensitive information (86, 10.0%) to demonstrate the account’s irrelevance or insignif-

icance. The absence of an account continued to be a practical constraint that made

password change unrealistic (169, 19.7%). Consider a quote like “I haven’t used the
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site in many years so I’m sure that my account has been deleted due to inactivity,”

it is possible that the account still exists and the participant just forgot about it.

Nonetheless, 86 (10.0%) participants confirmed that the account no longer existed

or tried to log into the account but failed. Sometimes the site did not recognize the

email address they provided (“I went to Adobe site to see if I could sign in with my

email address and it got [an] error message that there was no account associated with

my email”). Some participants never received the password reset email (“I requested

to reset my password but they never emailed me and it wasn’t in my spam or trash

email folders”). Other participants found out the site was down (“Heroes of Newerth

no longer exists in any form. No website, no working game client, nothing. They

basically have keys to a lock that is long gone”).

Failing to recover account access assured participants that they might not have an

account in the first place or had deleted the account. The proliferation of data brokers

might also contribute to the problem; as one participant speculated, “I don’t think my

Bonobos account ever existed, for example, and when I tried to reset my password, the

email never came. This happened with other sites too. Maybe these sites had bought

my information somehow from some other place, and therefore were able to obtain

a username/email and password from me despite me never opening an account with

them directly.” Even when account recovery might be an option, some participants

could not find it due to problematic interface design (“No, I couldn’t even verify that

I had a Zynga account. I think it told me to go to the specific game in question, but

they have hundreds of them, and I didn’t recognize them. So I have no idea what’s

going on”). These friction points add to prior work on users’ struggles in account

management [201], generate frustrations, and could make participants abandon their

plan (“I tried to log in to change the password/delete the account, but couldn’t get into

it. I didn’t try very hard, though. When I couldn’t get past the forgotten password

piece, I just gave up and left it abandoned”). As much as we sought to address the costs
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of password change in our coping appeal (Figure 9.3, “It only takes a few minutes.

Just follow these easy steps”), our findings show that the time and effort required in

password change are highly individual-dependent, and claiming the ease of password

change does not apply to everyone.

Another notable theme among participants who did not change the password was

that they had the intention but simply forgot about it or got distracted (79, 9.2%).

Participants might delay the action because they did not take password change as a

priority (“I intended to change it but I procrastinated and eventually forgot all about

it”), but the forgetfulness could also be due to competing needs and valid challenges

in their daily lives (“My best friend passed away on July 29th and then I flew to

Arizona for her funeral. I completely forgot about this”). Along this line, 38 (4.4%)

participants mentioned they did remember that they needed to change the password

but were too busy or occupied with other duties (“I was not able to follow up, [I]

have had an on-going family situation taking up my time”). The finding about par-

ticipants forgetting about or putting aside password change is not surprising—prior

work has well-documented the secondary nature of security and privacy mitigations,

along with possible countermeasures such as commitment nudges [170] and imple-

mentation planning nudges [484, 485]. However, it could be challenging to find a

balance between sending useful reminders and annoying users: participants who are

motivated to follow through with their intention might appreciate such reminders,

but a reminder could be meaningless to those who do not see the value of password

change.

(In)actions in response to the breach. In the follow-up survey, we asked par-

ticipants if they did anything in response to learning about the breach (Q38) before

probing about password change specifically. Almost half of our participants (538,

45.8%) said they did not do anything; the rest (637, 54.2%) reported various actions,
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Action Taken (n=637) Count

change other passwords 174 (27.3%)
delete this account 90 (14.1%)
try and fail 86 (13.5%)
check breach records 65 (10.2%)
check password reuse 50 (7.8%)
check/delete info in account 39 (6.1%)
two-factor authentication 19 (3.0%)

Table 9.10: Additional actions participants took in response to learning about the
breach.

and Table 9.10 summarizes the most popular actions as alternatives to changing the

account password on the breached site.

As participants recognized threats of password reuse, 174 (27.3%) participants

went above and beyond to change the password for other online accounts. Some

participants made the change to all accounts (“I ended up changing all my passwords

because I used that password for Canvas for everything else”) while others prioritized

important accounts (“I changed my Gmail password since that is the only account I’m

particularly worried about”). In determining which accounts were at higher risk, 65

(10.2%) participants obtained a more comprehensive list of breach records to guide

their password changes (“I changed my password on Houzz, but I also checked the

website, ran a few checks via Google and Firefox’s password/breach checker, and found

other breaches as well”). 50 (7.8%) participants reviewed their existing passwords to

identify those that were reused and should be changed first (“I did nothing with respect

to Zynga, but did spend a day updating all my passwords, including eliminating all

duplicates, with my password manager”).

In line with participants’ stated intentions, deleting the breached site’s account

instead was another popular action (90, 14.1%), especially for accounts that were

rarely used, as one participant recounted, “After the previous survey, I did change my

password. Later that day, I decided to just delete my account. I never really did use

that site anyway, and it just got me thinking that I really didn’t need to have any info
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at all on it.” Many participants who chose to delete the account followed the logic

that since the account no longer exists, they no longer need to worry about it being

compromised, and the service provider now has less information about themselves

(“I was going to change my password but I decide on deleting my account instead.

I don’t use this account anymore and if I delete it, no one can get a hold of it”).

Nonetheless, deleting the account does not mitigate the risk of credential stuffing

attacks on other accounts using the same or similar passwords. When participants

mentioned deleting the account but nothing else, the key issue was whether they

reused the same password for other accounts. If yes, focusing on the account with

the breached site exclusively could leave out additional risks. Otherwise, deleting the

account could be a reasonable and sufficient action.

Some participants expected they might still need to use the breached account

in the future. In this case, they did not delete the account, instead checked or

modified the content in the account to ensure there was no sensitive information

(39, 6.1%). As one participant detailed their experience, “I immediately went to my

LiveJournal account, where I changed my password and the email address associated

with the account. I also confirmed that all posts which contained potentially identifying

information were either deleted or set to private.” Other less commonly taken actions

include checking or deleting other inactive accounts (28, 4.4%), enabling two-factor

authentication for important accounts (19, 3.0%), informing friends and family of the

breach (10, 1.6%), researching cybersecurity topics and tools (10, 1.6%), and starting

to use a password manager (9, 1.4%). Even when participants did not change the

password for the breached site, these alternative actions could still increase their

knowledge of online self-defense and lead to better security outcomes.

Usability issues remain a major hurdle in participants’ attempts to take action.

Confirming our prior findings about reasons for not changing the password, 85 (13%)

participants documented how they tried to log into the breached account but failed.
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Changing the password across different accounts remains a burdensome process, even

with the help of tools like HIBP and password managers. In addition, participants

were still apprehensive of the marginal benefits compared to the efforts required (“I

only did a few of them. The whole process becomes such a pain in the ass given the

various devices I have. And all of the sites in question are non-financial”). The task

became even more daunting for someone who had to do it manually (“I tried to make

a list of accounts I might have out there with that email and password. I didn’t change

any passwords because, honestly, it was taking a long time, and I bailed on the task”).

9.4 Discussion

Through a longitudinal experiment, we compared the effectiveness of nudges that

incorporate a threat appeal, a coping appeal, or both with a control condition, focus-

ing on their impacts on participants’ intended and actual behaviors around password

changes after data breaches. We found that a threat appeal alone was most effective at

motivating password change intention, and threat and coping appeals combined were

most effective at motivating password change behavior; both generated a statistically

significant yet small difference compared to the control condition. Participants further

described challenges they experienced in attempting to change their passwords and

alternative strategies they developed when they did not see the benefit of changing

the password for the particular breach site. We next discuss our study’s limitations

before summarizing how our findings contribute new knowledge to PMT literature

and implications for designing password change notifications.

9.4.1 Limitations

Our work has multiple limitations. First, we situated our nudges in breach records

curated by HIBP. While HIBP is reputable and has generated large impacts (e.g., be-

ing integrated into Firefox Monitor and 1Password), the database is built on scans
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of account credential dumps and pastes, thereby consisting of mostly username and

password breaches. Other types of personally identifiable information, such as social

security numbers and medical records, rarely appear in HIBP’s database, but they

do appear in other databases of breach records [236]. Some of our findings could

be an artifact of us using HIBP as the source of breaches and our random sam-

pling of breaches. For example, many participants mentioned their accounts with the

breached site were old, rarely used, or contained little sensitive information; therefore,

they did not feel motivated to change the breached password to protect the account.

We showed participants a password breach selected randomly from HIBP rather than

breaches that exposed more intimate details of themselves exclusively, which we ex-

pect might trigger different reactions. Future research could consider building a tool

to curate breach records from multiple sources or partner with companies or non-profit

organizations to achieve this goal.

Second, we conducted our experiment only with participants recruited in the US.

We made this decision because the messages in our threat and coping appeals were

highly language- and locale-dependent—e.g., identity theft in the US is largely fueled

by the problematic way of social security numbers being used as identifiers [238].

Similarly, we relied on Prolific for recruitment, which led to the exclusion of less tech-

savvy participants such as those without Internet access. These recruitment criteria

limit our findings’ generalizability beyond the US and introduce opportunities for

future research to replicate our study in different locales with different legal and

consumer protection frameworks around data breaches.

Third, we recognize that some of our survey questions were not perfect measures

for their intended constructs. As discussed in Section 9.3.3, we had to throw away

responses about the account’s information type due to the absence of a “none of the

above” option. Along this line, our questions about the account’s age, the purpose of

use, and perceived importance might not capture all nuances as participants’ account
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usage evolves.5 This might also explain why none of the account-related factors were

significant predictors in the regression models. Still, participants described a lot of

benefit-cost analyses around the account’s utility in open-ended responses. As lessons

learned, we suggest that future work could consider specifying the timing (e.g., ask

“When was the last time you checked the account?” rather than “How often do

you check the account?”) and using Likert scales rather than single Likert items for

concepts like perceived account importance to more accurately characterize users’

diverse account usage behaviors.

9.4.2 Theoretical Contributions

The need for both threat and coping appeals in driving password changes.

Our findings contribute insights to the ongoing discussion about whether the threat

or coping appraisal plays a more prominent role in individuals’ formation of protec-

tion motivation. Specifically, we observed an interesting pattern that compared to

the control condition, the threat appeal alone performed significantly better at rais-

ing higher password change intention, but the threat and coping appeals combined

performed significantly better at encouraging actual password changes. The finding

that threat and coping appeals combined performed better than the control condition

at encouraging action also appeared in prior work in other security and privacy con-

texts, such as the adoption of secure mobile payments [484] and Tor browser [485].

The wider psychology and health literature on PMT has similarly suggested that

strong appeals work only when accompanied by equally strong coping appeals [584].

A possible interpretation of this finding is that threat appeal alone is enough to

raise intention, and coping appeal might even weaken intention by reminding partic-
5One participant wrote, “I had a hard time answering one question: ‘To the best of your memory,

how long have you been using your LiveJournal account?’ I used it all through college, and then
forgot about it for 13+ years, until just now? So I used it for a few years, but it’s not true that
I’ve ‘used it for a few years,’ but it’s definitely also not true that I’ve used it for 13+ years?”
Unfortunately, we got this response in the middle of data collection, so we could not make further
changes to the question.
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ipants of the effort required for changing the password. However, once the intention

is formed, participants benefited from the coping appeal to overcome challenges in

the intention-behavior gap [453]. Notably, our interpretation is speculative and could

benefit from future replications to validate this proposed cognitive model, such as

by testing the relationship between threat appeal, coping appeals, and various PMT

constructs via structural equation modeling. We also envision experimental research

that validates the role of coping appeal in bridging the intention-behavior gap. For

instance, future work could take inspiration from prior literature on action and coping

nudges [485] and test their effectiveness in motivating password changes. An action

nudge could be a reminder to users about changing their passwords, and a coping

nudge could help users persevere and troubleshoot when they cannot find their ac-

counts or when the website does not respond to their password reset requests.

Comparing the effectiveness of threat vs. coping appeals. We provide two

speculative explanations for why the threat appeal rather than coping appeal was

significantly more effective than the control condition at the intention stage. First,

our findings suggest that the threat appeal might have more significantly impacted the

PMT constructs than the coping appeal. Looking at the manipulation check results,

participants who saw the threat appeal had not only higher perceptions of threat

vulnerability but also higher perceptions of response efficacy (which is a component

of the coping assessment). By contrast, participants who received the coping appeal

did not have significantly higher perceptions of response efficacy or self-efficacy or

significantly lower perceptions of response costs. Our qualitative results indicate a

similar pattern: participants who intended to change their passwords or ended up

changing their passwords often commented on concerns over negative consequences

and a feeling of “wanting to be safe.” whereas much fewer participants noted that

changing the password was an easy act or commented on other aspects about coping.
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Second, our findings suggest that a coping appeal (or our coping appeal in par-

ticular) might not apply well to password changes as the nudging goal or action of

interest. Most participants already had high self-efficacy in their ability to change the

password (Table 9.5), leaving little room for further increase. The response efficacy

of changing the password largely depends on the threat they perceived, which further

relates to whether a threat appeal is present and the participant’s password reuse

habit. More fundamentally, no matter how much we emphasize the ease (i.e., low

response cost) of changing the password, it would not apply to someone who has to

go through all the hassles of recovering the account or someone who does not have

an account to start with—both cases had a high presence in our qualitative findings.

The focus on password changes might also contribute to the differences between our

findings and prior work on PMT. For instance, van Bavel et al. found that the coping

appeal was more effective than the threat appeal in nudging participants toward se-

cure online purchases [542]; yet the experiment was conducted in a simulated setting,

which means participants would not be able to experience the potential errors and

usability issues that could occur to their real-world online accounts and impact their

coping behaviors subsequently.

The limitations of applying PMT to motivate password changes. Our work

illuminates the limitations of PMT when we look into factors that explain the addi-

tional variances in participants’ password change behavior and the hurdles partici-

pants experience in changing their passwords. Prior work that integrated PMT with

the Theory of Planned Behavior has showcased how attitude influenced security in-

tention and behavior [237, 463, 542], yet “attitude” is a broad term—the subject that

the attitude applies to has many possibilities, from the recommended action to risks

in general. Our work more precisely highlights the importance of security attitudes

both quantitatively (evidenced by SA-6 being a significant predictor in both the in-
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tention and action regression models) and qualitatively (evidenced by the prevalence

of “to be safe” in participants’ reasoning about motivators).

An additional context-specific factor that impacts password changes was the breach’s

age: the regression results suggest that participants were less likely to change the ac-

count password for breaches that happened a long time ago. Our qualitative analysis

further provides insights into why, as participants reasoned that so much time has

passed that the breached information was no longer relevant (“The breach happened so

long ago that I’m sure that password is not being used anywhere else for my accounts

online. Along with the other compromised information, it’s no longer the same, ex-

cept my name which is common knowledge and published on the internet anyways”)

or the lack of negative consequences so far assures them nothing will happen in the

future (“I feel if something malicious were to happen as a result of this breach it either

already happened, or will never happen”).

Moreover, while PMT exclusively focuses on appraisals and hurdles in human

cognitive processing, our qualitative results demonstrate the larger systemic issues

in the password ecosystem and digital platforms more broadly. Forgetting or not

knowing the old password was a common theme for inaction, yet when an average

American user has over 150 online accounts that require a password [111], keeping

track of different passwords for every single account is fundamentally challenging, es-

pecially for those who have not developed a password management system [158, 388].

In attempting to change their passwords, participants encountered many issues that

were technically out of their control, e.g., the site told them there was no account that

matched the provided email address, they struggled to find the password reset button,

or they struggled to identify which account to change when the breached company

owned many products that the account could belong to. Some of these issues might

be unintended consequences of the site’s attempt to comply with privacy regulations,

e.g., when the site deletes inactive accounts to meet GDPR’s data minimization re-
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quirement [144]. But others were akin to the usability issues of privacy controls in

prior work [197, 198], and could even be viewed as dark patterns that sites deploy to

coerce users into staying in business with them [356].

9.4.3 Practical Implications

At the time we conducted the research, compromised credential checking has been

adopted in browsers and browser extensions (e.g., Google Chrome and Microsoft

Edge) [284, 406] as well as password managers (e.g., 1Password and LastPass) [169,

456] across desktop, tablet, and mobile devices. Some participants even reported using

these tools to check for potential password reuse, indicating that these are promising

venues to deploy our nudges in more naturalistic and higher-impact settings. Our

findings confirm and add to prior work on guidelines and best practices for designing

password notifications, as we discuss below.

Highlight threats, but with caution. Prior work has surfaced misunderstand-

ings users may have in assessing the risks of data breaches and password reuse [46,

180, 329, 602] as well as ideas to address them. For example, Golla et al. advocated

that the notification should encourage changing similar passwords on other accounts

and thoroughly explain why doing so mitigates password reuse attacks [180]. Huang

et al. drew specific recommendations for Chrome’s compromised credential notifica-

tion, suggesting that there should be more explanations about why it is necessary

to change the breached password and what risks the user may face if they do not

change their passwords [229]. As we incorporated these suggestions in developing our

threat appeal, our findings about the effectiveness of the threat appeal confirm that

it is important to help users recognize the risks of breached credentials, and doing

so can motivate them to take concrete actions. The action might not apply to the

specific breached site (Table 9.10) but could still lead to better security outcomes as
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participants start to adopt two-factor authentication as an additional layer of defense

or delete other inactive accounts to remove their digital footprints.

Nevertheless, product developers and service providers should consider the returns

and potential unintended consequences in implementing the threat appeal. Our find-

ings demonstrate that the threat appeal alone only performed marginally better than

the control condition for intention, and the difference no longer existed regarding

password change behaviors when taking away the coping appeal. The small effect

size raises the question of whether iterating, implementing, and evaluating the threat

appeal is worth the effort if a plain notification (which also means less text for users to

read) can achieve the same purpose most of the time. To avoid overwhelming users,

prior work has recommended providing information in a layered form [100, 139, 229],

and we indeed incorporated this in our visual displays of the nudging text. Unfortu-

nately, we cannot know if the layered approach truly results in an improvement in our

study since we did not conduct A/B testing with this feature, but this could be an

opportunity for future research, especially considering that the specific layer designs

will differ a lot between different products and interfaces.

Furthermore, there might be inevitable tensions between using a threat appeal

and making the notification trauma-informed. Prior work has highlighted that a too

strong threat appeal could be counter-productive, especially for those already in a

vulnerable state: they may engage in risk denial or simply refuse to engage with the

fearful message as a self-protective mechanism because the threat makes them feel

uncomfortable [433]. Our nudges mostly received appreciation from participants for

informing them of the breach, and no one explicitly commented on the message being

too triggering. Yet some participants recounted how busy they were or how they got

distracted by other things, and this finding suggests how an inappropriately designed

threat appeal could generate unnecessary burden or anxiety. One participant brought

up other duties they were struggling to deal with in life (I have saved the information,

271



but I was ill and I had to work three days 12 hours shift in a row, so I haven’t had a

chance to do anything, yet”); another mentioned the breached site reminded them of

family members who had passed away (“I don’t do any business with Dave. If this is

true then it would have been my son who used it on my phone when his was broken.

My son is now dead (suicide), so I cannot ask him”). These findings reinforce our

previous recommendation that threat appeals should ideally be used together with

coping appeals so that the coping appeal could ease potential stress reactions triggered

by the threat appeal (e.g., by telling the user that they could pick a later time to deal

with the issue and asking them if they want a reminder for this).

Communicate data flows to mitigate distrust. A major factor that prevents

users from adopting password managers or adhering to security advice is trust issues.

In Huang et al.’s study, many concerns participants had were related to Google as

they assumed that Google checks their non-saved credentials or worried about Google

taking control over their own data [229]. By contrast, none of our participants ex-

pressed concerns about HIBP (which we explicitly highlighted as the source of the

breach records we showed), perhaps because of the service’s non-profit nature. In-

terestingly, our participants’ concerns mostly centered around the breached site, e.g.,

when they were unfamiliar with the site’s name (“I never heard of them and am not

going to ask for problems. This could be a scam”) or when they were concerned about

additional data leaks that could happen as they sought to recover their account in

order to change the password (“I don’t really want to make the account ‘active’ again

and get new spam from Chegg or risk it getting hacked again”).

These findings highlight the necessity of providing more transparency to mitigate

potential questions, distrust, and misunderstandings among users, but how to do

so well remains the key challenge. Prior work has recommended that browsers and

password managers that send compromised credential notifications should explain
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how the product detects leaked or reused passwords [229] and, on a higher level, what

measures the company takes to protect users’ data [409]. Service providers are already

doing this to some extent in their messaging,6. Still, the deeper issue is users’ lack of

awareness of and trust in encryption [115, 589], which will likely cause comprehension

problems for such messaging. Helping users build trust with the breached site is more

tricky, as users have reasonable doubts about the site for leaking their data in the

first place. Proactively reaching out to affected users might help, as our participants

expressed that they would rather learn about and deal with the breach compared

to stay uninformed (“I do not remember receiving any notice from Poshmark. They

can’t even spend the resources to notify us. There is no responsibility for protecting

the data of customers”). Suppose users trust the site enough to check it out. In that

case, it might help to provide additional explanations of when and how their account

was created (if it still exists) or why their account no longer exists (e.g., explaining

that the account was deleted due to inactivity if that is the case, rather than leave it

up to the user to guess).

Standardizing and semi-automating the password change experience. The

various challenges our participants experienced in attempting to change their pass-

words illuminate larger problems with the password ecosystem. As much as we tried

to predict edge cases in developing our coping appeal (e.g., “Unsure if you have a

[site name] account or can’t log into it? Contact [site name] to recover the account

or have your account deleted”), our findings reflect that the real situation is far more

complex. Participants could encounter all kinds of scenarios in which things could go

wrong. It then becomes difficult to predict all scenarios and enumerate corresponding

solutions in the coping appeal.

Our findings reflect that the experience of changing a password could be drastically
6E.g., see “Privacy is at the heart of our design” in Google’s blog post about its password checkup

feature [406].
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different from site to site. However, it should not be this way, and we see the need for

standardizing the password change processes by providing more industry guidelines

or pushing for stronger regulations. For example, the California Consumer Privacy

Act (CCPA) requires businesses to include a “Do Not Sell My Personal Information”

link in their privacy policy that allows consumers to submit an opt-out request (if

the business sells personal information) [375]. We imagine similar efforts could be

made to standardize where websites should provide the account login fields as well

as information regarding how to change the account password. The CAN-SPAM Act

in the US requires that for commercial messages, businesses should honor consumers’

opt-out requests within ten business days [497]. Similarly, we see opportunities for

standardizing the turnaround time for sending password reset confirmations, given

that one of the hurdles our participants experienced was unable to find the password

reset email.

Beyond standardization, we see opportunities for partially automating the pass-

word change experience for consumers as our participants complained about the bur-

den and effort required. For instance, for someone who already adopts a password

manager, the password manager could provide a feature that allows the user to scan

through every saved login credential and determines whether it still works for the

corresponding site.

Opportunities and challenges for providing personalized advice. Our find-

ings reveal that participants had diverse ways of using the account and strategies for

managing their passwords. Changing the account password for the breached site was

reasonable for participants who used the account extensively and felt motivated to

protect it from potential compromises. However, participants who did not care about

the account tended to delete the account instead, and participants who were already

using strong and unique passwords for different accounts had valid reasons for not
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changing the password since their risk levels were minimal. While standardized mech-

anisms can help consumers more easily change their passwords when they want or

need to, our findings call for a deeper reflection on whether password changes should

be the nudging goal for everyone given the diverse risk levels and preferences among

individuals.

We see the promises of personalized advice to help consumers better assess whether

password changes are needed in their particular situations. For instance, existing pass-

word managers such as 1Password and LastPass are already providing dashboards and

scores that help users evaluate overall password strength and the extent of password

reuse in their stored credentials [119, 282]. Going beyond these features, password

manager could provide personalized and data-driven recommendations for which ac-

counts to prioritize in cleaning up old or weak passwords (e.g., prioritizing banking

and shopping sites that are more likely to contain financial information) since other-

wise, users might not be able to recall all precisely on their own. In addition, advice

on which actions to take should ideally tailor to the specific types of information com-

promised. As our study focused on password breaches, changing the password for the

breached site and other accounts using similar passwords were the most intuitive and

likely applicable actions. However, breaches that involve more sensitive or unique data

types, such as social security numbers and medical records, might require more seri-

ous measures. Existing advice for what to do after data breaches mostly enumerates

different actions depending on the different breached data types [250]. Nevertheless,

a more efficient way could be presenting personalized advice about actions to take up-

front rather than burden the user to figure out. The interactive resource provided by

the US Federal Trade Commission [506] is a good step toward this direction, although

the extent of personalization there is still quite limited.

As much as we see the exciting opportunities offered by personalizing post-breach

coping advice, we should not ignore the challenges and open questions raised by per-

275



sonalization. Too much automation, while reducing users’ burden, could reduce their

sense of agency [88]. The personalized advice might be inaccurate or irrelevant, which

may further cause trust issues or annoy users. When the advice is about password

changes in particular, the personalization will likely need to be offered via password

managers, which have an increasing yet still small user base. The dependence on

password managers might also exclude specific populations like older adults, who are

known to have more trust issues with cloud storage of passwords [408]. The ques-

tions then become: how do we find a balance between making the personalized advice

useful versus learning too much about users’ preferences to the extent of causing pri-

vacy concerns? How do we make personalized advice accessible to everyone and truly

reflect users’ diverse needs and preferences?
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CHAPTER X

Conclusion and Future Work

In this dissertation, I bring together several threads of research to demonstrate

how we can carefully, effectively, and ethically understand and support consumers’

adoption of online privacy-protective behaviors across multiple contexts. I first sum-

marize how my work contributes to prior literature, before reflecting on the lessons I

have learned through this journey and potential directions for future work.

10.1 Summary of Key Contributions

Through in-depth interviews, surveys, and content analyses, the first part of my

dissertation highlights the challenges consumers face in both reacting to data breaches

and adhering to expert advice about security, privacy, and identity theft more broadly.

• In Chapter III, I document an interview study on consumers’ reactions to the

2017 Equifax data breach, providing novel insights into people’s reasons for inac-

tion after a data breach. The findings illuminate how prior work on consumers’

bounded rationality, heuristics, and biases in privacy decision-making applies to

the data breach context, which was relatively understudied when we conducted

the study. As consumers refrained from taking action, they exhibited potential

optimism bias in discounting their personal possibility of suffering harm and
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tended to delay action until harm had occurred. Furthermore, financial costs

and usability issues could hamper consumers’ adoption of certain protective

measures.

• In Chapter IV, I present a study that similarly investigated consumer reactions

to data breaches but using survey as a complementary method. One of the

study’s key contributions is the high ecological validity setting. Rather than ask-

ing participants to recall breaches they were affected by, we presented them with

breaches known to have exposed their information using custom survey software

and records from the Have I Been Pwned database. The study confirmed is-

sues identified in the previous qualitative work about consumers’ reasoning of

breaches’ limited impact on themselves but also contributed new knowledge of

consumers’ low awareness of data breaches: for 73% of the breaches, participants

were not aware that their data had been exposed before taking our study.

• In Chapter V, I approach consumers’ struggles with reacting to data breaches

from a different angle via a content analysis of 161 breach notifications sent to

consumers by breached companies. In line with prior work on privacy policies,

we found that similar issues exist in breach notifications as companies frequently

used hedging terms in describing whether the recipient was affected by the

breach and the associated risk. The recommended actions were often presented

in large chunks of text without highlighting their priority or efficacy, raising the

question of whether these breach notifications could effectively help consumers

cope with the aftermath.

• In Chapter VI, I extend the inquiry of protective behaviors’ adoption from

data breaches to a broader set of contexts related to security, privacy, and

identity theft via an online survey with 902 US Internet users. The study

surfaced demographic differences (e.g., in terms of gender, age, income, and
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education) in behavior adoption. We further looked into behavior abandonment

to get a complete picture of the adoption cycle, and our findings suggest that

abandonment occurred when participants found the practice inconvenient (e.g.,

due to the requirement of intermittent engagement) or low-value (e.g., when it

does not provide tangible rewards and better alternatives arise).

The insights in the first part of my dissertation have laid the foundation for de-

veloping approaches that encourage consumers to adopt privacy-protective behaviors,

but any approach would need to consider context-specific consumer needs and con-

straints. In the second part, I demonstrate the development of these approaches in

three contexts that address the needs of different populations and the challenges they

face. I also discuss their connections with one another.

• In Chapter VII, I document a series of studies focusing on the design and eval-

uation of icons and accompanying link texts to convey the presence of privacy

controls. This work represents a user-centered approach to designing privacy

interfaces—by basing the icon and link text designs on participants’ needs and

preferences—to help consumers overcome hurdles in exercising privacy controls.

The work yielded icon and link text combinations that clearly conveyed the pres-

ence of privacy controls without generating substantial misconceptions. Our rec-

ommendations have directly influenced the California Consumer Privacy Act’s

rulemaking process.

• In Chapter VIII, I show how encouraging the adoption of privacy-protective

behaviors should be sensitive to the needs of at-risk populations by focusing

on survivors of intimate partner violence (IPV). This work demonstrates that

rather than develop a completely new approach, we could repurpose existing

sociotechnical infrastructure toward the population’s needs—in this case, cus-

tomer support at computer security companies. We engaged with IPV and cus-
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tomer support professionals to elicit their insights on incorporating IPV-related

resources into customer support’s existing practices. Key insights include us-

ing trauma-informed language, avoiding promises about solving problems, and

making referrals to external resources for holistic safety planning. Based on

the insights, we have developed guidelines and training materials for improving

customer support and shared them with partnering companies.

• In Chapter IX, I draw on insights from my prior work to develop and evalu-

ate approaches that encourage consumers to take action after data breaches—

specifically, nudges toward changing the breached password using threat and

coping appeals from the Protection Motivation Theory. By evaluating the

threat and coping appeals together and in isolation compared to a control con-

dition in a longitudinal field experiment (n=1, 386), we confirmed the promise

of PMT-based nudges as the threat and coping appeals combined most effec-

tively increased password change behaviors, but only by a small margin. Our

study further suggests the limitations and additional considerations in deploy-

ing PMT-based nudges and providing password-related advice broadly, as the

advice needs to be attentive to consumers’ diverse needs and the practical con-

straints they face.

10.2 Reflection on Lessons Learned and Future Work

Evolving interpretations of inaction. Prior work has extensively documented

the various cognitive and behavioral biases consumers face in privacy decision-making [4,

7]. The different studies across my dissertation contribute nuanced findings about why

inaction occurs and the need for interpreting inaction with a critical lens rather than

assuming that inaction is a bad outcome and consumers are biased or lazy.

For instance, the study in Chapter III referred to heuristics and biases and specif-
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ically highlighted optimism bias and a tendency to delay action until harm has

occurred as two examples of biases that prevent consumers from reacting to data

breaches. However, the limitation of this study is that we suggested biases without

contextualizing them in the ground truth of participants’ objective privacy risks, i.e.,

whether they were truly affected by the Equifax data breach in this case. The Equifax

breach indeed impacted almost half of the US population, and statistically speaking,

some of our participants would be affected. Yet we did not confirm whether indi-

vidual participants were affected by the Equifax breach. Consumers’ inaction could

be reasonable when their personal information was not exposed in this breach. In

the studies presented in Chapters IV and IX, we managed to address this limitation

by eliciting consumers’ reactions to breaches that are known to have exposed their

personal information. Inaction was still a common theme, as consumers rationalized

their inaction or developed workarounds when the original recommended action did

not suit their needs. These findings beg more questions about how we should view

inaction: Is inaction necessarily bad? When is inaction justified, and when do we

need to encourage action?

In answering these questions, the blurry line between risk and harm adds more

complexity but also ideas for future research. Following the epistemology of risk

analysis, risk is the probability of an adverse event happening, and harm is the conse-

quences associated with the adverse event [586]. Risk and harm are closely connected,

but not all risks will eventually lead to concrete harms. Yet what counts as harm

is another topic up for debate. Legal scholars have argued that in the context of

data breaches, the risk of possible future injury itself could be sufficient to establish

harm because of the anxiety victims experience about the increased risk of future

harm [475]. Arguments along this line are helpful for plaintiffs to win data breach

lawsuits and establish stronger legal protections for consumers. Findings from my re-

search, however, contribute complementary insights by showing that most consumers
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are not concerned about the risks or harms of data breaches when the breach does not

involve important accounts or sensitive information about themselves. In addition,

most consumers focus on more concrete forms of privacy harm (e.g., take the breach

seriously when the breach concerns financial information or implies risks of financial

loss) but do not think of the abstract risk of future harms when the breach does not

trigger anxiety.

Findings of consumers’ reasons for inaction and the uncertainty in risk converting

to harm have suggested that we need to avoid taking inaction as a reflection of con-

sumers’ incorrect risk assessments or that they are hopelessly lazy and unmotivated.

Consumers’ reactions to breaches should be contextualized in relation to the objec-

tive risk level; using breach records from the HIBP database is a good first step, and

future work can seek to expand the methodology to other sources. Moreover, there

is some extent of rationality in consumers’ inaction—a low-income consumer strug-

gling to make ends meet will likely deprioritize privacy-protective behaviors to ensure

job security and housing first; a consumer whose account with the breached site no

longer exists might as well focus on changing similar passwords for other accounts, or

do nothing if they are already using strong and unique passwords.

Recognizing the rationality in inaction does not mean we should let inaction hap-

pen. Rather, a possible way forward is to give consumers the help and resources to

take action when they are highly motivated to do so or when there is a high risk

that they will suffer concrete harm from the breach. My prior work has contributed

concrete recommendations for making data breach notifications useful, both for indus-

try practitioners (e.g., design implications for compromised credential notifications in

Chapter IX) and for policymakers (e.g., policy implications for strengthening regula-

tions about businesses’ post-breach responses and consumer protections they should

be providing in Chapters III, IV and V). Going beyond the design space of breach

notifications, future work could seek to improve a broader spectrum of tools that help
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consumers monitor and recover from breaches by both examining the effectiveness and

improving the usability of existing tools (e.g., credit or identity monitoring services,

credit freezes), and by developing and evaluating new tools (e.g., integrating account

checkups with password checkups in password managers). Another fruitful but more

challenging line of work could be measuring the longitudinal risks and harms for con-

sumers affected by breaches and using such insights to develop personalized advice

for consumers to react to breaches (e.g., basing recommendations on factors such as

objective risk level and consumers’ own attitudes and preferences).

Individual differences in adopting privacy-protective behaviors. Prior work

has identified demographic differences (or assumed differences) in consumers’ privacy

behaviors. However, findings on this topic are largely context-dependent and remain

inconclusive. For instance, some studies have suggested older adults are more vul-

nerable to protecting their privacy due to difficulties in processing information or

a lack of appropriate social networks [53, 142, 459]. Other studies have found no

significant age-based differences [542] or demonstrated older adults’ more rationally

calculated privacy decisions [178], possibly because the older adult population itself

is quite diverse. When it comes to gender, prior work has found gender stereotypes

about security and privacy fueled by sexism (e.g., men are more skilled at protecting

themselves than women) [572] and additional challenges faced by LGBTQ+ communi-

ties [175]. Some studies have found gender-based differences for individual protective

behaviors [228, 381], but others did not [91, 386]. As for socioeconomic status, some

studies have illuminated the unique challenges low-income consumers face in navigat-

ing privacy and security risks in online services [551], often compounded by limited

technical skills. Other studies have surprisingly revealed that consumers’ experiences

with negative incidents were more correlated with their advice sources rather than

educational attainment or resources [412].
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My dissertation contributes to this line of discussion by examining demographic

differences in consumers’ adoption of privacy-protective behaviors (Chapters III, IV,

and V) and considering demographic differences in evaluating the effectiveness of

approaches to encouraging adoption (Chapters VII and IX). My findings reveal several

recurring themes among low-income consumers in their reasoning of action after data

breaches, such as “I’ve got nothing to lose” (as they felt demotivated or resigned

to protect their already limited assets) and “I’m a small fish in a big pond” (as

they expected that attackers would go after higher-income consumers for the higher

return). Admittedly, there are misunderstandings in these reasonings, as we look at

how credential stuffing attacks happen en masse to millions of accounts or how low-

income consumers compromise at least thirty percent of all identity theft victims in

the US [188]. Nevertheless, we should connect low-income consumers’ inaction to their

unique challenges, such as competing needs for financial security and limited access

to costly privacy-enhancing strategies. More work is needed to protect low-income

consumers by default (e.g., stopping the pervasive surveillance that targets low-income

consumers and makes them more vulnerable) [310] and to make the recovery process

more equitable after negative incidents [188].

Furthermore, findings across different chapters in my dissertation have under-

scored that the individual differences are highly dependent on the study’s scope,

sample, and method among many other factors, calling for caution in generalizing

the results. For instance, the study in Chapter VI found that men had higher adop-

tions of practices for security, privacy, and identity theft protection broadly. Looking

at studies focusing on individual contexts, we then found that women were more likely

than men to form password change intentions after data breaches (Chapter IX), or

there were no significant gender differences in consumers’ preferences for privacy icon

designs (Chapter VII). Most of the studies in my dissertation were conducted with US

Internet users recruited from crowdsourcing platforms such as Prolific and MTurk.
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While prior work has found that security and privacy survey responses collected via

these crowdsourcing platforms are somewhat generalizable [413, 489], it is important

to note that some protective behaviors we examined and corresponding findings are

strictly US-specific (e.g., freezing credit reports being a recommended action for mit-

igating risks associated with a data breach). There is ample space for future work to

validate to what extent the findings shift based on insights from non-WEIRD (White,

Educated, Industrialized, Rich, and Democratic) samples [214].

Chapter VIII reflects a shift to examining vulnerability as a particular lens of indi-

vidual differences in adopting privacy-protective behaviors. The work highlights how

a caring approach is needed in aiding survivors of intimate partner violence as sur-

vivors face unique and persistent threats from their abusers [167, 325]. Additionally,

even the mere perception of a threat can lead survivors to distrust or have traumatic

stress reactions toward technology and further isolate from support [166, 319, 521].

We saw the promise of activating computer security customer support as a novel

avenue for helping IPV survivors due to their expert technical knowledge. Mean-

while, we realized traditional ways of operating commercial customer support could

be ill-suited for serving IPV survivors by potentially amplifying trauma and providing

advice that could escalate the abuse. As such, we worked with IPV and customer

support professionals to elicit recommendations on how to cater customer support to

survivors’ needs. This work has provided broader implications of how the possible

effects of trauma and traumatic stress reactions should factor into user experience de-

sign, as my co-authors and I articulated in our recent framework of trauma-informed

computing [80]. In particular, future research should consider making security and

privacy tools, advice, and the entire support ecosystem more trauma-informed, espe-

cially given that security incidents and privacy violations could be highly traumatic.
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Interdisciplinary thinking improves the development of approaches. In re-

lated work (Chapter II), I summarized that existing approaches that encourage con-

sumers to adopt privacy-protective behaviors include providing privacy notices and

choices and implementing privacy nudges. My dissertation contributes new knowl-

edge to both areas by identifying user-tested icons to make privacy controls easier

to find (Chapter VII), and by developing and evaluating nudges to encourage pass-

word changes after data breaches (Chapter IX) informed by knowledge of consumer

reactions to data breaches (Chapters III and IV) and issues in breach notifications

(Chapter V). Both lines of work have generated broader impacts. Our icon recom-

mendations were adopted into the official California Consumer Privacy Act regula-

tions [375]. Our line of work on data breaches has informed the presentation of advice

in Firefox Monitor [343], and I have been invited to present my findings to the US

Federal Trade Commission to share our research’s implications for future regulatory

and enforcement practices around data breaches.

That being said, privacy notices, choices, and nudges are minor interface-level

changes that influence individuals’ outcomes. Operating under the larger environ-

ment of surveillance capitalism [606], they are necessary but insufficient to protect

individual consumers’ privacy [100, 555]. In parallel to seeking improvements in ap-

proaches within the existing notice and choice framework, I have sought to expand

the epistemology of developing approaches that encourage adoption, such as those

that go beyond individual and interface levels. Chapter VIII has demonstrated how

computer security customer support, as an example of existing sociotechnical infras-

tructure, can adapt to IPV survivors’ needs and challenges informed by insights from

relevant stakeholders. In work outside of this dissertation, I have examined the pri-

vacy needs of older adults and turned the work into online self-defense workshops

tailored to older adults, delivered via partnering with local senior centers. As prior

work highlighted the significant correlation between advice source and privacy expe-
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rience [412], educational efforts could serve as an effective approach in encouraging

adoption, especially for populations like older adults who may have relatively limited

online experience but are similarly, if not disproportionately, impacted by risk factors.

Lastly, my dissertation has demonstrated the value of interdisciplinary thinking

and context-specific approaches in addressing specific challenges that consumers face

in adopting online privacy-protective behaviors. As shown in Chapter VII, eliciting

input directly from consumers helps inform the design of intuitive privacy icons and

effective privacy user experiences. However, in Chapter VIII, we considered that

direct engagement with IPV survivors might cause unnecessary retraumatization by

requiring them to remember and recount traumatic events. This is not to say that

IPV survivors’ insights are not important or they should be excluded from research

processes—in fact, prior work has provided excellent examples of how to conduct

participatory research with IPV survivors [291] and other marginalized or vulnerable

populations [86, 121, 436] in careful, ethical, and trauma-informed ways. In our case,

we chose not to directly interact with IPV survivors because there were other means

for us to achieve the research goal: we had access to customer support chat logs that

could help us better understand existing problems, and we were able to recruit IPV

and support professionals who could contribute meaningful qualitative insights on

improving customer support.

The study in Chapter IX further demonstrates how approaches informed by a

well-established theory could encounter challenges in adapting to a new context (i.e.,

changing the password after data breaches). Evaluating the approaches with con-

sumers in a rigorous, controlled experiment provides insights on whether and how to

implement the approach in the real world, as our findings highlight the statistically

significant yet marginal improvement of using threat and coping appeals to highlight

the risks of passwords getting breached and the practical constraints participants

faced in changing their passwords. Altogether, my dissertation highlights the value of
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getting consumers involved in developing and evaluating approaches that encourage

privacy-protective behaviors. Still, researchers need to make decisions about whether

(e.g., weighing potential benefits and harms to the specific population), when (e.g.,

during or after the approach development stage), and how (e.g., qualitative explo-

rations for understudied topics versus quantitative validations when there is a suffi-

cient amount of prior work to establish hypotheses) about getting consumers involved

on a case-by-case basis.

288



APPENDICES

289



APPENDIX A

Supplemental Materials: “Consumer Reactions to

the 2017 Equifax Data Breach”

A.1 Interview Protocol

1. Could you tell me how you manage your personal finance, such as income and

credit cards? Has it changed over time?

(a) If yes, could you tell me any particular points that the change occurred?

(b) If no, could you explain why?

2. What’s the first thing that comes into your mind when you hear the term “credit

bureau”?

(a) From your point of view, what do credit bureaus do?

(b) You just said credit bureaus do... How do they do this? Could you draw

or sketch on the paper to make it clear? (A few prompts listed as below if

necessary)

i. What information do they collect?
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ii. What parties do they share information with?

iii. What do they know about you?

iv. What information you can get from them?

v. What is their purpose?

(c) Could you name some credit bureaus?

3. Could you tell me your personal experience with credit bureaus?

(a) Have you ever interacted with credit bureaus directly?

i. If yes, when was the last time, and how was the experience?

ii. If no, could you explain why?

(b) What do you know about your credit history and credit scores?

(c) Have you ever checked your credit report?

i. If yes, when was the last time? What prompted you to check it? How

did you do it? With which credit bureau? Only one or multiple?

ii. If no, why not?

(d) Have you ever checked your credit score? (if they have checked report, ask

if credit report included credit score)

i. If yes, when was the last time? What prompted you to check it? How

did you do it? With which credit bureau? Only one or multiple?

ii. If no, why not?

(e) Do you feel that credit bureaus have an impact on your life?

i. If yes, what is the impact?

ii. If no, could you explain why not?

4. Have you ever heard of Equifax?
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(a) If yes, what do you know about it?

(b) If no, "Equifax is one of the big three consumer-focused credit bureaus in

the United States".

5. Equifax experienced a data breach in 2017. How much do you know about the

data breach of Equifax?

(a) Have you ever heard of this Equifax data breach before this interview?

i. If yes, could you describe what happened based on your understand-

ing?

ii. If no, "It happened between May and July in 2017 and compromised

the personal information (i.e. names, addresses, birth dates and Social

Security Numbers) of over 145 million Americans".

(b) In your view, what are the potential consequences of this breach?

(c) What was your reaction when you heard about the Equifax data breach?

(d) How do you feel about your data at Equifax now? Did it change after the

breach?

(e) Do you know if you were personally affected by this breach?

i. Do you know if data about you was exposed in the data breach?

A. If yes, how do you know?

ii. Did you check if you were affected?

A. If yes, how did you do it?

iii. Did you check your credit reports at any point since you learned about

the breach?

A. When did you do it? How often?

B. How did you do it?
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C. Only at Equifax or also at other credit bureaus?

(f) Do you know what you could do to protect your credit data in general?

(g) Did you do anything to protect yourself in response to the breach?

i. Have you heard of fraud alerts?

A. Can you describe what it is?

B. Have you placed a fraud alert before or after the Equifax data

breach?

C. Can you describe how?

D. With Equifax? With other credit bureaus? Which ones?

E. Did you pay money for it?

F. How long has the fraud alert been active for?

ii. Have you heard of a credit freeze?

A. Can you describe what it is?

B. Have you placed a credit freeze before or after the Equifax data

breach?

C. Can you describe how?

D. With Equifax? With other credit bureaus? Which ones?

E. Did you pay money for it?

F. How would you unfreeze your credit?

iii. Did you start monitoring your credit and bank accounts more often

since then?

A. Can you describe how?

B. With Equifax? With other credit bureaus? Which ones?

C. Do you pay money for it?

iv. Have you heard of identity theft protection?
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A. Can you describe what it is?

B. Have you signed up for any identity theft protection services?

C. Can you describe how?

D. With what company/entity?

E. Do you pay money for it?

v. Did you do any other things not mentioned previously?

6. Before this breach occurred...

(a) Have you ever experienced any data security problem, such as someone

secretly changed your password?

(b) Have you ever experienced identity theft, such as someone applying for

credit cards under your name?

(For each question, if yes, follow up with “Could you tell me more about

the experience? Do you feel it has any impact on you?”)

A.2 Screening Survey for Recruitment

Thank you for your interest in our study! Please answer a few questions about

your demographics and availability for the interview.

1. In which year were you born?

2. What is your current gender identity? ◦ Male ◦ Female ◦ Non-binary/third-

gender ◦ Not listed (please specify) ◦ Prefer not to answer

3. What is the highest level of education you have completed? ◦ Less than high

school ◦ High school degree of equivalent ◦ Some college but no degree

◦ Trade, technical, or vocational degree ◦ Associate’s degree ◦ Bachelor’s

degree ◦ Master’s degree ◦ Doctoral degree ◦ Professional degree (JD,

MD, etc.) ◦ Other (please specify) ◦ Prefer not to answer
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4. Which of the following categories best describes your occupation? ◦ Adminis-

trative support (e.g., secretary, assistant) ◦ Art, Writing, or Journalism (e.g.,

author, reporter, sculptor) ◦ Business, Management, or Financial (e.g., man-

ager, accountant, banker) ◦ Education or Science (e.g., teacher, professor,

scientist) ◦ Homemaker ◦ Legal (e.g., lawyer, law consultant, or law profes-

sor) ◦ Medical (e.g., doctor, nurse, dentist) ◦ Engineering or IT Professional

(e.g., programmer, IT consultant) ◦ Service (e.g., retail clerk, server) ◦

Skilled Labor (e.g., electrician, plumber, carpenter) ◦ Unemployed ◦ Re-

tired ◦ College student ◦ Graduate student ◦ Not listed (please specify)

◦ Prefer not to answer

5. What was your total household income before taxes during the past 12 months?

◦ Less than $25,000 ◦ $25,000 to $49,999 ◦ $50,000 to $74,999 ◦ $75,000

to $99,999 ◦ $100,000 to $124,999 ◦ $125,000 to $149,999 ◦ $150,000 or

more ◦ Prefer not to answer

6. What is your citizen status? ◦ I am a citizen of the United States. ◦ I am

a permanent resident of the United States. ◦ I am neither a citizen nor a

permanent resident of the United States. ◦ Other (please specify) ◦ Prefer

not to answer

7. (If answer to above question was “citizen of the United States” or “permanent

resident”) How many years have you been living in the United States? ◦ Less

than 1 year ◦ 1-2 years ◦ 2-3 years ◦ 3-4 years ◦ 4-5 years ◦ > 5 years

◦ Prefer not to say

A.3 Qualitative Analysis Codebook

Below is the codebook used for interview transcript analysis, grouped into four

big categories.
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Category: Financial Management

Financial status: Description of general financial situation, e.g., income, number

of checking/saving accounts, number of credit cards currently held, late payment, as

well as the mentioning of occupation, big purchases (e.g., cars and mortgages).

Financial tracking: The way to keep track of earnings and spendings, manage

different credit cards, use checks or do everything online, the way of paying bills (e.g.,

set up automatic withdrawals or pay bills whenever it comes).

Financial behavior change: Any particular change in the ways of managing

one’s finance, how and why it occurred, may also include behavioral change resulting

from attitudinal change (e.g., I tried to spend less because I wanted to save money).

Credit Bureau Related

Understanding of credit status: (1) The knowledge of the meaning and com-

ponents of credit scores in general, how credit score is generated, whether it costs

money to check credit scores, the mentioning that different bureaus may have differ-

ent scores etc. (2) The impression of whether the participant’s own credit score is

good or bad, the description of when’s the last time checking it and how to check it,

where does the credit score come from (e.g., one of the three big bureaus or banks) (3)

The impression of one’s credit history, things included in the credit report, whether

or not they have things like late payments and debts.

Awareness of credit bureaus: The number of credit bureaus, specific names of

credit bureaus, also use this when they say they can’t remember it or can’t give the

full name, also include the participant’s knowledge or guess about whether there are

bureaus other than the big three.

Impact of credit bureaus: “What impacts do credit bureaus have on you”:

how credit bureaus may impact consumer lives by giving credit ratings/scores or in

other ways. Also include cases where participants say credit bureaus have little or no
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impact on them personally because of various reasons.

Check credit status at credit bureaus: Directly contact credit bureaus to

access credit reports or sign up for other credit-related products and services, de-

scription of the process (e.g., schedule times to make use of the free opportunity to

check credit reports annually).

Check credit status at other places: Usually through banks and third-party

financial aggregation app (such as NerdWallet, Credit Karma, and Mint) to check

credit history, credit score, or credit status in general, and the reason for doing it

(e.g., it’s free and more convenient), the frequency of the received updates, whether

or not it might be helpful.

Reasons for no interactions: Description of having little or no interactions

with credit bureaus, didn’t check credit status through either credit bureaus or other

places, and the reasons for doing it, e.g., I don’t need to make big purchases or I don’t

want to know my credit status because it’s poor.

Dispute process: Anything related to the dispute system within the credit re-

porting system, can be (1) the general telling that consumers have the right to dispute

incorrect information; or (2) the complaint that the current dispute system doesn’t

work to solve consumers’ problems (e.g., they have to spend a lot of time filing the

dispute and it’s hard to get the error eventually corrected).

Information providers of credit bureaus: Companies and organizations that

provide information to credit bureaus, e.g., government, IRS, lending companies.

Customers of credit bureaus: Entities to which credit bureaus share or sell

individual consumer’s information, who may have the access to consumer credit files

at credit bureaus. Also include cases where participants may not explicitly mention it

but rather say it’s an information exchange process, e.g., “I think that banks quarry

them but they would also ask banks about”.

Types of information collected: The types of information credit bureaus col-
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lect from their providers (e.g., checking accounts, savings, credit history, loans) about

individual consumers, usually the answer following “what types of information do

credit bureaus collect?” and “what do credit bureaus know about you?”

Offerings of credit bureaus: What information consumers can receive from

credit bureaus, such as the annual free credit reports, credit reports that cost money

to see credit scores, credit monitoring services.

Purpose of credit bureaus: This will refer to how credit bureaus use the col-

lected information for, what their purposes are, e.g., assessing one’s creditworthiness,

generating credit scores. Answers following the question “what’s the first word that

you associate with credit bureaus” and “what are their purpose” might fall under this

category.

Errors in mental models: This code encompass any obvious errors that we

capture in participants’ describing of credit bureaus.

Inaccurate credit files: Specific instance of negative perception - the experience

that credit bureaus get errors on consumer credit files or retrieve the file of the wrong

person, and hence leading to bad or unpleasant experience for consumers.

Opaque data aggregation process: Specific instance of negative perception -

mentioning of the process how credit bureaus collect and aggregate all different types

of information as opaque, unclear, not idea about what’s going on behind the curtain.

Abusive use of power: Specific instance of negative perception - the mentioning

that credit bureaus (and other related institutions such as governments and banks)

are in the position of holding great power/have little interest in protecting consumer

rights; consumers are in a relatively weak position.

Insidious data collection: Specific instance of negative perception - describing

the data sharing between credit bureaus and data furnishers as passive, creepy or

scary, without obtaining consent from consumers. As for consumers, they have limited

control and choice over this kind of data collection.
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Positive perception of credit bureaus: Positive description of credit bureaus

in general, the statement that credit bureaus have a positive image in the participant’s

mind.

Negative perception of credit bureaus: Negative description of credit bu-

reaus, the statement that credit bureaus have a negative image in the participant’s

mind, note that if they just say “credit bureaus steal money from people” it doesn’t

count, there should be specific negative adjectives to describe it being bad or their

negative feelings about it.

Risk Perception

Emotional feelings of the breach: The emotional feelings that participants

experienced after heard of the breach (e.g., angry, disgusting, indifferent, not sur-

prised), the emotional/attitude change towards Equifax (or other bureaus) after the

breach compared to the time before.

Change of trust: Mentioning that after this breach, Equifax (or other credit

bureaus) will have a less reputable image in the mind of consumers, or the participant

personally will have less trust in the company.

Expectation of credit bureaus: Expectations towards Equifax, or other com-

panies that have experienced data breaches about what they should do as the coun-

termeasure of the breach, whether they have meet or failed the expectations in the

past, as well as their expectations to these companies’ future actions.

The class action lawsuit: The specific mentioning of the class action lawsuit

against Equifax following the breach, whether participants might have heard of it or

joined it, how they feel about it.

Prevalence of data breaches: The mentioning that there are too many previous

data breaches in recent years that the occurrence of the Equifax breach doesn’t make

the participant too surprised, and that there is too much data available online.
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Mentioning identity theft: Direct mentioning of identity theft or indirect con-

ceptualization through examples as a consequence of the Equifax breach, or just

identity theft in general.

Victims of the breach: Talking of targets that are more likely to be affected

by the breach, e.g., people who have good credit.

Likelihood of being personally affected: The knowledge, assumption or as-

sessment of whether participants themselves are personally affected, and if yes, to

what extent, can be either an assured response or a guess.

Negative consequences of the breach: Mentioning consequences that’s not

about identity theft but can still happen after the Equifax data breach, such as

invasion of personal privacy when so much personal and financial information was

exposed.

Knowledge of Equifax: Impression of Equifax as a company, e.g., it’s one of

the big three credit bureaus, it’s the one that got hacked, also include cases where

participants say they’ve never heard of it.

Cause of the breach: The description that this breach was conducted by peo-

ple other than hackers, such as governments, and/or it was profit-driven, e.g., some

participants assumed that hackers will sell the stolen data to someone else, others

believed that it’s an internal breach and someone’s disclosing the information inten-

tionally.

Types of exposed data: Description of the general impression of some data

being exposed in the Equifax data breach (e.g., a lot of personal information released)

or specific types of data (e.g., SSN, credit card numbers). Also include cases where

participants say they don’t know.

Awareness of the breach: Memory of whether or not this participant has heard

of the breach, what happened in general in the breach.

Previous data security experience: Previous experience of data security prob-
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lem, such as being involved in a data breach and having password compromised some-

where.

Previous identity theft experience: Previous experience of being an identity

theft victim, such as someone else applying for credit-related products under the

participant’s name, the effort in solving the related problems, or the reason for not

conducting any kind of follow-up investigations.

Protective Actions

Check Equifax’s website: The mentioning of someone (either the participant

or other related people) check the Equifax website for his or her own breaching status.

Also include this code when participants say they didn’t check it.

Credit freeze: The action of placing a credit freeze, the interpretation of what

credit freeze means/what’s the expected outcome, the cost of credit freeze, why some-

one may want to initiate a credit freeze, their assumptions of what a credit freeze may

do.

Check credit report after the breach: The mentioning of checking credit

report following the data breach as a safeguard measure.

Fraud alert: The mentioning of placing a fraud alert on file, either for this breach

or previous ones, their assumptions of what a fraud alert might do, the process of

how to place a fraud alert.

Credit monitoring service: Enroll in credit monitoring services provided by

credit bureaus, governments, or other entities.

Self-monitoring: The action of checking accounts more frequently, keeping an

closer eye on them, and the related outcomes.

Identity theft protection: Conceptualization of what this type of service does,

why someone may want it.

General security practices: Strategies to protect one’s credit data/online pri-
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vacy in general, e.g., don’t disclose personal information such as SSN and passwords

to others, avoiding suspicious emails, not using PayPal.

Self-initiated actions after the breach: Things that the participant has done

in reaction to the breach or knows that they could have done, also include cases where

they say they don’t know.

Reasons for taking actions: Any reasons why the participant chose to take

any one of the suggested actions above.

Reasons for not taking actions: Any reasons why the participant chose to not

taking any one of the suggested actions above.

Triggering new actions: Any places where participants say they will or might

consider doing some actions after the interview, the conversation inspires them to do

something, and the reasons behind.

Suggestion from participants: The suggestion or proposal made by partici-

pants throughout the interview, e.g., credit bureaus shouldn’t charge money for their

certain offerings such as credit freeze, and there should be a consistent way to calculate

credit scores.

Sources of recommendation: Protective actions recommended by anyone who’s

considered as reputable, trustworthy or expert by the participant, e.g., family mem-

ber, financial advisor. Also include cases where participants said they provided rec-

ommendations for other people and hence became the source of knowledge.

Usability issues: Reporting about problems and hurdles participants encoun-

tered (or other people they know) when trying to initiate any one of the suggested

actions.

Compensations after data breaches: Description of products and services

offered by companies following previous data breaches that the participant or someone

he/she knows was involved in (e.g., some companies may offer free or paid credit

monitoring services and fraud alerts for victims).
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APPENDIX B

Supplemental Materials: “Consumer Reactions to

Data Breaches that Affected Them”

B.1 Survey Materials

Email address-related questions

We are going to ask you to enter your most commonly used email address at

the bottom of this page. We will use your email address to look up whether your

email address has been disclosed in any data breaches (also called “security breaches”),

using the public lookup service for data breaches haveibeenpwned.com. If your email

address was involved in any data breaches, we will ask you some questions about

those breaches.

Privacy Notice: We do not track or store your email address as part of this study,

and we will not be able tie your email address to any results or analysis. All records

of your email address will reside only in temporary storage to facilitate the lookup

of data breaches your email address was involved in and will be deleted following the

completion of this task. The researchers will never see your email address.
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To access information about breaches, your email address will be communicated

to haveibeenpwned.com, a public service not operated by us, which maintains a

database of data breaches involving email addresses. Communication with haveibeen-

pwned.com will occur on secure and encrypted channels, and haveibeenpwned.com

also does not permanently store email addresses used in queries. As described in their

privacy policy: “Searching for an email address only ever retrieves the address from

storage then returns it in the response, the searched address is never explicitly stored

anywhere.”

If you have any further concerns about providing your email address, you may

opt-out of the survey at this time. We will remove any record of your participation.

Note that if you choose to opt out, you will not be compensated.

1. Please enter your most commonly used email address. After the task, you may

search for another email address, but for now, we are primarily interested in

breaches that may have involved your most commonly used email address. [free

text]

2. Thank you for providing your email address. Please tell us more about this

email address. Whose email address is it? ◦ It is my own account / I have sole

ownership of this account ◦ It is my shared account / I share the account

with someone else (e.g., a partner or family member) ◦ It is someone else’s

account / someone else has sole ownership of this account ◦ I made up an

email address just for this study

3. How often do you check emails in this account? ◦ Every day ◦ A few times a

week ◦ A few times a month ◦ A few times a year

4. What do you use this email account for? Choose all that apply. ◦ For profes-

sional correspondence (e.g., with colleagues, business partners) ◦ For personal

correspondence (e.g., friends and family members) ◦ Account creation / signup

for sensitive accounts (e.g., banking, taxes, etc.) ◦ Account creation / signup
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of medium sensitive accounts (e.g., social media, online shopping) ◦ Account

creation / signup for low value accounts (I used it when I’m prompted to sign

up but don’t really care) ◦ Other [free-text]

5. Approximately for how long have you been using this email account? [number

entry] ◦ year(s) ◦ month(s) ◦ week(s) ◦ day(s)

6. How many other email addresses/accounts do you regularly use? (Not counting

the one you entered) [number entry]

Breach-related questions

(if email not involved in a data breach) Your email address has not been part

of any of the data breaches recorded by haveibeenpwned.com. That is great

news for you, but we still would like to ask you some further questions.

7. In your opinion, what might be reasons that your email address has not been

part of any data breach? [free text]

8. Do you believe another email address that you regularly use is more likely to

have breaches? [yes/no]

9. Would you like to take this survey with that email address instead? [yes/no] (if

yes return participant to questions in Section B.1, if no continue to demographic

questions in Section B.1)

(if email involved in a data breach) Your email address was part of a data

breach: According to haveibeenpwned.com your email address was part of one or

more data breaches.

10. In your opinion, what might be reasons that your email address has been part

of data breaches? [free text]
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We will now ask you questions about three of these breaches. We will show you

the full data breach history for your email address at the end of the survey.

(for up to three data breach, the following . . . )

Your email address was part of the following breach

[Image and description of breach (see Figure 4.1)]

Please make sure you read the description of this breach, since we will now ask you

a few questions with respect to this breach (the description of the breach will be

available to you while answering the questions).

11. In your opinion, what might be reasons that your email address has been part

of data breaches? [free text]

12. Prior to this study, were you aware that you are affected by this breach? ◦ yes

◦ no ◦ unsure

13. (if yes aware) How did you first become aware that you are affected by this

breach? ◦ I was notified by the breached company. ◦ I was notified by

my bank or credit card company. ◦ I was notified by a third-party breach

notification service (e.g., Have I Been Pwned, Firefox Monitor, Breach Clarity).

◦ I was notified by my credit monitoring or identity theft monitoring service

(e.g., LifeLock, Credit Karma). ◦ Someone else (e.g., a romantic partner or

a family member) told me about it. ◦ I found out myself through negative

events in real life (e.g., suspicious activity on my credit card, locked out of online

accounts.) ◦ I learned about the breach through news media. ◦ I do not

remember. ◦ Other [free text]

14. (if yes aware) Please describe how you felt when you learned that your infor-

mation was part of this breach

(if no/unsure aware) Please describe how you feel after now learning that your

information was part of this breach. [free text]

15. (if yes aware) How concerned were you when you learned that your information
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was part of this breach?

(if no/unsure aware) How concerned are you after now learning that your infor-

mation was part of this breach? ◦ Not at all concerned ◦ Slightly concerned

◦ Somewhat concerned ◦ Very concerned ◦ Extremely concerned

16. (if yes aware) Please describe how you think this breach has or will impact

your life. If you suspect or have experienced impacts resulting from this breach,

please describe them.

(if no/unsure aware) Please describe how you think this breach will impact

your life. If you suspect or have experienced impacts resulting from this breach,

please describe them as well. [free text]

17. How concerned are you about the following data being compromised in this

breach? [for each data type in the breach as provided by HIBP] ◦ Not at all

concerned ◦ Slightly concerned ◦ Somewhat concerned ◦ Very concerned

◦ Extremely concerned ◦ I don’t know ◦ Does not apply to me (the company

does not have my real information)

18. What did you do, if anything, after learning that your information was part of

this breach? Please explain why. [free text]

19. Regarding this specific breach, please select how likely you are to initiate each

the of the following actions within the next 30 days, or whether you have taken

the action already. ◦ Not likely ◦ Somewhat likely ◦ Very likely ◦ I did/do

this already ◦ This does not apply to me / I don’t understand

(For each of the following actions:)

• Change the password of my account for the breached company, if it exists

• Change the password of other accounts that used the same password

• Delete or deactivate my account for the breached company, if it exists

• Enable two-factor authentication on my account for the breached company,

if it is available
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• Use a credit or identity monitoring service (e.g., LifeLock, Identity Guard,

IdentityForce, Credit Karma, Credit Sesame)

• Use a breach notification service (e.g., Firefox Monitor, Breach Clarity,

Have I Been Pwned)

• Take legal action against the breached company

• Review my credit reports and/or, bank/credit card statements for suspi-

cious activity

• File a complaint against the breached company with a consumer protection

agency (e.g., FTC, CFPB, State Attorney General)

• Place a credit freeze on my credit reports

20. Are there any other actions you would like to initiate within the next 30 days

or other actions you have already taken? [free text]

Demographics & attention checks

21. Which of the following breaches were you asked about in this study? [multiple

choice of the correct answer and four decoys]

22. What is your age? ◦ 18-24 ◦ 25-29 ◦ 30-34 ◦ 35-39 ◦ 40-44 ◦ 45-49

◦ 50-54 ◦ 54-59 ◦ 60-64 ◦ 65+ ◦ Prefer not to say

23. What is your gender? ◦ Man ◦ Woman ◦ Non-Binary ◦ Prefer not to

answer ◦ Other [free text]

24. What is the highest level of education you have completed? ◦ Less than high

school ◦ High school or equivalent ◦ Some college, no degree ◦ Associate’s

degree, occupational ◦ Associate’s degree, academic ◦ Bachelor’s Degree ◦

Master’s Degree ◦ Professional degree ◦ Doctoral degree ◦ Prefer not to

say
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25. What is the shape of a red ball? ◦ Red ◦ Blue ◦ Square ◦ Round ◦

Prefer not to answer

26. Which of the following best describes your educational background or job field?

◦ I have an education in, or work in, the field of computer science, computer

engineering, or IT. ◦ I do not have an education in, or work in, the field of

computer science, computer engineering, or IT. ◦ Prefer not to answer

27. Which of the following best describes your educational background or job field?

◦ I have an education in or work-in/practice law or other legal services. ◦

I do not have an education in or work-in/practice law or other legal services.

◦ Prefer not to answer

28. What was your total household income before taxes during the past 12 months?

◦ Under $15,000 ◦ $15,000 to $24,999 ◦ $25,000 to $34,999 ◦ $35,000 to

$49,999 ◦ $50,000 to $74,999 ◦ $75,000 to $99,999 ◦ $100,000 to $149,999

◦ $150,000 or above ◦ Prefer not to say

Debrief

Information on breaches your email address was part of: Thank you

for completing our study. Please note that the information about data breaches we

showed to you is real. Your email address, and potentially other personal information

has been part of these breaches and could be used by criminals to steal your identity

or access your accounts.

List of breaches your email address was part of: Below is the full list of

breaches in which the email address you entered was involved according to haveibeen-

pwned.com. Please note that you can always obtain the same results by checking your

email address on haveibeenpwned.com, which, in addition, also provides records with

sensitive breaches upon the verification of your email account. Please keep in mind
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that this list only reflects breaches that are registered in the haveibeenpwned.com

database, your information may have been exposed in other breaches.

Resources for breach recovery and further reading Here is a list of resources

to help you prevent or recover from harm due your information being exposed in data

breaches, as well as help you better protect yourself from data breaches in the future.

• Resources about recovering from a data breach:

– Federal Trade Commission: Identity theft recovery steps

– Federal Trade Commission: Credit Freeze FAQs

– Firefox Monitor: What to do after a data breach

– Norton: What to do after 5 types of data breaches

• Resources about protecting yourself against future breaches:

– Firefox Monitor: How to create strong passwords

– Firefox Monitor: Steps to protect your online identity

B.2 Qualitative Analysis Codebook

In the following we provide our unified codebook with the primary codes, their

respective counts, and their first-level sub-codes.

• bad actors (17): company sell data, hackers, department stores

• behaviour (94): continue use as before, insecure, keep using email, secure

practice, email practice, insecure practice

• cannot recall (17): confused, unconcerned, surprised, concerned

• consequence experienced (97): compromised accounts, information disclo-

sure, spam, data on the dark web, scam, attempted login, other account with

same pwd, email disclosure, identity theft, social media account hacked, phys-

ical, financial disadvantage, unrecognized new account, past event, reputation,
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job offer missed, upset, site breached

• consequence potentially (92): spam, identity theft, compromised accounts,

information misuse, financial disadvantage, scam, physical, financial account

hacked, information disclosure, stalking, other account with same password,

unrecognized new account

• data not relevant (84): outdated, fake data, not sensitive, unique password,

not primary email, little data, will be caught by spam filter, so much data out

there, account not used, unimportant password, unique username

• data relevant (3): sensitive

• defense intended to be put into place as reaction to breach (180):

change password, monitor email, use secure passwords, monitor suspicious activ-

ity, monitor financial information, do not use facebook login for shopping sites,

increase protective measures, change email, be more cautious, 2FA enabled,

limit online disclosure, review accounts, stop using, reduced use email, check

suspicious emails, signing up to websites less often, new email account, learn

more about breach, reduced use site, close account, scan computer frequently,

re-link security accounts, change financial information, change employer, mon-

itor accounts, use vpn, review financial information, unique password, change

username, use password manager, go after companies, learn about safeguard-

ing, solve issues as they appear, security checkup, check financial information,

protective measures, stop using email, protect email, stop using service, tor, in-

vestigate, strong password, location setting, no reuse password, be more careful,

legal action

• defense put into place as reaction to breach (226): use password man-

ager, change password, reduced use site, change emails, protective measures,

2FA enabled, change password creation strategy, unique password, no cc info in

unused apps, actions caused by other breach, close account, change username,
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remove email from accounts, use secure passwords, review financial informa-

tion, use breach monitors, be more cautious, review account information, up-

date browser, check suspicious emails, change email, stop using site, nothing,

changed info, check account, 2fa enabled, limit data disclosure, unsubscribed

from mailer, change info, reviewed prior steps, monitoring, check financial, email

practices, contacted company, changed email, unsubscribed, changed password,

delete account, learn about breach, antivirus, called credit card company, re-

cover hacked account, careful disclosure, no reuse password, strong password

• defense put into place pro-actively before breach (40): use secure pass-

words, 2FA enabled, be cautious, change password, don’t answer phone calls,

review financial information, unique password, use password manager, moni-

tor accounts, monitor emails, unique email, protective measures, monitor credit

reports, spam filter, stop using site, change email, account not used, monitor

financial information

• do not know hibpwnd (2)

• feeling (929): unconcerned, concerned, violated, annoyed, negative, skepti-

cal, uncomfortable, fatigued, paranoid, cautious, hopeful, upset, scared, un-

surprised, would have been contacted, overwhelmed, disappointed, unsure, re-

assured, don’t care, curious, not worried, relief, insecure, no fear, worried, un-

happy, not important enough, confused, indifferent, surprised, unsafe, ashamed,

regret, informed, used to breaches, no blame on company, upset

• first breach (1)

• immediately informed (1)

• impact (525) impact little, impact none, impact large, impact positive, impact

unsure, impact negative, unconcerned

• needs more info (1)

• not hacked into a lot (1)
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• third party (11): bad security, good security at company

• unclear (2)

313



APPENDIX C

Supplemental Materials: “An Empirical Analysis of

Data Breach Notifications”

C.1 Analyzed Breaches Notifications

Case Title Case No. Date

Received

No. of MD

Residents

intuit Inc. itu-297341 4/26/2018 9

intuit Inc. itu-295061 2/22/2018 149

SunTrust Bank itu-298137 5/8/2018 1

Engle Martin & Associates itu-295041 2/14/2018 5

COUNTRY Mutual Insurance itu-294968 2/9/2018 4

OneMain Financial Group, LLC itu-294973 2/6/2018 12

CNU Online Holdings, LLC itu-295185 (2) 3/7/2018 24

Lincoln Financial Group itu-295367 (2) 3/29/2018 316

Medical science & Computing, LLC itu-295048 2/13/2018 104

TeenSafe itu-298253 5/31/2018 4

Kinetics Systems, Inc. itu-294972 (2) 2/6/2018 106

Marriott International Inc. itu-295059 (2) 2/22/2018 3

Continued on next page
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Case Title Case No. Date

Received

No. of MD

Residents

Under Armour, Inc. itu-295369 3/29/2018 NA

Delta Air Lines, Inc. itu-295677 4/12/2018 8,246

Farmgirl Flowers, Inc. itu-298121 5/11/2018 24

Sears Holdings Corporation itu-297330 4/24/2018 2,588

Thomas Edison State University itu-295054 2/12/2018 12

Palo Alto Unified School District itu-295046 2/14/2018 2

Nampa School District itu-295387 3/16/2018 1

LendKey Technologies, Inc. itu-295039 2/15/2018 256

Pershing, LLC itu-296815 4/19/2018 10

UnitedHealthcare itu-298215 (2) 5/22/2018 3

Capital Digestive Care itu-297325 4/23/2018 8,713

Cambridge Dental Consulting Group itu-298167 5/7/2018 4

The Childrens Mercy Hospital itu-297380 4/30/2018 6

Coastal Cape Fear Eye Associates, P.A itu-295071 (2) 2/23/2018 1

Eastern Shore Rural Health Inc. itu-295051 2/13/2018 8

Flexible Benefit Service Corporation itu-295047 2/14/2018 21

FastHealth Corporation itu-295014 2/27/2018 NA

ATI Holdings, LLC itu-295354 3/28/2018 1,823

Inogen, Inc. itu-295778 (2) 4/13/2018 564

The Oregon Clinic itu-298227 (2) 3/9/2018 2

Aflac itu-294982 (2) 2/6/2018 1

W.W. Grainger, Inc. itu-295831 (2) 4/17/2018 343

Heritage Land Bank, ACA itu-298272 5/29/2018 NA

Cenlar FSB itu-295287 (2) 3/20/2018 1

Draper and Kramer, Inc. itu-295202 3/8/2018 69

Mercy Health Love County Hospital

and Clinic

itu-295077 2/27/2018 3

Betterton, Tyler & Summonte, PL itu-295520 4/10/2018 1

CPT Group Inc. itu-297379 (2) 4/27/2018 67

Capital One, National Association itu-298210 5/18/2018 1

Continued on next page
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Case Title Case No. Date

Received

No. of MD

Residents

Jarrett & Luitjens, PLC itu-298076 5/25/2018 7

Duquesne University itu-294966 1/31/2018 6

The Arc Northern Chesapeak Region itu-298199 5/11/2018 1,406

SA Stone Wealth Management Inc. itu-297381 (2) 4/30/2018 2

Bennett Thrasher LLP itu-298130 5/4/2018 4

Luxury Retreats itu-298077 5/25/2018 9

Advanced Graphic Products, Inc. itu-294999 (2) 2/1/2018 12

Ventiv Technology, Inc. itu-294998 2/1/2018 3

Ullico Inc. itu-298068 5/29/2018 8

Sallie Mae itu-295218 3/13/2018 NA

Ameriprise Financial, Inc. itu-295389 4/5/2018 1

M&E Tax and Financial Services itu-295172 3/6/2018 300

Alabama Ballet itu-295372 3/30/2018 2

UniCarriers Americas Corporation itu-297398 4/23/2018 1

Rockville Eye Surgery Center, LLC itu-295057 2/20/2018 2

Mattress Firm, Inc. itu-294949 1/3/2018 1

Personal Care Products Council itu-295201 (2) 3/7/2018 33

Waccamaw Management, LLC itu-295169 3/5/2018 1

Northwestern Mutual Life

Insurance Company

itu-296813 (2) 4/19/2018 2

Temp-Tations Home LLC itu-295824 4/16/2018 114

Family Investment Administration at

the Department of Human Services

itu-297340 4/26/2018 2

Allied Contractors, Inc. itu-295037 2/16/2018 NA

K. Hovnanian American Mortgage, LLC itu-295017 4/2/2018 10

HSBC Mortgage Services, Inc. itu-294955 (2) 1/18/2018 1

ACTIVE Network itu-295073 (2) 2/23/2018 6

Citizens Financial Group, Inc. itu-295171 3/6/2018 1

MidCap Financial Services, LLC itu-295096 2/5/2018 2

Cetera Advisors LLC itu-297370 4/26/2018 60

Continued on next page
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Case Title Case No. Date

Received

No. of MD

Residents

Rail Europe North America Inc. itu-297372 4/27/2018 361

The Retirement Advantage, Inc. itu-295004 3/28/2018 59

Purdy Insurance Agency itu-298146 5/7/2018 8

Austin, Nichols & Co., Inc. itu-295519 (2) 4/10/2018 1

Pendleton Square Trust Company itu-298066 5/30/2018 1

NWAM, LLC itu-295001 3/27/2018 2

talentReef, Inc. itu-294943 1/10/2018 185

ABC Phones of North Carolina, Inc. itu-295811 (2) 4/13/2018 11

Member First Mortgage, LLC itu-295030 1/29/2018 10

Ellevest, Inc. itu-298256 5/21/2018 1

JJ Haines itu-295056 2/21/2018 NA

abod & caruso, llc itu-298231 5/25/2018 1,080

Hampton Roads Shipping Association itu-298061 5/2/2018 4

Mise En Place Restaurant Services, Inc. itu-295804 (2) 4/11/2018 102

B.T.C.E., Inc. d/b/a HomeBrewIt.com itu-295781 4/11/2018 11

Orbitz Worldwide, Inc. itu-295291 (2) 3/21/2018 3,607

Hurst & Langlinais, Ltd. itu-295292 3/21/2018 2

Teal Becker & Chiaramonte, CPAs, PC itu-295002 3/27/2018 29

Santa Cruz Biotechnology, Inc. itu-295064 (2) 2/22/2018 5

Best Buy Co., Inc. itu-295777 4/13/2018 NA

Musicians On Call, Inc. itu-295062 2/22/2018 33

Conservest Capital Advisors, Inc. itu-298161 5/2/2018 3

Alaska Airlines itu-298205 (3) 5/3/2018 10

Southwest Airlines Co. itu-297324

(update)

4/20/2018 1,427

Inspire Home Loans Inc. itu-294967 2/9/2018 10

Wealth Management, Inc. itu-295355 3/28/2018 NA

Branton, de Jong and Associates itu-295295 (2) 3/26/2018 4

Aberdeen Proving Ground

Federal Credit Union

itu-295029 1/26/2018 36

Continued on next page
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Case Title Case No. Date

Received

No. of MD

Residents

RBC Royal Bank itu-294965 (2) 1/26/2018 NA

The Hartford itu-297339 (2) 3/13/2018 16

Malley’s Chocolates itu-298150 5/7/2018 27

Varanko & Black CPA itu-298163 5/4/2018 212

Boys & Girls Clubs itu-295692 4/3/2018 3

Julian Sur, CPA itu-297364 4/26/2018 4

University of Wisconsin-

Superior Alumni Association

itu-295060 2/22/2018 NA

World Travel Holdings, Inc. itu-295814 4/16/2018 94

Rail Europe SAS itu-298252 5/30/2018 87

Bronson Nutritionals LLC itu-295284 3/19/2018 375

Williams-Sonoma, Inc. itu-295187 (2) 3/7/2018 1

Gibbs & Cox itu-295843 4/9/2018 1

Franklin American Mortgage Company itu-295340 3/28/2018 2

Clinical Pathology Laboratories

Southeast, Inc.

itu-295290 (2) 3/21/2018 18

J.C. Penney Corporation, Inc. itu-295339 3/27/2018 11

Thermo Fisher Scientific Inc. itu-295368 3/29/2018 117

Bigfoot Gun Belts itu-295684 4/4/2018 45

Vidant Medical Group LLC itu-295000 3/27/2018 1

John Y. Trent & Associates LLC itu-295278 4/4/2018 5

Employer Leasing Company itu-294953 1/18/2018 3

Bell Partners Inc. itu-298064 5/29/2018 7

Knape & Vogt Manufacturing Company itu-298148 5/11/2018 2

TrueNet Communications, Inc. itu-295094 2/8/2018 161

Global University itu-298147 5/11/2018 1,320

Goldleaf Partners Services, Inc. itu-294964 1/26/2018 11

Temecula Motorsports, Inc. itu-298315 (2) 5/31/2018 11

Rea.deeming Beauty, Inc. itu-294938 1/12/2018 364

Chopra Enterprises, LLC itu-295184 (2) 3/6/2018 14

Continued on next page
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Case Title Case No. Date

Received

No. of MD

Residents

Atrium Hospitality itu-297329 4/24/2018 1

Whitmer & Company CPA’s, LLP itu-295697 4/10/2018 2

Guaranteed Rate, Inc. itu-294937 1/12/2018 1,406

Broward College itu-294944 1/10/2018 145

1st Mariner Bank itu-294989 2/5/2018 929

Interstate Plastics, Inc. itu-295177 3/6/2018 16

Manduka itu-295333 (2) 3/27/2018 885

1st Mariner Bank itu-295050 (2) 2/12/2018 558

North 40 Outfitters itu-295065 2/23/2018 105

Corporation Service Company itu-298062 5/17/2018 7,585

Strategic Analysis, Inc. itu-296816 4/19/2018 356

The Meridian Group itu-295063 2/22/2018 13

Lydia Security Monitoring itu-295055 2/28/2018 186

ABC Bus Companies, Inc. itu-295138 3/1/2018 NA

American National Insurance Company itu-298172 (2) 5/7/2018 47

American Society of Anesthesiologists itu-297322 (2) 4/20/2018 NA

Anchor Fund, LLC itu-295206 3/9/2018 1

Bearing Distributors, Inc. itu-295518 4/6/2018 1

Capital Farm Credit itu-297337 4/25/2018 NA

Equias Alliance, LLC itu-298152 5/9/2018 5

Invacare Corporation itu-295269 3/14/2018 2

Kirby & Associates PC itu-298200 5/11/2018 15

MCR Inestors LLC itu-297327 4/23/2018 667

Mise En Place Restaurant Services, Inc. itu-295804 (1) 4/11/2018 102

Parkway Corporation itu-295144 3/2/2018 6

Premier Fixtures, LLC itu-296814 4/19/2018 1

PrintingCenterUSA.com itu-298254 5/24/2018 55

Ramy Brook itu-297328 4/24/2018 13

Shutterfly, Inc. itu-295693 4/2/2018 1

Sprint Corporation itu-295363 (2) 3/28/2018 1

Continued on next page
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Case Title Case No. Date

Received

No. of MD

Residents

Sprint Corporation itu-298171 (2) 5/7/2018 1

Squire Patton Boggs (US) LLP itu-295296 3/27/2018 9

St. Mary’s Health, Inc. itu-298247 5/29/2018 21

The Vanguard Group, Inc. itu-295058 2/21/2018 1

US GreenFiber LLC itu-295127 4/3/2018 4

WithumSmith+Brown, PC itu-297336 4/25/2018 2

C.2 Qualitative Analysis Codebook

Category Code Values

Other Delivery methods mailed letter, email, push notification,

unclear

Formatting Headings yes (in separate lines), yes (in same line

as the main text), yes (as tables), no

Formatting Appendix 0, 1, 2, 3

Formatting Format of presented actions in numbered list, in bullet point list, in

plain text, other

Formatting Specifying the enrollment deadline with text markups, in plain text, other

Formatting Specifying the duration of benefits with text markups, in plain text, other

Formatting Including the recipient’s breached

information

with text markups, in plain text, other

Formatting Explicit mentioning of not

breached information

with text markups, in plain text, other

Formatting Describing ways to keep consumers

updated

with text markups, in plain text, other

Risk Comm. Cause of the breach specified, under investigation, other

Risk Comm. When the breach occurred specified, under investigation, other

Risk Comm. When the breach was discovered specified, under investigation, other

Risk Comm. Types of breached info specified, other

Continued on next page
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Category Code Values

Risk Comm. Info was breached absolutely, maybe, no, no evidence,

other

Risk Comm. Breached info was misused absolutely, maybe, no, no evidence,

other

Risk Comm. Consequences of breached info specified, other

Actions Location of described actions compensations in main text, no other

actions in main text; compensations and

other actions in main text; compensa-

tions in appendix, no other actions in

appendix; compensations and other ac-

tions in appendix; no compensations,

other actions in appendix

Actions Identity theft protection service in main text, in appendix, other

Actions Credit monitoring service in main text, in appendix, other

Actions Credit freeze in main text, in appendix, other

Actions Fraud alert in main text, in appendix, other

Actions Monitor accounts and credit

reports

in main text, in appendix, other

Actions Use two-factor authentication in main text, in appendix, other

Actions Change passwords in main text, in appendix, other

Actions Keep physical materials safe in main text, in appendix, other

Actions Other actions or compensations in main text, in appendix, other

Actions Compensation enrollment

instructions

in main text, in appendix, other

Actions Types of enrollment automatic, link only, link and activation

code, vague instructions, other
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APPENDIX D

Supplemental Materials: “Adoption and

Abandonment of Protection Practices”

D.1 Survey Instruments

Introduction

Before you start, we would greatly appreciate it if you could switch off phone,

email, music, or other distractions so that you can focus on this study. Thank you!

First, please enter your Prolific ID here. It should have 24 alphanumeric charac-

ters. Please make sure you complete this step so that we can verify your response

and give you the compensation: _____

We are interested in critiquing and improving existing advice regarding how to

stay safe online. We encourage you to be as HONEST as possible in your responses.

Your individual responses will be anonymized.

Please proceed to the next page. Read each item carefully before answering.
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Show Practices

[For the following 30 items, we selected ten of them (four security, four privacy,

two identity theft protection) at random and displayed them to the participant.]

[For each item, the participant was asked to choose from the following answer

options: ◦ I am always doing this. ◦ I am doing this but there are exceptions.

Please describe it further: _____ ◦ I am not doing this anymore, but I have done

this before. Please describe it further: _____ ◦ I have never done this before,

but I expect to do this in the near future. ◦ I have never done this before, and I

do not expect to do this in the near future. ◦ I have never heard of this/I do not

understand. ◦ Other (please specify): _____ ]

• [Update] Have you ever installed operating system and software updates imme-

diately after they become available?

• [Automatic-update] Have you ever kept automatic software updates turned on?

• [Unique-password] Have you ever used different passwords for each account?

• [Strong-password] A strong password should meet all of the following criteria:

1. long – it should exceed the minimum password length (e.g., the US fed-

eral government requires employees to use passwords including at least 12

characters);

2. complex – it should be a combination of letters, digits, and special char-

acters;

3. hard to guess – it should not contain common phrases (e.g., “iloveyou”) and

personal information (e.g., your birth date or names of family members).

Have you ever used strong passwords for your online accounts?
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• [2FA] Two-factor authentication (2FA) requires you to send another piece of

information to verify your identity on top of username and password, such as

a temporary code sent to your phone. Other forms of 2FA include USB ports

like YubiKeys, and security apps like Duo. We want you to think about the

time when you proactively enable 2FA. Examples of services that offer opt-in

2FA include shopping websites like Amazon, and email service providers such

as Google and Yahoo.

Have you ever opted in to 2FA for online accounts that offer this option, outside

of contexts where it is mandated (such as by your employers or banks)?

• [Antivirus] Anti-virus software is primarily designed to prevent, detect and

remove software viruses and other malicious software such as worms, trojans,

and adware.

Have you ever used anti-virus software?

• [Password-manager] A password manager is a piece of software that helps you

generate strong passwords, stores your login information for all websites and

apps you use, and helps you log into them automatically. It encrypts your

password database with a master password – the master password is the only

one you have to remember.

Have you ever used a password manager?

• [HTTPS] Hypertext Transfer Protocol Secure (HTTPS) extends the Hypertext

Transfer Protocol (HTTP) to secure communications over the network. To

check if a website uses HTTPS, you can look for a lock icon in the address bar.

Below is an example of the HTTPS icon in Google Chrome:

[Display a screenshot.]

Have you ever checked if the website you are visiting uses HTTPS?
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• [Check-URL] URL is the address of a website. To find the URL of the website

you are visiting, you can look at the address bar of your web browser. The

address bar is the long white bar at the top of your web browser, below the

tabs at the top. Below is an example of a URL in the address bar in Google

Chrome:

[Display a screenshot.]

Have you ever checked the URL to verify you are visiting the website you in-

tended to?

• [Install-software] Have you ever only installed software coming from trusted and

reputable sources on your computers or mobile devices?

• [Link-clicking] When checking your emails, have you ever avoided clicking links

sent by people or companies you do not know?

• [Attachment-clicking] When checking your emails, have you ever avoided open-

ing email attachments from people or companies you do not know?

• [Temporary-credentials] When it does not hamper the usability of the service,

have you ever used fake identities for your online activities to prevent your real

information from being tracked? E.g., use a fake name, phone number, or email

address when creating a new account.

• [Hide-info] When it does not hamper the usability of the service, have you ever

refused to provide information about yourself that is not essential to complete

the transaction with a business? E.g., when filling out a final confirmation form

for online shopping, you skip all optional fields.

• [Real-name] Have you ever avoided using a website because they ask for your

real name?
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• [Extension] There are browser extensions that can help protect your privacy

in different ways. Some browser extensions remove advertisements from the

webpage (e.g., pop-ups, banner ads, and other common forms of online adver-

tisements). Some browser extensions block trackers used by websites to track

your activity for site analytics and targeted ads delivery. Some others prevent

unauthorized web sites from running JavaScript, Java, Flash, or other scripts.

Have you ever used a browser extension that blocks ads, trackers or scripts?

• [Cookies-disable] HTTP cookies (also called browser cookies) are small text

files placed on your device after you visit a website. Cookies are designed for

websites to record information about you, such as items in the shopping cart,

browsing history, and login credentials that you previously entered.

First-party cookies are issued by a website that a user views directly – in most

cases, they are essential to keep the website running smoothly. On the other

hand, third-party cookies are not created by the website being visited, but rather

by someone else – these cookies are used primarily for tracking and targeted

advertising purposes.

Have you ever disabled or turned off third-party cookies in your browser?

• [Cookies-clean] HTTP cookies (also called browser cookies) are small text files

placed on your device after you visit a website. Cookies are designed for websites

to record information about you, such as items in the shopping cart, browsing

history, and login credentials that you previously entered.

Cookies can be useful - they let sites remember you and what your preferences

are, making it quick and easy to log into your favorite websites. On the negative

side, cookies take up space on your device, can result in errors sometimes, and

can pose a privacy risk when it stores sensitive information about you.

Have you ever cleared your web browser cookies and history?
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• [Anonymity-system] Anonymity systems are infrastructure that provides anonymity

on the Internet, through allowing information to be transmitted from one party

to another without leaking their identity. Examples of anonymity systems in-

clude Tor, JonDonym, and VPN services.

Note: using private browsing mode (also called “incognito mode”) doesn’t make

you anonymous on the Internet. Your Internet service provider, employer, or

the sites themselves can still gather information about pages you visit.

Have you ever used anonymity systems, outside of contexts where they are

mandated (such as by your employers)?

• [Encryption] Have you ever encrypted your phone calls, text messages or emails,

outside of contexts where it is mandated (such as by your employers)?

• [Public-comp] Have you ever used a public computer to browse anonymously?

• [Incognito] Private browsing mode (sometimes called “incognito mode”) is a

feature in popular web browsers. It automatically erases your browsing infor-

mation, such as passwords, cookies and history.

Have you ever used the private browsing mode or incognito mode when browsing

the web?

• [Search-engine] Have you ever used a search engine that does not keep track of

your search history?

• [Facial-recognition] Facial recognition is a technology capable of identifying or

verifying a person from a digital source such as a picture or video footage. It

is widely used nowadays for ID verification, policing, airport screening, among

many other purposes.

In some cases, you can choose to opt out of facial recognition. For instance,

Facebook’s facial recognition feature, which recognizes you and suggests that
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you be tagged when someone uploads a picture of you, can be turned off in

the privacy settings. In other cases, opting out is much harder, such as law

enforcement’s use of facial recognition on public surveillance camera footage to

detect criminals.

Have you ever opted out of facial recognition when possible?

• [Credit-monitoring] A credit monitoring service tracks activity on your credit

reports at one or more major credit bureaus – Equifax, Experian, and Tran-

sUnion. Usually, credit monitoring services alert you when a company checks

your credit history, when a new loan or credit card account is opened in your

name, and so forth.

Have you ever used a credit monitoring service?

• [Identity-monitoring] An identity monitoring service tracks potential misuse of

your personal information from a variety of databases. In addition to monitoring

your credit reports at one or more major credit bureaus – Equifax, Experian,

and TransUnion, identity monitoring also alerts you for potential risks that do

not show up on your credit reports, such as change of address requests and

personal information sold on the dark web.

Have you ever used an identity monitoring service?

• [Credit-report] A credit report is a statement that has information about your

credit activity and current credit situation, such as loan paying history and the

status of your credit accounts. Credit reports are provided by credit reporting

companies, also known as credit bureaus or consumer reporting agencies, who

collect and store financial data about you from creditors (e.g., lenders, credit

card companies, and other financial companies).

Have you ever obtained free copies of your credit reports from AnnualCreditReport.
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com?

• [Statements] Have you ever checked for fraudulent charges on your account

statements (e.g., for credit card, bank, retirement, and brokerage)?

• [Credit-freeze] With a credit freeze, no one - including you - can access your

credit report to open new accounts. You will get a PIN number to use each

time you want to freeze and unfreeze your account to apply for new credit.

To place a credit freeze, you should contact each of the three credit reporting

agencies—Equifax, Experian, and TransUnion— individually at their credit

freeze portals.

Have you ever placed a credit freeze on your credit reports at all big three credit

reporting agencies?

• [Fraud-alert] With a fraud alert, businesses must try to verify your identity

before extending new credit. Usually that means calling to check if you are at a

particular store attempting to take out new credit. To place a fraud alert, you

should contact any one of the three major credit reporting agencies— Equifax,

Experian, and TransUnion—either by phone or online. The one you contact is

required to notify the other two.

Have you ever placed a fraud alert on your credit reports at one of the three

major credit reporting agencies?

• [Attention-check] Have you ever ignored any survey questions when taking on-

line surveys?

This is an attention check question. Please select “I have never done this before,

and I do not expect to do this in the near future” to let us know that you are

paying attention.
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Demographics

1. Prior to this study, has anyone ever gained unauthorized access to one of your

online accounts? E.g., someone secretly changed your password without you

noticing it. ◦ Yes ◦ No ◦ I am not sure

2. Prior to this study, have you ever been notified that your information was

exposed in a data breach, by the breached company or other services? ◦ Yes

◦ No ◦ I am not sure

3. Prior to this study, have you ever been a victim of identity theft? E.g., someone

secretly applied to a new credit card under your name. ◦ Yes ◦ No ◦ I am

not sure

4. What is your age? ◦ 18-24 ◦ 25-34 ◦ 35-44 ◦ 45-54 ◦ 55-64 ◦ 65-74

◦ 75 or older ◦ Prefer not to answer

5. What is your gender? ◦ Women ◦ Men ◦ Non-binary ◦ Prefer to self-

describe: _____ ◦ Prefer not to answer

6. What was your total household income before taxes during the past 12 months?

◦ <$20,000 ◦ $20,000 to $34,999 ◦ $35,000 to $49,999 ◦ $50,000 to $74,999

◦ $75,000 to $99,999 ◦ $100,000 or above ◦ Prefer not to answer

7. What is the highest degree or level of school that you have completed? ◦ Some

high school ◦ High school degree of equivalent (e.g., GED) ◦ Some college,

no degree ◦ Trade, technical, or vocational training ◦ Associate’s degree ◦

Bachelor’s degree ◦ Master’s degree ◦ Professional degree (JD, MD, etc.)

◦ Doctoral degree ◦ Other (please specify): ___ ◦ Prefer not to answer

8. Which describes your current employment status? ◦ Employed full-time ◦

Employed part-time ◦ Self-employed ◦ Care-provider ◦ Homemaker ◦
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Retired ◦ Student ◦ Looking for work/unemployed ◦ Other (please specify):

_____ ◦ Prefer not to answer

9. Which describes your educational background or job field? ◦ I have an education

in, or work in, the field of computer science, computer engineering or IT. ◦ I

do not have an education in, or work in, the field of computer science, computer

engineering or IT. ◦ Prefer not to answer

10. Have you ever worked or taken coursework related to security and privacy? ◦

Yes ◦ No ◦ Prefer not to answer

11. [If answer is “yes” to the question above] Please describe your experience work-

ing or taking coursework related to privacy or security: _____

Do you have any feedback about this survey? If yes, please enter it here. Oth-

erwise please skip this question and proceed to the next page. You will then be

redirected back to Prolific.

D.2 Qualitative Analysis Codebook

Code Meaning Example Quote

as-needed Participants take, abandon or make exceptions for

the practice simply when they needed to, without

specifying any reasons or frequency with which

they do so. Vague phrases like “I do this when

needed” indicate this code.

“Yes when I needed to” (update)

Continued on next page
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Code Meaning Example Quote

because-

of-risk

Participants say they use (or used) this prac-

tice/service only when they are at risk, such as

facing the risk of identity theft, when engaging in

dangerous behavior other than visiting websites,

or simply “when something is wrong.” Also in-

cludes cases in which the user does not trust the

network, e.g., use VPN only when on public net-

works, such as when travelling.

“I have had to place a freeze on my

credit last year when my informa-

tion was stolen” (credit-freeze)

frequency Participants simply specify the frequency of how

often they take one practice/service, but do not

explain why, e.g., I sometimes / often / rarely do

this.

“I sometimes give a fake name”

(real-name)

only-

blocking

Participants adopt the practice to evade content

blocking, censorship, geographic restrictions, ac-

cess limitations (such as news site paywalls).

“I used vpn to bypass my school’s

blocked sites” (anonymity-system)

only-

email

The practice or service is only used when partic-

ipants need to deal with email in general, such

as when creating an account for an email address,

when accessing an email account, when clicking on

email links.

“Now I use a Gmail account with

fake info” (temporary-credentials)

only-

entertainment

Information related to the participant’s entertain-

ment activities constitutes an exceptional case,

such as accounts for social media and gaming. It

may be the only context in which the practice is

adopted, or not adopted.

“Sure, for sites like Reddit,

where that is more the culture”

(temporary-credential)

only-

finance

The practice/service is only used when partici-

pants need to deal with financial information, such

as banking sites and when shopping.

“I’ve encrypted financial docu-

ments I send to my accountant”

(encryption)

Continued on next page
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Code Meaning Example Quote

only-

required

Participants only adopt the practice when it is

mandated or expected behavior (e.g., by employer

or institution), or when it is otherwise forced upon

them, such as by a website or service that requires

2FA, or when using a device or service on which

another person has made the decision to adopt the

practice.

“Use what my work provides” (an-

tivirus)

only-

sensitive

The practice or service is only used when the site

requires sensitive or private information, or the

site / software is potentially incriminating e.g.,

porn sites, dark web, etc. However it is not spec-

ified that the sensitive info is necessarily financial

info (which takes precedence) or other data types.

“I have used a public library’s com-

puter and hotel lobby computers

to look up sensitive information”

(public-comp)

only-

suspicious

The practice or service is only used when partici-

pants feel the site is shady / suspicious / odd.

“I only check on it if the website

feels suspicious.” (check-URL)

platform-

specific

Practice is or is not adopted depending on the

platform (e.g., OS, browser, text messaging but

not social media, etc.). For instance, a practice

might not be adapted on platforms that are per-

ceived to be secure, and on which the practice has

low value or is irrelevant. Alternatively they may

adopt the practice when it is offered by the plat-

form.

“I currently have scripts blocked in

Firefox, but not Chrome or IE.”

(extension)

Continued on next page

333



Code Meaning Example Quote

site-

specific

The practice is only used for specific sites, apps,

or software, without any indicator of what kind of

sites or apps they are (e.g., sensitive, suspicious,

finance, entertainment). Use practice-unavailable

for situations in which the practice is adopted

whenever it is made available by the site. If they

adopt the practice only when the site explicitly

presents them with the option to adopt it, use

only-when-offered. This code applies to not only

sites, but also other situations.

“Some of the time I use anonymity

systems, it just depends on the

sites” (anonymity-system)

unrelated-

reason

The practice is not used for the intended purpose,

but rather, when used, it is used for a reason un-

related to security, privacy, or identity protection,

such as to improve the performance of the com-

puter or browser, to fix problems in the browser,

convenience, etc.

“When I am having problems with

my browser” (cookies-disable)

unwilling Participants say they cannot follow the practice

because they are simply “lazy” or “busy.” If they

provide details that make it sound like the practice

too impractical for them, use the code “impracti-

cal” instead.

“Sometimes I’m too busy to take

the time to update right at that

moment” (update)

when-

offered-

free

Participants will not proactively seek for this prac-

tice, but use it when it is offered to them, such as

by being provided for free (e.g., like a free trial

for antivirus). Similarly, they adopt the practice

when it is conveniently offered as a simple choice,

such as a pop-up option to disable facial recog-

nition on social media, as compared to having to

look through preferences to find the setting.

“Use what my work provides” (an-

tivirus)

Continued on next page
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Code Meaning Example Quote

impractical The practice is hard, too inconvenient, or too un-

usable to be adopted or implemented in real life.

This also includes case of failure, where partici-

pants want to follow the practice but fail to do so

in real life.

“I usually use totally different ones

for each account, but sometimes I

just change a letter or a charac-

ter in the same password” (unique-

password)

not-

needed

Participants simply say they do not need or want

this practice anymore, perhaps indicating that it

is of low value, without indicating specific reasons

covered by other codes.

“I don’t currently need credit mon-

itoring” (credit-monitoring)

performance-

issues

Practice slows device or some component of the

device down significantly, or causes other perfor-

mance issues, such as disk space or memory hog-

ging.

“Frequent, random updates are an-

noying and greatly slow down In-

ternet speeds and are disruptive”

(update)

practice-

unavailable

Participants say they cannot always follow the

practice because it is unavailable or non-functional

in some (or in all) cases, or that they used the

practice they used until it was discontinued or

stopped working (in which case, if the company

had continued to offer the product or service, they

probably would have stayed enrolled).

“They discontinued the service”

(identity-monitoring)

usage-

interference

Adopting this practice will cause disruption of nor-

mal usage when it comes to browsing the internet

or completing tasks on devices. These disruptions

are more than mere inconveniences, they involve

breaking existing functionality or impeding regu-

lar use of the device.

“I used it with Mozilla Firefox. For

a while Java scripts and Flash were

causing Firefox to crash. It seems

to be fine now but the browser still

asks me if I want to run them” (ex-

tension)

Continued on next page
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Code Meaning Example Quote

using-

substitute

The user has chosen to adopt a substitute practice

that they feel can achieve the same purpose. The

substitute need not necessarily be a sensible one,

but the participant should at least implicitly think

that it is.

“I use third party browser ex-

tensions such as privacy badger

and ublock origin. So whichever

cookies those allow by default are

the ones not turned off” (cookies-

disable)

for-

sharing

Device, account, or password sharing is the pri-

mary factor in the participant’s decision to adopt,

abandon or make an exception to the practice.

“If I am temporarily changing my

password so a family member can

access my account when away, I

will temporarily use an easier pass-

word” (strong-password)

distrust-

service

Participants express fear of negative outcomes

that originate from using this practice, such as

security or privacy problems, or system/software

failures, explicitly mentioning that they do not

trust whoever is behind the service.

“I dislike the feeling of someone be-

ing able to have access to my en-

tire list of passwords which is ex-

tremely nerve-racking” (password-

manager)

forgetting Participants say they forget to use the practice

without specifying why they do or do not forget.

They may express that abiding by the practice

does not occur to them on a consistent basis unless

prompted by the software/tool they are using.

“I wanted to check my credit report

a few years ago and read you could

do it for free. I did it that year and

the next, but it slipped my mind

since then” (credit-report)

just-

started

Participants say they are in the process of adopt-

ing this practice but have not adopted it fully.

“I just started doing this and I

still have some passwords that are

not synced yet but will be soon”

(password-manager)

Continued on next page
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Code Meaning Example Quote

own-

judgment-

sufficient

Participants disregard the practice when they

trust more on the judgments and decisions made

by themselves or other entities that make security

decisions for them. Also used when the user aban-

dons the practice because they have found it to

be unreliable or inaccurate, implying they can do

better on their own.

“I don’t click on obvious spam e-

mails, but I am willing to open

e-mails that seem legitimate even

if I don’t know the senders”

(attachment-clicking)

practice-

by-

default

Participants say they do not intentionally choose

to use this practice because the practice is imple-

mented by default.

“Since https is now default I rarely

check unless it’s specifically not

green or padlocked” (HTTPS)

other Participants say something that we feel is still

valuable to be coded, but none of the current codes

applies.

n/a

inapplicable The participant believes that the described prac-

tice never arises for them or does not apply to their

situation.

“I’ve never been asked for non-

essential information” (hide-info)

unclear Participants say something that can hardly be in-

terpreted into any reasons, user describes nature of

partial retention without stating why, or responses

are not related to the question at all.

“Attempted virus installs have hap-

pened in the past. The installs

were blocked, but malware is get-

ting smarter so I don’t trust my

security program to always catch

a virus attempt” (attachment-

clicking)
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APPENDIX E

Supplemental Materials: “Icons for Conveying

Privacy Controls”

E.1 Survey Instruments

Icon Design Evaluation

Please answer the following questions with regards to the displayed symbol [and

phrase]. Make sure not to reveal any private or personally identifiable information

about yourself or others in your responses to any open-ended questions.

[The symbol or symbol/phrase condition to which the participant was randomly

assigned is displayed to the participant.]

1. What, if anything, does this [symbol/symbol and phrase] communicate to you?

Please be as complete as possible. (Open-ended response)

2. Imagine if you saw this [symbol/link/symbol and link] on a website. What do

you think would happen if you clicked on this [symbol/symbol and phrase]?

(Open-ended response)

[The DAA’s blue AdChoices icon is displayed]
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3. Have you ever seen this symbol on a website before? ◦ Yes ◦ No ◦ I’m not

sure

4. Imagine if you saw this symbol on a website. What do you think would happen

if you clicked on this symbol?

[Present the icon set in randomized order.]

5. Which of these symbols do you think best conveys that there’s an option to tell

websites “do not sell my personal information?” [The order of Q5/6 and Q7/8

was randomized for the icon refinement testing.]

6. Please explain why you selected the icon above. (Open-ended response)

[Present the icon set in randomized order.]

7. Which of these symbols do you think best conveys that there’s an option to

make choices about the use of your personal information?

8. Please explain why you selected the icon above. (Open-ended response)

9. Are you aware of any laws in the United States that require companies to provide

a “do not sell my personal information” option? ◦ No ◦ Yes (please name or

describe them): _____

10. What is your age? ◦ 18-24 ◦ 25-34 ◦ 35-44 ◦ 45-54 ◦ 55-64 ◦ 65-74

◦ 75-84 ◦ 85 or older ◦ Prefer not to answer

11. What is your gender? ◦ Women ◦ Men ◦ Non-binary ◦ Prefer to self-

describe: _____ ◦ Prefer not to answer

12. What is the highest level of education you have completed? ◦ Less than high

school ◦ High school degree of equivalent ◦ Some college, no degree ◦

Associate’s degree, occupational ◦ Associate’s degree, academic ◦ Bachelor’s
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degree ◦ Master’s degree ◦ Professional degree ◦ Doctoral degree ◦ Prefer

not to answer

13. What was your total household income before taxes during the past 12 months?

◦ Under $15,000 ◦ $15,000 to $24,999 ◦ $25,000 to $34,999 ◦ $35,000 to

$49,999 ◦ $50,000 to $74,999 ◦ $75,000 to $99,999 ◦ $100,000 to $149,999

◦ $150,000 or above ◦ Prefer not to answer

14. In which state do you currently reside? (Drop-down list)

15. Which of the following best describes your educational background or job field?

◦ I have an education in, or work in, the field of computer science, computer

engineering or IT. ◦ I do not have an education in, or work in, the field of

computer science, computer engineering or IT. ◦ Prefer not to answer

16. If you have any feedback on the survey, please leave it here. (Open-ended

response)

Link Text Evaluation

Please answer the following questions with regards to the web link. Make sure not

to reveal any private or personally identifiable information about yourself or others

in your responses to any open-ended questions.

Imagine if you saw this web link on a website.

[The link text condition to which the participant was randomly assigned is displayed

to the participant.]

1. What types of [“selling” / “personal information” / “choices” / “options” / “opt-

outs”] do you think this link refers to? (Open-ended response, displayed only if

the participant saw a link text that includes the respective element)

2. What do you think would happen if you clicked on this link?
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3. Which of the following do you think could happen if you clicked this symbol/link

on a web page [For each statement below, participants were asked to choose

from a 5-point likert scale “Definitely” “Probably” “Not sure” “Probably not” and

“Definitely not.” Statements were presented in randomized order.]

• It will take me to the website’s Terms of Service statement.

• It will take me to a page that verifies that the website does not sell my

personal information.

• It will take me to a page where I can pay to protect my personal informa-

tion.

• It will take me to a page with choices about the sale of my personal infor-

mation.

• It will immediately communicate to the website that I do not want my

personal information to be sold.

• It will take me to a page with choices about how my personal information

is used and shared by the website.

• It will give the website permission to sell my personal information.

• It will take me to a warning not to share my personal information with

websites.

4. Are you aware of any laws in the United States that require companies to provide

a “do not sell my personal information” option? (See Appendix E.1 for answer

options)

5. What is your age? (See Appendix E.1 for answer options)

6. What is your gender? (See Appendix E.1 for answer options)

7. What is the highest level of education you have completed? (See Appendix E.1

for answer options)
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8. What was your total household income before taxes during the past 12 months?

(See Appendix E.1 for answer options)

9. In which state do you currently reside? (Drop-down list)

10. Which of the following best describes your educational background or job field?

(See Appendix E.1 for answer options)

11. Which of the following best describes your primary occupation? ◦ Administra-

tive support (e.g., secretary, assistant) ◦ Art, Writing, or Journalism (e.g.,

author, reporter, sculptor) ◦ Business, Management, or Financial (e.g., man-

ager, accountant, banker) ◦ Education or Science (e.g., teacher, professor,

scientist) ◦ Homemaker ◦ Legal (e.g., lawyer, law consultant, or law profes-

sor) ◦ Medical (e.g., doctor, nurse, dentist) ◦ Engineering or IT Professional

(e.g., programmer, IT consultant) ◦ Service (e.g., retail clerk, server) ◦

Skilled Labor (e.g., electrician, plumber, carpenter) ◦ Unemployed ◦ Re-

tired ◦ College student ◦ Graduate student ◦ Mechanical Turk worker ◦

Other: _____ ◦ Prefer not to answer

12. If you have any feedback on the survey, please leave it here. (Open-ended

response)

Icon-Text Combinations Evaluation

Please answer the following questions with regards to the [symbol/link/symbol

and link] in the rectangular highlighted area near the bottom of the web page dis-

played. Make sure not to reveal any private or personally identifiable information

about yourself or others in your responses to any open-ended questions.

[Display the screenshot of the web page with the icon, link text, or icon-text com-

bination that the participant was randomly assigned to. Below is an example of one

study condition]
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Close up of highlighted area:

1. What do you think would happen if you clicked on the [symbol/link/symbol

and link] in the highlighted area on this web page?

[Display close up of highlighted area again.]

2. What do you think [“sell” / “info” / “information” / “choices” / “options” /

“opt-outs”] refers to in this link? (Open-ended response, displayed only if the

participant saw a link text that includes the respective element)

[Display close up of highlighted area again.]

3. Which of the following do you think could happen if you clicked this symbol/link

on a web page? [For each statement below, participants were asked to choose
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from a 5-point likert scale “Definitely” “Probably” “Not sure” “Probably not” and

“Definitely not.” Statements were presented in randomized order.]

• It will take me to a page where I can update the information in my user

profile on the website.

• It will take me to a page with choices about how my personal information

is used and shared by the website.

• It will take me to a page with choices about the sale of my personal infor-

mation.

• It will take me to a page with more information about how the company

uses and shares the personal information it collects about me.

• It will cause the website to send unwanted emails.

• It will give the website permission to sell my personal information.

• It will take me to a page with ads about privacy and security products.

• It will take me to a page that steals my information or has a virus or

malware.

4. Are you aware of any laws in the United States that require companies to provide

a “do not sell my personal information” option? (See Appendix E.1 for answer

options)

5. What is your age? (See Appendix E.1 for answer options)

6. What is your gender? (See Appendix E.1 for answer options)

7. What is the highest level of education you have completed? (See Appendix E.1

for answer options)

8. What was your total household income before taxes during the past 12 months?

(See Appendix E.1 for answer options)
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9. In which state do you currently reside? (Drop-down list)

10. Which of the following best describes your educational background or job field?

(See Appendix E.1 for answer options)

11. Which of the following best describes your primary occupation? (See Ap-

pendix E.1 for answer options)

12. If you have any feedback on the survey, please leave it here. (Open-ended

response)

CCPA Toggle Icon Evaluation

Please answer the following questions with regards to the symbol and link in

the rectangular highlighted area near the bottom of the web page displayed. Make

sure not to reveal any private or personally identifiable information about yourself or

others in your responses to any open-ended questions.

[Display the screenshot of the web page with the icon and “Do Not Sell My Personal

Information” link text that the participant was randomly assigned to.]

[Display close up of highlighted area.]

1. What do you think would happen if you clicked on the symbol and link in the

highlighted area on this web page?

[Display close up of highlighted area again.]

2. What do you think [“sell”/“information”] refers to in this link? (Open-ended

response)

[Display close up of highlighted area again.]

3. Which of the following do you think could happen if you clicked this symbol/link

on a web page? [For each statement below, participants were asked to choose
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from a 5-point likert scale “Definitely” “Probably” “Not sure” “Probably not” and

“Definitely not.” Statements were presented in randomized order.]

• It will immediately change the setting on this website from “Do Not Sell

My Personal Information” to “Sell My Personal Information.”

• It will immediately change the setting on this website from “Sell My Per-

sonal Information” to “Do Not Sell My Personal Information.”

• It will take me to a page where I can choose whether or not the website

can sell my personal information.

• It will take me to a page where I can confirm that I do not want my

personal information to be sold by the website.

• It will take me to a page with more information about how the website

uses and shares my personal information.

• It will cause the website to send me unwanted emails.

• It will take me to a page with ads about privacy and security products.

• It will take me to a page that steals my information or has a virus or

malware.

4. Are you aware of any laws in the United States that require companies to provide

a “do not sell my personal information” option? (See Appendix E.1 for answer

options)

5. What is your age? (See Appendix E.1 for answer options)

6. What is your gender? (See Appendix E.1 for answer options)

7. What is the highest level of education you have completed? (See Appendix E.1

for answer options)
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8. What was your total household income before taxes during the past 12 months?

(See Appendix E.1 for answer options)

9. In which state do you currently reside? (Drop-down list)

10. Which of the following best describes your educational background or job field?

(See Appendix E.1 for answer options)

11. Which of the following best describes your primary occupation? (See Ap-

pendix E.1 for answer options)

12. If you have any feedback on the survey, please leave it here. (Open-ended

response)

E.2 Detailed Statistical Results
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Icon Icon Link Text Link Text Combination Toggle
Preliminary Refinement Preliminary Refinement

Sample Size 240 280 140 400 1468 421
Invalid Responses 11 0 9 0 54 18

Age

18-24 5.00% 5.71% 8.57% 7.00% 10.29% 12.11%
25-34 45.00% 45.71% 52.14% 49.00% 35.76% 45.13%
35-44 29.58% 29.64% 22.86% 23.25% 25.95% 23.04%
45-54 12.08% 10.00% 8.57% 11.00% 15.74% 11.16%
55-64 7.08% 6.79% 4.29% 7.00% 8.72% 6.18%
>65 1.25% 2.14% 3.57% 2.75% 3.13% 1.90%
Prefer Not to Answer 0.00% 0.00% 0.00% 0.00% 0.41% 0.28%

Gender

Female 41.25% 44.64% 34.29% 39.50% 46.87% 47.51%
Male 58.33% 55.36% 64.29% 60.00% 51.98% 50.83%
Non-binary 0.00% 0.00% 1.43% 0.50% 0.41% 0.95%
Self-described 0.00% 0.00% 0.00% 0.00% 0.14% 0.00%
Prefer Not to Answer 0.42% 0.00% 0.00% 0.00% 0.61% 0.71%

Education

Less than High School 0.83% 0.71% 0.71% 0.25% 0.54% 0.48%
High School 9.58% 13.57% 7.86% 13.50% 8.92% 12.11%
Some College 15.83% 18.57% 17.14% 18.00% 21.93% 18.76%
Associate’s, Occupational 5.83% 8.21% 4.29% 7.75% 6.81% 5.23%
Associate’s, Academic 1.67% 5.00% 4.29% 4.75% 6.40% 5.46%
Bachelor 49.58% 42.86% 51.43% 43.75% 39.03% 43.71%
Master 13.33% 8.21% 13.57% 11.00% 11.92% 9.26%
Professional 2.50% 1.79% 0.71% 0.50% 1.63% 2.38%
Doctoral 0.42% 1.07% 0.00% 0.50% 2.18% 2.14%
Prefer Not to Answer 0.42% 0.00% 0.00% 0.00% 0.61% 0.48%

State Residence

California 11.25% 14.29% 20.00% 9.75% 10.42% 16.39%
Non-California 88.75% 85.71% 80.00% 90.25% 89.58% 83.61%

Educational/Job Background related to CS/IT

Yes 38.75% 27.50% 47.86% 33.00% 23.02% 30.64%
No 56.67% 66.79% 47.86% 62.75% 72.55% 63.66%
Prefer Not to Answer 4.58% 5.71% 4.29% 4.25% 4.43% 5.70%

Awareness of any U.S. laws that require companies to provide a “do not sell my personal information” option

Yes 4.58% 4.64% 2.86% 3.00% 9.81% 7.13%
No 95.42% 95.36% 97.14% 97.00% 90.19% 92.87%

Table E.1: Age, gender, education, state residence demographics of participants as
well as their familiarity with CCPA in each study.
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Name Icon Common Interpretations (# of Participants)

Stylized-Toggle accept/decline (4); activate/deactivate (2); true/false
(2); mark as completed (1)

Changed-Choice okay/exit options (1); accept/decline (1); true/false (1);
opposite is true (1); no guesses (2)

DoNot-Checked activate/deactivate (2); mark as completed (2); com-
pleted downloads (2); accept/decline (1)

Box-Arrow removing something (2); okay/exit options (2); email or
message (1); no guesses (1)

Circle-Arrow move forward/go (3); email or message (1); no guesses (2)

Folder-Arrow folder/file (4); email or message (3)

DoNot-Dollar cancel payment (2); losing money (2); low balance (2);
money/paying (2); cash/dollars not accepted (1); something
is free or requires no money (1)

Slash-Dollar cash/dollars not accepted (4); something is free or requires
no money (3); money/paying (1)

Stop-Dollar money/paying (4); account balance (2); something costs
money (2); something is free or requires no money (1);
cash/dollars not accepted (1)

ID-Card payment method (4); something related to a person
and money (3); something costs money (2); account bal-
ance (1); no guesses (1)

Profile money/paying (2); stop spending money (2); something
costs money (2);

DAA more information (3); move forward/go (2); play button (2)

Table E.2: Participants’ coded open-ended responses to “What does this symbol com-
municate to you?” from conditions in which the icon was shown without a link text
in the icon preliminary testing, along with a code’s number of occurrences. Interpre-
tations that align with the icon’s intended meaning are bolded.
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Name Icon Common Interpretations (# of Participants)

ID-Card something costs money (9); sending money to someone (5);
money/paying (5); something related to a person and
money (3); account balance (3) ; price related (2) ; payment
methods accepted by website (2)

Slash-Dollar something is free or requires no money (12); cash/dollars not
accepted (6); money/paying (4); selling is not allowed (1)

Stop-Dollar money/paying (10); stop spending money (5); something
costs money (4); price related (3); sale/discount (3); no
guesses (3)

Stylized-Toggle accept/decline something (11); activate/deactivate
something (4); true/false (4); okay/exit options (3)

DAA more information (11); play button (7); move forward/go
(3); ad related (2)

Table E.3: Participants’ coded open-ended responses to “What does this symbol com-
municate to you?” from conditions in which we showed the icon without a link text
in the refined icons study, along with a code’s number of occurrences. Interpretations
that align with the icon’s intended meaning are bolded.
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Choice Privacy Misconception Do-Not-Sell

β S.E. Adj. p β S.E. Adj. p β S.E. Adj. p β S.E. Adj. p

Intercept 0.52 0.31 1.0 2.0 0.41 <.001* -3.1 0.74 .001* -0.06 0.33 1.0

Condition (ref = Toggle-Privacy Options, None-Do Not Sell My Personal Information for Do-Not-Sell)

Toggle-None -1.0 0.40 .16 -1.2 0.48 .20 2.1 0.80 .21
Toggle-Do Not Sell My P.I. -0.62 0.40 1.0 -4.0 0.58 <.001* 2.4 0.79 .06 0.26 0.40 1.0
Toggle-Personal Info Choices -1.2 0.40 .06 -2.4 0.47 <.001* 2.8 0.78 .009* -3.2 0.66 <.001*
Toggle-Do Not Sell My Info -0.33 0.40 1.0 -4.3 0.60 <.001* 1.5 0.82 .77 0.52 0.39 1.0
Toggle-Privacy Choices -0.23 0.40 1.0 -0.86 0.48 .85 -1.6 0.82 .76 2.2 0.49 <.001*
Toggle-Privacy Options -4.3 1.0 .001*
DAA-None -3.6 0.60 <.001* -3.0 0.49 <.001* 2.2 0.79 .14
DAA-Do Not Sell My P.I. -0.49 0.40 1.0 -2.6 0.47 <.001* 0.81 0.89 1.0 -0.09 0.38 1.0
DAA-Privacy Options 0.29 0.42 1.0 -0.26 0.52 1.0 -0.02 1.0 1.0 -4.3 1.0 .001*
DAA-Personal Info Choices -1.6 0.41 .004* -2.4 0.48 <.001* 2.5 0.79 .04* -2.6 0.59 <.001*
DAA-Do Not Sell My Info -0.59 0.40 1.0 -3.5 0.52 <.001* 1.3 0.84 1.0 0.25 0.39 1.0
DAA-Privacy Choices 0.10 0.41 1.0 -0.67 0.49 1.0 0.06 1.0 1.0 -2.4 0.51 <.001*
Dollar-None -3.0 0.50 <.001* -5.3 0.82 <.001* 4.2 0.78 <.001*
Dollar-Do Not Sell My P.I. -0.92 0.39 0.32 -3.6 0.52 <.001* 1.6 0.82 .78 0.02 0.38 1.0
Dollar-Privacy Options -0.28 0.40 1.0 -0.52 0.51 1.0 1.7 0.81 .53 -2.1 0.49 <.001*
Dollar-Personal Info Choices -1.3 0.40 .03* -2.0 0.46 <.001* 2.9 0.78 .005* -2.8 0.59 <.001*
Dollar-Do Not Sell My Info -0.47 0.40 1.0 -3.7 0.53 <.001* -0.55 1.2 1.0 0.91 0.41 .36
Dollar-Privacy Choices -1.1 0.39 .10 -0.82 0.48 .91 2.0 0.79 .21 -2.7 0.59 <.001*
None-Do Not Sell My P.I. -0.94 0.40 .32 -3.3 0.51 <.001* 1.2 0.84 1.0
None-Privacy Options -0.48 0.40 1.0 -0.65 0.49 1.0 0.03 1.0 1.0 -2.8 .59 <.001*
None-Personal Info Choices -1.3 0.40 .02* -2.0 0.46 <.001* 2.8 0.78 .008* -2.8 0.59 <.001*
None-Do Not Sell My Info 0.10 0.43 1.0 -3.4 0.52 <.001* -0.58 1.2 1.0 0.62 0.40 1.0
None-Privacy Choices -0.64 0.40 1.0 -0.94 0.49 .71 0.50 0.94 1.0 -2.4 0.55 <.001*
Icon-None -4.6 0.76 <.001

Age (ref = 18-34)

35-54 0.42 0.13 .02* -0.07 0.15 1.0 -0.18 0.18 1.0 0.29 0.18 1.0
≥ 55 0.35 0.20 1.0 -0.42 0.22 .74 0.43 0.25 .97 0.58 0.27 .36

Gender (ref = Female)

Male 0.10 0.12 1.0 0.18 0.14 -.16 0.17 1.0 1.0 -0.11 0.17 1.0

Technical expertise (ref = None)

Yes -0.42 0.15 .13 -0.11 0.17 1.0 0.46 0.20 .32 -0.68 0.22 .02*

Highest obtained education (ref = No college degree)

College degree 0.33 0.14 .27 -0.13 0.15 1.0 -0.46 0.18 .22 0.20 0.19 1.0
Graduate degree 0.31 0.19 1.0 0.11 0.21 1.0 -0.61 0.26 .32 0.39 0.26 1.0

Due to perfect separation in the DAA-none and Dollar-none conditions, the icon-only conditions were collapsed
together (Icon-None) for the do-not-sell choices regression. For each regression term we provide the estimate of
the coefficient (β), the standard error, and p-value adjusted with the Holm-Bonferroni correction. A significant
negative coefficient indicates that participants in that group were less likely to have the expectation represented
by the dependent variable, relative to the reference baseline. (*) marks significant results for α = .05.

Table E.4: Regression results for the four binary dependent variables (conveys choice,
privacy, misconceptions, or do-not-sell choices) coded from participants’ open-ended
expectations.
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Do-Not-Sell Choices Give Sell Permission Privacy Choices

β S.E. Adj. p β S.E. Adj. p β S.E. Adj. p

Intercept 0.41 0.31 1.0 -2.0 0.44 <.001* 2.5 0.54 <.001*

Condition (ref = None-Do Not Sell My Personal Information, Toggle-Privacy Options for Privacy Choices)

Toggle-None -0.98 0.39 .33 0.56 0.53 1.0 -1.8 0.60 .07
Toggle-Do Not Sell My P.I. -0.22 0.40 1.0 1.7 0.49 .02* -2.1 0.59 .009*
Toggle-Personal Info Choices -0.87 0.39 .60 0.96 0.50 1.0 -1.7 0.60 .10
Toggle-Do Not Sell My Info -0.55 0.39 1.0 0.65 0.52 1.0 -1.8 0.60 .07
Toggle-Privacy Choices -0.09 0.39 1.0 1.4 0.49 .12 -1.1 0.62 .99
Toggle-Privacy Options 0.07 0.39 1.0 0.87 0.51 1.0
DAA-None -2.9 0.52 <.001* -0.45 0.62 1.0 -2.4 0.58 .001*
DAA-Do Not Sell My P.I. -0.19 0.39 1.0 0.11 0.56 1.0 -0.73 0.65 1.0
DAA-Privacy Options -0.56 0.38 1.0 0.93 0.50 1.0 -0.62 0.66 1.0
DAA-Personal Info Choices -0.20 0.40 1.0 1.2 0.50 .47 -1.8 0.60 .06
DAA-Do Not Sell My Info 0.18 0.41 1.0 -0.22 0.59 1.0 -1.6 0.61 .19
DAA-Privacy Choices -0.23 0.39 1.0 0.85 0.51 1.0 -0.25 0.70 1.0
Dollar-None -1.3 0.39 .04* -0.38 0.62 1.0 -3.6 0.60 <.001*
Dollar-Do Not Sell My P.I. -0.29 0.39 1.0 0.12 0.56 1.0 -1.7 0.59 .06
Dollar-Privacy Options -0.05 0.40 1.0 0.48 0.53 1.0 -0.69 0.66 1.0
Dollar-Personal Info Choices -0.36 0.39 1.0 0.56 0.53 1.0 -1.1 0.63 1.0
Dollar-Do Not Sell My Info -0.14 0.39 1.0 -0.58 0.66 1.0 -1.3 0.61 .52
Dollar-Privacy Choices -0.65 0.38 1.0 0.57 0.51 1.0 -1.4 0.60 .36
None-Privacy Options -0.20 0.39 1.0 0.82 0.51 1.0 -0.42 0.68 1.0
None-Personal Info Choices -0.84 0.39 .72 -0.09 0.57 1.0 -1.7 0.60 .08
None-Do Not Sell My Info 0.84 0.45 1.0 0.11 0.57 1.0 -0.70 0.66 1.0
None-Privacy Choices -0.24 0.40 1.0 0.55 0.53 1.0 -0.52 0.68 1.0
None-Do Not Sell My P.I. -0.86 0.65 1.0

Age (ref = 18-34)

35-54 0.09 0.12 1.0 -0.04 0.15 1.0 0.27 0.15 1.0
≥ 55 0.17 0.19 1.0 -0.008 0.23 1.0 0.16 0.23 1.0

Gender (ref = Female)

Male -0.02 0.12 1.0 -0.13 0.15 1.0 -0.21 0.14 1.0

Technical expertise (ref = None)

Yes 0.03 0.15 1.0 0.72 0.17 <.001* -0.03 0.18 1.0

Highest obtained education (ref = No college degree)

College degree 0.31 0.13 .51 -0.09 0.16 1.0 0.15 0.16 1.0
Graduate degree 0.17 0.18 1.0 0.07 0.22 1.0 0.63 0.24 .15

For each regression term we provide the estimate of the coefficient (β), the standard error, and p-value adjusted
with the Holm-Bonferroni correction. A significant negative coefficient indicates that participants in that group
were less likely to have the expectation represented by the dependent variable, relative to the reference baseline.
(*) marks significant results for α = .05.

Table E.5: Regression results for the scenarios:“It will take me to a page with choices
about the sale of my personal information” (Do-Not-Sell Choices), “It will give the
website permission to sell my personal information” (Give Sell Permission), and “It
will take me to a page with choices about how my personal information is used and
shared by the website” (Privacy Choices).
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Misconception Toggle Control

β S.E. p β S.E. p

Intercept -1.2 .34 <.001* -1.6 .36 <.001*

Condition (style ref = Stylized Toggle; color ref = Blue)

CalAG .83 .28 .003* .87 .30 .003*
CalAG-X .86 .28 .003* .87 .30 .004*
Red .003 .22 .99 .28 .23 .23

Age (ref = 18-34)

35-54 -.24 .24 .31 -.15 .25 .54
≥ 55 -.99 .49 .04* -1.2 .58 .03*

Gender (ref = Female)

Male -.08 .23 .73 .03 .24 .89

Technical expertise (ref = None)

Yes -.47 .25 .06 -.86 .27 .002*

Highest obtained education (ref = No college degree)

College degree .65 .26 .01* .68 .27 .01*
Graduate degree .50 .36 .17 .71 .38 .06

We report results from the main effect model with icon style and color as the main independent
variables, as the interaction between icon style and color was not significant. For each regression
term we provide the estimate of the coefficient (β), the standard error, and p-value adjusted with
the Holm-Bonferroni correction. A significant positive coefficient indicates that participants in
that group were more likely to have the expectation represented by the dependent variable,
relative to the reference baseline.(*) marks significant results for α = .05.

Table E.6: Regression results for the binary dependent variables: conveys a mis-
conception and perceived as a toggle control, coded from participants’ open-ended
expectations.

353



Do-Not-Sell Switch Do-Not-Sell Choices

β S.E. Adj. p β S.E. Adj. p

Intercept -.77 .35 .03* .70 .31 .03*

Condition (style ref = Stylized Toggle; color ref = Blue)

CalAG .73 .38 .05 -.92 .27 <.001*
CalAG-X 1.0 .39 .009* -.88 .27 .001*
Red 1.0 .37 .006* .14 .22 .51
CalAG*Red -1.2 .52 .02*
CalAG-X*Red -1.8 .53 <.001*

Age (ref = 18-34)

35-54 .24 .23 .31 .04 .23 .87
≥ 55 .29 .39 .46 .60 .41 .14

Gender (ref = Female)

Male .04 .22 .84 -.53 .22 .02*

Technical expertise (ref = None)

Yes .21 .24 .37 -.35 .24 .15

Highest obtained education (ref = No college degree)

College degree -.15 .24 .52 -.006 .24 .98
Graduate degree -.07 .34 .83 -.08 .35 .83

We report results from the main effect model for Do-Not-Sell Choices with icon style and
color as the main independent variables, as the interaction between icon style and color
was not significant. For each regression term we provide the estimate of the coefficient
(β), the standard error, and p-value adjusted with the Holm-Bonferroni correction. A
significant positive coefficient indicates that participants in that group were more likely
to have the expectation represented by the dependent variable, relative to the reference
baseline. (*) marks significant results for α = .05.

Table E.7: Regression results for the scenarios:“It will immediately change the setting
on this website from ‘Sell My Personal Information’ to ‘Do Not Sell My Personal
Information’ ” (Do-Not-Sell Switch), and “It will take me to a page with choices
about the sale of my personal information” (Do-Not-Sell Choices).
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APPENDIX F

Supplemental Materials: “Computer Security

Customer Support for Survivors of Intimate Partner

Violence”

F.1 Focus Group Protocol: IPV Professionals

Part 1: Introduction

Thank you all for taking the time to talk to us. We’re researchers from [institution

names]. [Company name] provides cybersecurity software and services like [product

names].

[Company name] offers customer support hotlines and online chats to help their

customers deal with tech-related issues. There are instances in which the caller ap-

pears to be in a dangerous situation, such as stalking and domestic violence. [Com-

pany name] wants to better assist these callers and understand the appropriate scope

for their customer support team in doing so.

Today’s meeting will be primarily discussion-based with a few activities. There

are no right or wrong answers to any of our questions. We’re simply interested in

355



your opinions based on your own experiences or perspectives. You can choose not to

comment if you don’t want to, and you can quit the session at any point.

We would also like to get your consent to audio record the workshop session as

a backup of our notes. These will be transcribed, all identifying information will be

removed, and we will destroy the original recordings once the transcription is done.

Are you ok with us recording the meeting? Do you have any other questions before

we get started?

• Let’s go around the room with brief introductions. Please tell us your name,

job title, and how many years you have been doing this job.

• Have you ever worked directly with clients? Have you encountered clients who

have experienced IPV?

• Have you encountered clients who have experienced tech-related abuse? Can

you give an example?

Part 2: Presenting and Discussing Customer Support Scenarios

Now we’d like to present a few example customer support transcripts and get your

expert opinions on these interactions. These transcripts are based on real chats, but

have been shortened and identifying information removed. We’ll let you read each

scenario and ask a few follow-up questions.

IPV professionals’ own advice to this customer Ignoring the technical aspect of

this problem for a moment, imagine someone were to come to you with this problem...

• Are these problems similar to or different from the cases you normally receive

at your organization? In what ways?

• What advice would you give this customer based on the available information?
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IPV professionals’ advice to the support agent Now let’s think about this cus-

tomer’s interaction with customer support...

• In your opinion, what could the customer support agent offer this customer

beyond assistance with [product name]?

• Are there additional questions that customer support should be asking?

• Are there resources customer support could have shared?

• In your opinion, should customer support point the caller to other organizations,

such as family shelters or the police? Why or why not? If yes, how might it be

done?

• In your opinion, should customer support provide specific advice about safety

planning? Why or why not? If yes, how might it be done?

Factors that might complicate advice Let’s discuss a few factors that make the

situation trickier. For each case, should the support agent react differently in your

opinion, why or why not?

• What if the support agent thinks the attacker is recording or listening to the

chat?

• What if the customer is not alone when the call takes place?

• What if the attacker could be the person calling to gain more access to a victim’s

account?

Part 3: General Advice Going Beyond the Scenarios

Now that we’ve looked at some examples of the problems that customer support

gets, let’s think about the broader role that customer support can play in providing

support to victims of abuse.
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• Under what circumstances, if any, do you think that customer support’s duty

to help extends beyond addressing product-specific issues identified by the cus-

tomer?

• In your opinion, should customer support try to identify situations in which the

caller may need additional safety planning advice? Why or why not? If yes,

what can customer support do to quickly identify such situations?

• Should customer support watch out for cues that indicate further questions

would be unsafe (e.g., the conversation might be monitored)? Why or why not?

• How should customer support respond if a customer reveals personal, sensitive

information about an assault or about suicide?

• What training or education do you think the support rep could have to help

them avoid adverse outcomes? E.g., about empathetic language? About IPV

and risks related to leaving an abuser? About resources to share?

• Any final thoughts?

F.2 Focus Group Protocol: Support Agents

Introduction

We are conducting a research study around technology and intimate partner abuse,

or IPV. We are exploring how security companies can help IPV survivors through their

customer support.

So far we’ve conducted five focus groups with about 20 experts in this space, such

as social workers and legal advocates, to collect their feedback on this topic. We

now want to talk to you as customer support practitioners and security experts, to

understand how effective, efficient, and practical some of these ideas are.
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After our talk today, we plan to develop recommendations from these insights and

integrate them into guidelines and training materials for customer support represen-

tatives, and we’re more than happy to share them with you.

Any questions so far?

Part 1: Study Background

We conducted 5 focus groups with professionals to seek advice about how security

companies can support IPV survivors. We presented three scenarios, created based on

real chat transcripts from [Company], and asked participants how customer support

could do better.

The ideas we elicited from IPV professionals are not final. Participants sometimes

disagreed with each other, and also mentioned the challenges and constraints of some

of the ideas.

Scenario A (see Figure 8.1) is an example of a real-world customer support chat

we saw at [Company].

We’d like to ask some open questions about your organization:

• How is your customer support team organized?

• What are evaluation metrics for success for customer support representatives?

We’d now like to ask about your experiences with IPV at your company.

• Have you or your employees encountered similar cases that involve IPV/technology

abuse?

• What are your company’s current efforts for supporting IPV survivors, that

you’re aware of?

We plan to present our findings to you in four parts. During our presentation,

please feel free to chime in anytime if you have any questions or comments.
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At the end of each part we’ll have a short summary and discussion to ask you

some specific questions about what we shared with you and get your feedback. We

expect each session to take about 12 minutes, and we’ll leave a few minutes at the

end of today’s meeting to wrap up and discuss next steps.

Part 2: Interacting with customers

Suggestions from IPV professionals:

• Explain why a product would be helpful

• Avoid overpromising

• Ask more probing questions

Questions:

• What are your initial reactions to these suggestions? Any comments or feed-

back?

• Do you think it is feasible?

• How much of this would you say is your team already doing?

• Would this create conflict with your evaluation metrics of support agents, such

as the rate of “resolving issues?” If yes, Is there any way to mitigate such

conflict?

• Do you see any challenges or concerns with these suggestions?

• [If a challenge is identified] Do you have ideas about how this could be done

differently?

360



Part 3: Advice given to customers

Open question before we present specific suggestions:

• What role do you think customer support should play in providing technical

assistance vs. going beyond?

Suggestions from IPV professionals:

• Discuss potential consequences of given advice

• Provide resources for best security and safety practices

Questions:

• What are your initial reactions to these suggestions? Any comments or feed-

back?

• Have your employees already been discussing consequences of advice? If yes,

could you give us an example?

• Is there any downside of discussing potential consequences of given advice?

• What resources do your support agents refer customers to about security and

safety practices? How often do they do this?

• Do you see any challenges or concerns with these suggestions?

• [If a challenge is identified] Do you have ideas about how this could be done

differently?

Part 4: Making referrals

Suggestions from IPV professionals:

• Refer customers to a specialized team within the company
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• Make external referrals based on trigger words

Questions:

• What are your initial reactions to these suggestions? Any comments or feed-

back?

• Do you already have a multi-tiered support system? What types of cases get

transferred or escalated?

• How feasible do you think is it to have a specialized team within your company

to deal with IPV/tech abuse?

• Do your support reps already refer customers to resources outside of the com-

pany? If yes, for what types of problems?

• From your experience, how difficult would it be to identify these cases? What

are the challenges?

• Do you see any challenges or concerns with these suggestions?

• [If a challenge is identified] Do you have ideas about how this could be done

differently?

Part 5: Training materials

Suggestions from IPV professionals:

• Have agents be familiar with common tech abuse cases

• Train agents for trauma-informed responses

• Ensure the well-being of support agents

Questions:
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• What are your initial reactions to these suggestions? Any comments or feed-

back?

• Have you embedded training for empathetic or trauma-informed responses in

your current training materials/scripts?

• Are you already doing anything to prepare agents to handle difficult / traumatic

customer issues?

• What things have you done to ensure the well-being of your employees? Could

anything be done better?

• Do you see any challenges or concerns with these suggestions?

• [If a challenge is identified] Do you have ideas about how this could be done

differently?

Closing

We want to use the insights from both our work with IPV experts and customer

support teams, like you, to develop guidelines and training materials for integrating

IPV support into technical customer support. If you and your company are interested,

we will follow up with you when we have drafted materials to share them with you.
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APPENDIX G

Supplemental Materials: Nudges for Encouraging

Password Changes After Data Breaches

G.1 Survey Material

G.1.1 Screening Survey

Informed consent

[This informed consent form was for the screening survey. We used a very simi-

lar consent form for the main and follow-up surveys, except adjusting the estimated

completion time and compensation.]

Study Title: Consumers’ Reactions Toward Data Breaches

Principal Investigators: REDACTED

Purpose of this Study: We are conducting a research study to understand how

consumers perceive and react to data breaches.

Description of your involvement:

If you agree to be part of the research study, we will ask you to complete a

screening survey that asks you to provide an email address. We will query this email
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address in haveibeenpwned.com, a public database, to see if it has appeared in any

data breaches.

Depending on the query results, we may send you an invitation to our main survey

following your completion. The main survey will show more information about these

breaches and ask you to answer a few questions about them.

Compensation:

We expect this screening survey to take about two to three minutes. You will

be compensated $0.80 upon completing the survey.

You are free to withdraw at any time. However, you will not be compensated if

you withdraw from the study.

Benefits and Risks: Although you may not directly benefit from participating

in this study, the study will inform how to better protect consumers against data

breaches.

The risks associated with your participation are similar to those normally encoun-

tered when using the Internet. We take strong measures to protect your personal

information, as we outline in the “Confidentiality” section.

Confidentiality: By participating in the study, you understand and agree that the

REDACTED may be required to disclose your consent form, data and other personally

identifiable information as required by law, regulation, subpoena or court order.

Otherwise, your confidentiality will be maintained in the following manner:

• Your data will be stored in password-protected cloud services and will only be

accessible to the study team.

• We plan to publish the results of this study, but we will not include any infor-

mation that would identify you.

• Throughout the study, you will not be asked to provide any direct personal

identifiers in the study apart from your email address. We do not track your

email address, and we will not be able to tie your email address to
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any results or analysis. All records of your email address will reside

in temporary storage to facilitate the lookup of data breaches, and

will be deleted following the completion of this task. We will never

see your actual email address.

Right to Ask Questions & Contact Information: If you have questions about

this research, you may contact the study team at REDACTED.

The REDACTED Institutional Review Board has determined that this study is

exempt from IRB oversight.

Voluntary Consent: By proceeding to the next page, you are agreeing to participate

in this study. You may print a copy of this consent form for your records. You may

also contact the study team at any time by emailing REDACTED if you think of a

question later.

Are you 18 years of age or older? ◦ Yes ◦ No

Are you physically living in the United States? ◦ Yes ◦ No

[Participants need to answer “Yes” for both questions to proceed to the next page.

If the answer is “No” to any question, show an error message “We’re sorry, but to

participate in this survey you must be at least 18 and currently physically located in

the United States. Thank you for your interest.”]

Breach lookup

We are going to ask you to enter your most commonly used email address at the

bottom of this page. We will use your email address to look up whether your email

address has appeared in any data breaches (also called “security breaches”), using the

public lookup service for data breaches haveibeenpwned.com. Based on the results,

we may invite you to our main survey in which we will show you more information

about these breaches.
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Privacy Notice: We do not track or store your email address as part of

this study, and we will not be able tie your email address to any results

or analysis. All records of your email address will reside in temporary storage to

facilitate the lookup of data breaches, and will be deleted following the completion of

this task. We will never see your actual email address.

To access information about breaches, your email address will be communicated

to haveibeenpwned.com, a public service that maintains a database of data breaches

involving email addresses. Communication with haveibeenpwned.com will occur on

secure and encrypted channels. haveibeenpwned.com does not permanently store

email addresses used in queries as described in their privacy policy.

If you have any further concerns about providing your email address, you may

opt-out of the survey at this time. We will remove any record of your participation.

Note that if you choose to opt out, you will not be compensated.

1. Please enter your most commonly used email address. After the task, you may

search for another email address, but for now, we are primarily interested in

breaches that may have involved your most commonly used email address. [free

text]

Email-related questions

Please tell us more about this email address.

2. Whose email address is it? ◦ It is my own account / I have sole ownership of

this account ◦ It is my shared account / I share the account with someone else

(e.g., a partner or family member) ◦ It is someone else’s account / someone

else has sole ownership of this account ◦ I made up an email address just for

this study

3. How often do you check emails in this account? ◦ Every day ◦ A few times a

week ◦ A few times a month ◦ A few times a year or less frequently
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4. What do you use this email account for? Choose all that apply. ◦ For personal

correspondence (e.g., friends and family members) ◦ For professional corre-

spondence (e.g., with colleagues, business partners) ◦ Sign up for sensitive

accounts (e.g., banking, taxes) ◦ Sign up for medium sensitive accounts (e.g.,

social media, online shopping) ◦ Sign up for low-value accounts (I used it

when I’m prompted to sign up but don’t really care) ◦ Other [free-text]

5. How long have you been using this email account? [number entry] ◦ year(s) ◦

month(s) ◦ week(s) ◦ day(s)

6. How many other email addresses/accounts do you regularly use? (Not counting

the one you entered) [number entry]

7. Prior to our study, have you ever checked if this email address has appeared

in any data breaches using Have I Been Pwned (haveibeenpwned.com) or other

services? ◦ Yes ◦ No ◦ Unsure

Demographics-related questions

As the final part of this survey, please tell us a few things about yourself.

8. What is your age? [number entry or “prefer not to say”]

9. What is your gender? ◦ Man ◦ Woman ◦ Non-Binary ◦ Prefer to self-

describe: [free text] ◦ Prefer not to say

10. What is the highest level of education you have completed? ◦ Less than high

school ◦ High school or equivalent ◦ Some college, no degree ◦ Associate’s

degree, occupational ◦ Associate’s degree, academic ◦ Bachelor’s Degree ◦

Master’s Degree ◦ Professional degree ◦ Doctoral degree ◦ Prefer not to

say

11. Have you studied or worked in the field of computer science or information

technology? ◦ Yes ◦ No ◦ Prefer not to answer

12. Have you studied or practiced law or other legal services? ◦ Yes ◦ No ◦
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Prefer not to answer

13. What was your total household income before taxes during the past 12 months?

◦ Under $15,000 ◦ $15,000 to $24,999 ◦ $25,000 to $34,999 ◦ $35,000 to

$49,999 ◦ $50,000 to $74,999 ◦ $75,000 to $99,999 ◦ $100,000 to $149,999

◦ $150,000 or above ◦ Prefer not to say

14. Which of the following best describes you? Choose one or more. ◦ White ◦

Black or African American ◦ Asian ◦ American Indian or Alaska Native ◦

Native Hawaiian or other Pacific Islander ◦ Middle Eastern or North African

descent ◦ Prefer to self-describe: [free text]

15. Are you Hispanic or Latino? ◦ Yes ◦ No ◦ Prefer not to say

Next steps (only for eligible participants)

We will send you the link to our main survey within the next week. In the main

survey, we will show you more details about the data breach records associated with

your provided email address.

Please click the “continue” button to proceed to the next page, where you will be

automatically redirected to Prolific.

Stay tuned, and we look forward to seeing you back!

Debrief (only for ineligible participants)

[For participants who did not have any password breach but had other data breaches

associated with their provided email address:]

Thank you for completing our screening survey. We’re looking for participants

who have at least one password breach (i.e., a data breach that exposes users’ account

passwords) to take our main survey. According to haveibeenpwned.com, your email

address has not appeared in any password breach.

That being said, your email address has appeared in the following data breaches,

369



and we suggest that you take necessary precautions. Please note that you can always

obtain the same results by checking your email address on haveibeenpwned.com,

which, in addition, provides records with sensitive breaches upon the verification of

your email account. Please keep in mind that this list only reflects breaches that

are registered in the haveibeenpwned.com database, your information may have been

exposed in other breaches.

[For participants who did not have any data breach with their provided email ad-

dress:]

Thank you for completing our screening survey. We’re looking for participants

who have at least one password breach (i.e., a data breach that exposes users’ account

passwords) to take our main survey. According to haveibeenpwned.com, your email

address has not appeared in any data breach.

That’s great news! However, we still recommend that you monitor breach services

like haveibeenpwned.com in case new breaches come to light. In case you still want

to learn about what to do when you’re affected by a breach, you can find several

resources below.

[For all ineligible participants:]

Below is a list of resources to help you better protect yourself from data breaches.

• Resources about recovering from a data breach:

– Federal Trade Commission: Identity theft recovery steps

– Federal Trade Commission: Credit Freeze FAQs

– Firefox Monitor: What to do after a data breach

– Norton: What to do after 5 types of data breaches

• Resources about protecting yourself against future breaches:

– Firefox Monitor: How to create strong passwords

– Firefox Monitor: Steps to protect your online identity
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G.1.2 Main Survey

Show breach

In our previous survey, you provided an email address for querying the Have I

Been Pwned (haveibeenpwned.com, referred to as “HIBP” onward) database for data

breach records. Below is a data breach in which your provided email address has

appeared. [Show breach information.]

Breach-related questions

16. Prior to our study, have you ever heard of [site name]? ◦ Yes ◦ No ◦ Unsure

17. Prior to our study, were you aware that you are affected by the [site name] data

breach? ◦ Yes ◦ No ◦ Unsure

18. To your knowledge, do you have an account with [site name]? ◦ Yes, I created

an account by providing an email address and a password ◦ Yes, I created

an account through a third-party service (e.g., “sign in with Google” or “sign in

with Facebook”) ◦ No, I did not have an account with [site name]

19. [If “unsure” for Q16/Q17/Q18] You selected unsure for [Q16/Q17/Q18]. Please

explain why you selected “unsure.” [free text]

20. [If “yes” for Q18] To the best of your memory, how long have you been using

your [site name] account? [number entry] ◦ year(s) ◦ month(s) ◦ week(s)

◦ day(s)

21. [If “yes” for Q18] How often do you use your [site name] account? ◦ Every day

◦ A few times a week ◦ A few times a month ◦ A few times a year or less

frequently

22. [If “yes” for Q18] To the best of your memory, does your [company name]

account have any of the following information about you? Please select all that

apply. ◦ Date of birth ◦ Financial information (e.g., bank accounts or credit
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card numbers ◦ Gender ◦ IP address ◦ Name ◦ Phone number ◦

Residential address

23. [If “yes” for Q18] Is there any other type of information the account may have

about you? If you cannot think of any, please write “I don’t know.” [free text]

24. [If “yes” for Q18] How important or unimportant is your [site name] account

to you? ◦ Very unimportant ◦ Unimportant ◦ Somewhat unimportant ◦

Neither important nor unimportant ◦ Somewhat important ◦ Important ◦

Very important

Measuring password change intention

[Show intervention, see Figures 9.2 and 9.3 for the specific text.]

25. After learning about this breach, do you intend to change the password of your

[site name] account? ◦ Yes, I intend to change the password of my [site name]

account ◦ No, I do not intend to change the password of my [site name] account

◦ I have already changed the password of my [company name] account after this

breach occurred (on [date]) and before taking this survey

26. Please explain why you selected this answer option. [free text]

27. Do you use your [site name] account’s password for any other online accounts?

◦ Yes ◦ No ◦ I don’t know ◦ I don’t have an account with [site name]

Measuring PMT constructs

[The order of questions in this section was randomized.]

28. Please rate to what extent the following incidents would be a serious problem

to you. [Answer options for each: not at all serious, slightly serious, somewhat

serious, serious, extremely serious.] ◦ Experience financial loss ◦ Have my

personal information sold to marketers ◦ Have my online accounts hacked by

someone ◦ Have my identity stolen by someone ◦ Receive more spam emails
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◦ Please select “extremely serious” (this is an attention check)

29. As a result of the [site name] data breach, how likely or unlikely do you think

you are to experience the following incidents? [Answer options for each: very

unlikely, somewhat unlikely, neither likely nor unlikely, somewhat likely, very

likely.] ◦ Experience financial loss ◦ Have my personal information sold to

marketers ◦ Have my online accounts hacked by someone ◦ Have my identity

stolen by someone ◦ Receive more spam emails ◦ Please select “very unlikely”

(this is an attention check)

30. Please rate your level of disagreement or agreement with the following state-

ment: “Changing the password of my [site name] account will protect me from

negative incidents as a result of the [site name] breach.” ◦ Strongly disagree

◦ Somewhat disagree ◦ Neither agree nor disagree ◦ Somewhat agree ◦

Strongly agree

31. How easy or difficult do you think it would be for you to change the password

of your [site name] account? ◦ Very difficult ◦ Somewhat difficult ◦ Neither

easy nor difficult ◦ Somewhat easy ◦ Very easy

32. If I were to change the password of my [site name] account, I would... [Answer

options for each: not true at all, slightly true, somewhat true, true, extremely

true.] ◦ Spend a lot of time changing the password ◦ Changing the password

requires me to learn new skills ◦ Feel more anxious about the [site name] data

breach ◦ Forget the new password and be locked out of the account

SA-6 & prior negative experience

You’re almost done! Just a few questions about yourself.

33. Please indicate your agreement with the following statements. [Answer op-

tions for each: strongly disagree, somewhat disagree, neither agree nor disagree,

somewhat agree, strongly agree.] ◦ Generally, I diligently follow a routine about
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security practices. ◦ I always pay attention to experts’ advice about the steps

I need to take to keep my online data and accounts safe. ◦ I am extremely

knowledgeable about all the steps needed to keep my online data and accounts

safe. ◦ I am extremely motivated to take all the steps needed to keep my

online data and accounts safe. ◦ I often am interested in articles about

security threats. ◦ I seek out opportunities to learn about security measures

that are relevant to me.

34. Has anyone ever gained unauthorized access to one of your online accounts?

E.g., someone secretly changed your password without you noticing it. ◦ Yes

◦ No ◦ Unsure

35. Have you ever learned that your information was exposed in a data breach

before taking our survey? ◦ Yes ◦ No ◦ Unsure

36. Have you ever been a victim of identity theft? E.g., someone secretly applied

for a new credit card under your name. ◦ Yes ◦ No ◦ Unsure

37. [If “unsure” for Q34/Q35/Q36] You selected unsure for [Q34/Q35/Q36]. Please

explain why you selected “unsure.” [free text]

Final remarks

Thank you for completing this survey! Please note that the information about

this data breach we showed to you is real. Your email address and potentially other

personal information has appeared in this breach and could be used by criminals to

steal your identity or access your online accounts.

You can check a full list of data breaches associated with your email address on

haveibeenpwned.com, which, in addition, provides records with sensitive breaches

upon the verification of your email account. Please keep in mind that this list only

reflects breaches that are registered in the haveibeenpwned.com database, your infor-

mation may have been exposed in other breaches.

374



Please click the “continue” button to proceed to the next page, where you will be

automatically redirected to Prolific.

G.1.3 Follow-up Survey

Reminder of breach

In our previous survey, you provided an email address for querying the Have I

Been Pwned (haveibeenpwned.com, referred to as “HIBP” onward) database for data

breach records.

Below is a data breach in which your provided email address has appeared.

[Show breach information.]

38. Since taking our previous survey on [date], what did you do, if anything, after

learning that your information was exposed in the [site name] data breach?

Please explain why. [free text]

Attention check

39. This is an attention check. What is the name of the company that suffered

a data breach and exposed your information, as we show you in the previous

page? ◦ correct answer ◦ AKP emails ◦ KnownCircle ◦ Staminus

Measuring password change behavior

40. You took our previous survey on [date]. The survey showed that your informa-

tion was exposed in the [site name] data breach. Since then, have you changed

the password for your [site name] account? ◦ Yes ◦ No

41. Please explain why you changed or did not change your [site name] account’s

password after taking our previous survey on [date]. [free text]

42. What did you do about passwords for other accounts? ◦ I changed the password

for every online account I have ◦ I changed the password for other accounts
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that use the same or similar passwords ◦ I changed the password for really

important accounts (e.g., bank accounts) ◦ I kept using the same password

for other accounts

43. [If “Yes” for Q40] To your best estimate, how soon after taking our previous

survey on [date] did you change the password for your [site name] account?

[number entry] days

44. [If “Yes” for Q40] What did you use for the new password for your [site name]

account? ◦ A password that I already use for other accounts ◦ Something

related to the old password but a few characters different, created by myself

◦ Something completely unrelated to the old password, created by myself ◦

A unique or random password, such as one generated by a password manager

◦ Other: [free text]

45. [If “Yes” for Q40] What techniques did you use to remember the new password

for your [site name] account? Please select all that apply. ◦ I remembered my

new password without writing it down or storing it digitally ◦ I reset my

password every time I log in rather than remembering my new password ◦ I

wrote my new password down on paper or other physical media ◦ I stored

my new password in a digital file or files ◦ I saved my new password in

the browser (e.g., passwords saved in Chrome) ◦ I used a system-provided

password manager (e.g., Apple’s Keychain) ◦ I used a third-party password

manager (e.g., 1Password or LastPass) ◦ Other: [free text]

Screenshot upload

[Only display this page if “yes” for Q40.]

Optional: Please upload a screenshot of the password reset confirmation email

you received from [site name] after changing the password. Make sure the image you

are uploading is in PNG format. We would greatly appreciate it if you do this, as it
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will help us validate your responses.

If you upload a valid screenshot upon our verification, you will receive a $1.00

bonus payment in addition to the $1.20 base payment.

Steps to take:

• Sign in to your email account; make sure this account has the email address

you checked for breaches in our earlier survey.

• Do a keyword search of “[site name]” in your inbox and/or spam folder.

• On a Windows PC, open the “Snipping Tool” program; on a Mac computer,

press Shift + Command + 4 on your keyboard to take a screenshot.

• Select the area you want to take a screenshot of. Make sure your screenshot

includes the email’s subject line, sender, and date (see the example below).

• IMPORTANT: Do NOT upload a screenshot that includes your per-

sonal information, such as your actual email address, username, and

new password.

46. Which of the following options applies to you? ◦ I have my screenshot and I

am ready to upload it on the next page. ◦ I cannot find the password reset

confirmation email (please explain why): [free text] ◦ I choose not to upload

the screenshot (please explain why): [free text]

Final remarks

Thank you for your participation! As we noted in our previous surveys, the

information about the data breach we showed to you is real. Your email address and

potentially other personal information has appeared in this breach and could be used

by criminals to steal your identity or access your online accounts.

Below is the full list of breaches associated with the email address you provided.

Please note that you can always obtain the same results by checking your email

address on haveibeenpwned.com, which, in addition, provides records with sensitive
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breaches upon the verification of your email account. Please keep in mind that this

list only reflects breaches that are registered in the haveibeenpwned.com database,

your information may have been exposed in other breaches.

[Show all breaches.]

• Resources about recovering from a data breach:

– Federal Trade Commission: Identity theft recovery steps

– Federal Trade Commission: Credit Freeze FAQs

– Firefox Monitor: What to do after a data breach

– Norton: What to do after 5 types of data breaches

• Resources about protecting yourself against future breaches:

– Firefox Monitor: How to create strong passwords

– Firefox Monitor: Steps to protect your online identity

We greatly appreciate the insights you contributed, which would help us develop

better technologies and interfaces that notify people of data breaches.

Would you like to be contacted by us to participate in our future research? ◦ Yes,

I am interested. ◦ No, I am not interested.

Please click the “continue” button to proceed to the next page, where you will be

automatically redirected to Prolific.

G.2 Cognitive Walkthrough Protocol

Introduction

Today we will be testing a series of three surveys for an experiment. To ensure you

have a fresh experience, I will not reveal the experiment’s purpose, but I am happy

to talk about it toward the end.

The first survey is a screening survey. You will be asked to provide an email

address for querying a database and see if this email address has appeared in any
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data breaches.

The second survey is the main survey. You will see more information about a

breach associated with the email address you provided, and answer some questions

about it.

The third survey is a follow-up survey. For real-world participants, they will

receive a link to this survey two weeks after the second survey. Since we are doing

pilot testing today, I will ask you to review the follow-up survey as well.

The link to all surveys is [URL]. If possible, could you please share your screen

with me as you complete the surveys? We’ll be using a think-aloud protocol, which

means you will read out the survey questions on your screen line by line, tell me your

answer and why you select it. Please also feel free to comment on your thoughts

and reactions to the survey questions, especially if there’s anything that’s unclear or

doesn’t make sense to you.

For most of the time, I will be quietly sitting in the background and observe your

interactions. I may chime in if there is a critical question I want to ask on the spot. I

also have a list of questions I would like to get your feedback on toward the end after

you complete all three surveys.

I will be taking notes as I observe your interactions. However, to make sure I

capture everything, would you mind me recording our meeting today as well?

Questions to ask

• Does the text under “What are the risks” describe the threats clearly? Does the

text under “How to change your password” provide useful information? Do you

feel motivated to change an exposed password after reading the text?

• Right now there’s a 2-second delay after “What to do” and a 10-second delay

after the threat/coping module. The delay seeks to nudge participants to pay

close attention to the text while waiting. Is the delay too long, too short, or
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just the right amount for you?

• For the follow-up survey, how’s your experience of completing the screenshot

upload question? Are the instructions clear? Is this question in line with

ethical data collection? Are they written in a way that minimizes accidental

information leaks from taking screenshots of emails?

• Any unclear or confusing wording for any survey questions?
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