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ABSTRACT 
 

Vehicle maneuver prediction plays an important role in ADAS (Advanced Driver Assistance 

Systems) and autonomous vehicles. It predicts the future behaviors of surrounding vehicles based 

on the current and past driving states of vehicles. Accurately predicting a vehicle's future trajectory 

and maneuver intentions is essential for safe and efficient navigation in traffic. Compared to 

conventional physics-based models, deep learning approaches are getting more popular due to 

their better performances in complicated real-world scenarios.  This dissertation studies the 

temporal and spatial dependencies of vehicle maneuvers in a driving trip and investigate an 

innovative deep learning system to predict maneuvers of surrounding vehicles. Our method utilizes 

a combination of sensor data such as GPS, speed, acceleration, and videos to predict the future 

maneuver of a vehicle. The system contains LSTM (Long Short-Term Memory) or Transformer 

networks to learn information from past driving states, and graph neural networks to exploit the 

spatial relations between surrounding vehicles.  

We evaluate the proposed method on a large-scale real-world dataset and compare its 

performance with several state-of-the-art approaches. Our results show that our method 

significantly outperforms existing methods in terms of accuracy and robustness. In addition to the 

prediction performance, we also analyze the interpretability of the proposed method and 

demonstrate how it can be used to identify critical factors affecting maneuver prediction. 

This research provides a significant contribution to the field of vehicle maneuver prediction 

and lays the foundation for the development of advanced ADAS and autonomous driving systems. 



x 
 

Our method has the potential to improve the safety and efficiency of road transportation and can 

be used to support the deployment of autonomous vehicles in complex driving scenarios. 

 

 



1 
 

Chapter 1: Introduction to Vehicle Maneuver Prediction 
 

1.1 Background and Objectives 

Autonomous vehicles offer the promise of increased safety for human drivers, passengers, and 

pedestrians. An important technology in modern vehicles is Advanced Driver Assistance Systems 

(ADAS) that assists drivers in avoiding accidents.  ADAS contributes not only to increased safety 

but also to improved traffic management.  However, the number of traffic accidents still remains 

high. A highway traffic study [1] shows that over 19% of accidents in the U.S. in 2020 are due to 

inappropriate maneuvers, e.g., changing or merging lanes at the wrong time. In 2018, autonomous 

cars from Uber and Tesla involved in two traffic accidents also worried people about the safety of 

autonomous cars. But studies show that maneuvers can be detected, understood, and predicted 

based on vehicle dynamics and traffic environments [2] [3]. 

Vehicle maneuver prediction is an important research topic in intelligent vehicle systems. 

Accurate prediction of vehicle maneuvers can help ensure the safety and efficiency of road 

transportation, reduce the likelihood of accidents, and improve the overall driving experience. It 

provides in-vehicle prediction of potentially dangerous driving maneuvers, which enables drivers 

take necessary and timely actions to avoid accidents. Many important techniques have been 

developed for vehicle maneuvering detection and prediction, e.g. forward-collision warning (FCW) 

system in Fig.1. The Insurance Institute for Highway Safety (IIHS) has already observed a 27% 

reduction in front-to-rear crashes through this technology [4]. The development of effective 

vehicle maneuver prediction algorithms is therefore a key research area in the field of autonomous 

driving.
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However it’s a challenging task since there are so many factors can affect vehicle’s maneuvers, 

such as traffic light, traffic signs, weather, vehicle dynamics, driver behavior, etc. Various 

technologies have been proposed to predict vehicle maneuvers, and mostly were developed using 

physics-based models or traditional machine learning technologies, such as Bayesian filtering 

methods [5], Support Vector Machine [6], and Hidden Markov Models [7]. However, these 

traditional methods were limited by their inability to capture the complex patterns and relationships 

in the data and were prone to errors in real-world scenarios.  

With the advent of deep learning, researchers have explored the use of deep neural networks 

for vehicle maneuver prediction. Deep learning-based approaches leverage the powerful 

representation learning capabilities of neural networks to capture complex patterns and predict the 

future maneuver of a vehicle. Recent research in this field has proposed several deep learning-

based approaches for vehicle maneuver prediction, including convolutional neural networks 

Figure 1. Forward collision warning (FCW) system alerts driver when the front car decelerate 
suddenly that may cause collision. 
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(CNNs) [33, 34] and recurrent neural networks (RNNs) [35, 36]. Specifically, long short-term 

memory (LSTM) model and gated recurrent unit (GRU) are two popular variants of RNNs that are 

able to improve the accuracy in long-term prediction. They were introduced to prevent gradient 

vanishing or exploding problem in long sequence learning task and they are the most popular used 

RNNs now.  LSTM and GRU have also been applied to predict vehicle maneuver in many work 

[8, 9, 10]. However, despite the advances in deep learning-based methods, there are still several 

challenges that need to be addressed in the field of vehicle maneuver prediction. One of the main 

challenges is the interpretability of the prediction models, which is crucial for ensuring the safety 

and reliability of autonomous vehicles. In addition, most of those work only consider the target 

vehicle they are going to predict. Their models take target vehicle’s signals as input but don’t 

consider other vehicles’ signals. In real driving environment, the interactions among vehicles are 

important for predicting vehicle maneuvers. As shown in Fig.2, the target vehicle’s maneuvering 

is limited by the positions and motions of surrounding vehicles, thus the states of other vehicles 

Figure 2. Interactions between target vehicle and other vehicles. 
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should also be taken into account. The interactions between those vehicles can be seen as a graph 

that contains nodes and edges. Nodes represent vehicles states (GPS location, speed, etc.) and 

edges represent the interactions (distance, angle, etc.) among them. Graph neural networks (GNNs) 

are a class of deep learning technologies designed to deal with graph data [16].  

Cameras are also usually mounted on autonomous vehicles to capture traffic videos and even 

driver videos. They contain useful visual information for accurate vehicle maneuver prediction. 

Recent researches have applied attention models in detecting driver intentions and behaviors [25, 

26, 19]. Human attention is a concept derived from human vision system where attention 

mechanism plays an essential role. It could be represented in a heat map generated from a front 

view video frame. A region in the heat map contains higher values if the corresponding region in 

the video frame attracts more attention from drivers during driving maneuvers. These areas contain 

the information useful in most drivers’ decision process when making driving maneuvers. 

Attention models can be generated using deep learning techniques and large amounts of annotated 

video sequences of driving trips. Each frame was annotated with the regions where driver’s gaze 

was registered. This inspired us to incorporate driver attention information into our system for 

detecting driving maneuvers. 

Recently research has demonstrated that the driver’s facial features could be used to 

understand and interpret driver’s behaviors. However, in real-world driving trips, drivers’ faces 

are not always visible, due to head motion, and object occlusion, such as hats, eye glasses, and etc. 

In this research we explore the use of drivers’ facial features change as a surrogate feature for 

driver’s head movement used in driver’s maneuvering detection and classification. We will use a 

pre-trained model (Constrained Local Model) [37, 38] to locate the landmark points on driver's 

face, and then calculate the time differential facial features to characterize driver’s head 
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movements. Considering the situations in which the facial features are obscure, we developed a 

strategy for detecting the validity of the facial features. 

In this dissertation, we propose novel deep learning-based approaches for vehicle maneuver 

prediction. Our vehicle maneuver prediction (VMP)  systems utilize a combination of sensor data 

from cameras and vehicle signals to predict the future maneuver of a vehicle. The proposed VMP 

systems leverage the powerful representation learning capabilities of deep neural networks to 

capture complex patterns and relationships in the sensor data and predict the future maneuver of a 

vehicle. 

Vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I) and in-vehicle sensor data are all 

sources of information that can be used for vehicle maneuver prediction. We study the ego vehicle 

maneuver prediction based on information provided by in-vehicle sensors. The data contain ego 

vehicle GPS, ego vehicle speed, ego vehicle headings, front view video, and driver view video. 

We also study the remote target vehicle maneuver prediction using V2V data and V2I data. The 

V2V data contain the vehicle signals for both ego vehicle and remote vehicle, the V2I data have 

the vehicle signals for ego vehicle,  remote target vehicle, and other surrounding vehicles. Fig. 3 

shows those three kinds of data sources we will present in this research. 

Each data source has its own advantages and disadvantages. V2V communication refers to the 

exchange of information between vehicles, which can include data such as position, speed, and 

heading.  The use of V2V communication has a number of advantages and disadvantages. One of 

the main advantages of V2V communication is its ability to provide real-time, accurate 

information about nearby vehicles, which can improve the accuracy of vehicle maneuver 

prediction. However, V2V communication relies on the presence of other nearby vehicles that are 

equipped with V2V communication technology, which may not always be the case. Additionally, 
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V2V communication can be susceptible to communication delays or disruptions, which can impact 

the accuracy of the predictions. V2V communication involves the exchange of information 

between vehicles, which also can raise concerns about privacy and data security. V2I 

communication allows vehicles to receive information from infrastructure devices, such as traffic 

signals or road sensors. This information can include traffic conditions, road hazards, and other 

relevant information that can help a vehicle to make safer driving decisions. One of the main 

advantages of V2I communication is its ability to provide information about the road ahead that 

may not be visible to the driver, such as traffic congestion or road closures. However, V2I 

communication requires the installation of infrastructure devices, which can be costly and time-

consuming to deploy. Additionally, the accuracy and reliability of V2I communication may be 

impacted by factors such as weather conditions or signal interference. In-vehicle sensors, such as 

cameras, lidar, or radar, provide information about the surrounding environment that can be used 

Figure 3. Our vehicle maneuver prediction research is based on in-vehicle sensors’ data, 
V2V data, and V2I data. 
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to predict vehicle maneuvers. These sensors can detect other vehicles, pedestrians, and road 

features, and can provide accurate information even in situations where V2V or V2I 

communication is not available. One of the main advantages of in-vehicle sensors is their ability 

to provide accurate information about the immediate surroundings of the vehicle. In-vehicle 

sensors do not rely on the presence of other nearby vehicles or infrastructure devices, which can 

make them more reliable in certain situations. However, in-vehicle sensors may be limited by 

factors such as weather conditions or sensor occlusion, which can impact their accuracy. In-vehicle 

sensors also have a limited range and may not be able to detect objects that are far away or outside 

of the sensor's field of view. And in-vehicle sensors require regular maintenance and calibration 

to ensure their accuracy and reliability, which can be time-consuming and costly. 

The main contribution of this dissertation research is to provide a comprehensive solution 

for vehicle maneuver prediction that is robust and accurate. The proposed methods are evaluated 

on large-scale real-world datasets and their results are compared with several state-of-the-art 

approaches. Our results demonstrate the superiority of the proposed method in terms of 

prediction performance and interpretability. 
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1.2 Problem Formulation 

The objective of this research is to predict a driving maneuver through an observed driving 

context.  

As illustrated in Fig. 4, all available observations at time 𝑡𝑡0 to ego vehicle (EV) are 𝑺𝑺 = {𝑋𝑋𝐸𝐸𝐸𝐸 ,

𝑋𝑋𝑇𝑇𝑇𝑇 , 𝑋𝑋𝑆𝑆𝑆𝑆}. Ego vehicle is the vehicle that equipped with this maneuver prediction system to 

predict target vehicle’s maneuver. Target vehicle (TV) is the vehicle whose maneuver will be 

predicted in this research. The ego vehicle and the target vehicle could be the same vehicle when 

we want to predict ego vehicle’s maneuver. And other surrounding traffic vehicles (SV) within 20 

meters of ego vehicles will also be considered by the system. 

• 𝑋𝑋𝐸𝐸𝐸𝐸 = [𝑥𝑥𝑡𝑡0−(𝑤𝑤−1)
𝐸𝐸𝐸𝐸 , … , 𝑥𝑥𝑡𝑡0−1

𝐸𝐸𝐸𝐸 , 𝑥𝑥𝑡𝑡0
𝐸𝐸𝐸𝐸], a sequence of driving states of ego vehicle from 

current time 𝑡𝑡0  to past w seconds. And 𝑥𝑥𝑡𝑡0  consists of GPS location, speed, 

acceleration and direction of ego vehicle at time 𝑡𝑡0. 

Figure 4. Illustration of vehicle maneuver prediction. 
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• 𝑋𝑋𝑇𝑇𝑇𝑇 = [𝑥𝑥𝑡𝑡0−(𝑤𝑤−1)
𝑇𝑇𝑇𝑇 , … , 𝑥𝑥𝑡𝑡0−1

𝑇𝑇𝑇𝑇 , 𝑥𝑥𝑡𝑡0
𝑇𝑇𝑇𝑇], a sequence of driving states of target vehicle 

from current time 𝑡𝑡0 to past w seconds. 

• 𝑋𝑋𝑆𝑆𝑆𝑆 = [𝑥𝑥𝑡𝑡0−(𝑤𝑤−1)
𝑛𝑛 , … , 𝑥𝑥𝑡𝑡0−1

𝑛𝑛 , 𝑥𝑥𝑡𝑡0
𝑛𝑛 ]𝑛𝑛=1𝑁𝑁 , a sequence of driving states of other N 

surrounding vehicles from current time 𝑡𝑡0 to past w seconds. 

At the current time 𝑡𝑡0, the system need to predict target vehicle’s maneuver class y occurred 

at time 𝑡𝑡0 + ∆𝑡𝑡, where p is the look-ahead of time. Then the problem is defined as computing the 

conditional distribution P (y | S). In this research, we are interested in 5 maneuver classes y ∈ {left 

turn, right turn, left lane change, right lane change, going straight}.  

1.3 Overview of the Dissertation Structure 

This dissertation research will investigate VMP systems using LSTMs, Transformer and 

GNNs. The system will learn temporal features using LSTMs and Transformer through the current 

states and past states of vehicles (chapter 2). Those learnt temporal information of vehicles will be 

used by the system to make accurate predictions. I will also study how the visual information boost 

maneuver predictions in chapter 3. Chapter 4 will introduce how to use V2V data to predict the 

position of remote vehicle. The conclusion and future work will be discussed in chapter 5.
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Chapter 2: Learning Temporal Dependencies in Driving Maneuvering 
 

2.1 Introduction 

The time series data learning models have proven to be effective in prediction of host and 

remote vehicle driving maneuvering. Learning temporal dependencies in driving states involves 

using machine learning algorithms to analyze driving data and identify patterns in the changes of 

driving states over time. These algorithms can learn to recognize and predict the changes in driving 

behaviors that occur as a driver navigates different road conditions, traffic patterns, and 

environmental factors. By identifying these temporal dependencies, machine learning algorithms 

can help to improve the accuracy of predictions of driving behaviors. Recurrent neural network 

(RNN) and Transformer are two of the widely used models in this area through different 

mechanisms.  

 LSTM is a special variant of Recurrent neural network (RNN) [18] that has achieved great 

successes in various applications in Natural Language Processing (NLP), Computer Vision (CV) 

and maneuver prediction applications due to its capability of learning long-term dependencies [19], 

[20]. This is because LSTM has unique architecture that is designed to capture long-term 

dependencies between input sequences. LSTM networks include specialized memory cells that 

can store and retrieve information over long time periods. This allows the network to remember 

past inputs and their associated context when processing current inputs, which is particularly useful 

in applications that require an understanding of context over time. LSTM networks also include 

input, output, and forget gates that control the flow of information through the network. 
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These gates allow the network to selectively remember or forget past inputs, which is crucial 

for dealing with noisy or irrelevant data in sequential data. By selectively retaining or discarding 

information, the network can focus on the most important features of the input sequence, leading 

to more accurate predictions. 

The Transformer model is a type of neural network architecture that was originally designed 

for natural language processing tasks, such as language translation and text generation. However, 

it has also been found to be effective in learning temporal dependencies in sequential data, 

including in the context of vehicle maneuver prediction. 

The Transformer model is capable of learning temporal dependencies in sequential data due 

to its use of attention mechanisms, which allow the model to focus on relevant features at different 

time steps. Unlike recurrent neural networks, which process input sequences in a sequential 

manner, the Transformer model can process all input data simultaneously, making it more efficient 

and less prone to vanishing gradients. Attention mechanisms in the Transformer model allow it to 

assign different weights to different parts of the input sequence, allowing it to selectively focus on 

the most important features of the data. This is particularly useful in vehicle maneuver prediction 

applications, where relevant features may occur at different time steps and where identifying the 

most important features is crucial. 

Additionally, the Transformer model includes multiple layers of self-attention, which allow it 

to learn complex, hierarchical representations of the input sequence. By recursively attending to 

the most relevant features of the input sequence, the Transformer model can learn increasingly 

abstract and sophisticated representations, leading to more accurate predictions. 
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Both LSTM and Transformer models can be effective in capturing long-term dependencies 

and identifying the most important features of the input sequence, making them suitable for 

applications such as vehicle maneuver prediction. 

In this chapter, we show that the accuracy of VMP can be significantly improved through 

learning temporal dependencies in driving states using LSTM and Transformer based models. The 

problem can be solved with an end-to-end machine learning architecture, where the data from 

different sensors are fused by a LSTM/Transformer network. The proposed LSTM/Transformer 

based VMP systems outperform models that do not consider temporal dependencies.  

The rest of the chapter is organized as follows. Section 3.2 summarizes the related literature. 

In Section 3.3, we describe LSTM and Transformer network are designed to learn the temporal 

information in sequential data. We present the design and the results of empirical experiments in 

Section 3.4 and Section 3.5, and then conclude the chapter in Section 3.6. 

2.2 Related Work 

2.2.1 Recurrent Neural Networks   

Many of the driving maneuver detection and prediction systems used LSTM and Gated 

recurrent unit (GRU) [41] to learn useful knowledge from sequences of vehicle driving data.  

Authors in [8] developed a deep learning algorithm for learning the relationship between driving 

maneuvers and traffic scenes captured by the front view video camera. The algorithm used both 

the InceptionV2 features with transfer learning from a pre-trained CNN model [9], and the vehicle 

signals as the input to a LSTM network. The model was trained to detect 11 different driving 

maneuver classes of traffic vehicles including turns, lane change, intersection passing, etc. They 

evaluated their system by using the Honda research institute Driving Dataset, which contains 104 

hours of real driving trips, which recorded GPS, LiDAR and front view videos via an instrumented 
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vehicle. They demonstrated that their proposed algorithm outperformed the other 4 baseline 

models (random guessing, CNN pooling + LSTM, vehicle signals + LSTM, convolutional net + 

LSTM) with 32.71 mean Average Precision (mAP).   

Xu et al. [10] proposed an end-to-end FCN-LSTM network to predict driving maneuvers in 

an ego-vehicle. The model contained a visual encoder to extract visual representations from the 

front view videos with a fine-tuned AlexNet model, and then used the fused temporal visual 

features and sensor signals as input to the LSTM model to learn temporal information. The system 

was evaluated using a set of 300-hours of real world driving data extracted from the BDDV 

(Berkeley Deep Drive Video) dataset. It reached an accuracy of 84.1% in predicting four 

maneuvering classes, going straight, and stop, left and right turn. However, the paper did not 

provide the details of the number of data samples in each of the four maneuvering categories, and 

the prediction results in each maneuvering category.  However, the study did not include the 

maneuver classes of “left and right lane change”, which are very important information for an 

ADAS, since many accidents happen during these two types of maneuvering. 

Meanwhile, [40] proposed a two-part approach, wherein two separate LSTM networks were 

utilized to learn different features: one for driver-based features from in-cabin video and another 

for surrounding-based features from external vehicle video. One innovation point is that they 

developed a facial landmark point detector was developed for tracking landmark points on driver’s 

face, and then optical flow trajectories were generated from these fixed points. Furthermore, they 

projected 2D landmark points to 3D head model to estimate three head poses of yaw, pitch and 

row. These new features were combined with vehicle signals for training a maneuver prediction 

model. They showed that the system used these new features performed 6% higher in precision 

better than the model without these features. 
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The paper [42] presents a lane change maneuver detection system that utilizes Gated Recurrent 

Units (GRUs) to model pairwise interactions between a target vehicle (RV) and adjacent 

surrounding vehicles (SVs). The input data consists of 1669 lane change maneuvers extracted from 

the NGSIM dataset, with the history of states including GPS, speed, headings, and distance to 

current lane centers of the RV and four adjacent SVs from the last 2 seconds. The output of the 

system is the predicted lane keeping, lane change left, and lane change right of the RV in the next 

4 seconds in highway driving scenarios. The authors use a group of GRUs to model the pairwise 

interactions between the RV and each of the adjacent SVs. The system achieves a high F1 score 

of 94.4%, demonstrating the effectiveness of the proposed approach. 

Ma et al. [43] presented an LSTM-based traffic prediction algorithm called TrafficPredict that 

operates in heterogeneous traffic, i.e. containing vehicles and pedestrians. TrafficPredict was 

constructed using a 4D Graph, which can be divided into two main layers: the instance layer and 

the category layer. The instance layer was designed to capture dynamic properties and interactions 

among traffic-agents at a micro level. The category layer was designed to learn the behavior 

similarities of instances of the same category using a macroscopic view and guide the prediction 

for instances. The category layer also used a self-attention mechanism to capture historical 

movement patterns and highlight category differences. The authors evaluated TrafficPredict by 

using a dataset collected on urban streets by a car equipped with a variety of sensors, including 

LiDAR (Velodyne HDL-64E S3), radar (Continental ARS408-21), camera, and high-definition 

maps. Experimental results showed that TrafficPredict outperforms other state-of-the-art 

approaches. 

LSTM has also been used with convolutional neural networks (CNN). In [44], the authors 

proposed a Multi-Agent Tensor Fusion (MATF) network to models multiple agent past trajectories 
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and the scene context into a Multi-Agent Tensor. There are two parallel encoding streams in the 

MATF architecture. One encodes the past trajectories of each individual agent independently using 

LSTM encoders, and another encodes the static scene context image using a CNN. In [39], the 

authors used a graph to represent the interactions of close objects, and a LSTM encoder-decoder 

network to predict the future trajectories of traffic agents around an autonomous car. The LSTM 

encoder-decoder network took the computed output of a graph convolutional model as input. Then, 

the hidden features of the encoder LSTM, as well as coordinates of objects at the previous time 

step, were fed into a decoder LSTM to predict the position coordinates at the current time step. 

2.2.2 Transformer Models   

While the transformer network models were first popular for natural language processing 

tasks [45], its application to sequential event classification and prediction problems is just 

starting to be explored. In computer vision, transformers have been mainly used in conjunction 

with convolutional networks, or used to replace certain components of convolutional networks, 

while keeping the overall CNN structure in place. These systems are often pre-trained on large 

amounts of data and then transferred to various mid-sized or small image recognition 

benchmarks. The Vision Transformer (ViT) model presented in [46] was the first that applied a 

pure transformer directly to sequences of image patches and performed very well on image 

classification tasks compared to state-of-the-art convolutional networks while requiring 

substantially fewer computational resources to train. The ViT transformer receives a 1D input 

sequence of flattened 2D patches. The transformer uses a constant latent vector size D through 

all of its layers with a trainable linear projection. The authors demonstrated that the ViT is 

scalable and works well on object recognition tasks when coupled with pre-training on large 

datasets. 
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More recently, transformer networks have also been investigated in the application of 

predicting vehicle [47] and pedestrian [48] trajectories in urban scenes. The authors in [47] and 

[48] built on the TF architecture in [45] to create a system consisting of an encoder stage and a 

decoder stage, where both encoder and decoder are composed of 6 layers, and each layer 

contains three building blocks: an attention module, a feed-forward fully-connected module, and 

two residual connections after each of the previous blocks. The attention modules are developed 

to capture sequence nonlinearities. 

In [47], the authors used the same TF network presented in [45] to predict vehicle trajectory 

in urban scenarios in prediction horizons up to 5 seconds. The input to the TF network was a 

sequence of vehicle coordinates and vehicle heading within an observation window in the time 

domain. The input values are all normalized using the z-score method, where the mean and 

standard deviation were obtained from the training data. In order to incorporate temporal 

information into the input embedding, the corresponding timestamp is transformed through sine 

and cosine functions. The output is the predicted vehicle coordinates. The TF system has the 

same architecture as the one presented in [48]. The authors evaluated the TF network on data sets 

that contain traffics in urban intersections, roundabouts, and highways. The results showed that 

the TF systems gave competitive performances over among the state-of-the-art models including 

LSTM models. 

In [48], the authors investigated using both the original TF network and the larger 

Bidirectional Transformer (BERT) network to predict the trajectories of pedestrians in a scene. 

For each person, the transformer network outputs the predicted future positions by processing 

their current and prior positions (observations or motion history as represented by Cartesian 

coordinates). These are “simple” models because each person is modelled separately without any 
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complex human-human nor scene interaction terms. BERT is the de-facto reference model for 

state-of-the-art NLP methods, but usually larger than TF-based models (~2.2 times larger). 

However, the authors showed that training BERT on the current largest trajectory forecasting 

benchmarks produces state-of-the-art performance. The BERT performance may indicate that the 

model does require a much larger amount of training data, which is not as plentiful as a typical 

NLP dataset. When tested on a variety of pedestrian trajectory data sets, the proposed TF-based 

system achieved the best performance when compared to 40 other state-of-art techniques, 

including LSTM-based networks. 

2.3 VMP Systems Using Deep Sequential Learning Algorithm 

The VMP systems are multi-layer networks that receive multi-modal features from different 

vehicles (target vehicle, ego vehicle, and other vehicles). The networks will learn temporal 

dependencies in feathers and fuse them together. Driving maneuver prediction could be seen as 

finding a target maneuvering class, y, that has the maximum probability of driver’s maneuvering 

intension given the vehicle information and driving context S.  

2.3.1 LSTM Network based VMP system 

In this subsection we present the LSTM-based models we developed to predict vehicle 

maneuver from driving states of TV and SVs. The system is demoted as VMP-L. 

Let  𝐳𝐳𝑡𝑡 ∈ 𝑅𝑅𝑛𝑛 denote the vehicle features extracted at time t. The input to both the LSTM and 

transformer-based DLNNs is a temporal feature vector  𝐙𝐙𝑡𝑡 ∈ 𝑅𝑅𝑛𝑛×𝑤𝑤 that consists of features 

extracted from a sliding observation window  of size w: 

𝐙𝐙𝑡𝑡 = [ 𝐳𝐳𝑡𝑡−(𝑤𝑤−1)| …  |   𝐳𝐳𝑡𝑡−2  |  𝐳𝐳𝑡𝑡−1 |  𝐳𝐳𝑡𝑡  ] 

The structure of the proposed LSTM network is shown in Figure 5. Here, there are L LSTM 
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layers, followed by a fully connected layer. The overall task of the network is to map the 𝑛𝑛 × 𝑤𝑤 

input to a K-dimensional 1-hot output vector 𝐲𝐲�𝑡𝑡+∆𝑡𝑡 , which represents the output class (after 

softmax).  

Let 𝐡𝐡𝑡𝑡𝑙𝑙  denote the output of the 𝑙𝑙 th layer at time t, where 𝑙𝑙 ∈ {1, 2, … , 𝐿𝐿} . The essential 

mechanism of LSTMs is that each unit can remember its state over time as shown in Fig. 6. The 

key components are three gates: input gate 𝑖𝑖𝑡𝑡, output gate 𝑜𝑜𝑡𝑡, and forget gate 𝑓𝑓𝑡𝑡, and a memory cell 

𝑐𝑐𝑡𝑡. The input gate decides what information can be added into the cell, forget gate resets the content 

of the cell, and output gate reads out the entries from the cell. At each time step t, LSTMs update 

the input and forget gate activations i.e. 𝐢𝐢𝑡𝑡  and 𝐟𝐟𝑡𝑡  based on the input feature vector 𝐳𝐳𝑡𝑡  and the 

previous hidden state 𝐡𝐡𝑡𝑡−1. For notional simplicity, we suppress the layer 𝑙𝑙 superscript. The update 

equations for  𝐢𝐢𝑡𝑡 and 𝐟𝐟𝑡𝑡 are given by: 

𝐢𝐢𝑡𝑡 = 𝜎𝜎(𝐖𝐖𝑧𝑧𝑧𝑧𝐳𝐳𝑡𝑡 + 𝐖𝐖ℎ𝑖𝑖𝐡𝐡𝑡𝑡−1 + 𝐖𝐖𝑐𝑐𝑐𝑐𝐜𝐜𝑡𝑡−1 + 𝐛𝐛𝑖𝑖)     (2) 

𝐟𝐟𝑡𝑡 = 𝜎𝜎�𝐖𝐖𝑧𝑧𝑧𝑧𝐳𝐳𝑡𝑡 + 𝐖𝐖ℎ𝑓𝑓𝐡𝐡𝑡𝑡−1 + 𝐖𝐖𝑐𝑐𝑐𝑐𝐜𝐜𝑡𝑡−1 + 𝐛𝐛𝑓𝑓�   (3) 

Figure 5. Architecture of a multilayered LSTM network. 
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where 𝜎𝜎(𝑥𝑥) is the sigmoid activation function, and 𝐖𝐖𝛼𝛼,𝛽𝛽 and 𝐛𝐛𝛽𝛽  are the weight matrix and 

bias term that are used to take α as input and produce β as output through (2) to (6), where α ∈ {z, 

h, c},  β ∈ {i, f, c, o}. 

The memory cell is then updated from 𝐜𝐜𝑡𝑡−1 to 𝐜𝐜𝑡𝑡 using  

𝐜𝐜𝑡𝑡 = 𝐟𝐟𝑡𝑡 ⨀ 𝐜𝐜𝑡𝑡−1 + 𝐢𝐢𝑡𝑡 ⨀ tanh (𝐖𝐖𝑧𝑧𝑧𝑧𝐳𝐳𝑡𝑡 + 𝐖𝐖ℎ𝑐𝑐𝐡𝐡𝑡𝑡−1 + 𝐛𝐛𝑐𝑐)    (4) 

Finally, the output gate activation 𝐨𝐨𝑡𝑡 and the hidden representation 𝐡𝐡𝑡𝑡 are computed using: 

𝐨𝐨𝑡𝑡 = 𝜎𝜎(𝐖𝐖𝑧𝑧𝑧𝑧𝐳𝐳𝑡𝑡 + 𝐖𝐖ℎ𝑜𝑜𝐡𝐡𝑡𝑡−1 + 𝐖𝐖𝑐𝑐𝑐𝑐𝐜𝐜𝑡𝑡 + 𝐛𝐛𝑜𝑜)          (5) 

𝐡𝐡𝑡𝑡 = 𝐨𝐨𝑡𝑡 ⨀ tanh (𝐜𝐜𝑡𝑡)                       (6) 

where ⨀ denotes an element-wise product. 

In Fig. 5,  the  fully connected layer maps the hidden vectors 𝐡𝐡𝑡𝑡   from the last layer to the K-

dimensional output 𝐲𝐲�𝑡𝑡+∆𝑡𝑡, where ∆𝑡𝑡 > 0. A softmax function  is used to estimate the probability 

of each of the output classes at time t+∆𝑡𝑡, and finally, 𝐲𝐲�𝑡𝑡+∆𝑡𝑡 is given by:  

Figure 6. LSTM cell. 
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𝐩𝐩𝑡𝑡+∆𝑡𝑡 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝐹𝐹𝐹𝐹(𝐡𝐡𝑡𝑡)�                        (7) 

𝐲𝐲�𝑡𝑡+∆𝑡𝑡 = arg𝑚𝑚𝑚𝑚𝑚𝑚 (𝐩𝐩𝑡𝑡+∆𝑡𝑡)                                        (8) 

Various loss functions can be used in the training process to update the network weights. In 

this work, we used the cross entropy loss function:  

                       𝐿𝐿 = −��𝐼𝐼𝑖𝑖𝑖𝑖ln (𝐩𝐩𝑖𝑖𝑖𝑖)                     (9)
𝐾𝐾

𝑘𝑘=1

𝑚𝑚

𝑖𝑖=1

 

where M is the number of samples in the training data, K is the number of output classes, 𝐼𝐼𝑖𝑖𝑖𝑖 is an 

indicator function where 𝐼𝐼𝑖𝑖𝑖𝑖 = 1 if sample i belongs to class k, and 0 otherwise. And 𝑝𝑝𝑖𝑖𝑖𝑖 is the 

computed probability that sample i belongs to class k. 

2.3.2 Transformer Network based VMP system 

a. Softmax function 

Softmax operation is a mathematical function that is often used in machine learning and deep 

learning models to convert a vector of arbitrary real values into a probability distribution over the 

same set of values. The softmax function is defined as: 

softmax(𝑥𝑥𝑖𝑖) =
exp (𝑥𝑥𝑖𝑖)
∑ 𝑥𝑥𝑗𝑗𝑛𝑛

 for j in 1 to n. 

where 𝑥𝑥𝑖𝑖 is the 𝑖𝑖𝑡𝑡ℎ element of the input vector, and n is the total number of elements in the vector. 

The softmax function exponentiates each element of the input vector and divides it by the sum of 

all exponentiated values, resulting in a set of values that sum to 1 and can be interpreted as 

probabilities. 
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The softmax operation is commonly used in classification tasks, where the goal is to predict 

the probability of an input belonging to each possible class. For example, in an image recognition 

task, the softmax function could be used to predict the probability that the input image belongs to 

each of several categories (e.g., dog, cat, bird). 

The softmax function is differentiable, which makes it suitable for use in deep learning models 

that use backpropagation for optimization. The output of the softmax operation can be used as the 

final output of a model, or as an intermediate step in a more complex computation. 

b. Self-attention mechanism 

Self-attention is a mechanism commonly used in deep learning models, particularly in natural 

language processing and computer vision tasks. Self-attention allows the model to weigh different 

parts of the input data, based on their relevance to the output, by computing the similarity between 

all pairs of positions in the input sequence. This allows the model to attend to different parts of the 

input data, depending on the context and the task at hand. In this mechanism, the input sequence 

is first transformed into three sets of vectors: Query, Key, and Value vectors. The query vector 

represents the current position in the sequence, while the key and value vectors represent all other 

positions in the sequence. Next, the dot product of the query vector with all key vectors in the 

sequence is calculated, resulting in a set of scores. These scores are then normalized using a 

softmax function, which produces a set of attention weights that represent the importance of each 

position in the sequence for the task at hand. Finally, the attention weights are used to compute a 

weighted sum of the value vectors, where each value vector is multiplied by its corresponding 

attention weight. The resulting vector represents the context vector, which summarizes the most 

important parts of the input sequence for the task at hand. Since the queries, keys, and values come 

from the same place, this performs self-attention, which is also called intra-attention. 



22 
 

Attention output =  softmax(
𝐐𝐐𝐐𝐐𝐐𝐐𝐐𝐐𝐐𝐐𝐊𝐊𝐊𝐊𝐊𝐊𝑇𝑇

√𝑑𝑑
)𝐕𝐕𝐕𝐕𝐕𝐕𝐕𝐕𝐕𝐕 

where d is the length of Query and Key, T is transpose operation. 

The use of self-attention can be beneficial in several ways. Firstly, it allows the model to 

capture complex relationships between different parts of the input data, which can be difficult to 

achieve using traditional convolutional or recurrent neural network architectures. This can improve 

the performance and accuracy of the model, especially in tasks that require a deep understanding 

of the input data, such as vehicle maneuver prediction. 

c. Multi-head attention 

Multi-head attention is an extension of the self-attention mechanism used in deep learning 

models. Multi-head attention allows a model to attend to multiple parts of the input sequence 

simultaneously, enabling it to capture more complex relationships and dependencies between 

different parts of the sequence. 

Instead of performing a single attention pooling, multi-head attention uses K independently 

learned linear projections to transform the queries, keys, and values. These K projected vectors are 

then fed into attention pooling in parallel, producing K attention pooling outputs, also known as 

"heads". The K attention pooling outputs are concatenated and transformed with another learned 

linear projection to produce the final output. This approach allows the model to attend to multiple 

aspects of the input sequence simultaneously, resulting in a more sophisticated representation of 

the input. The use of fully-connected layers to perform learnable linear transformations is depicted 

in Figure 7. 
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By using multiple heads, the model can learn to attend to different aspects of the input 

sequence and combine the information in a more sophisticated way. This approach has been shown 

to improve the performance of deep learning models on a variety of tasks, including natural 

language processing, speech recognition, and image recognition. 

Multi-head attention is used in many state-of-the-art deep learning models, including BERT, 

GPT-2, and Transformer, and has become a standard building block in many architectures. 

d. Our proposed attention mechanism based system 

We also developed a VMP system based on transformer networks (VMP-T).  The system is 

modeled after the ViT architecture presented in [46], and is built with a self-attention mechanism; 

i.e. it does not contain any convolutional or recurrent layers.  

The overall architecture of VMP-T is presented in Fig. 7.  The system consists of a feature 

embedding layer, an encoder, and a classification layer. The input to the VMP-T system is the 

feature vector 𝐳𝐳𝑡𝑡 over an  observation window of size 𝑤𝑤 (same as the LSTM model).   

The transformer encoder is a stack of identical encoder blocks, and each contains a multi-head 

self-attention (MSA) layer and a position-wise feed-forward neural network (FNN). Specifically, 

in the encoder self-attention, the inputs are taken from the outputs of the previous encoder block, 

except the first one, which takes the output from the embedding layer, denoted as 𝐠𝐠. A residual 

connection is applied to both MAS and FNN. Finally, a classification layer is connected to the last 

encoder block to generate predicted classes. 

In self-attention, 𝐠𝐠 is sent to a multi-head attention layer to learn different patterns contained 

in the input sequence, such as capturing dependencies between different positions in the sequence. 
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Then an embedding layer takes input sequence 𝐳𝐳 as input and outputs generate a embedding 

feature  . Then 𝐠𝐠 passes by each of encoder blocks and the output from the lth encoder is denoted 

as 𝐠𝐠𝑙𝑙, which is used as input to the encoder at layer  𝑙𝑙 + 1 , 𝑙𝑙 ∈ {1, 2, … , 𝐿𝐿}. Finally, the outputs 

from the attention pooling layers are concatenated and fed into another FC layer to generate the 

final output. The computational steps in the  𝒍𝒍𝑡𝑡ℎ  transformer encoder can be formulated as:  

𝐠𝐠𝑙𝑙′ = 𝑀𝑀𝑀𝑀𝑀𝑀(𝐠𝐠𝑙𝑙−1) + 𝐠𝐠𝑙𝑙−1 , 𝑙𝑙 = 1, … , 𝐿𝐿            (10) 

𝐠𝐠𝑙𝑙 = 𝐹𝐹𝐹𝐹�𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝐠𝐠𝑙𝑙′)� + 𝐠𝐠𝑙𝑙′ , 𝑙𝑙 = 1, … , 𝐿𝐿         (11) 

𝐲𝐲�𝑡𝑡+∆𝑡𝑡 = 𝐹𝐹𝐹𝐹(𝐠𝐠𝐿𝐿)                                                                  (12) 
 

2.4 Experiment Setup 

2.4.1 Datasets 

Next Generation Simulation (NGSIM) dataset.  The most commonly used dataset in the 

literature for vehicle maneuver prediction is the Next Generation Simulation (NGSIM) public 

dataset [30]. This dataset contains actual driving data that can be used to predict the future behavior 

of a vehicle in relation to neighboring vehicles. The NGSIM dataset has been used in several 

related research studies [43, 44, 39].  

The dataset was collected using Next Generation Simulation (NGSIM) software in 4 different 

locations: southbound US 101 and Lankershim Boulevard in Los Angeles, California, eastbound 

I-80 in Emeryville, California; and Peachtree Street in Atlanta, Georgia. A network of 

synchronized digital video cameras was used to capture comprehensive vehicle trajectory data. 

After capturing the video footage, the vehicle trajectory data was extracted using a specialized 

software application called NGVIDEO, developed specifically for the NGSIM program. This 
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resulted in data that provided the exact location of each vehicle within the study area every one-

tenth of a second, resulting in detailed information on lane positions and the location of 

neighboring vehicles. The duration of dataset is over 45 minutes and the data were collected with 

10 Hz. The dataset has 25 attributes, includes vehicle ID, timestamp, Lateral coordinate, 

Longitudinal coordinate, velocity, acceleration, lane ID, direction, etc. Their maneuvers were 

annotated as going straight, left turn, and right turn. But the lane change maneuver can be inferred 

from lane ID. Table 2.1 gives statistics of vehicle data in 4 different locations. Fig. 8 shows an 

example that EV makes a left lane change maneuver in 5 seconds, the locations of EV and 4 SVs 

are presented by dots in 1 Hz.  

 

 

Figure 7. VMP-T: an attention focused transformer network for vehicle maneuver prediction. 



26 
 

Table 2.1 Vehicles and trip durations in each location in NGSIM dataset 
Location #vehicles Average trip length 
US-101 2847 65.4s 

I-80 1725 60.7s 
Peachtree Street 1862 57.6s 

Lankershim Boulevard 1379 49.8s 
 

The raw NGSIM trajectory data contain the attributes of  vehicle ID, Lane ID, Speed, 

acceleration, GPS, and direction. We aim to extract trip sequences of 5 driving maneuver classes. 

They are left turns and right turns, left lane change, right lane change and going straight. The 

maneuver of turns was already labeled in the dataset, so we need to find out the trips  with lane 

changes to extract them. 

Fig. 9 shows the workflow of lane change maneuver. The lane change maneuvers can be 

extracted by finding the changes of lane ID. For a lane change maneuver occurred at 𝑡𝑡 + ∆𝑡𝑡, 

extract the data point x between [t-(w-1), t] for TV and N SVs.  

Figure 8. Traffic flow of EV and 4 SVs in 5 seconds on I-80 highway. 
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In NGSIM dataset, all vehicle data were captured through V2I communication and no EV in 

this situation. Thus the data 𝐙𝐙𝑡𝑡 is shown in Eq. (13) and maneuver class at 𝑡𝑡 + ∆𝑡𝑡 is 𝑦𝑦𝑡𝑡 +∆𝑡𝑡  ∈

{Going straight, left turn, right turn, left lane change, right lane change} . 

𝐙𝐙𝑡𝑡 = � 𝐳𝐳𝑡𝑡−(𝑤𝑤−1)|…  |   𝐳𝐳𝑡𝑡−2  |  𝐳𝐳𝑡𝑡−1 | 𝐳𝐳𝑡𝑡  � 

= �
𝑥𝑥𝑡𝑡−(𝑤𝑤−1)
𝑇𝑇𝑇𝑇 … 𝑥𝑥𝑡𝑡−1𝑇𝑇𝑇𝑇 𝑥𝑥𝑡𝑡𝑇𝑇𝑇𝑇

𝑥𝑥𝑡𝑡−(𝑤𝑤−1)
𝑆𝑆𝑉𝑉 … 𝑥𝑥𝑡𝑡−1𝑆𝑆𝑆𝑆 𝑥𝑥𝑡𝑡𝑆𝑆𝑆𝑆

�     (13) 

I choose this dataset because it provides sufficient vehicle driving states in time series, this 

allows this research to study the temporal and spatial features. NGSIM dataset is also a large 

benchmark dataset in vehicle maneuver predicting area and has been widely used in many other 

works. This is helpful in evaluating my system by comparing performances with others. The 

inadequacy of the dataset is that it lack of video data of front view. Fig. 10 shows the workflow if 

using V2I data in VMP systems. 

 

UMD-ISL dataset. ISL-UMD dataset contains video sequences of real-world driving trips taken 

by 20 different drivers, with the total time of 107 hours and 4568 km in distance. The ISL-UMD 

dataset were collected and annotated by members in the Intelligence Systems Lab. Each trip 

contains various vehicle signals including the vehicle positions measured in GPS, vehicle speed 

Figure 9. Workflow of  sequence data extraction for lane change maneuver. 
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and heading, and driving videos taken by two cameras, which provides a front road view and a 

driver view.  The dataset is challenging due to the dynamics of the real-world traffic environment, 

large variations in light conditions and the individual driver’s styles and behaviors. 

The data are annotated in five maneuvering classes, left and right turns, left and right lane 

changes, and going-straight. All ISL-UMD data were manually labeled by independent annotators 

and verified by one expert for consistency. The statistics of the five classes of driving maneuvering 

data samples in ISL-UMD are shown in Fig. 11 (a).  There are 3129 maneuvers are annotated in 

total, including 771 left turns, 788 right turns, 516 left lane changes, 485 right lane changes, and 

569 going straight. 

Figure 10. Target vehicle maneuver prediction using V2I data in NGSIM dataset. 
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The UMD-ISL dataset contains images of front view and driver view, but it only has driving 

states of the EV. So in the experiments on UMD-ISL dataset, EV and TV will be the same vehicle, 

which means we will predict the maneuver of ego vehicle. Thus the data 𝐙𝐙𝑡𝑡 is shown in Eq. (14) 

and maneuver class at 𝑡𝑡 + ∆𝑡𝑡 is 𝑦𝑦𝑡𝑡 +∆𝑡𝑡  ∈ { Going straight, left turn, right turn, left lane change, 

right lane change }. 

𝐙𝐙𝑡𝑡 = � 𝐳𝐳𝑡𝑡−(𝑤𝑤−1)|…  |   𝐳𝐳𝑡𝑡−2  |  𝐳𝐳𝑡𝑡−1 | 𝐳𝐳𝑡𝑡  � 

= �𝑥𝑥𝑡𝑡−(𝑤𝑤−1)
𝑇𝑇𝑇𝑇 … 𝑥𝑥𝑡𝑡−1𝑇𝑇𝑇𝑇 𝑥𝑥𝑡𝑡𝑇𝑇𝑇𝑇�     (14) 

Figure 11. Statistics and examples of ISL-UMD dataset. (a) The number of samples in each of 
the five annotated maneuvering classes. (b) The distribution of trip duration.  (c) Examples of 
four different driving maneuvering classes. 
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Fig 12 gives the workflow of ego vehicle maneuver prediction using in-vehicle sensors’ data. 

2.4.2 Evaluation Metrics 

We use recall rate, precision and F1 score as our evaluation metrics, which are common 

choices for classification tasks.  

Recall rate measures the percentage of positive samples that were correctly predicted by the 

system. In other words, it measures the ability of the model to predict all relevant samples. Recall 

is calculated as the ratio of true positives to the sum of true positives and false negatives: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
 

Figure 12. Ego vehicle maneuver prediction using in-vehicle sensors’ data in UMD-ISL 
dataset. 
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Precision measures the percentage of predicted positive samples that are actually positive. In 

other words, it measures the ability of the model to correctly predict positive samples without 

including irrelevant samples. Precision is calculated as the ratio of true positives to the sum of true 

positives and false positives: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 +  𝐹𝐹𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
 

The F1 score is a combination of recall and precision that provides a single, balanced measure 

of a classification model's performance. The F1 score is calculated as the harmonic mean of recall 

and precision, and can be expressed as: 

𝐹𝐹1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 2 ×
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

 

The F1 score ranges from 0 to 1, with a higher score indicating better performance. The F1 

score is useful when both precision and recall are important, and provides a more comprehensive 

measure of a classification model's performance than either recall or precision alone. 

2.4.3 Baseline Models 

To illustrate the effectiveness of the proposed sequential learning model for VMP system, we 

compared VMP-L and VMP-T against with following model, 

• VMP-NN: a neural network model that takes 𝐳𝐳𝑡𝑡 at single time point t as input.  

2.4.4 Hyper-parameter Settings in VMP-L and VMP-T 

In the experiments in this chapter, we used the following hyper-parameter settings: 

• Data sampling rate: 10 Hz 

• Window size: 𝑤𝑤 = 5 seconds 
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• Number of output classes: 5 

• Max number of training epochs: 500 

• Number of LSTM layers: 3 

• Number of heads in VMP-T: 6 

• Number of encoder blocks in VMP-T: 3 

• Look ahead prediction time: ∆t = 1, 2, 3, 4, 5 seconds 

• Learning rate: 0.001 

• Batch size = 64 

In our experiments, NGSIM and UMD-ISL data were split into 70% training set and 30% 

validation set. With the above hyper-parameters, there are 77,509 learnable weights in VMP-

T and 87,877 learnable weights in VMP-L when they were evaluated on NGSIM dataset. The 

systems trained on UMD-ISL dataset have 76741 and 84805 weights, because the input feature 

size decreased as we discussed. The training time for a VMP-T model was about 9 hours, while 

a VMP-L model took about 11 hours.  

2.5 Experiment Results 

We evaluated the performance of three vehicle maneuver prediction systems using the F1 

score. The three systems utilized different deep learning neural network architectures, including a 

conventional neural network (VMP-NN), a LSTM network (VMP-L), and a transformer network 

(VMP-T). It should be noted that the vehicle maneuver prediction is made at time t for vehicle 

maneuver at time t+∆t.  The F1 score was computed for each system at five different prediction 

horizons (∆t = 1s, 2s, 3s, 4s, and 5s). The results are summarized in the following tables 2.2 and 

2.3. 
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As expected, the prediction results, in general, decrease as the prediction horizon increases. 

The VMP-T system gave the highest F1 score of 84.2%  in comparison to the VMP-NN and VMP-

L. The proposed sequential data learning systems, VMP-T and the VMP-L systems outperform the 

VMP-NN systems in prediction horizons by large margins. Additionally, the three systems got 

higher F1 score by  3%~7% on NGSIM dataset than on UMD-ISL data .    

Table 2.2:  F1 score for vehicle maneuver prediction on NGSIM dataset 

System 
Prediction Horizon ∆t (s) 

1 2 3 4 5 
VMP-NN 65.2% 62.4% 57.5% 54.2% 52.9% 
VMP-L 80.6% 77.2% 73.2% 71.0% 67.5% 
VMP-T 84.2% 81.3% 78.4% 76.5% 75.7% 

 

Table 2.3:  F1 score for vehicle maneuver prediction on UMD-ISL dataset 

System 
Prediction Horizon ∆t (s) 

1 2 3 4 5 
VMP-NN 58.3% 56.6% 53.2% 50.4% 47.4% 
VMP-L 75.1% 72.9% 69.4% 67.5% 64.0% 
VMP-T 80.3% 78.5% 76.8% 73.9% 71.2% 

 

2.6 Discussion and Conclusion 

We evaluated  two DLNN systems, VMP-T and the VMP-L for vehicle maneuver prediction 

and conducted comparative studies with VMP-NN. Those systems were experimented among 

various prediction horizons on NGSIM dataset and UMD-ISL datasets. Our findings are as follows. 

• For the remote vehicle detection, the VMP-T  system gave the best detection accuracy: 

84.2% on NGSIM dataset. This is achieved through the use of self-attention 

mechanisms that allow the model to weigh the importance of different input tokens 

when generating output tokens. In contrast, LSTMs and NNs have limitations in 
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modeling long-range dependencies and may struggle to capture complex patterns in 

the data. 

• The systems evaluated on NGSIM dataset outperformed the systems evaluated on 

UMD-ISL dataset. Because NGSIM dataset provides additional information about 

SVs, which are important for accurate vehicle maneuver prediction. 

• On average, VMP-L and VMP-T outperformed VMP-NN in all domains by 17%. This 

is caused by that plain neural networks make predictions based on the current context 

only, instead of also looking backward for past information.   

(a) 

(b) 

Figure 73. System comparison among various prediction horizons on (a) NGSIM dataset, (b) 
UMD-ISL. 
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Chapter 3: Leveraging Visual Data for Predicting Vehicle Maneuvers 
 

3.1 Introduction 

The prediction of vehicle maneuvers is a critical task for autonomous driving systems, as it 

enables the vehicle to anticipate the actions of other vehicles on the road and make appropriate 

decisions in real-time. Recent advances in computer vision have led to the development of 

effective algorithms for vehicle maneuver prediction that leverage visual data from cameras [33, 

34, 49, 50]. 

The visual information in vehicle’s front view image is important in predicting their 

maneuvers. They usually contain traffic light, traffic sign and other traffic information. For 

example, the turn maneuvers mostly occur at intersections, and it would be easier for the system 

to predict turn maneuvers accurately if it is able to recognize the driving scene.  

One of the challenges in leveraging visual data for vehicle maneuver prediction is the high 

dimensionality and complexity of the video data. The raw video data can be noisy, and it may be 

challenging to identify the most relevant features for prediction. However, recent advancements 

in deep learning and computer vision have enabled the development of more effective algorithms 

for analyzing and processing visual data. Over time, neural network architectures have become 

deeper and more complex, with more layers and parameters [51], leading to improved performance 

on complex data. The increase in the number of layers in models has been driven by several factors. 

Second, the availability of large datasets and powerful computing resources has made it possible 

to train deeper and more complex networks. Finally, the development of techniques such as 
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residual connections, batch normalization, and dropout has enabled the training of deeper networks 

without overfitting or vanishing gradients. 

In this context, this chapter explores the use of visual data in vehicle maneuver prediction, 

focusing on the application of deep learning algorithms. We review the current state-of-the-art 

approaches in this field, including the use of convolutional neural networks (CNNs) and attention 

mechanisms. We also discuss the challenges and limitations of these approaches and highlight 

potential directions for future research. 

Convolutional neural networks (CNNs) are popular in extracting visual features from images 

and they proved to be successful in images classification, object detection and semantic 

segmentation. For vehicle maneuver prediction task, CNNs can take in video data and  are expected 

to extract the features that represent driving scene information. One of the advantages of using 

CNNs for vehicle maneuver prediction is that they can automatically learn relevant features from 

the raw sensor data. This can reduce the need for manual feature engineering and improve the 

accuracy of the predictions. CNNs are also capable of handling large amounts of data and can be 

trained on large datasets, making them well-suited for the task of vehicle maneuver prediction. 

In recent years, there have been many studies that have used CNNs for vehicle maneuver 

prediction. Researchers have explored various architectures, including single frame[8, 10], multi-

frame[40, 24, 27], and spatio-temporal CNNs[52]. These models have been used to predict a wide 

range of maneuvers, such as lane changes, turns, and stops. And some work [24, 53] utilized CNN 

model that was pre-trained for scene recognition to learn the “object-centric features” and “scene- 

centric features”. Research has demonstrated that object-centric features, which are features 

learned from an image dataset for the purpose of object recognition, can effectively aid in driving 

maneuver recognition and detection [8, 20]. But the negative transfer problem arises when the 



37 
 

object features extracted for general purposes have little relevance to driving maneuvers. In [53], 

they investigated that scene-centric features, which is a high level abstraction learned from scene 

data sets, are more effective in driving maneuver recognition tasks. 

Nevertheless, the images usually contain a plenty of disturbing information, such as trees, sky 

and buildings, we want the system to concentrate on maneuver-related information as much as 

possible. Attention mechanisms could be a solution to this problem, because attention mechanisms 

allow models to focus on the most relevant parts of the input data, leading to more accurate 

predictions and better generalization performance. Recent researches have applied attention 

models in detecting driver intentions and behaviors [25, 26, 19]. Attention is a concept derived 

from human vision system where attention mechanism plays an essential role. It could be 

represented in a heat map generated from a front view video frame. A region in the heat map 

contains higher values if the corresponding region in the video frame is more important than other 

regions during driving maneuvers. As shown in Fig. 14, these areas contain the information useful 

Figure 14. A heat map generated from a video frame while target vehicle was making a 
right-turn maneuver.  Most vehicles make turn maneuver at intersections and the 
highlighted traffic light a crucial clue for system to determine if it’s an intersection 
scene. 
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in determining if the current scene related to vehicle maneuvers. Attention models can be generated 

using deep learning techniques and large amounts of annotated video sequences of driving trips. 

Each frame was annotated with the regions where driver’s gaze was registered. This inspired us to 

incorporate driver attention information into our system for predicting driving maneuvers.  

Researchers have explored various types of attention mechanisms, including soft attention and 

hard attention[54, 55]. These mechanisms have been integrated into various deep learning models, 

including recurrent neural networks, convolutional neural networks, and transformers. 

Soft attention [55] is a commonly used attention mechanism that allows the model to 

selectively focus on different parts of the input data, such as the location and movement of other 

vehicles on the road. Soft attention assigns different weights to different parts of the input data, 

which can be adjusted during training to focus on the most relevant information for predicting the 

vehicle's future movements. 

Soft attention works by calculating a weight vector for each feature in the input data. The 

weight vector is calculated based on a learned function that takes as input the current state of the 

model and the feature being considered. The weight vector is then multiplied by the feature vector 

to produce a weighted feature vector, which is passed through the rest of the network. 

Hard attention[54] is an attention mechanism that allows the model to selectively choose 

which parts of the input data to use in making predictions. Hard attention can be useful when there 

is a large amount of noisy or irrelevant data that may negatively impact the performance of the 

model. 

Hard attention works by making a binary decision for each feature in the input data, selecting 

some and ignoring others. The decision is based on a learned threshold value, which is determined 
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during training by minimizing the loss function. Features whose values exceed the threshold are 

selected and used in making the prediction, while those whose values are below the threshold are 

ignored. 

Besides the front view video, it would also be helpful if the VMP system can access to driver’s 

view video that contains driver’s behavior during driving. Driver's view video provides a first-

person view of the environment from the driver's perspective, and can be used to provide important 

contextual information that may not be captured by other types of sensors, such as radar or LiDAR. 

Driver’s behavior is usually highly related to the decision making and reasoning processes of 

vehicle maneuvers.  For example, a driver glances at mirrors with a 65%−92% probability before 

making a lane change [56]. The use of driver's view video in vehicle maneuver prediction is an 

emerging area of research that has shown great potential in improving the performance and 

reliability of autonomous driving systems [37, 38]. These studies inspired us to utilize not only 

front view video, but also the driver’s view video, which recorded the driver’s facial expression 

and upper body motion.  

In this chapter, We demonstrate the effectiveness of fusing driver attention heat map, the 

driver’s head movement and vehicle signals for the prediction of driving maneuvers in complicated 

dynamic traffic environment. 

The rest of the chapter is organized as follows. Section 3.2 reviews the literatures about 

computer vision based VMP systems. In Section 3.3, we describe the attention models that are 

designed to learn the visual information in front view videos, and the algorithm for driver face 

shift feature extraction. We present the design and the results of empirical experiments in Section 

3.4 and Section 3.5, and then conclude the chapter in Section 3.6. 
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3.2 Related Work 

3.2.1 Attention Mechanisms Related to VMP systems 

Deep neural networks have been developed to learn the Regions Of Interest (ROI), i.e., the 

regions in which the human drivers are likely to pay attention [25, 26, 27, 28], such as regions 

containing traffic lights, traffic signs, vehicles and other road users.  Andrea et al. [25] introduced 

a computer vision approach to model the human attentional behavior during driving environments. 

They developed a deep learning technique for predicting where a driver would be looking at in a 

specific driving situation. The model was trained on DR(eye)VE dataset [29] and it has three input 

data streams, a) a RGB video frame, b) motion cues (in terms of optical flow) and c) semantic 

segmentation. The output were the estimated attentional maps. Ye et al [26] proposed a different 

deep network model, FCN-ConvLSTM, designed to learn the areas of scenes where attention of 

human drivers should be placed.  The FCN-ConvLSTM was trained on the Berkeley Deep Drive 

Attention dataset (BDDA), which contains 1232 videos annotated by following drivers’ eye 

movements while they were watching recorded driving videos. 

In [59], the multi-head attention is used to model the vehicle interaction and encode lane 

features. The model takes the trajectories of TV and SVs as inputs to output the distribution of the 

future trajectories. The prediction model has an encoder-decoder structure that uses multi-head 

attention. The encoder maps past trajectories and lane information to a compressed representation, 

which is then used by the decoder to generate predictive mean and predictive covariance for future 

trajectories. The model has two attention layers: a vehicle attention layer and a lane attention layer. 

Both layers use the scaled dot product attention function to compare queries, keys, and values. The 

encoder has both vehicle attention and lane attention layers, which generate attention-based 

representations for each surrounding vehicle. The decoder consists of a single vehicle attention 
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layer that gathers the encoded information to predict the trajectories of surrounding vehicles. The 

outputs of the decoder are predicted mean and predicted covariance, which are modeled as a 

Gaussian distribution. Overall, the model is designed to use the relationships among the past 

trajectories of the vehicles and the lane information to make accurate predictions about future 

vehicle trajectories. The model was evaluated on real-world trajectories in NGSIM dataset and has 

an error value of 0.89m in the longitudinal direction and 0.11m in the lateral direction over a 3-

seconds prediction horizon. 

Furthermore, the attention model in [58] was used to models the interaction between different 

traffic participants. They proposed an attention based vehicle motion prediction system that 

consists of three main components: an Encoding Layer, a multi-head Attention module, and a 

Decoding Layer. The Encoding Layer uses an LSTM encoder to capture the historical information 

of the vehicle's motion and encode it in a useful format for prediction. The Attention module links 

the hidden states of the encoder and decoder and extracts the importance of the surrounding 

vehicles based on their spatio-temporal encoding. It then uses different operations to determine the 

future motion of the target vehicle and form a vector representing the context influence. Finally, 

the Decoding Layer receives the context vector and generates parameters of the distribution over 

the target vehicle's predicted future positions. The combination of these three components allows 

the model to consider the relationships and interactions that occur on the road to make more 

realistic predictions about vehicle motions. The model takes into account the historical and 

contextual information of vehicles, which can lead to more accurate predictions of vehicle motions. 

The proposed model can be used in a variety of applications, such as autonomous driving and 

traffic flow analysis, to improve safety and efficiency on the road. Their proposed model is 
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evaluated on NGSIM dataset and achieved 3.83 meters of RMSE over a 5-second prediction 

horizon, which outperforms the state-of-the-art performances. 

Based on the advances in [58, 59], paper [60] used multi-head attention to model the 

interactions between TV and the combined context features. The model described in [118] is 

designed to predict future vehicle trajectories using a combination of past trajectory and map data. 

A social tensor is generated by placing trajectory encoder states of surrounding agents in a 2D 

spatial grid and concatenated with map features to create a combined representation of agent 

motions and the map. Multi-head attention is used to extract salient parts of the joint representation, 

with an attention head assigned to each mixture component. The output of each attention head is 

calculated as a weighted sum of value vectors, and each output is concatenated with the target 

vehicle trajectory encoder state to create a context representation for each mixture component. 

Each context vector is then fed to an LSTM decoder to generate predicted parameters of the 

distributions over the target vehicle's estimated positions for the next time steps. The model was 

evaluated on a public NuScenes dataset and achieved state of the art results on the NuScenes 

prediction benchmark. 

When we expand the research field from the maneuver prediction for vehicle only to for all 

traffic participants, we found there are more attention based models have been studied.  Paper [57] 

proposes an attention version of the social LSTM model, which is a popular deep learning method 

for predicting pedestrian trajectories. The original social LSTM model represents pedestrians in 

the local neighborhood using LSTMs and generates their future trajectory by systematically 

pooling relevant information. Paper [57] improves upon this architecture by introducing a soft and 

hardwired attention framework to more efficiently embed the local neighborhood information. The 

authors demonstrate the importance of fully capturing contextual information, including the short-
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term history of the pedestrian of interest as well as their neighbors. By using attention mechanisms 

to focus on the most relevant parts of the input sequence, the proposed approach is able to achieve 

better performance on pedestrian trajectory prediction tasks.  

3.2.2 The Use of Driver’s View Videos in VMP System 

Researchers have demonstrated that facial features could be used in driving maneuvering 

detection. Authors in [40] developed a facial landmark point detector for tracking landmark points 

on driver’s face, and then optical flow trajectories were generated from these fixed points. 

Furthermore, they projected 2D landmark points to 3D head model to estimate three head poses of 

yaw, pitch and row. These new features were combined with vehicle signals for training a 

maneuver prediction model. They showed that the system used these new features performed 6% 

higher in precision better than the model without these features.  

Face landmark detection is a research area within computer vision that focuses on detecting 

key points or landmarks on a face, such as the corners of the eyes, the tip of the nose, or the corners 

of the mouth. Accurate detection of face landmarks is important for a wide range of applications, 

including facial recognition, emotion recognition, and virtual reality. In recent years, deep learning 

models have shown significant improvements in the accuracy and efficiency of face landmark 

detection. These models typically use convolutional neural networks (CNNs) to extract features 

from the input image, and then use fully connected layers to predict the location of the landmarks. 

One of the most popular datasets used for training and evaluating face landmark detection 

models is the 300-W dataset, which consists of over 600 images with annotated facial landmarks. 

Researchers have developed a variety of deep learning models for face landmark detection, 

including fully connected neural networks, convolutional neural networks, and recurrent neural 

networks. In addition to improving the accuracy of face landmark detection, researchers have also 
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explored ways to make these models more robust to variations in lighting, pose, and facial 

expression. One approach is to use data augmentation techniques to generate additional training 

examples with different lighting conditions, poses, and expressions. Another approach is to use 

adversarial training, where the model is trained to generate images that are more difficult to detect 

landmarks on, in order to improve its robustness. 

Paper [38] shows a state-of-the-art face landmark detection model, which is Convolutional 

Experts Constrained Local Model (CE-CLM). It combines the strengths of the Constrained Local 

Model (CLM) and Convolutional Neural Networks (CNNs). The CLM is a traditional model for 

face landmark detection that uses a shape model to constrain the search space for facial landmarks. 

However, it can struggle to handle variations in pose and lighting. The CE-CLM model addresses 

this issue by using CNNs to learn local appearance models for each landmark, allowing it to handle 

more complex variations. The CE-CLM model consists of a CNN feature extractor that processes 

the input image and generates feature maps, which are then used to train a set of experts, each 

responsible for predicting the location of a specific landmark. During inference, the experts are 

combined using a set of weights that are learned through a constrained optimization process, 

ensuring that the landmarks are consistent with the shape model. Compared to traditional CLM 

models, CE-CLM has been shown to improve the accuracy and robustness of face landmark 

detection, especially in challenging conditions such as varying illumination and occlusion. It has 

been used in a variety of applications, including facial expression analysis, facial recognition, and 

virtual reality. 

In this research we explore the use of drivers’ facial features for predicting vehicle’s 

maneuvering actions. 
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3.3 Visual Feature Extraction for VMP systems 

3.3.1 Attention Feature Extraction 

a. Convolutional neural networks 

Since our attention model is based on a convolutional neural network, so we introduce how it 

works on images first. Convolutional neural networks (CNNs) are a type of artificial neural 

network used in deep learning for processing input data that has a grid-like structure, such as 

images, videos, and speech signals. A CNN consists of several layers, each designed to extract 

different features from the input data. The first layer is usually a convolutional layer, which applies 

a set of kernels to the input data and produces a set of feature maps. In the case of images with 

multiple channels (e.g. RGB), the kernel has the same depth as that of the input image. To obtain 

a convoluted feature output with one-depth channel, the kernel is multiplied with each channel of 

the image using matrix multiplication as shown in Fig. 15. The resulting products are then summed 

together with the bias term, resulting in a squashed output. These filters are learned during training, 

allowing the network to automatically learn features such as edges, corners, and textures. 

The output of the convolutional layer is typically passed through a non-linear activation 

function, such as ReLU (Rectified Linear Unit), which introduces non-linearity into the model and 

allows it to capture more complex patterns in the data. The ReLU function is defined as: 

Figure 15. Convolutional operations on input matrix. 
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f(x) = max (0, 𝑥𝑥) 

where x is the input to the function. The output of the function is simply the maximum of the 

input and 0. This means that if the input is positive, the output is equal to the input, and if the input 

is negative, the output is equal to 0. Leaky ReLU is a type of activation function used in artificial 

neural networks, and is a variant of the Rectified Linear Unit (ReLU) activation function. While 

ReLU sets negative inputs to zero, Leaky ReLU introduces a small positive slope to negative inputs, 

preventing the dying ReLU problem. The Leaky ReLU function is defined as: 

f(x) = max (0.01𝑥𝑥, 𝑥𝑥) 

where x is the input to the function. When x is positive, the output is simply x, as in the ReLU 

function. However, when x is negative, the output is a small fraction of x (typically 0.01) multiplied 

by x, which introduces a small positive slope for negative inputs. Leaky ReLU has several 

advantages over ReLU, including better performance in certain types of deep learning models, and 

reduced likelihood of neurons becoming inactive.  

After the activation function, the feature maps are usually down sampled or pooled, which 

reduces the dimensionality of the feature maps and increases the computational efficiency of the 

model. They reduce the computational power needed to process data, while also extracting 

dominant features that are invariant to rotation and position. This helps ensure that the model can 

be effectively trained. Pooling operators use a fixed-shape window that is moved over the input 

data according to its stride, producing a single output for each location the window passes over. 

This is similar to how convolutional layers work, but with no parameters or kernel involved. 

Instead, pooling operators are deterministic and calculate either the maximum or average value of 

the elements in the window, known respectively as max pooling and average pooling. 
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During max pooling, a window (usually 2x2 or 3x3) is moved over the input feature map with 

a fixed stride as shown in Fig 16. For each position of the window, the maximum value within the 

window is taken as the output value. The resulting output feature map has reduced spatial 

resolution and fewer features. It also can help introduce translation invariance by selecting the 

most prominent features regardless of their exact location within the window 

During average pooling, a window (usually 2x2 or 3x3) is moved over the input feature map 

with a fixed stride. For each position of the window, the average value within the window is taken 

as the output value. The resulting output feature map has reduced spatial resolution and fewer 

features. 

Average pooling is similar to max pooling, but instead of selecting the maximum value, it 

takes the average value within the window. This can be useful in situations where max pooling 

may be too aggressive and result in loss of important information. Average pooling can help 

smooth out the features in the input feature map and provide a more generalized representation of 

the input.  

However, average pooling has some limitations. It can lead to information loss and reduce the 

ability of the network to capture fine-grained details in the input. Additionally, it may not be as 

effective at introducing translation invariance as max pooling. 

Figure 16. Max pooling operation. 
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b. Our proposed attention model 

Since drivers obtain the most traffic information through views of surrounding scenes, in 

particular the front road view, drivers attentions related to maneuvering can be learned through the 

front view videos. However, it is difficult to learn a complex model with limited training data. In 

this research, we use the following procedure to generate attention features in video images that 

contained events of driving maneuvering.  

First we used the VGG19 model [9] to generate useful visual features from traffic scenes. The 

VGG19 model was pre-trained on Palaces-365 [61] for the image classification. The features 

generated by VGG19 contain semantic information of traffic scene and are important for driving 

maneuver detection.  For VGG19 model, the input is a 224*224*3 image and the output is a L 

dimensional feature vector 𝐹𝐹𝑡𝑡 = {𝑓𝑓𝑡𝑡1,  𝑓𝑓𝑡𝑡2, … , 𝑓𝑓𝑡𝑡𝐿𝐿}.  Although the images of driving scenes provide 

rich clues of driving maneuver, they also include irrelevant information such as roadside trees, sky 

and buildings. To solve this problem we propose the following attention model to detect the region 

that is important for the driver to pay attention.   

According to Chapter 2, we proposed VMP systems based on LSTM network and Transformer 

network. I will introduce how to integrate them with attention model respectively.  

The attention model takes feature 𝐹𝐹𝑡𝑡 and LSTM hidden state ℎ𝑡𝑡−1at previous time as input to 

generate an attention heat map. The Attention heat map 𝐴𝐴𝑡𝑡 is a vector of the same length 𝐿𝐿 as with 

feature 𝐹𝐹𝑡𝑡 and it’s represented by 𝐴𝐴𝑡𝑡 = {𝑎𝑎𝑡𝑡1,  𝑎𝑎𝑡𝑡2, … , 𝑎𝑎𝑡𝑡𝐿𝐿}, where the element 𝑎𝑎𝑡𝑡𝑖𝑖  is the probability 

of the region being focused on by the driver during driving. The sum of the attention values on all 

regions of input image should be 1, ∑ 𝑎𝑎𝑡𝑡𝑖𝑖𝐿𝐿
𝑖𝑖=1 = 1. The attention weight value 𝑎𝑎𝑡𝑡𝑖𝑖  is generated from 

alignment score 𝑒𝑒𝑡𝑡𝑖𝑖 through softmax function: 
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𝑎𝑎𝑡𝑡𝑖𝑖 = exp (𝑒𝑒𝑡𝑡
𝑖𝑖)

∑ exp (𝑒𝑒𝑡𝑡
𝑖𝑖)𝐿𝐿

𝑖𝑖=1
  .                     (4.1) 

The alignment score 𝑒𝑒𝑡𝑡𝑖𝑖 measures how well the input feature 𝑓𝑓𝑡𝑡𝑖𝑖 matching with the previous 

decoder output ℎ𝑡𝑡−1 using the following formula: 

𝑒𝑒𝑡𝑡𝑖𝑖 = 𝑊𝑊𝑎𝑎𝑎𝑎𝑎𝑎tanh (𝑓𝑓𝑡𝑡𝑖𝑖 ,ℎ𝑡𝑡−1)       (4.2) 

where 𝑊𝑊𝑎𝑎𝑎𝑎𝑎𝑎 is the weight matrix that can be learned in attention model. 

Based on features vector 𝐹𝐹𝑡𝑡 = {𝑓𝑓𝑡𝑡1,  𝑓𝑓𝑡𝑡2, … , 𝑓𝑓𝑡𝑡𝐿𝐿}  and attention heat maps 𝐴𝐴𝑡𝑡 = {𝑎𝑎𝑡𝑡1,  𝑎𝑎𝑡𝑡2, … ,

𝑎𝑎𝑡𝑡𝐿𝐿}, the attention features are obtained by multiplying 𝐹𝐹𝑡𝑡 with the  attention probability values, 𝑣𝑣𝑡𝑡 

= 𝑔𝑔𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 (𝑎𝑎𝑡𝑡 × 𝑓𝑓𝑡𝑡 ).  

For Transformer based VMP system, as we discussed in Chapter 2.3.3, Transformer model 

takes data points in a sequence simultaneously and utilizes self-attention mechanism on them. We 

don’t need to calculate attention weights separately. So the visual feature   𝐹𝐹𝑡𝑡 will be sent to VMP-

T directly. 

3.3.2 Driver Face Shift Feature Extraction 

The face shift features are calculated based on the face landmarks extracted by the CLM 

(Constrained Local Model) presented in [37, 38]. The CLM detects and tracks 68 fixed landmark 

points on the driver’s face image in a video sequence. These landmark points were labeled to 

localize and represent regions of the face, such as eyes, eyebrows, nose, mouth and jawline.  The 

CLM was trained on the 890 frontal face images from CMU Multi-PIE dataset [62]. The training 

data contains various head poses and illumination conditions, which are similar to the imaging 

environment of our dataset (ISL-UMD dataset).  We use the CLM to extract the 68 landmark points 

in each image in every video sequence.  
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The face shift features in DMD at time 𝑡𝑡 are estimated by tracking the locations of the 68 

landmark points in the image frame at the current time 𝑡𝑡 and the previous frame 𝑡𝑡-1 using the 

formula below   

𝑀𝑀𝑡𝑡 = ∑ 𝐿𝐿𝑖𝑖
𝑡𝑡−𝐿𝐿𝑖𝑖

𝑡𝑡−168
𝑖𝑖=1

68
= {(∑ 𝑥𝑥𝑖𝑖

𝑡𝑡−𝑥𝑥𝑖𝑖
𝑡𝑡−168

𝑖𝑖=1
68

, ∑ 𝑦𝑦𝑖𝑖
𝑡𝑡−𝑦𝑦𝑖𝑖

𝑡𝑡−168
𝑖𝑖=1

68
)}  (3) 

where 𝐿𝐿𝑖𝑖𝑡𝑡 = {(𝑥𝑥1𝑡𝑡 ,𝑦𝑦1𝑡𝑡), (𝑥𝑥2𝑡𝑡 , 𝑦𝑦2𝑡𝑡), … , (𝑥𝑥68𝑡𝑡 , 𝑦𝑦68𝑡𝑡 )}(𝑥𝑥𝑖𝑖𝑡𝑡 ,𝑦𝑦𝑖𝑖𝑡𝑡) are the coordinate of the 𝑖𝑖𝑡𝑡ℎ landmark at 

time t and  𝑀𝑀𝑡𝑡 ∈ 𝑅𝑅2. 

Fig. 17 shows an example of a left-turn maneuver video sequence from our dataset. The top 

frames are selected from the event video sequence, the frame 50 to 51 show the driver was looking 

ahead and the corresponding face shift curves didn’t change before the event. The frame 207 and 

208 show the driver was looking around to check whether the traffic situation was safe to make a 

turn. The frame 463 and 464 were recorded after the maneuver event, in which the driver was 

looking ahead without shifting. We showed the corresponding horizontal and vertical face shift 

Figure 17. A left-turn maneuver, the driver glances at the mirror before making a left turn, which 
shows high relevance between face shift (horizontal and vertical) and driving maneuver. 
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displacements below the video frames.  The horizontal displacement curve shows high fluctuation 

at the same time as the driver was moving his face. This example demonstrates the correlation 

between driver face shifts and driving maneuvers. Since in most times drivers turn their heads to 

look at left and/or right before and during a driving maneuver, the face shift in horizontal direction 

has more significant features than the vertical direction with respect to the driver’s maneuvers. 

 

3.4 Experiment Setup 

We present empirical experiments using real world datasets to evaluate the performance of 

VMP systems that learns visual information.  

3.4.1 Dataset and Evaluation metrics 

In the experiments in chapter 3, we continue to use UMD-ISL dataset since it contains both 

of front view video and driver’s view video. The data can be represented by: 

𝐙𝐙𝑡𝑡 = � 𝐳𝐳𝑡𝑡−(𝑤𝑤−1)|…  |   𝐳𝐳𝑡𝑡−2  |  𝐳𝐳𝑡𝑡−1 | 𝐳𝐳𝑡𝑡  � 

where  𝐳𝐳𝑡𝑡 = [𝑣𝑣𝑡𝑡,𝑀𝑀𝑡𝑡,𝑥𝑥𝑡𝑡] for LSTM based VMP system,  𝑣𝑣𝑡𝑡 denotes the attention feature extracted from the 

front view video,  𝑀𝑀𝑡𝑡 denotes driver’s face shift feature extracted from the driver’s view video, 

and 𝑥𝑥𝑡𝑡 denotes the vehicles signals that contain GPS, speed and headings of EV. For Transformer 

based VMP system,  𝐳𝐳𝑡𝑡 = [𝐹𝐹𝑡𝑡,𝑀𝑀𝑡𝑡,𝑥𝑥𝑡𝑡] and 𝐹𝐹𝑡𝑡 denotes the visual feature extracted by Inception V3.  
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The systems in this chapter will also be measured by using F1 score and showed in Fig 18.  

 

3.4.2 Baseline models 

To illustrate the effectiveness of the proposed visual features in VMP system, we compared 

following 4 systems, 

• VMP-L: The system we proposed in chapter 2, visual features are not used. 

• VMP-T: The system we proposed in chapter 2, visual features are not used. 

• VMP-LV: Based on VMP-L, visual features are concatenated with vehicle signals as input 

data. 

Figure 18. Ego vehicle maneuver prediction using in-vehicle sensors’ data in UMD-ISL 
dataset. 
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• VMP-TV: Based on VMP-T, visual features are concatenated with vehicle signals as input 

data. 

 

3.4.3 Hyper-parameter Settings 

In the experiments in this chapter, we used the following hyper-parameter settings: 

• Data sampling rate: 10 Hz 

• Window size: 𝑤𝑤 = 5 seconds 

• Number of output classes: 5 

• Max number of training epochs: 500 

• Number of LSTM layers: 1,2,3 

• Number of heads in VMP-T: 6 

• Number of encoder blocks in VMP-T: 3 

• Look ahead prediction time: ∆t = 1, 2, 3, 4, 5 seconds 

• Learning rate: 0.001 

• Batch size = 64 

In our experiments, UMD-ISL data were split into 70% training set and 30% validation 

set. With the above hyper-parameters, the systems using video data have 142,277 and 85,930 

weights. The training time for a VMP-T model was about 17 hours, while a VMP-L model 

took about 12 hours. 

3.5 Experiment Results 

The experiments in the table show the F1 score of four different vehicle maneuver prediction 

systems, VMP-L, VMP-T, VMP-LV, and VMP-TV, at different prediction horizons. VMP-L and 
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VMP-T use LSTM and transformer models, respectively, while VMP-LV and VMP-TV extend 

VMP-L and VMP-T by adding visual features as input data. 

The results indicate that incorporating visual features into the prediction model, as done in 

VMP-LV and VMP-TV, leads to significant improvements in prediction accuracy. Specifically, 

both VMP-LV and VMP-TV outperform VMP-L and VMP-T, respectively, across all prediction 

horizons. Moreover, VMP-TV achieves the highest F1 score for all prediction horizons, suggesting 

that the transformer model with visual features as input is the most effective system for vehicle 

maneuver prediction. 

Table 3.1:  F1 score for vehicle maneuver prediction on UMD-ISL dataset 

System 
Prediction Horizon ∆t (s) 

1 2 3 4 5 
VMP-L 75.1% 72.9% 69.4% 67.5% 64.0% 
VMP-T 80.3% 78.5% 76.8% 73.9% 71.2% 

VMP-LV 86.3% 84.6% 81.2% 75.1% 74.5% 
VMP-TV 88.6% 86.9% 85.5% 83.7% 80.2% 

 

Figure 19.  System comparison among various prediction horizons on UMD-ISL dataset. 
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3.6 Discussion and Conclusion 

In conclusion, the results demonstrate the importance of incorporating visual features into 

vehicle maneuver prediction systems. While VMP-L and VMP-T are effective, VMP-LV and 

VMP-TV achieve superior performance, with VMP-TV being the most accurate system. These 

findings suggest that future research in vehicle maneuver prediction should consider the 

incorporation of visual features as input to improve prediction accuracy.
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Chapter 4: Target Vehicle Position Prediction using V2V Communication and Deep 

Learning Neural Networks 

4.1 Introduction 

The capacity to evaluate and comprehend the context of a traffic situation in real-time, also 

known as situational awareness, is crucial for human drivers as well as advanced driver assistance 

systems (ADAS). In this study, we characterize context and situational awareness as the data a 

vehicle requires to execute secure maneuvers within a typical traffic setting, which includes other 

vehicles performing various actions like changing lanes, making turns, overtaking, yielding, and 

so on. A critical aspect of attaining this situational awareness involves a vehicle's ability to 

recognize and anticipate the relative locations of nearby vehicles. Many advanced driver assistance 

systems (ADAS) have been developed to help drivers handle various traffic scenarios safely [63].  

This chapter focuses on the situational awareness illustrated in Figure 19.  In Figure 19(a), the 

host vehicle H is driving on a road with three lanes, in proximity to surrounding vehicles, termed 

remote vehicles and labeled as R1, R2, …, R6. Note that those remote vehicles were numbered 

and labeled randomly. To analyze the traffic circumstances surrounding the central vehicle H, it is 

necessary to acknowledge that distant vehicles like R1 and R2 are traveling parallel in both left 

and right adjacent lanes. Also, vehicles such as R3 and R4 are in the same lane, positioned both 

ahead and behind, with a vehicle like R5 ahead in the left adjacent lane. An interesting aspect of 

this situation is the occurrence of R6, which may be entirely concealed from vehicle H's 

perspective; for example, consider R3 being a sizable SUV while R6 is a motorbike or a small car. 

However, R6 still presents a potential risk to vehicle H, as if R6 were to suddenly apply the brakes,
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the combined reaction time delays of R3 and the host could make it difficult for vehicle H to 

prevent a collision involving three vehicles. This particular situation will be referred to as the H - 

R3- R6 scenario. 

Many researchers have worked on improving radar and camera-based ADAS systems for 

preventing crashes and understanding traffic situations for ADAS and autonomous vehicles [64] 

– [69]. However, these technologies that are installed in vehicles have some drawbacks, such as a 

limited range and a need for a clear line of sight. For instance, camera-based systems may not work 

well in the H - R3- R6 scenario mentioned above, where human drivers would also struggle. 

H

R5

R4

R1

R

R3 R6

T
raffic Flow

(a) 

(b) 

Figure 20. (a) A host vehicle H and multiple remote vehicles, R1 ~ R6 are in 
communication. (b) Remote vehicles seen by the host vehicle. 
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Moreover, camera systems may perform poorly when the weather is bad, the lighting changes, or 

there are obstructions. 

Vehicle-to-vehicle (V2V) communications have attracted a lot of attention lately. In this 

approach, vehicles share real-time information about their position, speed, and direction. This 

information can help determine where other vehicles are on the road and alert drivers about 

possible dangers. Several V2V communication technologies and protocols can be used in 

commercial vehicles, such as DSRC and cellular technologies like 4G or 5G mobile systems. V2V 

communications have some benefits over sensor systems that are installed in vehicles, such as a 

longer range and no need for a clear line of sight [70] – [71]. This means that V2V based ADAS 

can predict some potential danger traffic situations and warn drivers accordingly earlier than the 

systems based on sensors, cameras, or radar can. The National Highway Traffic Safety 

Administration estimates that V2I and V2V applications can prevent 80% of crashes that are not 

caused by impairment [72]. Although V2V communication technologies have some disadvantages 

like signal loss, security and privacy concerns and cannot deal with dangerous situations such as 

road and lane departure [70], many studies agree on that reliable ADAS should include a V2V 

communication component to complement the sensor systems that are installed in vehicles to 

improve the performance of the overall vehicle safety system in terms of warning timing, false 

alarm reduction, and crash scenario coverage [71]. 

This chapter describes our work on developing advanced deep learning neural networks for 

accurate detection and prediction of the relative position of a remote vehicle to a host vehicle.  The 

problem is formulated as a classification problem where the classes represent the situational 

awareness, i.e. different possible positions that the remote vehicle can have relative to the host one; 

for instance in front in the left neighboring lane (class 1), behind in the same lane (class 7), and so 
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on. This research builds on our work presented in [72], where we described a machine learning 

framework, which uses a feature vector extracted from the V2V data communicated between the 

host and remote vehicles.  An intelligent system, which we referred to as Geo+MLP, was 

developed using geometric modeling and a Multi-Layer Perceptron (MLP) neural network. We 

evaluated the Geo+MLP system using the V2V data obtained from 41 actual driving trips captured 

by a fleet of more than 1800 vehicles equipped with DSRC communication devices. In this paper, 

we focus on developing highly accurate intelligent systems for predicting the relative position of 

a remote vehicle to a host vehicle in long horizons: 0.1 ~ 3 seconds.  We propose two types of 

deep learning systems: LSTM and transformer-based systems, as well as three sets of features 

extracted from V2V communication signals. Experimental results generated from 69 trips show 

that both the LSTM and transformer-based systems outperformed MLP networks in remote vehicle 

position detection by 1.8% ~ 4.7%, and prediction by 10.6% ~ 17.8%.  In particular, when the 

prediction is made for longer horizons, e.g., prediction for 1, 2 and 3 seconds ahead, the LSTM 

and transformer systems outperformed MLP by 14% ~ 25%. 

The remainder of this chapter is organized as follows. Section 4.2 reviews the related work in 

the area of relative position detection and prediction. In Section 4.3, we introduce the effective 

features extracted from V2V signals for remote vehicle position detection and prediction. Section 

4.4 introduces the two DLNN models: LSTM and Transformer, with applications to remote vehicle 

position detection and prediction. Section 4.5 and 4.6 present experimental settings and results 

using naturalistic V2V driving data collected in a U.S. city. Finally, Section 4.7 provides a 

summary and conclusion of the research results. 
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4.2 Related Work 

Vehicle position detection and predictions are important technologies for building situational 

awareness, such as pre-crash detection, prediction, and avoidance.  Most of the research in this 

area has used sensors on the vehicle, such as radar, cameras and/or LIDAR devices, along with 

machine learning algorithms for solving related problems for ADAS, such as detecting vehicles, 

pedestrians, traffic signs, etc. Some of these technologies for safe driving have been implemented 

in market, such as systems for warning about forward collisions and systems for detecting blind 

spots. However, these systems based on sensors on the vehicle are not dependable in various 

scenarios, such as dim lighting, poor weather and occlusions—conditions where the driver would 

need an assistance system the most. V2V communication has the capabilities of providing traffic 

information to vehicle safety systems under these conditions [71]. In addition, V2V 

communication such as DSRC has a longer capability range (300 meters) than ultrasonic sensors, 

cameras, and radars, and can therefore alert drivers of dangerous situations earlier and more 

effectively [70].  Moreover, V2V can be combined with radars and cameras to achieve even greater 

safety [66].  For example, V2V can alert drivers to blind spots, increase awareness during lane 

changes, and when passing a vehicle on a two-lane road requires crossing into oncoming traffic 

[65].  V2V is also useful in emergency braking situations where the tail (emergency brake) lights 

on cars are obscured, such as at intersections and left turns, which have the highest crash incidence 

[73].    

One important aspect of a vehicular safety application that uses V2V communication is to 

determine a way to accurately predict the position of vehicles and counteract the inherent position 

bias and random errors in low-cost GPS devices commonly used in the car industry [6]. A number 

of vehicle relative positioning techniques or vehicle trajectories have been developed solely using 
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V2V data, or using both GPS data and video data to detect the relative positions of a remote vehicle 

with respect to the host vehicle [4-7].  In [66], the authors used a simple geometric method to 

calculate the appropriate relative angles of remote vehicles based on GPS coordinates of the host 

and the remote vehicles and  an image analysis method to detect whether a vehicle is traveling in 

the same direction and in the same lane. The same lane and same direction test was done by taking 

the picture of the license plate of the vehicle ahead of the host vehicle, and comparing the license 

plate number in the image with the number extracted from the message in VANETS.  By 

conducting the experiments using the GPS and image data obtained from a smart phone, the 

authors found that the image processing approach was more accurate in determining remote 

vehicle positions than the GPS-based method, but it also required much more computational power. 

Kalman filter-based systems have been popularly used to predict the positions of remote 

vehicles.  However, as the authors in [67] point out, basic prediction and estimation techniques 

that use Kalman filters are effective on straight roads. However, when it comes to curved roads, 

these methods can produce inaccurate predictions that may even fall outside the road’s boundaries. 

To enhance the precision of predictions on curved roads, the authors in reference [67] introduced 

a system that employs 4 different Kalman filter models. Every model is effective for a particular 

set of circumstances. These models offer a mathematical formula that can be utilized to forecast 

the future position of the vehicle. The proposed system demonstrated successful performance in 

experimental trials. However, its prediction time was 3 seconds - twice as long as the average 

human reaction time of 1.5 seconds. 

With the success of recurrent neural networks (RNN), in particular, LSTM networks, in 

modeling non-linear temporal dependencies in sequence learning and generation tasks, recent 
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research has focused on using these neural networks in driver maneuvering prediction [53, 74, 10], 

and vehicle trajectory prediction [75, 76, 43, 44, 39].  

4.3 Extracting Effective Features For Remote Vehicle Prediction 

Fig. 20 shows an overview of the proposed deep learning-based system for detecting and 

predicting remote vehicle positions based on V2V communication data.  In the first stage of 

processing, the raw data obtained from the V2V communication between the host and remote 

vehicles can be denoted as: 𝐕𝐕𝐕𝐕𝐕𝐕𝐻𝐻(𝑡𝑡) and 𝐕𝐕𝐕𝐕𝐕𝐕𝑅𝑅(𝑡𝑡) are used to generate a geometric feature vector 

𝐱𝐱(𝑡𝑡)  that contains the information of the relative position of the remote vehicle, which are 

discussed below. The second stage is a deep learning neural network that detects and predicts the 

relative position of the remote vehicle based on 𝐱𝐱(𝑡𝑡). Two different deep neural networks are 

investigated: an LSTM-based network and a transformer model-based neural network. The LSTM 

systems are gated recurrent neural networks, and the transformer model does not use recurrence 

but relies entirely on an attention mechanism to draw global dependencies between input and 

output.  Both systems have been discussed in Chapter 2.   

 

 

The relative vehicle position detection and prediction can be defined as a classification 

problem with 8 classes, as illustrated in Fig. 21. Here, the host vehicle is surrounded by remote 

vehicles and their possible positions are given. For example, class 7 indicates the remote vehicle 

Figure 21. Overview of the proposed intelligent system for remote vehicle position 
detection and prediction. 
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is behind of the remote vehicle in the same lane, and class 3 indicates that the remote vehicle is 

ahead of the host vehicle in the right adjacent lane, etc. This type of information provides important 

situational awareness to the host vehicle that can be used in the development of both ADAS 

systems and autonomous vehicle systems. 

We assume the raw V2V communication data shared between the host and remote vehicles: 

𝐕𝐕𝐕𝐕𝐕𝐕𝐻𝐻(𝑡𝑡) and 𝐕𝐕𝐕𝐕𝐕𝐕𝑅𝑅(𝑡𝑡)，contains the following information:  

1. Time stamp (s) 

2. GPS Latitude 

3. GPS Longitude 

4. Vehicle speed (m/s) 

5. Heading (radians) 

As described in [72], the latitude and longitude (in degrees) are transformed to Euclidean 

coordinates using a UTM transformation. Next, the coordinates are normalized so that the host is 

at the origin traveling due east, as shown in Fig. 22. Here, 𝐇𝐇(𝑡𝑡) denotes the position of the host at 

𝑡𝑡 = 0 (which is the origin after normalization), 𝐇𝐇(𝑡𝑡 − 1) is the position of the host at time 𝑡𝑡 − 1. 

Figure 22. Annotation of eight position classes for the remote vehicle relative to the host. 
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Similarly, 𝐑𝐑(𝑡𝑡) and 𝐑𝐑(𝑡𝑡 − 1) represent the position of the remote vehicle at times 𝑡𝑡 and 𝑡𝑡 − 1, 

respectively. After normalization, the host is heading due east; the angle 𝜃𝜃𝐻𝐻𝐻𝐻 between the host and 

remote vehicle is computed, as well as the perpendicular distance 𝑑𝑑⊥. 

In our previous research [72], we derived three geometric features that characterize the relative 

position of remote vehicle relative to the host vehicle:  𝜃𝜃𝐻𝐻𝐻𝐻(𝑡𝑡),𝑑𝑑,  and 𝑑𝑑⊥ , where  𝑑𝑑  is the 

Euclidean distance, 𝑑𝑑⊥is the perpendicular distance, and  𝜃𝜃𝐻𝐻𝐻𝐻(𝑡𝑡)  is the relative angle between the 

host and remote vehicle at time t: 

𝜃𝜃𝐻𝐻𝐻𝐻(𝑡𝑡) = atan2 (
𝑦𝑦𝑅𝑅(𝑡𝑡)
𝑥𝑥𝑅𝑅(𝑡𝑡)

) 

where atan2 is the arctangent function that outputs the full range of angles: [−𝜋𝜋,𝜋𝜋].  

The measures 𝑑𝑑⊥ and 𝜃𝜃𝐻𝐻𝐻𝐻 can be used to determine the relative position of the remote vehicle 

with respect to the host. In particular, by using a suitable threshold 𝑇𝑇𝑑𝑑⊥ ,  the host and the remote 

vehicles are in the same lane when 𝑑𝑑⊥ ≤ 𝑇𝑇𝑑𝑑⊥and are in adjacent lanes otherwise.  Similarly, using 

a set of angular thresholds, as shown in Figure 23, 𝜃𝜃𝐻𝐻𝐻𝐻 is used to determine which of the 8 possible 

output classes the remote vehicle is in (with respect to the host).  

θHR

H(t – 1) H(t)

R(t – 1) R(t)

d

x

y

Figure 23. Normalized position of both the host and remote vehicles. 
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The 3 primary features described above can be augmented with various V2V data. In this 

study, we examined 3 different sets of features to represent the host and remote vehicles: 

• 3F: three primary geometric features that were introduced above: 𝑑𝑑(𝑡𝑡), 𝑑𝑑⊥(𝑡𝑡), and 

𝜃𝜃𝐻𝐻𝐻𝐻(𝑡𝑡). 

• 9F: : the 2 dimensional coordinate vectors 𝐇𝐇(𝑡𝑡 − 1) , 𝐑𝐑(𝑡𝑡) , and 𝐑𝐑(𝑡𝑡 − 1)  are 

concatenated with three primary features together.  Since 𝑯𝑯(𝑡𝑡) = 0, it is not included 

here. 

• 11F: incorporates the features used in the 9-Features model and adds the speed of the 

host and remote vehicles at time t: 𝑣𝑣𝐻𝐻(𝑡𝑡) and 𝑣𝑣𝑅𝑅(𝑡𝑡), respectvely. 

4.4 Deep Learning Networks For Accurate Prediction Of Relative Positions Of Remote Vehicles 

4.4.1 LSTM Network Models for Prediction of Relative Position of a remote vehicle 

We applied the same VMP-L system on V2V dataset for remote vehicle position prediction 

as shown in Fig. 24. 
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Figure 24. The relative angle 𝜃𝜃𝐻𝐻𝐻𝐻 provides information of remote vehicle’s relative 
position.    
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4.4.2 Attention focused transformer models for prediction of relative position of a remote vehicle 

 We also evaluate VMP-T system on V2V dataset for remote vehicle position prediction.  

Figure 25. Architecture of a multilayered LSTM network with input features extracted from 
V2V communication data and output the position of a remote vehicle. 

Figure 26. VMP-T: an attention focused transformer network for remote vehicle position 
prediction. 
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4.5 Experiments Setup  

In this section, we evaluate the proposed geometric features extracted from V2V signals and 

deep learning models for detecting and predicting nearby remote vehicle positions using V2V data 

collected from naturalistic driving trips.   

4.5.1 Hyper-parameter settings 

In the experiments that follow, we used the following hyper-parameter settings:  

• Geometric features: 3F, 9F, and 11F  

• Data sampling rate: 10 Hz 

• Window size: 𝑤𝑤 = 5 for LSTM / VMP-T, 𝑤𝑤 = 10 for MLP  

• Number of output classes: 𝐾𝐾 = 8 

• Max number of training epochs: 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒ℎ𝑠𝑠 = 100 

• Number of LSTM layers: 𝐿𝐿 = 1,2,3 

• Number of hidden units in each LSTM layer:  𝑘𝑘1 (first layer) varies, 𝑘𝑘2 = 0.5𝑘𝑘1, 𝑘𝑘3 =

0.5𝑘𝑘2 . 

• The dimension of VMP-T embedding layer: 126 

• Look ahead prediction time: ∆𝑡𝑡 = 0.1, … , 1.0, 2.0, 3.0 seconds. 

4.5.2 V2V data used in experiments 

We used the V2V data recorded by  in real world driving. The dataset was collected by the 

University of Michigan Transportation Research Institute (UMTRI) under the program: Safety 

Pilot Model Deployment (SPMD), sponsored by the Department of Transportation (DOT), USA 

[77]. The SPMD program involved installing dedicated short-range communication (DSRC) 

devices operating at 5.9 GHz on over 1800 vehicles in and around Ann Arbor, Michigan, USA, 
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over 23 months, beginning August, 2012.  All DSRC devices sent the basic safety message (BSM) 

at 10 HZ on all vehicles, which included information about the vehicle that sent it such as its GPS 

position, speed, and heading [78].  

The BSMs collected for each vehicle trip contained the following information: 

1. Trip Id 

2. Vehicle Id. 

3. Time stamp 

4. Vehicle speed (m/s) 

5. GPS Latitude (5 decimal digits) 

6. GPS Longitude 

Our research focuses on the trips that host vehicle and remote vehicle are within 10 m of each 

other. We extracted 69 trip segments that met this requirement in total, amounting to 50% more 

trips than what was used in [72]. Trip segments includes various driving scenarios like city and 

highway driving on straight and curved roads.  

Fig.26 shows a portion of one such trip. The trajectory of the host vehicle is shown in red 

circles and the trajectory of the remote vehicle in blue circles. The two vehicles are driving in 

opposite directions, as indicated by the arrows. We down sampled the original data  to have a 

frequency of 1 HZ.  The positional changes of the remote vehicle relative to the host vehicle are: 

class 1   4  6. 
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Figures 27 – 29 show statistics of the extracted trip segments. Figure 27 summarizes the 

closest distances between the host and the remote vehicles in the dataset used in our experiments. 

In most trips, the vehicles come within less than 4m of each other.  

The histogram in Figure 10 shows how long the host and remote vehicles are close to each 

other. The cases with very short proximity times usually happen when the host and remote vehicles 

are driving in opposite directions. About 20% of the 69 trip segments, or 14 cases, have opposite 

driving. the host and remote vehicles are driving in opposite directions. Note that opposite driving   
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Figure 28. An example shows the relative positions between a host and a remote 
vehicle in one trip segment. The positions of the host vehicle are in red, and those of 
the remote vehicle are in blue. Two vehicles traveled in the directions indicated by 
the blue arrows. 

Figure 27. A histogram of the closest distances between the pairs of a host and a 
remote vehicle among experimental data. 
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Figure 29 is a bar graph illustrating the numbers of data samples available in each of the 8 

vehicle position classes. It is evident that this data set is not balanced, with class 8 containing the 

highest number of samples and classes 2 and 4 having comparatively fewer.  The detailed 

description of data preparation and obtaining the ground truth of the vehicle position classes in the 

data can be found in [72]. 

 

Figure 29. Statistics of duration of proximity between the host vehicle and the remote 
vehicle. 

Figure 30. Number of data samples in each class. The blue segment represents the fraction 
of data designated for training during random sampling. The green and red segments depict 
the proportions assigned to the validation and test sets respectively. 
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The workflow of remote vehicle position prediction using V2V data is shown in Fig. 30. 

 

4.5.3 Three Evaluation Methods 

In this study, we used the following three methods to evaluate the proposed machine learning 

models. 

• Method 1: The data is partitioned into 70% for the training set, 15% for the validation and 

15% for the test set using the stratified sampling method. Systems were trained using 

training and validation data, and performances are evaluated on the test data. 

• Method 2: Leave-one-out (complete trip) training and test method.  

• Method 3.  Select four representative trips as test data for system performance evaluation. 

The last two methods use trip-based performance analysis. Since we have a limited number 

Figure 31. Remote vehicle position prediction using V2V data. 
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of trip segment data, (69 in total), method 2 uses a leave-one-out strategy to evaluate the proposed 

systems. In this case, 69 rounds of tests were conducted.  At every round, one complete trip 

segment was used as a test set, and the rest 68 trip segments were used for training. No training 

and test data in two rounds are identical. The system performance is measured by averaging 

performance over all 69 test sets. It should be noted that the leave-one-out approach is a specific 

instance of K-fold testing, in which 𝐾𝐾 = 𝑁𝑁𝑇𝑇 − 1 and 𝑁𝑁𝑇𝑇  represents the total number of test trips. 

For the third method, four representative trip segments were selected from the 69 trip segments 

as the test set, and the rest 65 trip segments were used as a training set. The four test trips were 

chosen such that, two trips in which the HV and RV were traveling in the same direction, and in 

the other two trip segments HV and RV were traveling in the opposite direction, and each had a 

good representation of the output classes. Table 4.1 shows the statistics of 4 test trip segments. In 

total, there are 92 data samples extracted from the four test trips.   

The RV position prediction performances of the proposed systems are measured by accuracy 

on test data defined by: 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
# 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑇𝑇𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 # 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
 

 
Table 4.1 Statistics of the test set containing 4 complete trips 

Test 
Trip 

HV 
Speed 
(m/sec) 

RV 
Speed 
(m/sec) 

Closest 
Distance 

(m) 

Output 
Classes 

Traveling 
Direction 

1 8.92 10.67 3.45 1, 4, 6 Opposite 
2 4.33 8.31 4.23 1, 4, 6 Opposite 
3 5.06 14.00 4.83 3, 5, 8 Same 
4 14.28 18.33 3.54 1, 4, 6 Same 

In this section we present the performance analyses on the systems developed for remote 

vehicle relative position prediction. The system performances are measured in accuracy. It should 

be noted that the vehicle relative position prediction is made at time t for vehicle relative position 
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at time 𝑡𝑡 + ∆𝑡𝑡.  As the prediction horizon increases, the data samples used in prediction require 

longer historical time window, therefore, short trips cannot be used. Table 4.2 summaries the 

number of available trips using prediction horizon ∆𝑡𝑡 in the range: 0.1 ~ 3 seconds, and the number 

of valid trips used in the respective experiments. 

Table 4.2 Numbers of trips for different predict time 
Predict 
Time 

(seconds) 
0.1 0.2 0.3 0.4 0.5 1 2 3 

#Trips 67 67 65 65 63 57 47 43 

 

4.6 Experiment results 

The prediction results generated by MLP, VMP-L and VMP-T systems are presented in Tables 

4.3 ~ 4.6.  These tables show the accuracies of relative position predictions by VMP-T, LSTM and 

MLP systems using feature sets: 3F, 9F, and 11F. The predict-ahead time is in the range of 0.1s to 

0.5s by an increment of 0.1s, as well as the longer prediction time horizons of 1, 2, and 3 seconds. 

In order to provide succinct reports in these tables, we presented average prediction results between 

0.1 ~ 0.4s and 0.5 ~ 1s, and at 2 and 3s.  

As expected, the prediction accuracies, in general, decrease as the prediction horizon 

increases. The 3F VMP-L system gave the highest accuracies in comparison to the MLP and VMP-

T; in particular, when the prediction time horizons are small.  When feature sets 9F and 11F were 

used, both the VMP-T and LSTM systems gave better prediction results than the systems using 

3F.  The proposed transformer-based system, VMP-T and the LSTM-based VMP-L systems 

outperform the MLP systems in all experiments by large margins.  The transformer systems using 

11F achieved the highest  prediction accuracies among all other systems at every predict-ahead 

time instance.  On average, 11F VMP-T outperformed the 11F MLP system by 18%. 
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Table 4.3 Overall performances of systems using 3F by averaging three methods 
 
 

 

 

 

 

Table 4.4 Overall performances of systems using 9F by averaging three methods 
 

 

 

 

 

 

Table 4.5 Overall performances of systems using 11F by averaging three methods 
 

 

 

 

 

 

 

3 FEATURES (3F) 
REMOTE VEHICLE PREDICTION ACCURACY (%) 

MLP VMP-L VMP-T 

∆t(s) 

0.1-0.4 85.0 89.4 84.0 

0.5-1 78.5 86.0 80.7 

2 62.4 75.4 75.8 

3 54.3 71.3 71.6 

AVERAGE 70.1 80.5 78.0 

STD. 12.3 7.4 4.7 

9 FEATURES (9F) 
REMOTE VEHICLE PREDICTION ACCURACY (%) 

MLP VMP-L VMP-T 

∆t(s) 

0.1-0.4 83.9 88.8 90.1 

0.5-1 77.9 85.0 87.8 

2 63.6 76.4 86.6 

3 55 72.5 83.6 

AVERAGE 70.1 80.7 87.0 

STD. 11.4 6.5 2.3 

11 FEATURES 
(11F) 

REMOTE VEHICLE PREDICTION ACCURACY  (%) 
MLP VMP-L VMP-T 

∆t(s) 

0.1-0.4 81.1 88.3 91.3 

0.5-1 78.0 85.4 89.6 

2 65.1 76.3 87.0 

3 55.5 72.9 83.8 

AVERAGE 69.9 80.7 87.9 

STD. 10.3 6.3 2.8 
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 Table 4.6 Comparison of effective features used in RV position prediction at various prediction 
horizons 

 

 

 

 

 

4.7 Conclusion 

We proposed two DLNN models: LSTM and VMP-T and three sets of effective geometric 

features for accurate prediction of eight classes of remote vehicle positions based on V2V 

communication signals. We evaluated these deep learning models and conducted comparative 

studies with MLP-based systems through extensive experiments using a set of V2V 

communication data collected from 69 naturalistic driving trips.  System performance was 

evaluated using a combination of three methods: random sampling, leave-one-out, and a test set of 

four representative trips.  Our findings are as follows. 

• For the remote vehicle position predictions, the proposed transformer-based system, 11F 

VMP-T gave the state-of-art performance:  prediction accuracy reached 91.3% when prediction 

time is in the range 0.1s ~ 0.4s, 89.6 when the prediction time is 0.5s and 1s, 87% and 83.8% when 

the prediction time is 2s and 3s, respectively.   

• The average prediction accuracy of the 11F VMP-T system over all prediction horizons 

improved 17.8% over the best MLP system, and 7.2% over the best VMP-L system. 

• We explored the effectiveness of three different feature vectors, 3F, 9F and 11F, for remote 

vehicle position prediction.  3F is a compact feature vector, containing three primary geometric 

 Average performances using different features 
3F 9F 11F 

∆t(s) 

0.1-0.4 86.0 87.5 86.8 
0.5-1 81.6 83.9 84.3 

2 71.6 76.2 76.8 
3 67.0 71.2 71.6 

AVERAGE 76.6 79.7 79.9 
STD. 7.6 6.4 6.0 
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features, 9F contains 9 features obtained by augmenting the primary geometric features with 

spatial position information of the host and remote vehicles, and 11F contains 11 features obtained 

by combining the features in 9F with the speed of the host and remote vehicles at t. When MLP is 

used, 3F provides competitive performances over 9F and 11F in terms of prediction accuracy and 

computational efficiency.  Similarly 3F VMP-L performed competitively with 9F and 11F VMP-

L in prediction.  However, the systems used 11F as input features and VMP-T as prediction models 

gave the best prediction accuracy over all other systems. 

Both the proposed transformer based system, VMP-T, and LSTM based system, VMP-L 

outperformed MLP systems by large margins in remote vehicle position the prediction.  The VMP-

T systems with input feature vector of either 9F or 11F outperformed all LSTM systems.
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Chapter 5: Conclusions and Future Directions 

In this dissertation, we have presented a comprehensive study of vehicle maneuver prediction 

for both ego and remote target vehicle using deep learning models. We began by reviewing the 

literature on vehicle maneuver prediction, highlighting the limitations of traditional machine 

learning models and the potential advantages of deep learning models. We then presented our 

proposed approaches for vehicle maneuver prediction using a combination of CNNs, LSTMs, and 

attention mechanisms, and demonstrated its effectiveness on different kinds of real-world driving 

data. We conducted ablation experiments to study the how temporal information and visual 

information improve the performances of VMP systems.  

In this research, we focus on studying two different aspects of vehicle maneuver prediction: 

ego vehicle maneuver prediction based on in-vehicle sensor data, and remote target vehicle 

maneuver prediction using V2V and V2I data. 

For the first aspect, we propose a deep learning-based approach to predict the future 

movements of the ego vehicle based on information provided by in-vehicle sensors’ data, such as 

videos, GPS, speed and headings. Our approach utilizes a combination of CNN, attention networks 

to extract features from sensor data and model the temporal dependencies in the data. We evaluate 

our proposed approach on real-world driving data and demonstrate its effectiveness in accurately 

predicting the future movements of the ego vehicle. 

For the second aspect, we propose two different approaches for remote target vehicle 

maneuver prediction. The first approach utilizes V2V communication to exchange information 
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between neighboring vehicles, and the second approach utilizes V2I communication to receive 

information from traffic signals and other infrastructure. Both approaches use a combination of 

deep learning models and sensor data to predict the future maneuvers or positions of remote target 

vehicles. We evaluate both approaches on real-world driving data and demonstrate their 

effectiveness in accurately predicting the future movements of remote target vehicles. 

While our proposed approaches for vehicle maneuver prediction have shown promising 

results, there is still much room for improvement and further research in this area. In particular, 

future work may focus on the following areas: 

1. Incorporating additional types of input data: While our proposed approaches incorporate 

visual data, sensor data, and contextual information, there may be other types of input data 

that could improve the performance of the models, such as Lidar and radar data. 

Lidar and radar data can bring several important benefits to vehicle maneuver prediction 

systems. Firstly, Lidar and radar data can provide accurate measurements of the distance 

between the ego vehicle and other vehicles or objects in the environment. This information 

can be used to detect potential collision risks and predict the future movements of other 

vehicles. Lidar and radar data can also provide information on the velocity and direction 

of other vehicles, which is essential for predicting their future movements. Secondly, Lidar 

and radar data can provide a more comprehensive view of the environment, especially in 

challenging weather conditions where visual data may be limited. This allows for more 

accurate and reliable vehicle maneuver prediction, even in adverse driving conditions. 

Thirdly, Lidar and radar data can be used in conjunction with other types of input data, 

such as visual data and GPS data, to provide a more accurate and comprehensive view of 

the environment. By combining data from multiple sources, vehicle maneuver prediction 
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systems can improve their accuracy and reliability, making them more effective in real-

world driving scenarios. 

Overall, the use of Lidar and radar data in vehicle maneuver prediction systems can 

improve their performance and reliability, enabling the development of more advanced 

autonomous driving systems that can operate in a wider range of driving scenarios. Further 

research in this area may focus on developing more advanced sensor fusion techniques to 

combine data from multiple sources and improve the accuracy and reliability of vehicle 

maneuver prediction systems. 

2. Evaluating the performance in diverse driving scenarios: Our proposed approaches have 

been evaluated on real-world driving data, but there may be other driving scenarios, such 

as broader rural or urban environments, adverse weather conditions, that could pose unique 

challenges for vehicle maneuver prediction. Future work may focus on evaluating the 

performance of the models in a wider range of driving scenarios.  

3. Evaluating the performance in real-time systems: While our proposed approaches have 

been demonstrated offline on pre-recorded data, there may be challenges associated with 

implementing the models in real-time on a moving vehicle. Future work may focus on 

developing real-time implementations of the models that can be used in autonomous 

driving systems.  

Overall, further research in this area has the potential to significantly improve the safety and 

reliability of autonomous driving systems, enabling them to operate more effectively and 

accurately in a wider range of driving scenarios.
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