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Abstract  

Aim: Likelihood of alcohol dependence (AD) is increased among people who transition to 
greater levels of alcohol involvement at a younger age. Indicated interventions delivered early 
may be effective in reducing risk but could be costly. One way to increase cost-effectiveness 
would be to develop a prediction model that targeted interventions to the subset of youth 
with early alcohol use who are at highest risk of subsequent AD.  

Design: A prediction model was developed for DSM-IV AD onset by age 25 using an ensemble 
machine learning algorithm known as super learner. Shapley additive explanations (SHAP) 
assessed variable importance. 

Setting and participants: Respondents reporting early onset of regular alcohol use (i.e., by 17 
years of age) who were aged 25 years or older at interview from 14 representative community 
surveys conducted in 13 countries as part of WHO’s World Mental Health Surveys. 

Measurements: The primary outcome to be predicted was onset of lifetime DSM-IV AD by 
age 25 as measured using the Composite International Diagnostic Interview, a fully structured 
diagnostic interview 

Findings: AD prevalence by age 25 was 5.1% across the 10,687 individuals who reported 
drinking alcohol regularly by age 17. The prediction model achieved an external area under 
the curve (0.78; 95% confidence interval [CI] 0.74-0.81) higher than any individual candidate 
risk model (0.73-0.77) and an area under the precision-recall curve of 0.22. Overall calibration 
was good (ICI, 1.05%), however, miscalibration was observed at the extreme ends of the 
distribution of predicted probabilities. Interventions provided to the 20% of people with 
highest risk would identify 49% of AD cases and require treating four people without AD to 
reach one with AD. Important predictors of increased risk included younger onset of alcohol 
use, males, higher cohort alcohol use and more mental disorders. 

Conclusion: A risk algorithm can be created using data collected at the onset of regular 
alcohol use to target youth at highest risk of alcohol dependence by early adulthood. 
Important considerations remain for advancing the development and practical 
implementation of such models. 

Keywords: alcohol dependence; childhood; predictive modelling; machine learning;  
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INTRODUCTION 

Alcohol use is a leading global risk factor for population health, estimated to be responsible 
for 3.7% of the total burden of disease and injuries worldwide. The interval of risk for starting 
alcohol use begins typically during adolescence and often progresses from experimentation 
to regular use1-3. Early use is known to be a strong predictor of later progression into alcohol 
use disorder4,5. Therefore, the World Health Organisation recommends that screening and 
brief interventions be part of routine health care for adolescents6.  

Screening involves the use of brief, easy-to-administer tools that can help to determine an 
individual’s level of involvement with alcohol, detect risky and harmful drinking patterns and 
assist clinicians to effectively monitor an individual’s progress over time7. Item responses are 
scored and compared to a scale which conveys a certain risk level to guide the clinician’s 
response7,8. Good evidence is available regarding the validity of certain instruments when 
used with young people9,10, however, these risk evaluations are often indicative of current or 
short-term, rather than long-term, outcomes.  

There has been recent interest in the development of risk algorithms to predict, among youth, 
substance use disorder onset over time periods extending into adulthood11,12. Results indicate 
that substance use disorder onset by age 30 can be predicted with fair to good accuracy using 
sociodemographic, clinical, and environmental information obtained prior to the age of 18. 
While promising, the generalisability of these findings is unclear, given models to date have 
been developed/applied in unrepresentative samples or their performance evaluated using 
the same data used in model development13. Further, as these models predict the outcome 
of any substance use disorder diagnosis rather than for a specific substance, the indicative 
risk for specific substance(s) are unknown, and this may limit the usefulness of the results in 
guiding interventions. For these reasons, it remains unclear the extent to which alcohol 
dependence (AD) prognoses over the long-term can be evaluated among youth.  

Using data collected retrospectively from cross-sectional, general population surveys in 13 
high-income countries, this study aimed to develop and internally validate preliminary 
prognostic models to predict AD onset by early adulthood among youth with an early onset 
of regular alcohol use using sociodemographic, mental health, and contextual/environmental 
variables. If good performance measures are obtained, the algorithm could subsequently be 
validated in other settings, and the results used to inform data collection in future prospective 
trials. In addition, the use of the risk-evaluation strategies could be used to support the 
recruitment of target groups for studies evaluating brief interventions and treatment.  
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METHOD 

Study design and setting 

Data from 14 surveys (13 countries) in the World Mental Health (WMH) Survey Initiative 
which were defined as high-income at the time of data collection were used in developing 
and internally validating the prognostic models. The WMH Survey Initiative is a series of 
community epidemiological household surveys which include retrospective assessments of 
alcohol use and use disorders among other mental and substance use disorders. All surveys 
were based on national household samples, the exceptions being a survey of urban areas in 
Argentina, a specific region in Spain (Murcia region) and a series of metropolitan areas in 
Japan. Surveys were carried out between 2001-2015 (depending on survey, see Table 1) in 
respondents’ homes face-to-face with trained lay interviewers. Informed consent was 
obtained prior to all interviews using procedures approved by local ethics committees.  

Table 1 around here 

Outcome measure 

The primary outcome to be predicted was onset of lifetime DSM-IV AD by age 25 as measured 
using the Composite International Diagnostic Interview14, a fully structured diagnostic 
interview. The cut-off of 25 years was selected because it captured the interval of time with 
the highest acceleration of onset of AD relative to other periods. AD onset was evaluated as 
the age the respondent reported first experiencing at least three disorder-related symptoms 
in the same year. The outcome measure was a binary variable representing whether AD 
criteria were met between the onset of regular alcohol use and 25 years of age. 

Sample 

The master sample was defined as all individuals who, at the time of interview, were 25 years 
of age or older and retrospectively reported onset of regular use by 17 years of age. The cut-
off of 17 years was selected because it indicated an early and accelerated involvement with 
alcohol, was associated with an increased risk of AD relative to a later onset of regular use 
and fell below the legal drinking age in most included countries (see Appendix 1). The analysis 
sample was drawn from this master sample in a variation of the case-control approach.  

The cases were individuals in this master sample who reported an AD onset by age 25. Cases 
were separated based on serpentine sampling15,16 of person-level weights into a training set 
of 70% and a holdout set with the remaining 30%. Cases in the training sample were further 
subdivided into ten training folds based on serpentine sampling of person-level weights15,16.  

The controls were a stratified probability sample of other individuals in the master sample. 
Controls were sampled into a training set with 70% of controls and a holdout set with the 
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remaining 30% based on a serpentine sort of person-level weights with implicit stratification 
by sex, age, and survey. Controls in the training sample were further divided into ten training 
folds based on serpentine sampling of person-level weights. Sampling fractions within folds 
were set to generate a sample of controls approximately five times the number of cases with 
probability of selection equal to person-level weight.  

Cases and controls were weighted by the inverse of their probabilities of selection for 
purposes of analysis and population projection. The 70% of cases combined with the 
subsampled controls created the training sample from which the prediction model was 
developed. The remaining 30% of cases and controls were held out to validate the model. For 
model development, weights for cases in the training sample were multiplied by five times 
the average weight of cases in the same fold. Controls in the training folds were assigned a 
weight of one. This created a balanced weighted case-control ratio within each fold for model 
development.  

Predictor Classes 

All survey questions that could be used to operationalise risk factors identified in the 
literature review and which were collected in all surveys were identified. A total of fifty-nine 
predictors (including 14 survey indicators) were evaluated as at the age the respondent 
reported onset of regular alcohol use across four categories of predictor classes. 

Sociodemographics 

There were two variables, including a dichotomous indicator for sex and one continuous 
variable representing age at prediction (i.e., age of onset of regular alcohol use (range: 6-17)). 

Pattern of alcohol use 

There were four variables relating to history of alcohol use. Continuous variables were 
defined to represent the age of onset of first alcohol use (range: 6-17) and the number of 
years from onset of alcohol use to regular use (range: 0-12). The cumulative lifetime 
prevalence of regular alcohol use among 25–35-year-olds in the respondent's country as of 
the calendar year when the respondent reported their own onset of regular alcohol use was 
evaluated, and categorised into units of width five (range: 15-20% to 90-95%, or 16 levels). 

History of prior mental disorders 

There were six history of prior mental disorder variables. These included dichotomous 
indicators of generalised anxiety disorders, panic disorder, major depression, and broad 
bipolar disorder. An ordered categorical variable representing the highest level of drug use 
(no use, use with no abuse, abuse with no dependence, dependence) was created and 
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standardised. A continuous measure for the total number of prior mental disorders was also 
created (range: 0-5). 

Traumatic experiences 

There were 34 traumatic experience variables. These included dichotomous indicators of 26 
different traumatic experiences17. Continuous measures of the total number of any traumatic 
experience types (range: 0-14; entered as both standardised and stabilised variables), as well 
as the number from each trauma domain were evaluated. Trauma domains included exposure 
to organised violence (range: 0-3), participated in organised violence (range: 0-5), 
interpersonal violence (range: 0-4), sexual relationship violence (range: 0-6), other life-
threatening trauma (range: 0-6), and secondary trauma (range: 0-2) (see Appendix 2).   

Missing age of onset values were imputed using regression-based imputation controlling for 
key sociodemographic and clinical variables at the smallest level possible (within-country 
otherwise within the high-income group). A skip error in a subset of earlier surveys meant 
symptoms of AD were only assessed among respondents with a history of alcohol abuse. 
Missing values were imputed using regression-based imputation models developed and 
validated on data from later surveys without the skip error (among which, 13.5% of AD cases 
had not met criteria for alcohol abuse). Validation results suggest the imputation models 
produce consistent prevalence estimates, strong individual-level classification accuracy 
metrics and similar distributions of important correlates; full details are described 
elsewhere18.  

Statistical analysis 

Model Selection  

To predict AD, we used the Super Learner (SL) ensemble method to combine predicted 
probabilities of AD across a large number of different machine learning algorithms (the 
“library”)19. The library included a generalised linear model with a logistic link function, a 
series of penalised generalized linear models with different mixing models parameters, 
random forests, neural networks, a series of gradient boosted decision trees, Bayesian 
adaptive regression trees, and a series of adaptive regression splines (see Appendix 3 for 
details).  

A number of the algorithms in our SL library require hyperparameter tuning for optimal 
performance. We addressed this in simple cases by including a series of models for a single 
algorithm with different hyperparameter values in the SL ensemble (e.g., ten penalised 
regression classifiers that differed in values of the mixing parameter, several adaptive 
regression splines that differed in maximum degrees). In more complex cases (random 
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forests, gradient boosted decision trees), we used cross-validated penalized generalized 
linear models to select optimal combinations of hyperparameters.  

Ten-fold cross-validation was used for internal SL cross-validation both to build optimal 
models with each classifier and to determine the optimal cross-validated weight for each 
classifier in the ensemble. Model performance was assessed in terms of discrimination (ability 
to distinguish between cases and controls) and calibration (agreement between observed and 
predicted probabilities) in the holdout sample.  

Discrimination  

Discrimination was estimated by means of generating the receiver operating characteristic 
(ROC) and precision-recall (PR) curves. Both ROC and PR curves visualise trade-offs in different 
aspects of performance as the threshold applied to a model’s prediction varies. A ROC curve 
shows the sensitivity (the proportion of cases that were above a given prediction threshold) 
as a function of the false positive rate (the proportion of controls that were above the same 
prediction threshold), with the area under the ROC curve (AUC) providing a measure of 
discriminative ability. In comparison, the PR curve shows the positive predictive value (PPV; 
the probability of AD among respondents above a given prediction threshold) as a function of 
the sensitivity, with the area under the PR curve called the average precision. The PR curve is 
of interest because it does not incorporate correctly predicted controls and is therefore less 
prone to exaggerate model performance for imbalanced datasets20. While the baseline for 
ROC curves is fixed at 0.5, the baseline of a PR curve is determined by the ratio of the minority 
class (case) and majority class (controls)20. Because the PR curve is prevalence dependent, the 
ROC curve should be used when comparing model performance between datasets with 
different event prevalence. 

Calibration 

Calibration was estimated by means of calibration plots and the median (E50), 90th percentile 
(E90), maximum (Emax)21, and weighted mean (integrated calibration index; ICI) of the absolute 
difference between observed and predicted probabilities22. The ICI provides a measure of 
central tendency for summarising the absolute differences, with weights determined by the 
empirical distribution of predicted probabilities.  

Operating characteristics, including sensitivity, specificity, and PPV, were calculated for a 
variety of thresholds. The 5%, 10%, 15%, and 20% of observations with highest predicted 
probabilities of AD were defined by rank ordering predicted probabilities from the SL in the 
training sample and using the cut points to create risk tiers of predicted probabilities in the 
holdout sample.  

Variable Importance 
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Predictor variables of greatest overall importance were investigated using the model-agnostic 
shapley additive explanations (SHAP) method23, providing a summary measure of 
contribution to the model prediction from each variable.  

Fairness 

Predictive models can be subject to biases stemming from the original data or through model 
development which, when applied, may not provide equal benefit to every population 
subgroup24. To evaluate fairness, Poisson regression analyses were used to determine 
whether the association of observed AD with predicted probabilities were independent of key 
covariates. Main effects included the key covariate (evaluated at the time of regular alcohol 
use onset), the SL predicted probability and the interaction of these two variables. Key 
covariates were selected to identify groups at risk of marginalisation for which data was 
available, and included gender, age (pre-teen: <13 years of age v. teenager: 13-17 years) and 
predominant country culture (western v. non-western).  

Sensitivity Analysis 

To examine the impact of including other potential predictors of SUD onset on the findings, a 
sensitivity analysis was conducted which included all variables in the main analysis as well as 
variables capturing childhood adversities, social phobia, and specific phobia disorder. Surveys 
which did not assess these additional variables, including Australia, New Zealand, and Israel, 
were excluded from the sensitivity analysis. For comparison, the original model was rerun 
with the original set of predictors and excluding the subset of surveys which did not assess 
the additional predictors. 

All analyses were conducted in R25 using the SuperLearner26, glmnet27, xgboost28, ranger29, 
nnet30, and earth31 packages. The analysis was not pre-registered and results should be 
considered exploratory. 
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RESULTS 

A total of 41,787 respondents participated in the two-part survey and completed the alcohol 
use sections. Among the 10,687 individuals who were 25 years or older at time of interview 
and reported drinking alcohol regularly by 17 years of age, 791 (5.1% [SE 0.2]) reported an 
onset of AD by age 25. Age at onset of regular alcohol use in the cohort ranged from 6 to 17 
years, with a median of 15.5 (SE 0.1).  

The training sample, containing 553 cases (i.e., individuals with AD onset by age 25) and 2,765 
sampled controls (i.e., other individuals), was used to develop the prediction model. The 
remaining 30% of cases (n=238) and 2,970 other sampled controls were held out to validate 
the model.  

Library Weighting 

The cross-validated weight that defines the relative importance of each classifier in the SL 
ensemble is shown in Table 2. Extreme gradient boosting was the best classifier for predicting 
AD onset by age 25 (β=0.464). Other weighed classifiers included a generalised linear model 
(β=0.332), neural network (β=0.107), multivariate adaptive polynomial spline regression 
(β=0.062), and multivariate adaptive regression splines (1 degree, β=0.027; 4 degrees, 
β=0.008).  

Discrimination 

The AUC of the SL model when applied to the holdout sample was 0.78 (95% CI 0.74-0.81)  
(see Table 2 & Figure 1). This was higher than the AUCs of the six library algorithms weighted 
by the SL which were in the range of 0.73-0.77. However, a comparison of the performance 
of all candidate algorithms in the ensemble found four classifiers assigned weights of zero in 
the fitted SL model outperformed the SL model in the holdout sample. AUC was calculated as 
0.78 (95% CI 0.74-0.82) for two random forest models, 0.78 (95% CI 0.74-0.82) for a differently 
parameterised multivariate adaptive regression spline fit (compared to the multivariate 
adaptive regression spline assigned a non-zero weight in the SL model), and 0.78 (95% CI 0.74-
0.82) for a different extreme gradient boosted model (see Appendix 4). The average precision 
for the SL was 0.220 which, when compared to the baseline precision of 0.052 (determined 
by 5.2% prevalence in the original sample), indicates a significant improvement in 
classification over chance (see Figure 1).  

Table 2 & Figure 1 around here 

Calibration  

Calibration was satisfactory for the SL model when applied to the holdout sample with an ICI 
of 1.05% and E50 of 0.55%. E90 and Emax values for the SL model were 3.02% and 18.62%, 
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respectively, which indicates some variation for calibration-in-the-large. The calibration plot 
reveals this miscalibration occurred at the extreme ends of the predicted probability 
distributions, with high risks underestimated and low risks overestimated (see Figure 2). 

Figure 2 around here 

 

Operating Characteristics 

Inspection of the ROC curves for the SL model and the weighted classifiers in the holdout 
sample showed that the slope was steepest for 1-specificity in the range 0-0.05, which 
corresponds roughly to the 5% of respondents with highest predicted AD risk in the models 
(see Table 3). Visual inspection of the PR curve also shows precision of the model was highest 
over this interval. Another inflection point in the slope was at the 20th percentile. The 
sensitivity at these two thresholds show that these respondents accounted for 15.2% and 
49.0% of all cases of probable AD, respectively. This means that an intervention delivered only 
to the 5% or 20% of respondents with highest AD risk would capture 15.2% or 49.0%, 
respectively, of people who would otherwise develop AD by 25 years of age.  

The highest PPV for the SL model is 40.0% for the 5% threshold, indicating this is the 
proportion of respondents above that threshold who would be expected to have an AD onset 
by age 25 in the absence of any interventions. PPV decreases to 19.2% at the most liberal 
threshold considered (20%). That is, we would expect one in five respondents above the 20% 
threshold to have an AD onset by 25 years of age. Specificity in the top 5% and 20% were 
98.7% and 88.6%, respectively.  

Table 3 around here 

Predictor Importance  

The nine top predictors included four indicators of individual or cohort alcohol involvement, 
two relating to traumatic experiences, and one each for the number of mental disorders, level 
of drug use involvement, and gender (see Figure 3). Specifically, increased risk was associated 
with younger onset of both first and regular alcohol use, males, higher cohort alcohol use, 
fewer years from first to regular alcohol use, more secondary traumas, more mental 
disorders, higher levels of drug use and having experienced the unexpected death of a loved 
one.  

Figure 3 around here 

Fairness  
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Prevalence of AD by age 25 following early onset of regular alcohol use was higher for males 
(5.7% v. females, 4.2%), pre-teens (<13 years, 6.6% v. teenagers, 4.6%) and respondents in 
western countries (5.5% v. non-western countries 0.9%). However, there was no substantial 
difference in the association between predicted probabilities from the SL model and the 
observed event rates for these variables (rate ratios ranged from 0.44-1.2; see Appendix 5).  

Sensitivity analysis 

Results of the sensitivity analyses are summarised in Appendix 6. Compared to the main 
analysis including all high-income countries, both the subset analysis (Appendix 6.1) and the 
sensitivity analysis (Appendix 6.2) generated better measures of discrimination and 
sensitivity, similar measures of specificity and PPV, and worse calibration. Top ranked 
predictors similar to both the main and sensitivity analyses included age of onset of drinking, 
age of onset of regular drinking, prevalence of regular use among persons aged 25-35 years 
of age in the same country, gender, and drug involvement. For each variable added to the 
sensitivity analysis, including childhood adversities, social phobia and specific phobia, the 
relative contribution to the model was less than 1%.  
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DISCUSSION 

Reflecting the need for innovative approaches to improve the delivery of alcohol prevention 
programmes32, this study developed a risk model to identify, among youth who are drinking 
alcohol regularly, those at highest risk of developing alcohol dependence by early adulthood. 
In addition to evaluating the predictive performance of a preliminary prognostic algorithm for 
this purpose, our findings illustrate some of the standard processes and considerations in 
developing prognostic models as well as indicate potential approaches to advancing their 
development and practical implementation.  

First, the prevalence of AD by age 25 among the subgroup with the highest quintile of risk 
assigned by the algorithm was 19.2%; this is approximately three times as high as in the 
sample of people with an early onset of regular alcohol use (5.1%), and eight times as high as 
in the full sample of survey respondents (2.4%). These results show promise that a fairly useful 
risk algorithm could be used to identify a more precise subgroup of individuals at highest risk, 
providing a tool which could assist health professionals in implementing timely, indicated 
interventions, especially when endeavouring to maximise cost-effectiveness and resource 
allocation. However, these findings must be considered alongside the observed miscalibration 
at the extreme ends of the risk distribution, and the relatively low measures of sensitivity and 
PPV. If the algorithm presented in this study was implemented in practice, these findings 
imply that the model would misclassify some AD cases and that most people identified as 
being at risk would not develop AD by age 25. The implications and consequences of 
inaccurate identification from a predictive algorithm will vary depending on the context; even 
where an indicated intervention is warranted, stigma of the risk-label may contribute to a 
range of negative psychosocial factors33,34. Procedures for averting such risks need to be 
carefully considered prior to model implementation and in the design of potential 
interventions. 

Second, investigating each predictor in the algorithm and disaggregating its contribution to 
the risk profiles helps to understand which factors provide the greatest signal for the outcome 
of interest. The most important predictors for developing AD were related to the individuals’ 
and cohort’s use of alcohol, traumatic experiences, comorbid mental disorders, other drug 
use, and gender. Although these features are known risk factors of problematic drinking 
during adulthood, these results provide confidence in terms of the contextual validity of the 
model based on existing domain knowledge. For outcomes or settings where there is a less 
established understanding of the mechanisms impacting the outcome of interest, evaluations 
of variable importance may lead to the discovery of new predictors. More generally, variable 
importance measures may overcome barriers to transparency by providing “human-
intelligible explanations” of decisions formed by otherwise uninterpretable “black-box” 
algorithms35.  
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Third, while the algorithm in the main analysis showed fairly good internal and external 
validation performance, the sensitivity analyses incorporating additional information about 
childhood adversities and phobia-related diagnoses resulted in improved discrimination but 
worse calibration. However, this improvement in discrimination was shown to result primarily 
from the exclusion of select surveys, rather than from the inclusion of additional predictors. 
These findings suggest there may be considerable variability in the extent to which AD can be 
predicted across geographic sites, even when accounting for site and/or geographic variation 
in the predictive algorithm. The availability of an expansive list of potentially important 
variables might help to identify other important predictors across settings, and potentially 
improve model accuracy. Ideally, subsequent studies developing predictive models would 
focus on conducting external validation of algorithms and endeavour to identify, from a wide 
range of predictors, the smallest number from which optimal accuracy can be achieved. This 
would advance the development and potential practical implementation of future prognostic 
models globally.  

The current findings should be interpreted within the context of several limitations which may 
provide opportunities for subsequent studies. First, AD and other mental disorders were 
evaluated based on retrospective reporting, which may be subject to recall bias. These 
measures, however, were collected using well-validated instruments and have shown high 
diagnostic concordance with clinical diagnoses36. Survival bias may also contribute to a 
downward trend in predictive performance. Second, as data come from 13 high-income 
countries there is not full representation of all regions, income levels, and other country 
characteristics. There was variation in response rates, the years in which the surveys were 
conducted, and cross-national differences in the legal age of drinking and potential 
willingness to disclose personal information about alcohol use and other mental health and 
life experiences, which may be found in external validation studies to either positively or 
negatively impact model generalisability. Third, our sensitivity test considered an expanded 
list of variables in model development but other variables that the literature suggests would 
be useful in predicting AD, such as behavioural disorders and family history of alcohol use 
disorder37, were not collected in all surveys, so could not be include in the analyses.  

Finally, this study aimed to determine the potential of a risk algorithm to identify a sufficiently 
high concentration of at-risk individuals to support the design and implementation of 
indicated interventions. This has been achieved by showing that nearly half of all AD cases 
occur among the 20% of patients classified by our model as having highest risk. Whether this 
threshold is optimal for implementing indicated interventions for AD, or if any intervention 
would be cost-effective at any threshold is beyond the scope of this report. Given a much 
more extensive set of predictor variables was available to build this model than exists in most 
routinely collected datasets, these findings provide evidence to justify a more focused effort 
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to collect expanded information during routine health screening. If youth were prospectively 
followed up to age 25 to observe which of them develop AD, longitudinal analysis could be 
used to see how well the predictors collected at onset of regular alcohol use help to predict 
which ones will be at risk of AD. This would advance the agenda of creating broadly useful AD 
risk algorithms to target interventions based on the presenting profiles of people with an early 
onset of regular alcohol drinking, as well as subsequent algorithms to predict other types of 
substance use disorders and mental disorders.  
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Results for “Development and evaluation of a risk algorithm 
predicting alcohol dependence after early onset of regular alcohol 

use”
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Table 1. World Mental Health sample characteristics of high Income countriesa 

Country Sampling 
Field 
dates 

Age range 
at time of 
interviewb 

Sample size 

Response ratec 

Mean (SD) age 
of regular use 
onset among 
study cohortd  

    Part 1 Part 2 

Argentina Eight largest urban areas of the country 
(approx. 50% of the total national population) 

2015 18-98 3,927 2,116 77.3% 15.2 (2.0) 

Australia Nationally representative 2007 18-85 8,463 8,463 60.0% 15.7 (1.5) 
Belgium Nationally representative 2001-2 18-95 2,419 1,043 50.6% 15.4 (1.7) 
France Nationally representative 2001-2 18-97 2,894 1,436 45.9% 15.1 (2.0) 
Germany Nationally representative 2002-3 19-95 3,555 1,323 57.8% 15.7 (1.4) 
Japan Eleven metropolitan areas 2002-6 20-98 4,129 1,682 55.1% 15.7 (1.7) 
The Netherlands Nationally representative 2002-3 18-95 2,372 1,094 56.4% 15.4 (1.3) 
New Zealand Nationally representative 2004-5 18-98 12,790 7,312 73.3% 15.0 (1.9) 
Northern 
Ireland Nationally representative 2005-8 18-97 4,340 1,986 68.4% 15.6 (1.5) 

Poland Nationally representative 2010-11 18-65 10,081 4,000 50.4% 15.8 (2.0) 
Spain Nationally representative 2001-2 18-98 5,473 2,121 78.6% 15.2 (1.9) 
Spain - Murcia Murcia region 2010-12 18-96 2,621 1,459 67.4% 15.5 (1.6) 
United States Nationally representative 2001-3 18-99 9,282 5,692 70.9% 15.1 (2.0) 
Total     76,195 41,787 62.2% 15.3 (1.8) 

a The World Bank (2018) Data at: http://data.worldbank.org/country. Some of the WMH countries have moved into new income categories since the surveys 
were conducted. The income groupings above reflect the status of each country at the time of data collection. The current income category of each country 
is available at the preceding URL. 
b For the purposes of cross-national comparisons we limit the sample to those 18+. 

c The response rate is calculated as the ratio of the number of households in which an interview was completed to the number of households originally 
sampled, excluding from the denominator households known not to be eligible either because of being vacant at the time of initial contact or because the 
residents were unable to speak the designated languages of the survey. 
d Unweighted mean (standard deviation, SD) among the 10,687 individuals who were 25 years or older at time of interview and reported drinking alcohol 
regularly by 17 years of age.  
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Figure 1. Receiver operating characteristic curve (left) and precision-recall curve (right) for the super learner model predicting alcohol 
dependence (AD) among individuals with an onset of regular alcohol use by 17 years of age in the holdout sample (n=3,208) 
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Figure 2. Calibration plot for super learner model predicting alcohol dependence (AD) 

among individuals with an onset of regular alcohol use by 17 years of age in the holdout 

sample (n=3,208) 
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Table 2. Super learner coefficients and area under the receiver operating characteristic curve (AUC) for all candidate learners assigned non-

zero coefficients in the super learner model as evaluated in the training sample1 

Model Super learner coefficient 
(β) 

AUC (95% CI) 

Training AUC Holdout AUC2 

Cross-validated SuperLearner -- 0.81 (0.80, 0.82)  -- 
SuperLearner -- 0.86 (0.85, 0.87) 0.78 (0.74, 0.81) 
Extreme gradient boosting 0.48 0.85 (0.84, 0.86) 0.77 (0.73, 0.81) 
Generalised linear model  0.33 0.84 (0.83, 0.85) 0.76 (0.72, 0.80) 
Neural network 0.12 0.84 (0.83, 0.85) 0.73 (0.69, 0.77) 
Adaptive polynomial spline regression  0.04 0.83 (0.84, 0.86) 0.77 (0.72, 0.80) 
Adaptive regression splines (d=1) 0.03 0.82 (0.81, 0.83) 0.77 (0.73, 0.81) 
Adaptive regression splines (d=4) 0.01 0.86 (0.85, 0.87) 0.74 (0.69, 0.78) 

AUC, area under the curve; d, maximum degree of interaction; CI, confidence interval; 
1 The super learner model was developed using the training sample (n=3,318) 
2 Performance of the super learner model was evaluated using the holdout sample (n=3,208).  
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Table 3. Cross-validated performance metric estimates for predicted probability of alcohol dependence 10-years after early onset of regular 

alcohol use in the holdout sample 

% Highest Riska 

Holdout sample in risk 
threshold group  

Within risk threshold group Cumulativeb   

Sensitivity Specificity PPVd Sensitivity Specificity PPV 

Nc % of holdout 
sample 
(95% CI) 

 
% (95% CI) % (95% CI) % (95% CI) % (95% CI) % (95% CI) % (95% CI) 

5 81 2.0 (1.2, 2.7)  15.2 (9.6, 20.7) 1.3 (0.6, 2.0) 40.0 (23.7, 56.2) 15.2 (9.6, 20.7) 98.7 (98.0, 99.4) 40.0 (23.7, 56.2) 
10 127 3.4 (2.7, 4.2)  12.2 (6.6, 17.9) 2.9 (2.2, 3.6) 18.9 (10.0, 27.8) 27.4 (20.5, 34.3) 95.8 (94.8, 96.8) 26.6 (19.1, 34.2) 
15 144 3.4 (2.6, 4.1)  9.7 (6.7, 12.6) 3.0 (2.3, 3.7) 15.1 (9.0, 21.3) 37.0 (30.0, 44.1) 92.8 (91.6, 94.0) 22.2 (17.2, 27.3) 
20 166 4.7 (3.6, 5.7)  12.0 (8.8, 15.1) 4.2 (3.2, 5.3) 13.5 (8.1, 18.9) 49.0 (42.0, 56.0) 88.6 (87.1, 90.0) 19.2 (15.4, 23.0) 

PPV, positive predictive value; SE, standard error 
a Risk thresholds were created by rank ordering the super learner predicted probabilities in the training sample and creating 20 equally sized groups. 
b Lower cutpoint of risk used as clinical threshold for defining someone as being at risk of developing alcohol dependence.  
c Unweighted number of individuals from the holdout sample in the specific risk strata.  
d Equal to the AD prevalence within the given risk threshold group.   

This article is protected by copyright. All rights reserved.



Figure 3. SHAP summary plot for the nine top predictors in the Super Learner model as 

evaluated in the holdout sample  

  

The y-axis shows the variable name, in order from importance from top to bottom. The x-axis shows 

the SHAP value. Measures of variable importance were evaluated as the change in the expected model 

prediction when conditioning on that feature across all possible combinations of variables. This 

marginal contribution was then weighted by the reciprocal of the total number of possible marginal 

contributions to all models of the same size and these predictor-specific weighted marginal 

contributions aggregated, providing a “local” summary measure of contribution to the model 

prediction from each variable. Gradient colour indicates the original value for that variable. For binary 

variables (gender and exposure to ‘unexpected death of a loved one’), it will take two colours. For all 

other variables, the gradient colour can contain the whole spectrum.  
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