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Abstract 

While robots appear to be more and more human-like in form and function, they are still machines. 
People can hence perceive them as humans or machines. With varying human-like designs and user 
perceptions, there is much confusion about how to measure trust in human-robot relationships. While 
some researchers use human-like trusting beliefs to conceptualize trust, others use machine-like trusting 
beliefs to do the same. In this paper, we present a conceptual model and related research propositions to 
help researchers determine the correct conceptualization of trust for human-robot interaction. We 
propose that anthropomorphism, or perceptions of humanness about the robot, can dictate the 
conceptualization of trust in human-robot relationships.  
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Introduction 

Robots represent a highly complex technology that aims to simulate human appearance and behavior. 
They are central to the discussion of the shift of agency and control from humans to technology. They 
hence invite exploration and perspectives on transformed human-technology relationships (Murray, 
Rhymer, and Sirmon 2021). They also present new opportunities and challenges associated with human-
robot interaction and collaboration. In an age where, robots are increasingly taking over human roles such 
as decision-making, customer service, and knowledge management, new theoretical and practical 
questions arise about their design, effectiveness, and sustainability. In this environment, the trust that 
users develop in robots is key to understanding their use and acceptance.  

Trust can be defined as “the willingness of a party to be vulnerable to the actions of another party based 
on the expectation that the other will perform a particular action important to the trustor, irrespective of 
the ability to monitor or control that other party” (Mayer, Davis, and Schoorman 1995). Although first 
believed to be a human-human interaction construct, researchers soon concluded that technology could 
also be trusted. After all, people trusted their cars, their computers, or their word processors (Du, 
Pradhan, Yang, and Robert Jr 2019). The definition provided by Mayer et al (1995) did not limit the 
concept of trust to only human-human interaction, thus paving the way for the use of the concept in 
human-technology interaction (Wang, Qiu, Kim, and Benbasat 2016). As a result, trust, along with 
perceived usefulness and ease of use (Davis 1989), became a central concept to predicting technology 
acceptance and use (Hoff and Bashir 2015).  

Trust is important for human-technology relationships because of the perceived risk embedded in the 
acceptance of any new technology, owing to the complexity and non-determinism of technology behavior. 
This is particularly important in robots, where artificial intelligence can be quite complex for people to 
understand and predict. Moreover, the prevalence of robots in the workplace, working as teammates, 
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customer assistants, service attendants, medical assistants, and security guards can result in a dramatic 
change in organizational structures (Faraj, Pachidi, and Sayegh 2018).  

Trust in technology has been conceptualized and measured both as with factors typically associated with 
human beings, such as ability, integrity, and benevolence (Vance, Elie-Dit-Cosaque, and Straub 2008), as 
well as factors typically associated with machines, like reliability, functionality, and helpfulness 
(Mcknight, Carter, Thatcher, and Clay 2011). The choice of which measures to use when is often not quite 
clear. It can become even more ambiguous when robots appear and behave like human beings (Baker, 
Phillips, Ullman, and Keebler 2018). In such cases, perhaps a trust measure encompassing human 
characteristics like integrity, benevolence, and competence should be used. But robots are also machines, 
and their mechanistic nature can foster trust associated with reliability, functionality, and helpfulness. 
Therefore, this begs the question: What measures, then, should researchers employ to study trust in 
robots? The use of the wrong set of constructs can result in misleading theoretical implications, incorrect 
design, and acceptance of conclusions. However, using all of them will lead to the problem of multi-
correlation and inflated findings. To answer the question about which set of measures to use needs further 
exploration and understanding.  

In this paper, we present a trust model that takes into consideration both human- and machine-trust in 
robots. We also propose that using the wrong trust concept can lead to weaker or insignificant 
relationships with outcome variables and invite researchers to assess the possibilities of using one path or 
the other to study robot acceptance. We propose that anthropomorphism can dictate the 
conceptualization of trust and consequently the utility of the robot. However, we assert that 
anthropomorphism may need to be re-conceptualized from a continuous variable a much lumpier concept 
(see Bhatti and Robert, 2023). Nonetheless, the first step forward is to propose and examine whether 
anthropomorphism does dictate which set of constructs to employ.  

Trust in Robots 

Trust in a robot is a characteristic of a human user relative to the robot in question (You and Robert Jr 
2018). It can be a belief or an attitude (Lee and See 2004), an affective response (Coeckelbergh 2012), a 
sense of willingness (Mayer, Davis, and Schoorman 1995), a mutual understanding (Azevedo, Raizer, and 
Souza 2017), or an act of reliance (Wang, Humphrey, Liao, and Zheng 2018) of a human regarding a 
robot. It is a multidimensional construct that is a result of some stimuli and leads to reliance on a robot.  

Extant literature has explored trust in robots with respect to automated systems (Hancock, Billings, 
Schaefer, Chen, De Visser, and Parasuraman 2011; Hoff and Bashir 2015), intelligent agents (Israelsen 
and Ahmed 2019) or technology in general (Mcknight, Carter, Thatcher, and Clay 2011). But trust in 
robots does not necessarily align with trust in automated systems or intelligent agents. A “robot” is an 
embodied agent with physical manifestation (Baker, Phillips, Ullman, and Keebler 2018). An automated 
system on the other hand may be a computerized process without any physical form. Similarly, an 
intelligent agent could exist on a computer in the form of an algorithm. Robots also differ from other 
kinds of technology due to their proximity and nature of interaction with human beings. They interact 
with human beings in a much more intimate (human-like) manner than other types of technologies. This 
robot-other technology distinction can inform our understanding of how the conceptualization of trust 
may differ for robots as compared to other technologies. For one, the embodiment and physical presence 
of a robot make the design of the robot a key consideration for the formation of trust. Secondly, robots are 
usually deployed in dynamic environments where they work alongside human beings, suggesting that the 
ability to socialize with these human agents will also inform the development of trust. Hence, the 
conceptualization of trust in robots is a result of design and user perceptions of that design.  

Human, Machine, or Hybrid? 

Robots can be characterized as a machine, human, or human-machine hybrid (humanoids) depending 
upon their technology design. While human-like and machine-like trusting beliefs can be found in the 
extant literature, little is known about conceptualizing trust for human-machine hybrids. Furthermore, 
considering that a robot is a machine embedded with human-like characteristics, it is often hard to decide 
which trust concepts should be used to conceptualize trust in human-robot interactions.  
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The three human-like trusting beliefs prevalent in literature are competence, integrity, and benevolence 
(Mayer, Davis, and Schoorman 1995). Competence is the belief that a person has the skills to have 
influence in a specific domain. Integrity is the belief that a person follows a set of accepted principles and 
rules. And benevolence is the belief that the person will want to do good to the trustor regardless of 
incentives and motives. These trusting beliefs assume that the trustee has the power to make ethical 
decisions. Since technologies usually do not have such power, some researchers have developed 
alternative constructs to measure trust in machines. McKnight et al (2011) use reliability, functionality, 
and helpfulness as direct corollaries to human-like trusting beliefs to measure trust in machines. 
Reliability is similar to integrity and is the belief that the technology will consistently perform properly. 
Functionality is similar to competence and defines the ability of the technology to do what it is meant to 
do. Helpfulness is similar to benevolence and suggests that technology is able to provide adequate help. 

With technology becoming more and more human-like, the boundary between what is human and what is 
not keeps blurring, especially in the case of robots, that can look and behave like human beings. Does that 
suggest that human-like trusting beliefs can be used to measure trust in robots? This is a question that has 
no clear answer, but using the wrong type of trusting beliefs to measure trust in robots may result in lower 
path coefficients between trust variables and outcomes leading to inaccurate conclusions about design, 
trust, and acceptance. While the literature is not clear on the appropriateness of using one set of trusting 
beliefs as compared to the other, it seems like the influence of trust on outcome variables is driven by 
users’ perceptions of humanness. In the following section, we explain how human-like attribution can 
lead people to develop different trusting beliefs. 

Attribution of Human-Likeness 

A number of theories and perspectives, including the computers as social actors paradigm (CASA), social 
response theory, and theory of anthropomorphism explain the formation of human-like perceptions 
towards technology (Epley, Waytz, and Cacioppo 2007). CASA dictates that human beings apply social 
rules to their interaction with computers, as a response to a social situation (Nass, Steuer, and Tauber 
1994). The authors further explain that human-computer interaction is “fundamentally social”, and 
simplistic human-like cues in technology design can trigger familiarity and acceptance. This highlights 
two important stimuli: a social situation and a human-like design. Social response theory reinforces this 
view and states that people respond to technology with higher social cues as though it were human (Gefen 
and Straub 2003). It suggests that whenever technology exhibits a human-like appearance or behavior, 
the users are more likely to attribute human-like characteristics to them. For example, people make kind 
comments to a computer that demonstrates courtesy (Wang, Baker, Wagner, and Wakefield 2007), and 
find technology with more human-like characteristics to be more trustworthy (Qiu and Benbasat 2009). 

The theory of anthropomorphism proposed by Epley and colleagues (2007) explains that human-like 
design in technology acts as a situational catalyst to human-like attribution. Human-like attribution or 
anthropomorphism dictates that the neural systems that are used to make judgments about other human 
beings are also activated when making judgments about non-human agents (Iacoboni, Lieberman, 
Knowlton, Molnar-Szakacs, Moritz, and Fiske 2004). This manner of mental processing facilitates 
humans in comprehension and understanding as well as the development of social connections, by 
attributing familiar qualities to familiar entities (Epley, Waytz, and Cacioppo 2007; Cornelius and Leidner 
2021). As such, anthropomorphism is the attribution of human-like knowledge representations to 
nonhuman entities based on past knowledge acquired through observation of, and interaction with, other 
human beings, and observed to understand the world in a better way, build social connections, and 
enhance belonging. 

In the IS literature, anthropomorphism is often discussed in the context of technology use and 
acceptance. From a design perspective, anthropomorphism is discussed as the deployment of humanness 
in technology design in the form of appearance and behavior (Duffy 2003), and from a user perspective it 
is studied as an attribution process that can take place mindfully or mindlessly (Kim and Sundar 2012). 
Human-like attribution is often catalyzed in the presence of human-like design, suggesting that human-
like appearance and behavior can motivate users to perceive technology as human-like. Perceptions of 
technology humanness have been associated with increased familiarity, use, and acceptance (Nass, Steuer, 
and Tauber 1994).  
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In summary, computers as social actors and the social response theory explain user’s human-like 
response to social cues in design and situation, and the literature on anthropomorphism discusses the 
deployment of human-like cues in technology as well as the attribution of human-like characteristics to 
technology as a result of those cues. The literature suggests that human-likeness in robots leads to the 
attribution of human-like characteristics to it, which can dictate the trusting beliefs that users form in a 
robot. In essence, we propose that the conceptualization of trust in robots is driven by anthropomorphism 
or attribution of humanness to robots. We posit that differences in human-like design can lead to different 
perceptions of humanness as a result of high, low or mixed levels of human-like attribution: machine, 
human, or hybrid. These perceptions can then change the trusting beliefs as well as their influence on 
outcome variables. In this study, we examine whether people perceive robots varying in human-like 
design differently, that is, anthropomorphize them differently, and if these differences in humanness 
perceptions change how different trusting beliefs influence outcome variables associated with intention 
and behavior (for example, intention to use, reliance, satisfaction, or enjoyment). 

Conceptual Model and Propositions 

In this section, we develop our conceptual model and relevant research propositions. As presented in the 
literature above we propose that differences in human-like design in robots will lead to varying 
perceptions of humanness. Or in other words, people will attribute varying degrees of human-likeness to 
robots based on differences in human-like design. We also suggest that the conceptualization of trust will 
be more humanlike when robots are perceived as human-like, and more machine-like when robots are 
perceived as less human-like. Lastly, we explain how the uncanny valley can influence the formation and 
conceptualization of trust in hybrid robots. Below we present our conceptual model.  

Human-like Design Attribution of Humanness Trust 

 

 
 
 
 
 
 
 
 
 
 
 

Figure 1: Conceptual Model 

Technology Design and Anthropomorphism 

Anthropomorphism traditionally has been associated with the attribution of human-like characteristics as 
a user tendency, anthropomorphism from a designer’s perspective is to create stimuli to motivate such 
thinking (Epley, Waytz, and Cacioppo 2007). This means that designers of technological artifacts build on 
human beings’ chronic tendency to anthropomorphize nonhuman entities, to improve interaction with 
technology by embedding them with human-like form and/or function (Złotowski, Proudfoot, 
Yogeeswaran, and Bartneck 2015). Designers delve into such design implementation because 
anthropomorphism has been associated with building long-term relationships with technology (Bartneck 
and Forlizzi 2004) and holds great promise for advancing human-technology interaction (Sproull, 
Subramani, Kiesler, Walker, and Waters 1996). Hence, by embedding technology with human-like 
characteristics, designers provide the stimulus for anthropomorphism.  

There are a number of ways designers embed human-like design stimuli in robots to motivate 
anthropomorphism. The conventional way to do so is by configuring the robot’s physical appearance 
(Hancock, Billings, Schaefer, Chen, De Visser, and Parasuraman 2011). Attribution of human-likeness 
often takes place at the first encounter, and the decision to trust a robot can hinge upon its physical 
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appearance (Złotowski, Sumioka, Nishio, Glas, Bartneck, and Ishiguro 2016). Robots with a human-like 
appearance are often perceived as more human-like and considered more likable and trustworthy. For 
example, Castro-Gonzalez and colleagues (2016) investigate whether robots will full body versus just arms 
is more likable. They also assess if human-like versus machine-like movement in robots leads to a 
difference in human-like perceptions. Their study shows that movement in robots is positively associated 
with anthropomorphism and likeability. Gong (2008) in his experiment with interface agents manipulate 
facial characteristics to depict human, robot, or humanoid appearances to assess differences in 
anthropomorphism and resulting social responses. The study shows that increases in human-likeness 
result in increasing human perceptions, as well as perceptions of trustworthiness. Similarly, Seymour et al 
(2021) manipulate levels of realism in a digital avatar interacting with people in a simulated VR 
environment to conclude that observers rated the more human-like avatar to be more trustworthy and 
preferred it as a virtual agent.  

Function or behavior is the second way in which robots can be deployed with human-likeness. 
Responsiveness, adaptiveness, pro-sociality, and natural language processing are all functions that add to 
the intelligence of the robots and are known to increase human-like behaviors towards them. Extant 
research has shown that as a robot becomes more intelligent, it becomes easier for users to perceive them 
as fellow teammates (Glikson and Woolley 2020). Bickmore and colleagues (2013) tested the effectiveness 
of a robot museum guide and found that its responsiveness had a positive impact on engagement, 
enjoyment, learning, and trust. 

In summary, variations in the human-like technology design of a robot can result in various degrees of 
human-like attributions to the robot, such that human-like robots are perceived as more human-like (high 
anthropomorphism) as compared to those that are humanoid or less human-like (medium/low 
anthropomorphism). And so, we propose: 

P1a: Individuals will perceive more human-like robots to be more human-like (high anthropomorphism) 
as compared to robots that are humanoid or less human-like (medium/low anthropomorphism). 

We also know from extant research that people’s perception of technology can change over time (Bhatti 
and Robert 2023). Researchers have also found people to perceive technology as less human when it 
makes a mistake or as they understand it better (Dzindolet, Peterson, Pomranky, Pierce, and Beck 2003; 
Bhatti and Robert 2023). These findings suggest that although more human-like robots will be perceived 
as more human-like, these perceptions from human-like attribution, and hence anthropomorphism, can 
change over time as people interact more with a robot. Therefore we propose that humanness perceptions 
or degrees of anthropomorphism can change over time.  

P1b: Individuals will change their humanness perceptions (anthropomorphism) towards a robot over 
time. 

Anthropomorphism and Trusting Beliefs  

The next set of propositions explain the influence of trusting beliefs on outcome variables. We propose 
that the kind of trusting beliefs an individual forms about a robot depend on the degree of the robot’s 
anthropomorphism. The cognitive match between human-like perception and trusting beliefs is 
supported by the CASA paradigm, the social response theory, as well as literature on anthropomorphism. 
These perspectives suggest that people attribute human-like characteristics (human-like trusting beliefs) 
to technology that is perceived to be more human-like. For example, Zhang et al (2010) tested different 
features of a service robot with elderly participants and found that more human-like features of the robot 
were associated with more emotional trust. Trust research also suggests that cognitive consistency is 
important in trust relationships: maintaining consistency between trusting beliefs and perceptions 
requires much less cognitive load (McKnight, Cummings, and Chervany 1998). 

The robot’s appearance is particularly associated with human emotions (Krämer, Lucas, Schmitt, and 
Gratch 2018). A robot’s attractiveness and its visual similarity to humans can evoke unconscious 
emotional reactions, similar to perceptions of warmth, benevolence, and positive intentions that can 
influence human trust and behavior (Khan and Sutcliffe 2014). Similar results have been reported by 
Zhang and colleagues (2010), who find that a human-like robot’s face evokes perceptions of warmth and 
benevolence. Human-like embodiment (e.g., like arms, facial features, and smooth movement) and 
physical presence of a robot are also associated with an increase in emotional trust (Bartneck, Suzuki, 
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Kanda, and Nomura 2007). We thus predict that when forming human-like perceptions, or in cases of 
high anthropomorphism, people will develop human-like trusting beliefs more significantly as compared 
to machine-like trusting beliefs, and these beliefs will impact outcome variables more strongly as 
compared to machine-like beliefs. This will be true both within the level of anthropomorphism in a robot 
and across the levels of anthropomorphism among robots. 

P2: For robots with high anthropomorphism, human-like trusting beliefs will have a stronger influence 
on outcome variables than machine-like trusting beliefs.  

For robots that are developed to be less human-like in appearance or behavior, i.e., they have more 
machine-like physical features like industrial wheels and lack of facial features, people are less likely to 
attribute human-like characteristics (Epley, Waytz, and Cacioppo 2007). Trust in such robots is presumed 
to be developed with the help of mechanistic trusting beliefs: reliability, functionality, and helpfulness 
(Mcknight, Carter, Thatcher, and Clay 2011). Extant literature has also called this kind of trust cognitive 
trust (Glikson and Woolley 2020). 

Mechanistic or machine-like trusting beliefs have been found to deteriorate in cases where a robot makes 
an error. For example, Dzindolet et al (2003) found that errors committed by an automated decision aid 
significantly reduced the reliability of the aid. Researchers have also found that erroneous functions have 
a stronger effect on trust than correct functions (Manzey, Reichenbach, and Onnasch 2012). When 
directly measuring perceived trust, de Visser and Parasuraman (2011) report that people’s trust in 
automation was directly associated with reliability.  

It is hard to imagine people endowing attributes like benevolence and integrity to robots that are more 
machine-like and less human-like. Therefore, we propose that for robots that are not human-like, beliefs 
like reliability, functionality, and helpfulness will be significantly stronger than integrity, benevolence, 
and competence. Consequently, these machine-like trusting beliefs will have a stronger influence on 
outcome variables.   

P3: For robots with low anthropomorphism, machine-like trusting beliefs will have a stronger influence 
on outcome variables than human-like trusting beliefs.  

Lastly, we propose that human likeness is not a two-dimensional construct, and neither is 
anthropomorphism. A robot can be human-like and machine-like, but it can also be a human-machine 
hybrid. The idea of a humanness continuum may sound daunting because of the complexity associated 
with quantifying degrees of human likeness, but it has already been explored in the past with the help of 
hypotheses like the uncanny valley. The uncanny valley hypothesis explains that human-like characters 
that are not completely human-like appear eerie and lead to withdrawal and unacceptance (Mori 1970). 
Extant research on the uncanny valley hypothesis with human-like technology design iterates one basic 
claim: nonhuman features deployed in more human-like characters are unsettling (MacDorman, Green, 
Ho, and Koch 2009). Eeriness is associated with less familiarity (Tinwell, Grimshaw, and Williams 2010), 
low attractiveness (Cornelius, Leidner, and Bina 2023), and low trust ratings (Weisman and Peña 2021). 
Hybrid robots may fall into the uncanny valley, suggesting that people either do not trust them or trust 
them less than human or machine-like robots.  

One of the reasons we have provided for the alignment of human-like perception and trusting beliefs is 
that people prefer cognitive consistency in trust relationships. When a robot has both human-like and 
machine-like features and is perceived as a hybrid, both human-like and machine-like cognitive 
representations are activated in the brain. For the successful application of these representations to the 
robot, they must be integrated. This process can be cognitively straining to the user and can cause 
cognitive dissonance leading to less favorable attitudes and withdrawal (MacDorman and Ishiguro 2006; 
Kätsyri, Förger, Mäkäräinen, and Takala 2015). 

Lastly, extant literature informs us that people like to make categories of trusting beliefs and match them 
with categories of human-likeness (human-like versus machine-like) (McKnight, Cummings, and 
Chervany 1998). However, people may find it difficult to put hybrid robots in a category. Research has 
shown that confusion in category identification can make it hard for people to make perceptions about an 
entity (Ho and MacDorman 2010). This suggests that people may refuse to develop human-like or 
machine-like trusting beliefs about a hybrid robot. Consequently, there will be a less or insignificant 
impact on outcome variables. 
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In summary, we suggest that for robots that have both human-like and machine-like design 
characteristics, both human-like and machine-like trusting beliefs will be weaker as compared to human-
like and less human-like robots.  

P4: For robots with medium anthropomorphism, both human-like and machine-like trusting beliefs will 
have a weaker impact on outcome variables as compared to more human-like (high 
anthropomorphism) and less human-like robots (low anthropomorphism).  

Discussion 

Our conceptual model for trust in HRI highlights the role of anthropomorphism in determining the 
development and conceptualization of trust and its impact on outcome variables. We also highlight that 
degree of human-like design alone should not be taken as a determinant to trust conceptualization, 
because user’s humanness perceptions towards a particular design can change over time. Thus, we 
emphasize the dynamic nature of anthropomorphism as it drives trust formation from human-like design. 
In doing so, we encourage both cross-sectional and longitudinal research for trust conceptualization. 

With our conceptual model and propositions we present a number of paths to trust conceptualization that 
can be taken up by researchers to explore and study. We specially encourage researchers to explore trust 
constructs that may be relevant to the conceptualization of trust for hybrid robots. Although we propose 
that human and machine trusting beliefs will be weaker for hybrid robots, testing this proposition may 
bring to light interesting findings about how to conceptualize trust for such entities. It would also be 
worthwhile to test the external validity of the conceptual model by investigating the derived propositions 
in various contexts where trust is a central construct for robot acceptance and use. Two popular contexts 
are security robots and robots in medicine. Furthermore, social responses associated with human-human 
inter-personal exchange are often culture- and situation-dependent (Madhavan and Wiegmann 2007). 
Hence, testing the model’s generalizability for different cultures and situations will also help strengthen 
the validity of this work.  

A number of limitations in this work can also be taken up for further research. Although we have used 
popular trusting beliefs from extant literature, we have come across other trusting beliefs in the literature 
like utility and performance. Similarly, different types of trust like institution-based trust and 
interpersonal trust may be more relevant to a particular context or situation. We encourage researchers to 
use our model to test other trusting beliefs as well as kinds of trust that they believe are relevant to their 
research and outcome variables. Our study lacks quantitative data analysis to test the propositions. While 
we hope to conduct additional analysis in the future to determine the accuracy of the propositions, we 
invite researchers to take up our propositions for experimentation and testing. We especially encourage 
the analysis of longitudinal data to test the propositions.  

The primary goal of the model is to help determine which trusting beliefs should be used to measure trust 
in human-robot interactions, and for that we believe anthropomorphism can provide the answer. The first 
step hence is to find out if anthropomorphism in robots does indeed drive differences in trust 
conceptualization. If that is true, then regardless of what measures are used for human versus system-like 
trusting beliefs, we belief that human-like attribution (high anthropomorphism) will lead to a stronger 
impact of human-like trusting beliefs on outcome variables as compared to all else, and machine-like 
attributions (low anthropomorphism) will lead to a stronger impact of machine-like trusting beliefs on 
outcome variables as compared to all else.  

Conclusion 

The study aims to propose, and invited researchers to confirm, that trusting beliefs can differ from 
human-like perceptions. While acknowledged in extant research, differential trusting beliefs lack 
standardization and categorization. Moreover, the conceptualization and application of trust concepts 
remain unclear and dispersed. We hope that with our research we bring to light some important 
considerations for trust and robotics researchers. While we endeavor to provide some trust categorization 
with respect to design, we believe that the conceptualization of trust is as dynamic as the attribution of 
human-like characteristics to robots. Hence, it would make sense to revisit and test the given propositions 
as human-like design evolves and user perceptions of humanness change.  
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