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ABSTRACT

Nowadays, a significant part of the research interest in optoelectronic devices is in
making nanostructures such as heterojunctions, nanowires, quantum wells and quan-
tum dots that dramatically change the electron behavior of the material compared
to their bulk counterpart. In this dissertation, we applied ultrafast spectroscopy
to study specifically the hot carrier separation and recombination dynamics in the
CVD-grown monolayer molybdenum disulfide (MoS2) and graphene heterostructure,
III-nitride quantum well LED structure and self-organized InGaN nanowires for pho-
tocatalysis.

By using ultrafast pump-probe spectroscopy, we observed efficient electron and
hole separation within a few hundred femtoseconds by interlayer charge transfer from
graphene to MoS2 monolayer following initial excitation and thermalization. The
transfer-back process to graphene happens in multiple timescales, the dynamics of
which after the thermalization can only be modeled by a Porter-Thomas distribution
for the charge transfer rate because the transfer back process after the thermalization
is dominated by material disorder.

The III-nitride quantum well has been the most common LED structure since
the 1990s. III-V compounds are also the only known material that can have tun-
able valence and conduction band levels that cover the chemical potential of a few
important photochemical reactions such as water splitting and methane oxidation
thus making them ideal for photocatalysis in converting solar energy into electro-
chemical energy. We studied the time-resolved photoluminescense (TRPL) and the
time-resolved differential reflectance (TRDR) of the self-organized InGaN nanowires
observed a fast decay component in the PL decay dynamics that were not observed
in the DR measurements only when the InGaN is p-doped. We argue that the fast
decay component in the PL decay dynamics indicates the charge separation due to
the built-in polarization field near the surface of the nanowires. We also studied
the temperature-dependent TRPL experiments and room temperature TRDR of the
quantum disk-in-wire micro-LED structure that contains tilted quantum wells grown
along the semi-polar facets. The TRPL decay curves always show faster dynamics
than the TRDR. This is modeled with a thermal activated non-radiative process that
can be explained with Arrhenius’s Law applied to the lateral charge transport over

x



the local indium composition fluctuation.
Throughout this thesis, we study the ultrafast charge separation and relaxation

by direct probing and by combining the PL and DR dynamics in different nanostruc-
tures. We have demonstrated a novel approach for detecting carrier spatial separation
and the results revealed the important microscopic physics such as material disorder,
band bending and local fluctuation that are crucial for future research and develop-
ment.
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CHAPTER 1

Introduction

The optoelectronic materials and devices are an essential part of communications,

computations, lighting, display, imaging, clean energy, and many others. Tradition-

ally the most widely used optoelectronic materials in photodetectors, a major category

of optoelectronic devices, are based on silicon, where its carrier density, Fermi levels

and conductivity can be dramatically changed via doping with family III or V atoms

thus enabling the device physics research and device structure development of LEDs,

photodiodes and phototransistors. The 1970s to 1990s saw the development of III-V

compound systems for light emitting and light sensing applications. These materials

have direct bandgap which can be engineered by incorporating two kinds of III-V

compounds to form mixed crystalline alloys. More recently researchers have been

exploring the possibilities of new materials and structures that create higher perfor-

mance devices: high responsivity, high operation speed, or wide sensing bandwidth

range.

The physical process of light and matter interactions in the optoelectronic mate-

rials and devices frequently involves the separation, scattering, tunneling, diffusion,

and recombination of charges. The device physics largely involves investigating and

harnessing the charge carriers in the optoelectronic material systems, and understand-

ing the charge carrier dynamics is crucial for the study, design and development of

optoelectronic devices. For example, Figure 1.1 shows the band diagram of an el-
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Figure 1.1: The operation of a photodiode illustrated with band diagram.

ementary photoelectronic device, the photodiode which essentially consists of a PN

junction. The photon detection process involves the creation of electron and hole

pairs by photo-excitation in the active region, the separation of the e and h, and the

signal extraction or the charge carrier extraction to accomplish the conversion from

the optical signal to the electric signal. The signal conversion efficiency, in one part,

depends on the conversion rate in the active material, on the other part, depends

on the charge carrier extraction efficiency after they are created. And the carrier

extraction process is an interplay of carrier separation, scattering, transport, and re-

combination. Efficient photodetectors will need fast charge separation, fast transport

to the metal contact, and slow scattering and recombination. In the applications

where the responsiveness of the photodetector is required, the fast recombination,

which means a shorter time it takes to return to the equilibrium will be desirable.

Experimental study of charge carrier dynamics will help resolve the physical pro-

cess that is happening in the optoelectronic devices thus guiding the device physics
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design. Similarly, the light emitting devices involves the injection of electrons and

holes into the active region and the radiative recombination, while competing with

the non-radiative side channels. While a large part of the development of the next-

generation semiconductor devices are on the fabrication process, device structure de-

sign, and utilizing novel materials, studies on the fundamental physics, especially the

carrier dynamics in the semiconductor systems have made been guiding the develop-

ment of the optoelectronic devices. Understanding the mechanisms and the physical

processes in the semiconductor systems is a driving force and an important part of

developing and engineering the novel optoelectronic materials and structures.

Other than the traditional bulk materials researchers have explored a wide range

of other semiconducting nanostructures, most notably 2D layered materials and their

heterostructures, and the III-V compounds and their quantum well and nanowires.

The purpose of utilizing the nanostructures in most of the time are twofold: (a)

to utilize the quantum confinement of the nanoscale interfaces and modulate the

electronic states, and (b) to leverage the nanoscale size for increased charge separation

and charge transfer efficiency.

In this dissertation we will utilize the ultrafast pulsed lasers to directly observe

in the time domain the dynamics of electrons at the scale of femtoseconds to pi-

coseconds in those recently developed novel nanostructures made for various opto-

electronic applications. The techniques we are going to use are the ultrafast dif-

ferential reflectance/transmittance pump-probe spectroscopy and the time-resolved

photoluminescense measurements accomplished with a streak camera. The charge

carrier dynamics in three semiconductor nanostructure systems, the 2D material het-

erostructure, III-nitride (III-N) quantum well in nanowires, and the photo-catalytic

III-N nanowires, will be studied in details in this dissertation. We will try to combine

the techniques of spectroscopy and time-resolved measurements with the previous

understanding of the physics to explore and understand a little more about these new

3



nanostructure systems.

To fully understand the studies presented here it is crucial to know the details of

the techniques applied here. In the next chapter (Chapter 2) we will primer the reader

with the techniques that we use in the research presented here. We will introduce

the necessary details of the ultrafast time resolved spectroscopy techniques including

the pump-probe technique, which was developed following the invention of high peak

power pulsed lasers in the 1990s, for temperally resolving the physical processes that

happen in the scale of femtoseconds (fs) to picoseconds (ps), and the streak camera

instrument that we will be using to study the time dependent photoluminescense

(TRPL).

The next two chapters (Chapter 3 and 4) are related to the studies on the charge

carrier dynamics in the three nanostructures. In Chapter 3, we will first introduce the

previous studies of the similar heterostructure systems and the motivations of this

study. Then we will present our discoveries on the charge transfer process in two-

dimensional (2D) material heterostructures. We study specifically the most common

2D materials, graphene and MoS2, all grown with the chemical vapor deposition

(CVD) technique. These materials, as a layer cleaved from their bulk counterparts

that have layered structures, have very distinct electronic and optical properties and

are potentially high performance building blocks for finely engineered optoelectronic

applications. We will see how the time resolved ultrafast experiments can look into

the electronic structures of the materials and guide the development of novel micro

and nano devices.

The next two systems we will be looking into after the 2D heterostructures is

the III-nitride quantum well systems and self-assembled III-nitride nanowires. We

mention them together because the central part of the two material systems are both

InGaN, a ternary alloy of III-nitrides, thus sharing the backgrounds. The family of

III-V compounds have very similar lattice structure and can form uniform alloys, the
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bandgap energy of which can be engineered by tuning the mixing rates of the base

components. The study of III-nitride materials became prominent since 1990s with

the development of quantum well light emitting diodes (LEDs) in the blue light to UV

range. Recent studies of our group and collaborators involves exploring the possibility

of making LED materials with high efficiency in the green light range, and of making

the semiconductor photocatalyst based on the III-nitride nanowires for the purpose

of water splitting or the synthesis of ammonia or aromatic organics. This dissertation

will focus on the hot carrier dynamics studies instead of the material growth or chem-

istry. In Chapter 4 we will first introduce the relevant previous results and motivation

of our studies. We will then present the experimental study of the carrier dynamics

of the self-organized InGaN nanowires and the InGaN quantum well in nanowires,

motivated by photocatalysis and high efficiency LED applications, respectively. We

found evidence of charge separation in both the self-organized nanowires and the

quantum well in nanowires systems. This is desirable for the photocatalysis purpose,

but unwanted for the LED application. We find that the nanostructure plays a crucial

role in the carrier dynamics. Additionally, the combination of two kinds of ultrafast

spectroscopy demonstrated a novel approach for characterizing the charge separation

in the nanostructures. We will lastly conclude this thesis with a brief summary and

outlook in Chapter 5.
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CHAPTER 2

Ultrafast Spectroscopy

Optical spectroscopy is an essential tool for physics, material science, biology, astron-

omy, and chemistry because it provides us with in-depth understanding of the object

in a non-invasive manner with great detail due to the close connection of electronic and

atomic structures and the light-matter interaction. The development of spectroscopy

has lead to some of the most important findings in the history. Along with the de-

velopment of lasers since its not-so-long journey of only a few decades starting from

the 1960s, where researchers have been seeking the techniques of creating extremely

strong coherent optical field using the techniques of Q-switching, mode-locking and

pulse amplification techniques, nowadays, we have much more reliable access to laser

pulses that are shorter than 100 femtoseconds (10−15s) and with a peak power of tens

of megawatts. This chapter will introduce the methods we utilized in our studies.

The short pulse duration, as a “ruler” in time, provides us with a tool to directly

observe the very fast physics that happens within picoseconds.

In this dissertation, we will be utilizing two ultrafast time resolved spectroscopy

techniques to study the charge carrier dynamics in the semiconductor nanostructures

developed in the recent years: the ultrafast pump-probe experiments, and the streak

camera.

First we will introduce the ultrafast pump-probe spectroscopy. In the literature

it can be referred to by a few different names, time-resolved differential transmittance

6



(TRDT) or time-resolved differential reflectance (TRDR), pump-probe spectroscopy,

or transient absorbance (TA). It utilizes two pulses that are strictly synchronized

with a controlled variable delay, with one pulse hitting the sample slightly earlier

than the other, to measure the transient change of optical properties of a system,

which characterizes the ultrafast physical dynamics. When the first pulse (called

“pump”) hits on the sample the light-matter interaction perturbs the sample system

off its equilibrium (through heat, single photon absorption, multi-photon absorption

or other forms of light-matter interaction) causing its optical properties to change.

And when the second pulse (called “probe”) arrives at the sample it will sense the

change and how much the sample is off equilibrium, and a differential measurement

on the probe signal that is dependent on the pump-to-probe delay can reconstruct the

transient dynamics after the excitation of the pump pulses. Since this measurement

is not carried out in a straightforward manner, but on the other hand make up a

major part of the research of this dissertation, it is important to understand this

technique thoroughly. In the following parts of this chapter, we will describe in detail

the experiment setup, the common decision choices, the common mechanisms of the

measured signal, and the related physical processes.

The other ultrafast spectroscopy technique, or more accurately, instrument, uti-

lized in the experiments is the streak camera. The streak camera is an example of

pushing the electronics to its limits to achieve almost the highest possible time res-

olution by electronic engineering. It has a photocathode screen that emits electrons

upon the arrival of photons. The photo-electrons are biased and accelerated towards

a phosphorous screen that images the arrival of the photo-electrons. The timing of

the electron emission can be considered the same as the photon arrival. Then a per-

pendicular electric field that scans at a certain rate will be spatially dispersed. Since

the time-resolved mechanism is pure electronic the time resolution of this technique

is instead limited by the electronic circuits and their parameters. The streak camera
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technology has been improving since the 1990s, and the time resolution can achieve

the order of 1 ps these days, which gives us tools of measuring the transient dynamics

such as the PL or cathodoluminescense (CL) of semiconductor materials. We will be

utilizing a streak camera to measure the time-resolved photoluminescence (TRPL) of

our samples and compare the PL dynamics with the DR to draw some interesting

physical conclusions in the coming chapters. Since the streak camera is usually in the

form of manufactured instruments we will not go into details about the mechanisms.

For this chapter, we will be describing the basic principles, the specifications of the

instrument and our setup for measuring the TRPL.

2.1 Pump-probe experiments

Optical and electronic measurements we have access to all rely on the electronic

signals. The most common instrument for optical detection is the photodiode detec-

tor that converts photons into photo-electrons, which can then be collected by the

electrodes to create a photo-current signal. The bandwidth of normal photodiode

detectors is limited to the electronic time constant (the RC constant) of the mea-

surement circuitry, which can hardly go above tens of gigaherts (corresponding to

an electronic time constant of sub-nanoseconds). Any time-domain dynamics faster

than the response time of a normal photodiode including the femtosecond laser pulse

shape that is normally about tens of femtoseconds will get completely smoothed out

to the detector’s intrinsic electronic response timescale. Practically the fastest pho-

todiodes are capable of separating the femtosecond (fs) pulse trains generated by the

Ti:sapphire lasers, which can have a repetition rate ranging from 100 MHz to kHz,

but they are never able to trace the shape of the pulses. The pump-probe technique,

which was developed after the invention of mode-locked lasers, was devised to recon-

struct the time domain signals with the resolution comparative to the pulse duration
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used for the measurement, without relying on extremely fast photodetectors.

2.1.1 Ultrafast laser source

The excitations sources used for the pump-probe experiments are the pulsed lasers.

Initially the mode-locking technique was invented to overcome the peak power limit

of continuous wave (CW) lasers. In a CW laser, the gain medium is operated with

saturated population inversion where the electron population pump is balanced with

the depletion due to the stimulated emission. The idea of pulsed laser is that instead

of letting the gain medium amplify the laser signal at all times, one can suppress the

laser signal to let the inversion build up when the laser is not lasing. When the laser

cavity resumes lasing, the elevated inversion provides a much higher amplification

of the laser signal that rapidly depletes the inversion, creating a sharp pulsed laser

emission. This is achieved through the mode-locking technique. More details of

mode-locking techniques can be found in ultrafast optics textbooks[1].

The output of a mode-locked laser is a periodic train of pulses, the intensity in

time domain of which, if we denote the periodicity as T , can be described with a

convolution of a comb function C(t) =
∑∞

n=−∞ with a pulse shape function P (t):

I(t) = C(t) ⊗ P (t). In practice one actually only has access to the average power

(P) of a pulsed laser beam due to the bandwidth limitation of normal photodiode or

bolometer based power calibration mechanisms, we will usually use two numbers, the

average power and the repetition rate to estimate the pulse energy, between which the

repetition rate is a design parameter of the laser source that is only rarely changed.

When the pulse is a transform-limited Gaussian pulse, the pulse energy and duration

will provide a reasonably accurate estimate of the peak intensity of the pulse, and for

a semiconductor system, the charge carrier injection density.

One of the most common pulsed laser system, which is the laser source used

in this work, is the Ti:sapphire based solid-state mode-locked laser system that are
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nowadays available as commercial modules. The main components of the laser system

are a passively mode-locked Ti:sapphire oscillator seed and a chirped pulse amplifica-

tion (CPA) system which consists of a pulse stretcher, a regenerative amplifier (RegA)

and a pulse compressor. The passive mode-locking of the oscillator is achieved through

a Kerr lens (KL), which consists of a self-focusing crystal and an aperture, acting as

a fast saturable absorber in the cavity which suppresses the CW signal in the laser

cavity through increased loss from clipping at the aperture. The pulsed signal will be

able to pass the aperture due to decreased beam profile size as a result of self-focusing

effect. In the experiments presented in the following chapters, we use an oscillator

that operates at about 76 MHz with a maximum average power output of about 500

mW. The RegA by itself (meaning without the input of previous stage laser pulses)

is a Q-switched laser that operates with a pump source and an alterating modulator.

The output of the oscillator is stretched to a longer pulse with a reduced peak power

by introducing chirp with a pair of gratings (the pair of gratings effective consist the

pulse stretcher we just mentioned) thus avoiding saturating the amplifier and then

sent to the RegA cavity. The pulses are amplified in the RegA cavity during the high

Q half cycle and a pulse dumper synchronized with the Q-switch will pick off the

amplified pulses right after it reaches the max pulse energy. After the amplification,

the pulse will be compressed with another pair of gratings to cancel the chirp and

shorten the duration. In the experiments presented in the following chapters, we use

a RegA system that has a repetition rate of 250 kHz and an average total output

power of about 1.2 W.

2.1.2 Autocorrelation and crosscorrelation

Historically the researchers studying the ultrafast optics have widely utilized the non-

linear effects for characterizing ultrafast laser pulses even if we never have a detector

responding as fast as the laser pulses, most notable techniques being the autocor-
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relation and the crosscorrelation of ultrafast pulses. The frequency-resolved optical

gating (FROG) is another good example of the application of nonlinearity for char-

acterizing the ultrafast laser pulses[2]. We will use autocorrelation as an example to

first demonstrate the idea behind the ultrafast time-resolved measurement techniques.

Instead of directly tracing the pulse shape with some photodetectors in the hope of

them being fast enough, one can use the pulse itself to make the “comparison”. In

this measurement (with a typical schematic shown in Figure 2.1), the beam is split

into two paths; one of them will go through a controlled delay before it merges with

the other path and hit on a piece of χ(2) material. With the second order nonlinear

effect, there will be the second harmonic generation (SHG), the intensity of which is

proportional to the square of the total intensity of the two split pulses. For simplicity,

we can assume that the two paths are split evenly, each having the same intensity

I1 = I(t + τ), and I2 = I(t). They are time dependent because they are, after all,

pulse trains: I(t) =
∑∞

n=0E(t + nT ), E(t) denoting the pulse shape function. The

SHG can be written as

ISHG = χ2
(
I(t) + I(t+ τ)

)2
= χ2[I(t)2 + I(t+ τ)2 + 2I(t) · I(t+ τ)]

(2.1)

Now since the detector is much slower than the pulses, it only sees the average SHG

intensity. With the averaging, the first two terms are the average intensity squared

of one pulse, which are simply constant. The detected signal then is given by

SSHG = β < ISHG >= 2I20 + 2

∫
t

I(t)I(t+ τ) (2.2)

Other than the constant terms, there is a cross correlation term of the two paths that

depends on τ , the timing difference between the two pulses.

The main idea of autocorrelation and crosscorrelation is that instead of directly
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Figure 2.1: A schematic diagram of a (background-free) autocorrelator setup

measuring a fast pulse shape by naively relying on a fast enough photodetector, a

delay is used to sample the pulse and reconstruct the pulse with a varying delay τ ,

and result of this measurement is not dependent on the response time of the detector.

The pump-probe technique employs a similar idea as the autocorrelation or cross-

correlation in that the time-resolved measurement is also reconstructed from the

sampled optical response of the material perceived by the probe pulse, similar to the

schematics of the autocorrelation, with varying the delay between the two paths, For

each delay time τ , the system is kept steady with repeated pump and probe pulse

trains, thus making repeated measurements of the transient optical response, in the

case of this dissertation the transient differential reflectance and transmittance, and

then the measurements of the differential signals are repeated for an array of con-

trolled delay times. Fig. 2.2 shows a schematic diagram of a typical non-degenerate

pump-probe differential reflectance setup.

The delay control is implemented with a linear motorized stage with its direction

of motion aligned with the incident beam and sending it back in the same direction.
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Figure 2.2: A schematic diagram of a bare bones (non-degenerate) pump-probe dif-
ferential reflectance setup.

This ensures that only the pulse timing is changed while not losing its pointing di-

rection. In order for this schematic to work, the pump and probe beams should also

overlap well on the target sample at the focus of the lens (lenses if the two paths are

focused separately).

2.1.3 System response

To demonstrate how the measurements are conducted we first simplify the experiment

setup a bit. For this part we can just take it for granted that upon the excitation of the

pump pulses, the perturbed system to be measured will change its optical properties,

which are usually measured by its complex dielectric function ε̃(λ) or equivalently the

complex refractive index ñ. In some works these are also expressed as the complex

optical conductance σ̃. Off from its original dielectric function ε̃0, the perturbation

of the pump introduces a change, denoted by ∆ε̃, can cause a change of the trans-

mission of the probe pulse through the sample, or cause a change of the reflection off
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of the sample. The measurement of the pump-probe experiments are based upon the

differential measurements of the reflectance and or the transmittance, thus we inter-

changeably call them differential reflectance (DR) or differential transmittance (DT),

corresponding to measuring the ∆R
R0

and ∆T
T0

, and we call the measured quantities the

relative DR and DT, respectively. In most of the cases, the amount of relative DR

or DT is in the range of 10−2 to 10−4 level, which are quite small, so they can be

reliably used to estimate the relative change of the dielectric constant ∆ε
ε0

.

But how can the instruments sense the differential signal? We start with the

Dirac delta function pulse trains for the excitations sources (both the pump and the

probe) to find the Green’s function for the measured signals. Assume that the impulse

response of the differential transmittance rate is H(t) = H(t)η(t) where η(t) is a unit

step function in the form η(t) = 0 for any t < 0, and 1 otherwise. In other words,

when there is a unit delta function excitation I(t) = δ(t − t0) on the system, here

using transmittance as an example, the transmittance response of the system can be

written as T (t) = T0 + ∆T (t) = T0 + H(t − t0)η(t − t0). And assuming that the

system has a near linear transmission, the laser that transmits the sample should

also be given just by Itrans(t) = T (t) × I ′(t) = T0I
′(t) + ∆T (t)I ′(t). Again here we

are only writing down the DT directly without any detailed deduction, which we

will cover in the coming parts. Both the pump and the probe are ideal unit pulse

trains with infinitesimal pulse duration (delta functions), so we denote the pump as

I(t) =
∑∞

k=−∞ δ(t − kTr) and the probe as I ′(t) =
∑∞

k=−∞ δ(t − kTr − τ), where Tr

is the pulse repetition intervals, and τ is a controlled delay between the two pulse

trains. Here we assume an infinitely long pulse trains in order find out the steady

state and τ is limited to be between 0 and Tr without losing any generality.

Upon the excitation of the pump pulses the differential transmittance coefficient
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response of the system is given by

∆T (t) = I(t)⊗H(t)

=
∑
k

H(t− kTr)η(t− kTr)
. (2.3)

The probe pulses that goes through the sample system will be modulated by the

transmittance, so the probe pulse becomes

I ′trans(t) =
∑
m,n

H(t−mTr)η(t−mTr)δ(t− nTr − τ) +
∑
n

T0δ(t− Tr − τ) (2.4)

as opposed to the transmitted probe pulse without the pump which is simply I ′(0)trans(t) =

T0
∑

n δ(t− Tr − τ), and I ′trans is identical to the second part of the I ′trans in (2.4).

2.1.4 Detection

Under the assumption that the detector is much slower than the laser pulses, the

readouts are simply averaged over the pulse cycles; the difference of the average

probe power is then

G(τ) =
1

Tr

∫ Tr

0

(I ′trans − I
(0)
trans)dt =

1

Tr

∞∑
m=0

H(τ +mTr) ≈
H(τ)

Tr
(2.5)

When the impulse response H(t) is much faster than the repetition interval, i.e.

H(τ +mTr) � H(τ) for m > 1, which is the case in most of the practical situations,

the measured signal can be reduced to G(τ) = 1
Tr
H(τ), and, with a controlled varying

delay τ , it reconstructs the impulse response of the system’s absorption rate.

It is trivial to verify that the measured signal at the detector ∆̄I ′trans is a bilinear

function of the two inputs, pump I(t), and probe I ′(t). In reality the pulses have

widths, and they can be expressed with a convolution of an envelope function p(t)

with the delta function pulse train: I(t) = p(t) ⊗
∑

m δ(t −mTr). Therefore, when
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taking into consideration the pulse shapes of both the pump and the probe, the

measured signal is a convolution with both the pulse shapes

∆Tm(τ) =

∫
t1

∫
t2

ppump(t1)pprobe(t2)G(τ − t1 − t2) (2.6)

2.1.5 Charge carrier dynamics in semiconductors

Now we get down to how the perturbation of the pump changes the dielectric function.

First, the dielectric function of a material system is closely tied with the electronic

structure, in the case of semiconductor and solid-state materials, the band struc-

ture and the excitonic states[3, 4]. The main mechanism for photon absorption in

the solid-state materials in the optical wave range is the interband transition. The

imaginary part of the dielectric function, or the real part of photoconductance, which

corresponds to the optical transition rate is determined by the Fermi’s Golden Rule,

which, in solid state systems, should be

Γ(ω) =
2π

~

∫
BZ

dk
4π3

〈ψc|V̂ |ψv〉δ(Ec(k)− Ev(k)− ~ω) (2.7)

where the polarization Hamiltonian V̂ is normally the dipole Hamiltonian V̂ = E ·p,

p being the dipole moment of the electron-hole pair. The equation given above is the

single electron approximation. When we consider the ensemble average we should

put in the joint density of states (JDOS) and the occupation rate of the electrons and

holes, and the optical transition rate is proportional to all of them:

Γ(ω) ∝ (E · pvc(ω))ρvc(ω)(1− f(e))(1− f(h)) (2.8)

ρvc is the JDOS at the given optical transition that depends on the band structure,

in other words, the dispersion relationship of electrons at the given transition; p(ω) is
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the matrix element of the dipole momentum, and f(e) and f(h) are the occupation

functions of electrons and holes, respectively. The same form is also seen in the context

of PL spectroscopy. For a downward transition that is related to the PL emission,

the PL spectrum will correspond to ΓPL(ω) ∝ E · pvc(ω)ρvc(ω)f(e)f(h) in a bulk

material. At equilibrium we can approximately consider f(e) and f(h) to be nearly

0. With free carrier occupations present, the most common effect is the occupation

of states where both f(e) and f(h) increase due to photo-excitation. If we consider

the probe tuned to the band edge that corresponds to an interband transition, after

the excitation of a pump pulse, the differential optical conductivity real part Re∆σ,

which corresponds to Γ/E, should be

Re(∆σ) ∝ −pvc(ω)ρvc(ω)(f(e) + f(h)) (2.9)

Here we notice two things: (a) the ∆σ is proportional to the sum of the electron

and hole occupation and (b) when there is a positive electron and/or hole occupa-

tion the optical conductivity decreases. In other words, the absorbtion decreases

and the transmission increases. This is also why this effect is sometimes also called

“bleaching”.

Shah in his book divides a typical carrier relaxation process upon pulsed excita-

tion in bulk semiconductor systems into four regimes according to the delay timescale

and the dephasing time: coherent regime, non-thermal regime, hot-carrier regime, and

isothermal regime[3]. We can picturize the carrier dynamics that happens after an

optical excitation in a descriptive way. The initial excitation with an ultrafast pulse

is described by the optical Bloch equations, where the incident electromagnetic wave

creates the excitations in electronic states that are coherent with the optical field.

This is often described with a density matrix of electronic states that are correlated,

meaning that the off-diagonal entries are non-zero. The free carriers will scatter and
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dephase into thermal states that has a much higher temperature than the lattice where

the carriers are uncorrelated. Depending on the material systems, the decoherence

happens in the timescale of femtoseconds to a few picoseconds. The free carriers will

then thermalize with the lattice to reach a thermal equilibrium and lastly recombine

and return to the ground state. When we recall the relationship between the opti-

cal conductivity and the electron and hole occupation in Equation(2.9), we see that

all of the four phases will have contributions to the differential optical conductivity

according to the photo-carrier occupation. For the majority of the works introduced

in the next few chapters of this dissertation, we focus on the noncoherent electronic

states, namely after the scattering and dephasing process.

2.1.6 Lock-in amplifier

In the pump-probe experiments the experimentalists usually estimate the signal levels

by their relative DR or differential transmittance (DT) levels, which is ∆T
T0

. For

simplicity, we will only mention the DT in the following part without losing generosity.

It is an indicator of both the practical signal level measured by the electronics, and an

indicator of the level of perturbation since it is comparable to the relative differential

dielectric function. The relative DT is usually less than the order of 10−3 depending

on the sample and the optical system. Actually, it should not be too large as we would

like to only perturb the system with a minimal effective excitation. Unfortunately

the noise level of photodiodes, laser fluctuations, drifts, and electronic noise of the

signal processors can easily exceed the level of 10−3 and overwhelm the tiny change

of transmittance.

There are multiple approaches of making differential measurements, and the most

common being the boxcar gated averager and the lock-in amplifier, referenced to a

modulator on the pump beam. The principles of these two methods are very similar

and comparable. In the work presented by this dissertation, a lock-in amplifier (SR-

18



850) is used to make the differential measurements. A lock-in amplifier essentially

is an electronic instrument that is sensitive to the signal at a certain frequency[5],

which is the frequency of a reference signal.

In the pump-probe experiments, modulation is applied on the pump path to turn

it on and off at a fixed frequency f . In the experiments presented in the works here, the

modulation is achieved with an optical chopper that blocks the beam at a controlled

frequency. Electro-optical modulators (EOM) and acousto-optical modulators (AOM)

are also common choice of modulation sources. The chopper module provides the

reference signal for the lock-in amplifier obtained from an IR photodiode sensor close

to the spinning blade surface that monitors the on-off frequency in the form of a

square wave. The lock-in amplifier generates a pair of single frequency sine waves or

square waves orthogonal to each other (i.e. having a phase difference of π/4) with the

same frequency f , and a multiplier that effectively integrates the inner product of the

input signal and the generated reference signals. Effectively the multiplier made a

Fourier transform to the input signal and shifted the Fourier component at frequency

f in the input to a DC component as a result. The output of the multiplier is then

filtered with a low-pass filter to separate the DC component, which corresponds to

the frequency component at the reference signal frequency.

We then recall that, according to Section 2.1.3 and upon the excitation of the

pump pulses, the photo-carrier occupation induces a transient change of the optical

conductance that is proportional to the electron and hole occupation rate (happening

usually in the timescale of femtoseconds to picoseconds in the semiconductor systems),

and this transient change is then sampled by the probe pulses at the delay time defined

by the OPL difference from the pump path. We can now pick off from Eq. (2.6) and

consider the resulting probe average power at the detector with an ideal square wave
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modulation on the pump

Tchopped(t+ nT ; τ) =


T0, T/2 ≥ t > 0

T0 +∆Tm(τ), 0 ≥ t > −T/2
(2.10)

Here we actually oversimplified the detection a little because in reality although not

perfectly, but a normal photodiode detector which has a response time of tens of

nanoseconds is still able to separate the pulse trains in our experiments which have

a repetition rate of 250 kHz. Nonetheless, the lock-in amplifier, by integrating the

inner product of the input probe signal Tchopped and the reference signal, will filter

out the background and result in an average differential probe transmission. We then

recall that with a positive change in the e and h occupation f(e) and f(h), the optical

conductance decreases, so the bleaching will result in a positive differential transmis-

sion signal. Also notice that we have not mentioned the phase of the reference signal

but only assumed that it is in-phase with the modulation on pump; the differential

measurement mechanism of the lock-in amplifier actually only works when the refer-

ence is in-phase, which is actually never real. Practically we are allowed to tune the

phase of the internally generated reference signal and align it to the pump modulation

by maximizing the lock-in output while let the modulated pump beam hits on the

detector before making pump-probe measurements when the pump is eliminated.

2.1.7 Practical design decisions

After we explained the principles we then discuss the practical decisions of a pump-

probe setup since experimentalists need to deal with the unideal factors, perturbations

and noise.

First, the time resolution of a pump-probe setup, which is the sensitivity in

the time domain of τ , is conventionally described with a point-spread function. If

we imagine an ideal system with an infinitely sharp impulse response of differential
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transmission signal, and measure the pump-probe signal with two pulses, we will get

the ∆T (τ) curve in the shape of the convolution of the pump and the probe pulse

shapes (i.e. the cross-correlation) according to Eq. (2.6).

Secondly the the noise level. We would not be able to make measurements unless

the signal level stands out from the noise. There are mainly three sources of noise:

the laser fluctuation, the optic component drift, and electronic noise. The drift is

mainly the low frequency drift related to thermal and mechanical perturbations to the

optical components and to the optical paths. Sometimes systematic drift can happen,

too. For example, the stage can become misaligned that will change the overlapping

conditions of the pump and probe beams so the ∆T vs xstage curve actually measures

the overlapping conditions instead of the actual delay time dependent DR curve. Even

when the delay stage is not dramatically misaligned, we normally cannot guarantee

a perfect alignment. For that reason we will usually make the pump beam slightly

bigger than the probe beam and move the delay of the pump instead of the probe.

The electronic noise behaves as a white noise in the signal, that is, it appears as a

noise floor in the measured signal. Two most common approaches for dealing with

white noise are through amplification of the source signal and through prolonged

integration time or averaging multiple measurements. The laser fluctuation is mainly

the so-called 1/f noise or pink noise for a semiconductor laser used in this work[6].

It is best suppressed with increased modulation frequency. For our experiments we

usually find that with 1 kHz of modulation frequency, we saw diminished return of

reducing the noise level from increasing the modulation frequency. Therefore, we used

a chopping frequency of 1 kHz for the pump-probe experiments in the following parts.

Last but not the least we need to consider the signal itself. Needless to say,

increasing the excitation power will increase the DT/DR signal, but there are a few

limitations:

1. The average power density shouldn’t heat the sample too much or damage the
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sample. The thermal effect should be discussed.

2. The peak power density, which is normally characterized by the pulse energy

fluence, should not exceed the damage threshold.

3. The power density contrast between the pump and probe should be large enough

to be able to ignore the excitation from the probe pulse itself. When the probe

pulse is too strong, the early part of the probe can bleach the sample by itself

thus giving no differential signal.

4. We also need to consider the saturation of the photodetector. The average total

probe power should fall in the linear response range of the detector. This can

be resolved by attenuating the probe before the detector.

2.1.8 Missing parts

In the above sections we have introduced the basics of ultrafast pump-probe princi-

ples and the practical considerations. There are still factors we have not been able

to elaborate. One thing is the modeling of the dielectric structure of the specific

physical systems. We mainly used the real part of optical conductance to explain the

differential signal. It is mostly true for differential transmittance, but the differential

reflectance can be related to both the real and the imaginary parts of the optical

conductance. We will discuss them in their specific chapters later. We also have not

mentioned the coherent effect between the pump and probe, mainly because we only

conducted non-degenerate pump-probe experiments in this dissertation. But the co-

herent effect can be significant for the degenerate case, namely when the wavelengths

of the pump and probe are the same. Lastly we only considered the DT signal of

equivalently a two level system. The interpretation can be more complicated when

involving multiple transitions or many-body effects.
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2.2 Streak camera and TRPL

In this dissertation, we will also be using the streak camera to measure the TRPL.

The streak camera is an instrument that is able to resolve the time dependent optical

signal with electronic approaches. Figure 2.3 is a schematic diagram of a streak

camera provided by Hamamatsu, a major manufacturer of streak cameras. A streak

camera uses a photocathode screen to turn the photons into electrons and project

them onto a phosphorous screen while scanning a transverse electric field synchronized

with a trigger signal of the input laser pulses. The synchronized scanning transverse

bias diverts the photo-electrons and spatially disperse them according to their timings

similar to an old-style cathode-ray oscilloscope so that the phosphorous screen is able

to measure the time-resolved photon counts of the input signal. We use a Hamamatsu

C10910-01 streak camera coupled with the exit turret of a spectrograph that also

disperses the input PL by spectrum. In the TRPL experiments we use the oscillator

that has a repetition rate of about 76 MHz as the sample excitation source as well as

the trigger source for the streak camera. The PL signal of the sample is collected by

the same focusing lens and imaged to the entrance slit of the spectrograph in front

of the streak camera. As we briefly mentioned in Section 2.1.5, the PL signal follows

ΓPL ∝ (E ·p(ω))vcρvc(ω)fe(t)fh(t), it characterizes a different aspect of charge carrier

dynamics and we will have discussions in Chapter 4.

2.3 Summary

In this chapter we have introduced the essential techniques we will be using to carry

out the experiments throughout this dissertation. We introduced the pump-probe

technique details and the relevant charge carrier dynamics in semiconductor materials.

Since the TRPL and the streak camera is mainly about the instrument itself, we only
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Figure 2.3: A schematic diagram of a streak camera taken from the Hamamatsu
website.

briefly showed how it works. It is important to notice how the PL and pump-probe

measure different physical quantities of the carrier dynamics.
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CHAPTER 3

Charge Separation and Relaxation in CVD

MoS2/graphene Heterostructures

In this chapter we will discuss the electronic dynamics in the chemical vapor

deposition (CVD)-grown MoS2-graphene heterostructures[1]. We will first review the

physics of 2D electronic and photonic devices and the other related ultrafast experi-

ments on 2D systems. Then we will briefly introduce the previous study of our group

on the graphene photo-gating devices that demonstrated surprisingly high responsiv-

ity over a ultra-broadband spectrum [2] and how we utilize the transparency and the

high responsivity to implement a 3-dimensional imaging system that either recon-

structs the imaging lightfield or directly makes object position inference. Then we

will go into details on the experimental methods, present the results and discuss our

findings. In the last part of this chapter we will wrap up with our conclusions based

on our findings.

3.1 Background

The recent two decades have seen a rapid growth of the studies about two-dimensional

(2D) materials. The most commonly studied two-dimensional (2D) materials, graphene

and transitional metal dichalcogenides (or TMDs), have stimulated wide interest
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partly by their properties distinct from their bulk counterparts, and partly by their

potential for novel electronic and photonic applications[3]. Graphene, with its ide-

ally zero bandgap and ultra-high carrier mobility[4], is a strong candidate for ultra-

broadband photodetectors and high-speed electronic devices[5]. Monolayer MoS2, one

of the most commonly studied TMDs, has a direct bandgap of ∼ 1.8 eV, in contrast

to its bulk version which has an indirect bandgap of 1.23 eV. Several early works

demonstrated high on-off ratio field effect transistors and photo-transistors based on

MoS2[6].

Many proposed devices based on 2D materials exploit heterojunctions between

dissimilar 2D layers. Often the goal is to provide a means to separate the charges

efficiently. For example, in previous work[2] our group has reported graphene-based

ultra-broadband high responsivity photodetectors based on tunneling between two

layers of CVD-grown graphene, enabling separation of hot photoinjected carriers

and a conductivity change in the graphene transport layer. These structures have

also been fabricated on transparent substrates to enable three-dimensional imaging

applications[7, 8] Extensions of these device concepts to TMD-based structures are

interesting for novel or improved device performance, e.g. in control of the spectral

response or reducing the dark current. In general, the Van der Waals 2D mate-

rial heterojunction systems are unique because they utilize both the 2D electronic

systems and the interactions between the layers that can potentially be arbitrarily

stacked to form interesting vertical electronic or photonic device structures. The

performance of heterojunction devices is fundamentally determined by the dynamics

of charge carriers, including hot electron dynamics, the transfer of charges between

layers via tunneling or interlayer scattering, and the nature of the electronic states

in the materials. Basic studies of dynamics are also often revealing of the nature of

the electronic states in the materials. The study of the charge carrier separation and

recombination dynamics is crucial to the development and engineering of heterojunc-

27



tion devices. There are a significant number of studies on charge and energy transfer

in 2D TMD heterostructures, including the effect of monolayer defects in the efficient

charge transfer from TMD monolayers to graphene in heterojunctions[9, 10, 11, 12].

Transient pump-probe methods are a common approach to studying this process; for

example, Ref. [11] found near-unity efficient charge transfer from WS2 monolayer to

graphene in a heterojunction. Evidence of charge separation and formation of inter-

layer exciton in the MoS2-MoSe2 heterostructure was found in Ref. [13]. Ref. [9] also

studied the extremely rapid charge transfer in the MoS2-WS2 heterostructures.

3.1.1 Graphene photodetectors

Our work is for the most part motivated by the previous work of our group on the

CVD graphene based photodetector design mentioned above. It is difficult if not

possible to have a clear vision of this work without mentioning the previous results.

The graphene photodetector developed in Liu, et al’s work, the so called photo-

gating device, consists of two layers of CVD grown graphene that are separated with

a layer of tunneling barrier[2]. Since graphene is but a single layer of carbon atoms,

its electronic state is susceptible to molecules attached to them, so its doping level

can vary between the different samples and between different fabrication processes.

There has also been a number of studies that proposed to utilize this property of

graphene to make sensitive chemical sensors[14, 15]. The operation mode of this

photodetector is best described as a photo-conducting phototransistor device. A bias

voltage can be applied to between the two layers of graphene to tune the silicon barrier

shape and height. The bottom graphene layer is connected with the source and drain

electrodes that are constantly biased. The device schematics and the band diagram is

shown in Figure 3.1. Because the two layers of graphene are in contact with different

environments, they have different doping levels. Specifically for this structure, the

top layer that is in contact with the air is slightly more heavily p-doped. So when no
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Figure 3.1: The photo-gating broadband high responsivity graphene photodetector[2].

bias is applied between the two layers there is a built-in static field across the barrier.

It is well-know that one limiting factor for the pure graphene photodetectors

is the short charge recombination lifetime. In other words the electron hole pairs

generated by photon excitation recombine in as short as a few picoseconds, so the

portion of the carriers that are able to reach the contacts and create an electronic

signal is limited by the short lifetime. With the photo-gating device structure, after

the light hits on the graphene layers, electron and hole pairs are created in both of

the graphene layers and tunnel asymmetrically across the layers, and the two kinds

of charge carrier will tunnel into separate layers due to the built-in asymmetric bias,

therefore the recombination lifetime is prolonged, leading to an enhanced photore-

sponsivity. Because the graphene ideally has zero bandgap, the photodetectors made
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from the graphene is, technically speaking, sensitive to a broad spectrum of wave-

lengths from visible to near- and mid-IR, only limited by the fabrication defects and

the barrier properties.

The pure graphene detectors are not without drawbacks. Since the graphene

ideally has zero bandgap, it suffers from a non-negligible dark current. Under room

temperature it is a major source of noise in the photodetection. Replacing one of the

two layers with some material with a finite bandgap is the most straightforward way

of improvement. MoS2 being the most common and well studied 2D material, is our

first candidate for this purpose. The simplest form of the heterostructure consists only

a single layer of graphene and a layer of MoS2, with no separating layer in between. It

is not exactly the same as the photo-gating device structure but the dynamics study

will be informative to the further studies. The questions we would like to answer are

whether there is charge transfer, and its limiting factors in the dynamics.

There has been a lot of other groups that studied the charge and energy transfer

dynamics in 2D heterostructures. As it turns out, our work here, instead of the

initial charge transfer over process, focuses more on the transfer back process and

its indications on the electronic structure of the underlying material systems. Also,

in the studies conducted in this work, we only photoexcited the graphene layer, and

we observed evidence of charge transfer from the graphene to the MoS2 after the

excitation. Up to when this work was written we are not aware of other groups

reporting similar results.

3.1.2 Fabrication of 2D materials

Natural monolayer materials do not exist in their 2D form; they are always fabricated

in the laboratories. The fabrication methods of 2D materials are roughly divided into

two categories: bottom-up, by chemically or physically deposit the material from

molecules in a controlled way to form uniform monolayer films; and top-down, by
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chemically or physically split the layers from the bulk material to form monolayer

films. The earliest 2D materials were made with the so-called mechanical exfoliation

method, which is the most well known example of top-down method. To do so, one

uses a piece of Scotch tape to repeatedly attach to both sides of a thin flake of the bulk

material, be it graphite for graphene or bulk MoS2 ore flake for making monolayer

MoS2, and split to cleave off thinner and thinner piece of the flake. The cleaved off

thin flakes are then deposited onto a piece of substrate, usually silicon wafer with

oxides. The resulting material is the flakes of various shapes, sizes and thicknesses on

the substrate. It involves intense labor in hunting for the monolayer material on the

substrate, usually only distinguishable by their coloration, that has sufficient size for

the research. Even though this method looks extremely unreliable and labor intense,

since the monolayer flakes come from the natural crystaline ore, they in general have

very high crystal quality. Other fabrication methods include chemical exfoliation,

epitaxial growth, and chemical vapor deposition (CVD).

While a majority of the previous studies on 2D materials and their heterostruc-

tures were conducted with mechanically exfoliated 2D materials, researchers have also

made progress on more reliable and scalable ways of producing 2D materials. As this

work was most motivated for possibilities of photo-detection in production, it makes

more sense to use the CVD method for fabrication, which is compatible with mass-

production applications. The MoS2 monolayer is grown directly on top of Si/SiO2

wafer with MoO3 powder reacting with sulfur vapor under Ar atmosphere. Admit-

tedly it was widely believed that the exfoliated 2D materials are less defective than

the CVD grown ones and they tend to create cleaner interfaces in heterostructures,

for the application purposes it is still valuable to study the CVD grown systems and

understand the effect of the defects. We will address the interface disorder issue in

the result discussion.
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3.2 Experiments

3.2.1 Sample preparation

The MoS2 film was grown using chemical vapor deposition (CVD) on Si/SiO2 wafer

by using MoO3 and sulphur vapor reacting in Ar atmosphere. The process starts with

18mg of MoO3 crucible placed at the center of the reaction zone with 0.5g of sulphur

at the edge of the reaction zone. A piece of Si/SiO2 wafer with an SiO2 thickness of

500 nm was cleaned and sequentially rinsed with acetone, isopropyl alchohol and de-

ionized water sequentially and dried in N2, and then placed directly on top of MoO3

facing down (i.e. the SiO2 surface touches the MoO3 powder). Then the growth tube

was dehydrated at 115◦C for 20∼30 minutes under a vacuum of 1.1 Torr. After

filling the tube with Ar gas up to atmosphere pressure, the furnace temperature was

ramped up to 700◦C at a rate of 15◦C/min and held at 700◦C for 10 minutes before

naturally cooling down to room temperature. Ar flow was kept at 700sccm during

the process. After the process, a crescent-like shape of deposited MoS2 was formed

on the wafer, with a maximum width of ∼ 5mm. SEM imaging was performed just

after the CVD process. The graphene film is commercial CVD graphene grown on

copper foil. It was transferred on top of the MoS2 sample with the wet-transfer

technique as described in the literature [16]. The graphene film is square in shape

and it was positioned relative to the MoS2 area such that its edge crosses the crescent

shaped MoS2 region near where the growth was monolayer and relatively uniform.

We annealed the sample in Ar gas at 300◦C for 15 minutes to enhance graphene’s

interface quality with MoS2. The SEM image in the main text showed that the MoS2

monolayer has a high coverage of around 90% such that almost all the MoS2 flakes

are connected and unchanged after the transfer. All the optical experiments and

characterization are performed with the light beam focused near the crossing of the
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MoS2 and graphene edges to avoid possible differences between experiments due to

non-uniformities of the sample. Raman spectroscopy was performed (Horiba XploRA

INV with 532 nm excitation) just after growth and after the transfer process. The PL

characterization was measured with 400 nm CW excitation at a power of 5 mW and

a spotsize of ∼ 5µm, and detected with a Hamamatsu photomultiplier tube (PMT)

after spectrally filtering with Horiba iHR550 monochromator with 1200 groove/mm

gratings.

After the CVD growth, we transferred a layer of CVD graphene film onto the

CVD MoS2 with the wet transfer technique to form a vertical heterojunction. To

perform the wet transfer, a layer of PMMA was first spin-coated onto the commercial

CVD graphene film grown on copper substrate to protect the graphene, and then the

copper was etched out leaving a thin film of graphene attached to PMMA. We then

let the graphene and PMMA film float on top of water in a container with graphene

side facing down and the target surface, which is the CVD MoS2 on Si/SiO2 wafer,

sitting at the bottom of the water with MoS2 side facing up. After slowly draining all

the water, the floating film of graphene and PMMA touches the MoS2 surface, and we

can remove the PMMA with solvents and anneal the whole chip in argon atmosphere

at 300◦C for 15 min to remove trapped molecules between the two layers and enhance

surface qualities. Previous studies have shown that the materials prepared with the

wet transfer techniques can benefit in the interface quality by annealing. The two

pieces of monolayer 2D materials are intentionally mispositioned as shown in so that

in general vicinity of the sample crossing it is possible to find all the heterostructure

and the two kinds of monolayer regions that are overall uniform.

3.2.2 Intrinsic Characterization of 2D materials

We characterized the just grown MoS2 with scanning electron microscopy (SEM)

imaging to evaluate the growth quality. Fig. 3.2(a) is the SEM image following the
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CVD process showing uniform deposition and a coverage of approximately 90%. A

photoluminescence (PL) measurement with 400 nm continuous wave (CW) excita-

tion was performed on the CVD-grown MoS2 sample at room temperature, which

showed an exciton emission peak near 660 nm (Fig. 3.2(d)). The graphene layer was

transferred on top of the MoS2 film by the wet transfer technique after etching off the

copper foil[16]. The whole chip was then annealed to purge possible trapped molecu-

lar impurities between layers. SEM imaging characterization of the MoS2 sample was

performed again after the transfer to evaluate possible transfer damage (Fig. 3.2(b)).

Raman spectroscopy was conducted on the heterostructure and showed characteris-

tic peaks for both MoS2 and graphene (Fig. 3.2(c)), implying that both layers have

mostly maintained their as-grown crystalline quality[17, 18]. The PL of the het-

erostructure shows that the MoS2 emission is largely quenched due to the coupling

with the graphene layer (as expected).

3.2.3 DR Experiment Setup

Since the substrate of the heterostructure sample, SiO2 on Si, is opaque near the

exciton resonance of MoS2 in the visible range rendering transmission experiments

impossible, the differential reflectance pump-probe technique was used to measure

the ultrafast electronic dynamics in the MoS2 monolayer. Fig. 3.3 is a schematic

illustration of the optical experiment setup.

This is a typical nondegenerate pump-probe experiment setup. We first char-

acterized the material with above the bandgap excitation that can generate electron

hole pairs in both the MoS2 and graphene layers. A 250-kHz Ti:sapphire RegA sys-

tem (Coherent RegA 9000) produced 50-fs pulses at 800 nm with a few microjoules

of energy. Approximately 1 µJ of the energy was focused into a sapphire wafer to

generate a white light supercontinuum to serve as the probe; the remainder was used

to generate pump pulses at 400 nm (3.1 eV) via second harmonic generation in a
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Figure 3.2: The Raman and SEM characterization of the CVD grown MoS2 and the
stacked graphene-MoS2 heterostructure. Fig (a) and Fig (b) are the scanning electron
microscopy (SEM) image of the CVD grown MoS2 and also the SEM image of the
fabricated heterostructure. The light gray area is where there is little to no MoS2
deposition, and the darker gray area indicate the thickness of the grown MoS2 layer.
We can tell from the SEM image that the MoS2 grown has a coverage of approximately
90% and it stayed mostly the same after the wet transfer of graphene layer. Fig (c)
is the Raman spectrum of the CVD grown MoS2 and the stacked heterostructure,
respectively. In the Raman spectrum for CVD MoS2, the two main peaks are shown
clearly, with the in-plane mode (E2g) at 383 cm−1 and out-of-plane mode (A1g) at
406.5 ± 1cm−1. The second peak center has an uncertainty of ∼ 2cm−1 due to the
instrument resolution. Fig. (d) shows the photoluminescence (PL) characterization
of the CVD grown MoS2 used to fabricate the heterostructure sample. It has bright
exciton peak at ~ 660nm.
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1-mm Barium Borate (BBO) crystal. A short-pass spectral filter is inserted on the

probe path to block the spectral components longer than 700 nm in wavelengths

for the purpose of reducing the risk of damaging the sample, reducing the thermal

effect and increasing the signal-to-noise level. The pump photon energy is signifi-

cantly larger than the MoS2 bandgap, thus creating a density of carriers in the MoS2

layer that gives rise to a large DR signal around the MoS2 exciton transition energy.

The pump and probe beams are collinearly incident on the sample at near normal

incidence, with pump and probe spot diameters of approximately 10µm and 5µm,

respectively. The reflected continuum probe beam is focused onto the entrance slit

of a monochromator providing 2.5-nm spectral resolution and detected with a silicon

photodiode. The detector signal is measured by a lock-in amplifier referenced to an

optical chopper modulating the pump beam at 1 kHz in order to directly detect the

differential reflectance. The same experiment was also repeated on the heterostruc-

ture. Theoretically after the time zero was found, one can measure the spectral DR

response by scan the wavelength of the monochromator with the delay between pump

and probe fixed slightly positive from the time zero. Practically the supercontinuum

generation can have a positive chirp, thus resulting in a different timing for different

wavelength components, so the same scans of wavelength is repeated with multiple

pump and probe delays after zero to cover the range of different probe wavelength

components effectively forming a grid scan of probe photon energy and the delay

time. To process the DR spectral response, we find the maximum of the absolute

value of the DR response for each of the wavelengths and combine them to form the

differential reflectance response.

To study the possible charge transfer between the graphene and the MoS2 mono-

layer, we then removed the BBO crystal and used the 800 nm pulses directly output

from the RegA, which has a photon energy of 1.55 eV, and is not able to create

photocarriers in the MoS2 layer. The spectral-resolved DR of the heterostructure is
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Figure 3.3: A schematic illustration of the optical setup for the ultrafast differential
reflectance pump-probe experiment. In this work, a Ti:sapphire regenerative amplifier
(RegA) seeded with an oscillator was used. The amplifier outputs femtosecond pulses
with a wavelength of 800 nm and a repetition rate of 250 kHz that have a 4µJ pulse
energy.

measured using the same procedure as the 400 nm pump experiments. Then we mea-

sured the time-resolved DR of the heterostructure to characterize the charge transfer

dynamics by scanning the pump-probe delay while keeping the probe photon energy

fixed near the peak DR response. The monochromator is replaced with a piece of

bandpass filter with a central wavelength of 660 nm and a bandwidth of 10 nm for in-

creased signal-to-noise ratio. We also carried out control experiments on the graphene

and MoS2 only regions to rule out the effect of one individual layer.

3.3 Experiment Results and discussions

3.3.1 Above gap excitation results

The spectral resolved DR from the MoS2 and the heterostructure are shown in Fig. 3.4,

where the pump pulse fluence is ∼ 200µJ/cm2 for both the heterostructure and the
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Figure 3.4: The spectral resolved differential reflectance pump probe signal of the
MoS2/graphene heterostructure and the control MoS2 monolayer.
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control MoS2 monolayer.The A- and B-exciton peaks are shown in the MoS2 mono-

layer experiments at approximately 680 nm and 620 nm, matching well with the

literature[19, 20, 21, 21, 10, 22]. The DR signal is positive, also consistent with prior

reports[22]; at high pump power a small negative contribution is present indicating

the DR signal has line-shift and broadening as well as the dominant contribution from

bleaching. While the differential reflectivity in principle is affected by pump-induced

changes to both real and imaginary parts of the optical conductivity, it has been

shown in Ref. [22] that, when the carrier density is not too high, the DR signal is

mainly determined by changes in the exciton absorption, which is proportional to the

density of carriers. While the physical effects contributing to nonlinear DR spectra

in III-V semiconductor quantum wells have been long-established [23] the detailed

microscopic many-body theory of the DR spectrum of MoS2 monolayers does not yet

exist; recent many-body theories of the nonlinear absorption or transmission spectra,

however, provide strong evidence that at the carrier densities relevant to our experi-

ments (below 1012cm−2), the main contributions are phase space filling and bandgap

renormalization[24, 25]; the key relevant point for this work is that, by measuring the

dynamics of the DR amplitudes, we essentially measure the dynamics of the popu-

lation in the MoS2 layer. We finally note that thermal modulation, i.e. modulation

of the MoS2 exciton transition due to a change in temperature of the lattice, is ruled

out as a mechanism contributing to the DR by the pump-probe measurements with

400-nm pump on the MoS2 alone (); no long tail of the DR dynamics is observed that

would be associated with cooling via interaction with the substrate (i.e. only a rapid

recombination recovery is observed in bare MoS2).

The DR spectrum of the MoS2/graphene heterojunction under 400-nm pump is

found to be essentially the same as that for the control bare MoS2 layer (spectrum

shown in supplemental materials); the presence of the graphene layer does not appre-

ciably modify the MoS2 DR spectrum when the pump injects electron-hole pairs into
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both layers.

3.3.2 Below gap excitation results

We now consider the DR spectrum when the pump wavelength is 800 nm (1.55 eV)

which is below the bandgap of MoS2. The spectral resolved DR response from the

heterostructure is mostly positive in the range of our experiments while showing a

broad feature. There are two peaks in the DR spectrum, each being blue-shifted from

the A and B exciton lines of the standalone MoS2 monolayer. The DR dynamics are

shown in Fig. 3.6(b) and 3.6(c). The DR signal shows a rapid rise on the order of

∼ 100-fs temporal resolution of the experiment, and the decay on multiple time scales

from a few to a hundred picoseconds. The DR amplitude is found to be linear with

the pump power, as expected.

For the MoS2 control sample, we only made time-resolved measurements under

the same conditions of the DR dynamics of the heterostructure. We find negligible

DR response at the A and B exciton lines, indicating that multiphoton generation

of electron-hole pairs directly into the MoS2 is negligible in this experiment at the

pump intensities used. On the bare-graphene control sample, we find a very small

DR response from the graphene layer for probe wavelengths in the 620 to 680 nm

range ().

3.3.3 Mechanism of DR Signals

We then discuss the mechanisms for the DR response that was observed. Previous

works on the DR experiments of the MoS2 monolayers have shown linear dependence

of DR signal and the charge carrier density [22] when the charge density is low. In

our experiments for both the 400 nm and 800 nm pump measurements at a repetition

rate of 250 kHz the pump pulses fluences are at a ∼ 400µJ/cm2 level, and the relative

DR signals ∆R/R0 are less than 3%, which still fall in the linear response range. In
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Figure 3.6: The time-resolved DR experiment results are shown. (a) is the spectrally
resolved DR signal measured from the heterostructure region, conducted with 400
nm (above gap energy) and 800 nm (below gap energy) pump pulses, respectively.
Both set of DR spectrum are taken with pulses at 4×102µJ/cm2 fluence, and probed
with supercontinuum filtered by a monochromator. (b) and (c) are the delay time
resolved DR signals on the graphene-MoS2 heterostructure region of the sample with
800 nm pump at 2× 102µJ/cm2 fluence, and probed with white light filtered by a 10
nm bandpass filter centered at 660 nm, and they only differ in the time delay range
of the scan. (d) is the power dependence of the DR signal on the graphene-MoS2
heterostructure region pumped with 800 nm pulse. The line depicts a linear fit of the
power dependence data.
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the following discussions we can interchangeably use the DT signal and the excited

charge occupation in further discussions.

Because CVD-grown graphene is environmentally lightly p-doped in the air[2],

and likewise as-grown MoS2 is typically n-doped[26], then upon formation of the

heterostructure, there will be a static charge transfer to align the layer Fermi levels,

and the expected heterostructure band alignment would roughly appear as in Fig. 3.7,

which is a schematic demonstration of the pump-probe experiment setup. In our

experiments, the pump pulse, having photon energy 1.55 eV, will excite electron-

hole pairs only in the graphene layer. Multiphoton absorption in the MoS2 layer

is also in principle possible, but it is found experimentally to be so weak as to be

negligible (discussed below in control experiment results). Due to the band alignment

of the heterostructure, electrons rapidly transfer from the graphene to the MoS2. The

transfer of electrons competes with thermalization within the graphene layer, so the

transfer process illustrated in Fig. 3.7 is an idealization; in reality, electrons from a

thermalizing distribution in the graphene scatter into a broad range of energy states

in the MoS2 conduction band.

Following the initial transfer, the electrons will thermalize and cool within the

MoS2 layer on a few picosecond timescale[27, 28, 29], while an excess hole population

remains in the graphene layer, which has thermalized and cooled to the lattice tem-

perature. The cooling time in the isolated graphene layers has been established to

be within 2–3 ps[29][30]. For the system to return equilibrium, the electrons in the

MoS2 must scatter back into the graphene layer. This process is expected to be much

slower than the forward transfer process, since now the final state for scattering from

the MoS2 will be in the graphene near the Dirac point where the density of states is

low.

With our control experiment results, we can conclude that the probe response

in the heterostructure will be dominated by the carrier population in the MoS2 layer,
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Figure 3.7: A schematic illustration of the band diagram and the pump-probe DR
experiment. The two pulses (pump at 800 nm and probe at 660 nm) separated by
a controlled delay hit the sample, with the pump pulse inducing e-h pairs only in
the graphene layer. The dashed red arrow near the MoS2 layer illustrates the photon
hitting also on the MoS2 layer, but it generates very few carriers because its photon
energy is below the bandgap of monolayer MoS2. The hot carriers are coupled to the
MoS2 layer and transfer over immediately before cooling down and transferring back.
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and the dynamics of the DR will provide a measure of the population dynamics in

the MoS2 layer. The pump injects electron-hole pairs directly into the graphene only;

hot electrons transfer rapidly to the MoS2 layer where they relax to the band edge.

The system eventually returns to equilibrium as these electrons scatter back to the

graphene, and recombine with the holes that have remained in the graphene layer.

We then revisit the DR spectrum; following the electron transfer, the DR of the

MoS2 A and B excitons will be modulated by the population of electrons. The DR

spectrum of the heterostructure shows a blue shift of the A and B excitons relative to

the situation with 400-nm pumping, mainly because the 400-nm pump injects both

e and h into the MoS2. The precise origins of this shift remain to be calculated via

microscopic many-body theory, as we see that the exciton lines are modulated quite

differently by neutral e-h pairs and by an electron population alone.

3.3.4 Modeling of dynamics

From the dynamics measured from the DR experiments, the decay curve of the DR

signal is obviously not single or bi-exponential; it consists of components of multiple

different timescales. In this case, a physical model is desired to interpret the results

as obviously an inverse problem is numerically impossible.

3.3.5 Rate equation interpretation

When there are multiple processes in the carrier dynamics, one of the most common

approaches is to model it with a two temperature rate equation model. Recall that in

the last chapter we discussed a normal carrier dynamics of excitation, thermalization

and relaxation, where the photo-carriers are first excited to a higher energy state (be-

cause of the off-resonance excitation), and reach a high temperature quasi-equilibrium

(hot carriers) before they release the energy to the lattice by phonon interactions, be-

coming thermally equilibrium with the lattice (cool carriers), and then recombine or
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Figure 3.8: A schematic diagram for the rate equation model of the charge transfer
in MoS2/graphene heterostructure.

return to ground state. We model the DR signal by assuming that it consists of the

contributions both from the cool and hot carriers, each being proportional to their

densities, or, if we also simplify the model by ignoring any transport, carrier popu-

lations. A more sophisticated model will have to consider the scattering process, the

exciton states and the detailed dielectric functions, but for now we used a simplified

linear model which assumes that the occupations are small and that the transition

between the hot and cool electrons are linked with a rate equation. The outcome of

the model should be similar.

We assume that the carriers can have three excited states in the heterostructure

system, in the graphene layer (ng), hot carrier in the MoS2 layer, and cool carrier in the

MoS2 layer. Upon the excitation of the pump pulse, carriers are only generated in the

graphene, population denoted by ng, with the injection rate P (t) that is proportional

to the input pulse shape. The carrier in the graphene layer transfers into the hot
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Figure 3.9: The two temperature rate equation model fitted to the experimental
TRDR measurement. Experimental data in both (a) and (b) use the same 800 nm
pump and 660 nm probe (spectral filtered supercontinuum). (a) covers a delay range
of 20 ps depicting the early charge carrier dynamics upon excitation, while (b) covers
a longer 120 ps delay range. The rate equation model fits the early dynamics well
but fails to fit the tail of the dynamics in the long delay range data.

state in the MoS2 layer (nh) and cools down to become the cool carriers (ng). All the

carrier populations, ng, nh and nh, have a channel of getting back to the ground state

with some recombination rate.

dngr

dt = P (t)− γghng − Γgrng

dnh

dt = γghng − Γhnh − γhcnh

dnc

dt = γhchh − Γcnc

(3.1)

The rate equation model is simulated with the lsoda general ODE solver and

the resulting population relaxation curve is fitted with the experimental DR data

by assuming that ∆R = ahnh + acnc and optimizing the mean square loss between

the simulation and the measured data. Noticing that here we are dealing with seven

fitting parameters on the relaxation curve, it makes the fitting process unstable. In

practice, we assumed a fixed recombination rate for the carriers in the graphene based

on the estimated carrier lifetime in the published literature. We further manually
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fixed a ratio of ah : ac because the simulation result is not very critical to this

number by numerical experiments. The ah to ac ratio is then manually scanned for

an array of values to produce a series of simulated models fitted with the data. The

best result (with the least mean square loss) is picked, and the ratio is set to be

ah : ac = 10% : 90% in this result. Fig. 3.9 shows the resulting rate equation model

plotted along with the experiment data. The fitting parameters for the different

transition rates are found to be γgh = 16ps−1 (transfer rate), γhc = 3.6−4ps−1 (cooling

rate), Γh = 9.7−2ps−1 (hot carrier recombination rate), and Γc = 4.4ps−1 (cool carrier

recombination rate). As it turns out, the best fitting the rate equation model can

achieve requires a nonphysical model, and it cannot fit well with the long tail of the

measured DR signal.

3.3.6 Stochastic model

As the simple rate equation method fails to approach the experimental results, it was

found that the DR dynamics closely follow the ubiquitously observed Kohlrausch’s

Law, i.e. the stretched exponential function f(t) = e−(t/t0)
β , with the exception at

the tail if we prolong the experimental measurement window of pump-probe delay to

over 100 ps, where the stretched exponential function fitted with least squares loss

drops faster than the experimental data. This result gives us hint that the dynamics

we observed can be more complicated than a clean physical system but rather might

involve random processes. However, as just a phenomenological formula, there is not

much physics insight in the Kohlrausch’s Law.

In general the stretched exponential results from a random distribution of the

decay rate or time constant; the randomness of the decay rate can be either due to

a cascade relaxation process, where the carriers go through a series of random steps

before recombination, or due to an ensemble of parallel channels that have varied

transfer rates.
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It is usually easier to model the charge transfer probability thus the transfer rate

γ is it is directly related to the electronic states and the interaction Hamiltonian.

However, experimentally only the differential relative transmittance or reflectance

∆T (τ)/T0 or ∆R(τ)/R0 is measured, where τ is the relative delay between the pump

and probe pulses. In this project, we are using differential reflectance to characterize

the charge transfer dynamics, and ∆R(τ) is proportional to the remaining charge

occupation ∆n(τ), which is actually the initial charge transferred over minus the

accumulated charge transferred back. If we denote the charge transfer rate as T (t),

then the DR signal should be proportional to 1 minus the normalized transferred back

charge.

S(t) = ∆R(t) ∝ S(0)
(
1− 1∫∞

0
T (τ)dτ

∫ t

0

T (τ)dτ
)

(3.2)

In the following parts we will use Eq. 3.2 for converting the transfer rate models to

the DR dynamics for fitting with experimental data.

While the microscopic features of the disorder in the system studied here is still

open for further study, the statistical properties may be comparable to the disorder

in the molecular beam epitaxy (MBE) grown III-V compound quantum well systems

which has been studied extensively in theory and experiments in the last decades.

Specifically, it was found in the studies of radiative porperties of III–V quantum

wells that the distribution of oscillator strength for exciton transitions follow the

Porter-Thomas distribution (PTD)[31], i.e. the χ2 distribution with only one degree

of freedom.

If we take a step back and look at Zimmermann, et al’s study on the oscillator

strengths in the III-V quantum well systems we will see how the randomness leads

to the PTD[32, 31]. It is widely known that the low temperature III-V quantum

well systems have disorders and the disorders lead to localized electronic states. Zim-

mermann asserts that in such a random system, the optical matrix element, follows

PTD simply because the random potential and the wavefunction values all follow
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the Gaussian distribution. In the quantum well system the wavefunction of exciton

center of mass ψ motion follows the Schrødinger equation

[
−~2∇2

2mX

+ V (R)

]
ψ = Eψ(R) (3.3)

where V (R) denotes a random potential field. The luminescence line of photon energy

E corresponds to a transition from a state |β〉 at an energy level E above the line

center to the bottom state |k = 0〉. And with a random potential V in Hamiltonian

the perturbed state |β〉 should be given by

|β〉 =
∑

|k|≈kE

uβk|k〉, (3.4)

where the coefficients uβk diagonalize the potential V as the degenerate first pertur-

bation. The wavefunction value uβk is Gaussian distributed. Therefore, the optical

matrix element, which as stated above corresponds to the transition to the low energy

state in the first order perturbation theory should be written as

ME =
〈k = 0|V |β〉

E
=

∑
|k|≈kE

uβk〈k = 0|V |k〉
E

. (3.5)

The optical element ME consists of the product of Gaussian distributed quantities uβk
and V , which are uncorrelated, therefore it follows a Gaussian distribution as well.

The optical oscillator strength, which is the square of ME, therefore follows the PTD.

For the heterojunction system the other factor to consider is that the disorder

itself can contribute to the electronic states as the lattice defective enough to ripple

the crystalline Hamiltonian like in the aforementioned quantum well studies. In

the experiment settings of this project, the ensemble average model is also viable

as the area covered by the probe beam (5 µm FWHM in diameter) is relatively

large compared to the lattice size and the MoS2 diffusion length so that most of the
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charge transfer and the recombination processes happen locally and the probed area

can contain a relatively large ensemble of similar systems. By using the published

electron mobility of ∼ 50cm2V−1s−1, the room temperature diffusion length of the

MoS2 is estimated to be ∼ 0.2µm using a carrier lifetime of about 50 ps estimated by

our experiments.

As estimated above the electrons in MoS2 are in relatively localized states, we can

write the wavefunctions for a single electron as |ψ〉rMoS2
=

∑
k uk|kMoS2〉. The graphene

layer, with a much higher carrier mobility, the electronic states can be reasonably

approximated with a plane wave with wavevector k |k〉gr. In the transfer process,

the potential matrix V , the exact nature of which still not clear, responsible for the

scattering between layers, should follow a Gaussian distribution as an ensemble as we

assume disorder in the interface. Therefore, the total transfer rate for the transfer-

back process is proportional to the square of the matrix element of the charge transfer

process

M =
∑
kMoS2

ukMoS2

〈k ≈ 0|grV |kMoS2〉
E

(3.6)

Similar to the reasoning for the III-V quantum well systems for an optical emission

transition, the charge transfer matrix element here also follows a Gaussian distribu-

tion, therefore, the charge transfer rate back to the graphene layer will follow a PTD

when it is squared.

3.4 Conclusions and Future Work

In this section, we have shown our studies on the charge carrier dynamics in the

2D heterostructure systems, which helped us understand the electronic states and

the charge transfer dynamics. The result has shown that the carrier dynamics is

dominated by the disorder in the CVD-grown materials. The main findings are:

• Very efficient initial charge transfer from the graphene to the MoS2 was ob-
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Figure 3.10: Results of the DR decay dynamics data fitted to stretched exponential
function and to the Porter-Thomas distributed transfer rate. Both the left and right
panels are the DR signals from the graphene/MoS2 heterostructure sample with 800
nm pump. The probe are white light supercontinuum filtered with a 660 nm bandpass
filter of 10 nm bandwidth. The left panel shows the DR of the first 10 ps delay and the
right panel shows the longer delay range of 120 ps. The Porter-Thomas distributed
transfer rate model fits with the long tail of the DR signal decay reasonably well while
the stretched exponential function drops too fast at longer delays.

served, which in principle validates our proposed photo-detection mechanism

using graphene as the absorption layer and the MoS2 as the low dark current

photoconductive transistor channel layer.

• The disorder in the MoS2 is a limiting factor of the device performance because

of the long-lived trapped charges. It limits the mobility of MoS2, the operation

speed or the bandwidth of the detector, and limits the overall responsivity

due to the localized charge not contributing to the photoconductive detection

process.

The next steps for further developing the 2D heterojunction photodetectors there

can be three different directions: (a) to replicate the sandwich structure like the

previous research; (b) to study the dependency of the charge transfer dynamics on

the band alignment by applying bias voltages between the two layers; (c) to develop

and optimize the CVD process of MoS2 monolayers or substitute it with higher qual-

ity materials. The 2D material heterostructures can potentially make very unique
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photodetector devices.
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CHAPTER 4

Charge Separation in InGaN Nanostructures

4.1 Introduction

The III-V compounds are unique because the large family of III-V materials, each hav-

ing very different bandgaps, can form mixed crystalline alloys with varying bandgaps

depending on the mixing rate, making them an extraordinary platform for optoelec-

tronic applications since one can engineer their spectral response. The pioneers of

III-V materials are phosphide and arsenide. They were widely used in the telecom-

munication industry since the 1980s for applications in the near- to mid-IR spectral

range. The nitride generally have larger bandgaps than the arsenide and phosphide

and thus are referred to as the wide-bandgap semiconductors. This allows the ni-

trides to be utilized in visible and UV wavelengths. Unlike silicon, the III-nitrides

have direct bandgaps, which is an ideal property for better light-matter interactions,

but the compound crystals are prone to have more defects, so the fabrication process

is critical to their applications. They started to become widely used in optoelectronic

applications since the advance of violet LEDs based on GaN technologies in the 1990s

when high-quality epilayer GaN was grown and the research focused on the device

physics based on III-N became possible.
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4.2 InGaN in LEDs

4.2.1 III-nitride LED efficiency droop

In a typical LED structure which mainly consists of a PN junction, electrons and

holes are injected into the junction region with a forward bias, emitting photons

with radiative recombination. When dealing with only the light emitting material

design the internal quantum efficiency (IQE) is the most relevant characteristic that

describes the radiative recombination energy extraction rate that just comes out of

the material. Along with the desired radiative recombination process, there can be

multiple competing non-radiative processes that can reduce the IQE of an LED.

Empirically the IQE is described with the ABC model where the IQE vs injection

density n function is fitted with three coefficients A, B, and C each corresponding

to the first, second, and third order of recombination processes as the most basic

polynomial approximation. If summed up the IQE can be fitted with the model

η(n) = Bn2

An+Bn2+Cn3 . At low injection density, the loss of IQE is attributed to the defect

capture, i.e. the Schottky-Read-Hall or SRH recombination, and at high injection

density, charge overflow and Auger recombination, which are non-radiative. If one

plot out the trend of IQE vs. n, at a low injection density, the IQE increases as the

defect states get saturated and it will start to drop after a point when the higher order

nonradiative process becomes prominent. Although in real cases the physics are more

complicated, this rudimentary curve usually follows the trend of the experimental

IQE reasonably well. The drop of efficiency with increased injection charge density is

often referred to as efficiency droop. It was argued that the main source of efficiency

droop under high carrier injection rate often required in the green and blue LEDs for

various lighting and lumination applications can be attributed to Auger non-radiative

recombination [1]. The geometric and structural design of a realistic LED device will
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try to compensate for the efficiency droop and control the charge density within the

vicinity of the maximum IQE, therefore, for the purpose of material characterization

we are mostly concerned with the max IQE, which is only determined by the relative

quantities of the A, B and C coefficients.

4.2.2 Quantum wells

Up to these days the most widely used microstructure for enhancing the radiative

recombination efficiency is the multiple quantum well or superlattice structure. The

names of multiple quantum well and superlattice physically refer to the same kind

of device structure that consists of alternating hetero-epitaxial layers of two different

III-V materials grown along a certain direction (usually along the c-direction of a

wurtzite lattice) with well-defined boundaries between the regions. Conventionally

the name multiple quantum wells refer to the structures where the wavefunction

overlap between the adjacent wells is negligible. The quantum confinement of the

quantum well structure makes the wavefunctions of electron and holes along the

direction of the well at least have one confined state where they are compressed

into 2D space (the so-called quantum confinement), thus enhancing the joint density

(JDOS) of states at the exciton state compared to 3D excitons. [2, 3] If we look back

at the ABC model the quantum confinement effectively enhanced the B coefficient

by enhancing the JDOS of the radiative excitonic state.

4.2.3 Green gap

For lighting purposes where visible wavelengths are required, the nitrides are the ideal

materials because the bandgaps of InGaN, the alloy of indium nitride and gallium

nitride can cover the whole visible spectrum ranging from the near UV (with GaN)

to near IR (with InN). However, the peak IQE of the LEDs in the green range has

always been lower than that of the red or blue light due to a much higher indium
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concentration required. It is estimated to require around 25% indium to reach the

range of green light. This is the so-called “green gap” of InGaN LEDs. The reason

for the “green gap” is still in debate, and the following are the few main arguments.

The high indium concentration leads to two effects that can cause reduced peak

IQE. (a) The increased indium concentration needs a lower chamber temperature

in the MOCVD or MBE processes and will lead to increased defects in the grown

material. (b) The lattice constants of InN and GaN are different by ∼ 11% so with

high indium content the difference in the bond lengths of In–N and Ga–N will cause

elastic strain in the alloy, enough to result in two effects that impair the peak IQE:

First, the InGaN mixed crystal will tend to form separated In-rich regions and Ga-

rich regions to relax the strain. The phase separation will result in rough terrains

in the energy bands of the quantum well, making the electronic states localized and

reducing the Coulomb enhancement effect.Second, there is the piezoelectric effect in

the InGaN materials. The elastic strain due to lattice mismatch will induce a built-

in piezoelectric field [4, 5]. When the quantum well is grown along the c-direction,

the piezoelectric field will cause band bending and the e and h wavefunctions will

be biased to different sides of the quantum well, resulting in a reduced wavefunction

overlapping and effectively reducing the radiative recombination rate. This effect is

known as the quantum confined Stark effect (QCSE). The debate on the main reason

for the green gap, whether due to the defects, phase separation, or the QCSE has not

come to a conclusion as of the time of writing.

4.2.4 Previous work: quantum disk in nanowires

The above introductions about ”quantum wells” are mostly concerned with one di-

mension, and indeed the majority of studies refer the name quantum well to the

layered structure of alternating III-N epilayers grown on top of an extended surface.

However, growing a large area of uniform and flat ternary (InGaN and AlGaN) quan-
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tum wells is difficult due to the strain, and this increased strain also leads to a larger

piezoelectric field. So recently, to relax the strain and grow high-quality quantum

wells, Prof. Mi’s group at University of Michigan have grown the InGaN quantum

well in the nanowires with a high indium content rate of 26% and achieved a large

enhancement of radiation efficiency. Since the diameter of the nanowires are tens to

hundreds of nanometers, a larger part of the InGaN is exposed to the surface on the

side wall of the nanowires without creating the strain, they supposedly will tend to

have less strain, thus less QCSE. The SEM images in those studies have shown that

the quantum well structure formed in the hexagonal nanowires can make the well re-

gion grown into a special boomerang shape where the tilted interfaces partially align

with the nonpolar facets of the lattice, possibly due to the difference in deposition

speed of the center and side-wall regions, thus relaxing the QCSE and leading to a

much enhanced radiative recombination efficiency that was observed in the published

works [6, 7]. However, in the previous work the mechanisms for enhanced radiative

recombination are still open questions that are essential for further development of

these nanostructures. Understanding the charge carrier dynamics is a crucial part for

finding the mechanisms for the radiative recombination enhancement and the crit-

ical limitations for the LED process, which is in turn important for designing and

engineering the performance of the LED devices. With ultrafast spectroscopy, it is

possible to distinguish the electronic states and the cooling and transition dynamics

thus giving us further understanding of these LED structures.

4.3 InGaN in photocatalysis

4.3.1 Introduction to photocatalysis

Researchers and engineers over the years have put a vast effort into harvesting and

storing solar energy in order to achieve carbon neutrality and energy sustainability.
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The widely deployed photovoltaic facilities are able to convert the photon energy in the

solar irradiation into electric energy and currently these facilities are directly coupled

into the power grid. Also, research on the various chemical and fuel batteries provides

a way of storing the electric energy in the form of chemical energy. Benefited from

the development of catalysts, recent years have seen the development of hydrogen fuel

cells that have an energy conversion efficiency higher than the fossil fuel generators,

and they have come to application in powering the fuel cell vehicles[8]. The discoveries

of photocatalysts made it possible to generate chemical fuels and ingredients under

a mild ambient environment in a distributed manner, and it combines solar energy

collection, conversion, and storage in the same place.

The study of semiconductor-based photocatalysis started attracting interest since

Nakashima and Honda’s 1970s research on the catalytic effect of TiO2 in the water-

splitting photoelectrochemical reaction [9], which for the first time demonstrated that

it was possible to use semiconductor materials to bridge the gap between the solar

emission energy and the bond activation barrier. Following the pioneering works,

the more recent research explores the possibilities of various semiconductor catalytic

material systems as well as the applications in other kinds of useful chemical reac-

tions such as the selective oxidation of methane and the reduction of nitrogen. The

capability of photocatalytic chemical reactions opens up the opportunities of scalable,

low cost, portable and self-sustainable energy harvesting systems.

In general, the process of semiconductor photocatalysis consists of three main

parts: (a) the hot charge carrier generation upon the absorption of the photon energy;

(b) the separation of the generated electrons and holes and their transport to the

surface of the catalyst body; (c) the carrier should cross the surface barrier and have

the right energy level to activate the chemical bonds and induce the redox reaction.

The last part largely involves the surface chemistry and the molecular electron states.

Ideally the most suitable photocatalyst material should have efficient light absorption
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in the solar radiation range, and should be able to preserve the charge carrier energy

while they transport efficiently to the surface.

Up to today, researchers have explored a wide range of photocatalysts includ-

ing metal-oxides, metal-chalcogenides, silicon, III-V semiconductors and so on. The

drawback of metal oxides such as TiO2 is obvious: they usually have large bandgaps,

therefore a large portion of the visible light cannot be absorbed thus utilized for re-

dox reaction. Furthermore, the large bandgap leads to heavy holes and low mobility,

so the transport efficiency to the surface is limited [10]. The metal-chalcogenides,

silicon, and III-V semiconductors (other than the nitrides) suffer greatly from the

corrosion that occurs in the harsh environment of photocatalysis. More recently the

III-N materials have drawn the attention in the field of photocatalysis.

4.3.2 III-N in photocatalysis

There are several reasons why III-N materials are promising photocatalysts. As men-

tioned in the last chapter, the III-N materials have a large family that can cover

the solar spectrum ranging from IR to UV. [11] This property ensures solar energy

absorption efficiency. The alignment of the conduction and valence bands match

with the molecular energy level of CH4 or H2O. Also, the III-N materials are ex-

tremely stable chemically in the harsh environments acting as catalysts compared to

arsenides and phosphides, which could quickly degrade due to the chemically active

ions generated as the intermediate reactants of the desired reaction. Ref[12] did a

comprehensive review of III-N based photocatalysis for organic reactions.

4.3.3 Surface carriers

Catalysts do take part in the chemical reactions, and thus they make contact with

the reactants. Therefore, in general, good surface-to-volume ratio is desired for good

catalysts since the reactions has to happen at the interface of the catalysts and the
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reactants. Because of that, traditionally the catalysts are usually made in the form

of powders. Although in the case of photocatalyst, it is the photo-carriers that take

part in the chemical reaction rather than the “photocatalyst” themselves, they still

have to make contact with the reactant nonetheless, so the surface-to-volume ratio

argument also holds true for photocatalysts. However, in recent studies, researchers

found that the best overall photocatalytic efficiency was achieved with 1D nanowires

because compared to the powder form, the 1D nanowires are able to better preserve

the crystal structure, resulting in less scattering centers when photo-carriers trans-

port to the surface, thus having a higher overall efficiency. Nanowires that have the

suitable geometry can be a good balance of surface-to-volume ratio and the charge

transport efficiency[13]. Ideally to preserve most of the photon energy absorbed by

the photocatalyst in the form of hot charge carriers the most desirable way would

be to have ballistic transport from the point where the hot carriers are generated to

the surface where the redox reactions happen. It would be of great importance if

one can characterize the arrival time of the photocarriers to the surface. Since the

photo-carrier energy at the surface would be the result of competing thermalization,

scattering, trapping, recombination and transport, the faster the transport is, the

higher efficiency and preserved photon-energy there will be.

4.3.4 Surface band bending

Previously Prof. Mi group in University of Michigan made III-nitride photocata-

lysts that are MBE-grown self-organized InGaN nanowires decorated with Rh/Cr2O3

nanoparticle cocatalysts. They found the material to be effective in unassisted water-

splitting experiments. In this work, an apparent quantum efficiency of ∼ 12.3% was

achieved for unassisted water splitting in neutral (pH ∼ 7.0) was achieved under vis-

ible light illumination[14] and no decrease of efficiency was found after a few hours of

reaction. The nitride nanowires stayed chemically stable through the photochemical
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Figure 4.1: The diagram of band bending at the surface of GaN nanowires in a water-
splitting experiment. a and b show the n-doped nanowires that have upward band
bending at the surface. c and d show the p-doped nanowires having downward band
bending[14].
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reactions. The important factor related to optoelectronics is that the doping level of

the InGaN nanowires have a big impact on the photocatalysis efficiency. As we men-

tioned on the last section the photochemical reactions happen at the catalyst surface.

Further, the full water-splitting reaction consists of an oxidation part and a reduction

part, the slower of which will limit the overall reaction efficiency. The surface band

bending happens in most of the solid state materials when the solid state boundary

condition breaks at the surface. Theoretical simulations and Raman found that the

band bends upwards in n-doped nanowires and downwards in p-doped nanowires.

In intrinsic nanowires, the band also bends upwards similar to the n-doped case. In

water-splitting experiments it was found that there is an optimal p-doping level where

the downward band bending becomes nearly flat in the water environment.

4.4 Sample preparation

The sample used in this chapter are all MBE-grown InGaN nanowires made by Dr.

Mi’s group at Michigan. There are two kinds of samples, one is the self-assembled

nanowires used as photocatalyst, the other kind is the quantum well in nanowires

with LED structures. Figure 4.2 shows the SEM images taken for similar samples

fabricated for the previous works[6, 14].

4.4.1 Self-organized InGaN nanowires for photocatalysis

The samples used in the study of InGaN photocatalysis are the self-organized GaN

nanowires with InGaN segments grown on top of the n-type silicon (111) surface.

The nanowires are grown with the plasma assisted MBE process on the silicon wafer

surface. The nanowire structure is formed from random nucleation. Due to strain

effect in InGaN alloy, this material will start to have phase separation when it grows

larger than a few decades of nanometers. Therefore, the InGaN is grown in the form
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(a) Quantum well in nanowire (b) InGaN in self-organized nanowires

Figure 4.2: The SEM images taken for samples grown with the same technique and
parameters in previous works. a the quantum well in nanowire structure. It has
the same structure as F1921 sample in the main text. b the GaN self-organized
nanowires with InGaN segments. The samples N5099 and N4773 are grown with the
same technique as this sample.

of small segment embedded in the GaN nanowires by switching the indium source. As

reported in the previous work, the nanowires have an average height of ∼ 400−600nm

and the top region diameter of ∼ 40 − 100nm. The embedded InGaN segments are

about 20 to 40 nm thick that sum up to a total thickness of 80nm for each wire.

We prepared one sample N5099 that is optimally p-doped with Mg, and the other

sample N4773 that is intrinsic InGaN. The doping level of N5099 is tuned to have

the optimal overall water-splitting photocatalysis performance when decorated with

Rh/Cr2O3 particles. The only difference between N5099 and N4773 is the doping.

We use the N4773, intrinsic InGaN as a reference to the doped sample. Part of

the optimally p-doped InGaN nanowires are split off and decorated with Rh/Cr2O3

nanoparticle co-catalysts. The growth area of the wafer has a diameter of 10 cm. so

there is unavoidably a temperature gradient across the wafer. The center part of the

wafer has a higher temperature than the outer part, so InGaN bandgap is thus shifted

from UV near the center of the substrate wafer to about 550 nm in wavelength. This

can be visually recognized roughly by the coloration of the nanowires, which is grayish

near the center and gradually becomes yellowish toward the wafer edge.
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4.4.2 Quantum well in nanowire LED structure

The sample (F1921) used in the study of LED structure is the InGaN/AlGaN MQW in

the PN junction region in the GaN nanowires grown along the c-axis by selective area

epitaxy (SAE) technique using a molecular beam epitaxy (MBE) system (Veeco 930)

equipped with a radio frequency plasma-assisted nitrogen source on top of 4.5 µm n-

GaN template on sapphire wafer. The backside of the sapphire wafer is unpolished and

coated with Mo metal particles so that it resembles a black body and the temperature

can be easily calibrated with its IR radiation. The GaN substrate is masked with 10

nm thick Ti film and patterned with e-beam lithography and reactive ion etching to

form a photonic crystal array of hexagon openings on the mask and the nanowires

are grown through the unmasked GaN substrate from the bottom up. The openings

on the Ti mask define the cross-section shape and the arrangement of the nanowires.

There are 64 regions (arranged as a 8 × 8 array) of hexagonal nanowire arrays on a

same piece of substrate, each having a different configuration of the wire size diameter

and spacing. A typical configuration of the nanowire has a diameter of d ∼ 220 nm

and a periodicity of A ∼ 300 nm. The periodicity denotes the lattice constant of

a hexagonal lattice of the photonic crystal structure formed by the nanowire arrays.

Other than the different lateral configuration defined by the Ti mask, all the nanowires

are grown in parallel, therefore they have very similar vertical structure and height.

The content rate of the In incorporation is controlled by controlling the temperature

of the sample. The first or the bottom part of the nanowires are about 450 nm of n-

GaN grown at ∼ 880◦C at a growth rate of ∼ 120 nm/hour. This part is the n-doped

side of the PN junction. Then 6 pairs of intrinsic InGaN and AlGaN layers, each

having about 4 nm thickness was grown on top of the n-GaN and this is the quantum

well region. A lower temperature of 640◦C and an increased nitrogen source intensity

was used to enhance the indium incorporation. The thickness of the quantum wells
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are estimated by the growth rate and the growth time, namely, 2 minutes at a rate

of ∼ 120 nm/hour. On top of the well region, a pair of p+/n+ GaN tunnel junction

before the final p-GaN region and cladding. Previous studies have shown that the

tunnel junctions can enhance the carrier injection and mitigate the efficiency loss due

to high resistance p-type GaN layers and p-type contacts in the MBE or metalorganic

chemical vapor deposition (MOCVD) grown quantum well LEDs [15, 16]. It can be

seen from the SEM images that the growth of the quantum well layers is not uniform

across the nanowire and the few layers are not exactly the same. The center part of the

nanowire grows slightly faster and outer part grows slightly slower, making the well

region slightly tilted so that they are not perfectly aligned with the c-plane but rather

toward a less polar facet. In the previous work that mentioned earlier this was the

argument for the reduced QCSE that leads to the enhanced radiative recombination

rate. Fig. 4.2a shows the SEM of the same kind of structure grown with identical

parameters. Fig. 4.3 shows the illustrative diagrams of the wafer configuration and

the exaggerated side view of the nanowire cross-section.

4.5 Charge separation in self-organized nanowires

4.5.1 TRPL and TRDR experiments

We first carried out room temperature pump-probe experiments and TRPL mea-

surements for the N5099 and N4773 samples, which are the self-organized nanowires.

Since the nanowires are grown on a piece of silicon wafer, which is opaque in wave-

length range corresponding to the bandgap energy of InGaN bulk used in this work,

it is not feasible to make DT measurements. The TRDR setup is very similar to

the setup used for the CVD MoS2/graphene heterostructure experiments except for

slightly different spectral filtering. Refer to Figure 3.3 for a schematic diagram of the

experimental setup.
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Figure 4.3: The not-to-scale diagrams of the InGaN/AlGaN quantum well in nanowire
structure. a The diagrams of the 8×8 array of nanowire regions. Each of the squares
corresponds to a nanowire diameter and spacing setting. The size of each square
is 100 × 100µm2. A typical setting of the nanowire size is about 220 nm in wire
diameter and 300 nm in the adjacent wire distance. b The side view demonstration
of the nanowire. Note that this diagram is not to-scale. The wire size is actually much
smaller compared to the substrate. The quantum well region is also exaggerated in
size. The actual shape of the wells are also nonphysical in this diagram.
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Both the N5099 and N4773 samples have very rough and disordered top surface

due to significant randomness in their growth process so that they will disperse and

scatter the incident light. As a result, we found that the nanowire samples have a

reflectance of less than 1%. For the purpose of ∆R/R0 measurements the low R0

level poses challenges for the dynamic range of the differential measurements, which

is also limited by the damaging threshold of the material, the fluence ratio between

the pump and the probe pulses, and the noise floor of the electronic circuits and the

laser source. In order to achieve a reasonable power scaling range for power dependent

dynamics in the nanowires, a lens with a long focal length of 10 cm was used to focus

the beam on the sample, and the pump beam is carefully defocused slightly to expand

the spotsize at the sample, which is mounted on the focal plane of the probe beam in

order to make the reflectance collected by the same focus lens collimated. With the

10 cm focal length lens, the spot size of the probe beam is estimated as about 50 µm

at the focus, and the defocused pump beam has a spot size of about 100 µm at the

focal plane of the probe beam.

4.5.2 Spectral-resolved PL and DR

Figure 4.4 shows the spectral resolved DR response and the raw TRPL trace taking

with the streak camera. The three rows correspond to three different samples. From

top to down, they correspond to the undecorated p-doped InGaN, the intrinsic InGaN,

and the p-doped InGaN nanowires that has Rh/Cr2O3 nanoparticles decorated on

the sidewalls. The left column corresponds to the spectral-resolved DR measured

at different pump-probe delays by scanning the monochromator wavelength while

keeping the delay fixed. A 450 nm long pass filter was inserted in the PL collection

path in Figure 4.4b to protect the streak camera from the scattering of the excitation

source. All the DR and PL measurements showed mainly a single broad peak. The

central wavelengths depend on the region of the sample due to a temperature gradient
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across the sample during MBE growth process that leads to a gradient of indium

incorporation rate that shifts the bandgap of the InGaN. The peak widths of the

PL shown here are about 20 nm (corresponding to ∼ 100meV) that can only be

attributed to non-homogeneous broadening that is related to the variation of indium

incorporation rate possibly within the nanowires and between the nanowires. The

sample has no positioning marker, so the central wavelength can usually vary between

different measurement sessions by tens of nanometers, but the time-resolve features

are similar. If we read the TRPL raw data along the time delay (y axis), we can

find that the PL dynamics is similar for different wavelengths. The DR spectrum of

the intrinsic sample (Figure 4.4c) showed a second peak in the spectral range where

the reference reflectance power is low. More repeated experiments will be required to

further study the more exact DR spectroscopy of the intrinsic InGaN nanowires. As

the initial ultrafast characterization experiments here we can stay with the conclusion

that both the DR and PL spectra indicated a major inhomogeneous broadening.

4.5.3 Time-resolved PL and DR

We obtained the time-resolved DR from the three kinds of samples by keeping the

monochromator at a fixed wavelength of 470 nm, which is covered in the exciton peak

range, while scan the pump-probe delay stage. We also extracted the time-resolved

PL at the peak wavelength by summing the PL counts in a window of 10 nm. The

dynamics represents an ensemble, so they are similar within the broad peak range

due to the wire variations. Figure 4.5 showed the DR dynamics of the three kinds

of nanowires. The pump source is the attenuated SHG of a RegA system that has

a repetition rate of 250 kHz. The probe is the supertinuum generation by focusing

20% of RegA output (approximately 200 mW) onto a piece of sapphire wafer. The

probe is pre-filtered to remove excessive pulse energy before incidence on the sample

and the reflected probe is then spectral filtered by a monochromator. The excitation
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Figure 4.4: The spectral-resolved PL and DR measured on each of the samples.
The three rows correspond to three different samples, each being the undecorated p-
doped InGaN (N5099), intrinsic InGaN (N4773), and p-doped InGaN with Rh/Cr2O3
nanoparticles decorated at the sidewalls (decorated N5099). The left column is the
spectral-resolved DR response from the three different samples. Different solid lines
correspond to the DR spectrum measured at different delay times. The dotted line is
the reference reflection power spectrum. The right column is the raw streak camera
traces of the TRPL of the samples. 73



power (measured by the average power) of the pump beam is 15 µW for all the

experiments shown in Figure 4.5, which corresponds to a pulse energy of 60 pJ and a

fluence of about 6 µJ/cm2 with a spotsize of ∼ 30µm. All three time-resolved curves

show a fast rising edge that is instrument limited and slow decay curves afterwards

that last for a few hundred picoseconds. The three curves are qualitatively similar.

Figures 4.6a and 4.6b show the TRPL curve of the three samples. The excitation

source of the PL is the SHG from a Ti:sapphire oscillator with a repetition rate of

75.8 MHz and attenuated down to 10 µW, which corresponds to a pulse energy of

0.13 pW and a fluence of about 15 nJ/cm2. The two figures showed experiments that

measured the same PL signal but with different settings of the delay time range. The

rising edge of the p-doped nanowire PL signal showed a “shoulder” that indicates

that the PL should be attributed to two kinds of mechanisms. The rising edges of the

other two samples showed immediate rise after excitation that are consistent with the

DR rising edge. Unfortunately, the origin of the small shoulder is still unclear. The

decay dynamics, however, show a distinct difference between p-doped and intrinsic

samples, where a fast decay after initial carrier injection is observed in the p-doped

samples (both undecorated and decorated) but not in the intrinsic samples. In this

exploratory study of the PL and DR dynamics in the nanowires, we will focus on the

decay dynamics.

We tentatively fit the decay curve of the PL and DR with a multi-exponential

function model that represents multiple carrier relaxation processes. We start with bi-

exponential fit and try to add or remove an exponential component if the fit fails. All

three DR decay curve can be reasonably well fit with a bi-exponential function. The

PL dynamics of the two p-doped InGaN nanowires can be fit with three exponential

functions in the long range measurements and the curve fit to the PL decay curve

of the intrinsic InGaN sample only works without the fastest component. The fitted

curves are shown with the experiment data in the same plots. The fitting parameters
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Rh/Cr2O3	decorated	N5099,	470	nm	probe
N5099,	Undecorated	p-doped,	470	nm	probe
N4773	intrinsic,	470	nm	probe
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Figure 4.5: The time-resolved DR of three different kinds of samples. The circles
are the experiment measurements. The solid lines are the bi-exponential fit to the
experiment data. Refer to main text for the details.

75



Rh/Cr2O3	decorated	N5099,	TRPL	@	500	nm
N5099,	Undecorated	p-doped,	TRPL	@	460	nm
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Rh/Cr2O3	decorated	N5099,	TRPL	@	500	nm
N5099,	Undecorated	p-doped,	TRPL	@	460	nm
N4773	intrinsic,	TRPL	@	480	nm
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Figure 4.6: The PL dynamics of the three different samples sliced from the streak
camera trace at their corresponding peak wavelengths with a spectral window of 10
nm. The circles are the experiment measurements and the solid lines are the multi-
exponential fits. a and b measure the same signal but with a different time window
size (and of course, the step size, because the streak camera have the same number
of pixels). 76



DR PL short range PL long range
tm(ps) ts(ps) tf (ps) tm(ps) tf (ps) tm(ps) ts(ps)

Intrinsic 43 3.4× 102 – 27 – 59 1.27× 103

Undecorated p-dope 28 1.32× 103 3.5 39 12 56 7.0× 102

Decorated p-dope 44 6.3× 102 5.1 53 4.9 36 6.2× 102

Table 4.1: Multi-exponential fitting time constant parameters.

of the time constants are listed in Table 4.1. We matched the numbers with the rough

orders of magnitude of the time constants and categorize them into a fast decay that

lasts about a few picoseconds, a medium decay that corresponds to a time constant of

sub-hundred picoseconds, and a slow decay that lasts hundreds of picoseconds. Since

the PL data only covered 600 ps delay range and the DR measurements 300 ps, the

few hundred to a thousand picosecond time constant of the slowest decay component

can have an unknown large error bar.

We notice that the most significant dynamics difference happened between the PL

decay dynamics of p-doped and undoped nanowires. While all the DR decay curves

can be fitted reasonably well with a 30- to 40-ps component and a slow component

regardless of the doping, the p-doping seems to have created a fast decay component

right after the initial charge capture that was not probed in the DR experiments. The

only difference between the p-doped and intrinsic nanowires is the added Mg source

during the growth of the p-doped nanowires. Since the relative DR levels measured

on these two samples are in the same order of magnitude, we would expect a similar

carrier density in these two cases. Simply comparing the DR decay dynamics of

the two samples that only have different doping levels, and we notice that the DR,

similar to what we discussed in the MoS2/graphene heterostructure case, measures the

remaining charge in the InGaN nanowires, we find that the doping does not change

the dynamics of total charge population in the nanowires, and we can consider it as

the total recombination dynamics of charge carriers. But the radiative recombination

77



of the photocarriers, which is what we measured with the TRPL experiments, seem

to take a different path.

4.5.4 Density dependent TRDR

We would like to be cautious about the dynamics change with carrier density. The

excitation source for the DR measurements is the second harmonic generation (SHG)

of a RegA output which has a repetition rate of 250 kHz, which is about 350 times

slower than the excitation source of the Ti:sapphire oscillator used for making the

PL measurements but the average power and the focusing conditions are similar for

these two experiments. Therefore, the optical energy fluence, which is proportional

to the charge carrier density generated in the nanowire body, are different by about

350 times. It is possible that the PL and DR dynamics difference is due to the carrier

density effect. One possible guess would be that the fast component corresponds to

some efficient trap capture that leads to a fast decay in the carrier density after initial

injection. With a high carrier density as in the DR experiments, the trap states are

either screened or quickly saturated by the high density. The fast component might

be hidden in the DR measurements but below the instrument sensitivity threshold.

The density dependent DR experiment is conducted with a long-focal-length

lens and a slightly defocused pump beam as described earlier. The carrier injection

density was down-scaled for about 100 times by expanding the pump beam spotsize

by about 3 times in diameter and using a band pass filter centered at 480 nm with a

bandwidth of 10 nm on the supercontinuum probe before the beam hits the sample.

The resulting density dependent TRDR of the p-doped InGaN nanowires is shown

in Figure 4.7. For this set of experiments, with the pump fluence decreasing from 2

µJ/cm2 down to 0.2 µJ/cm2, although the pulse energy fluence did not reach the level

of excitation used in the PL experiments, we find that the trend of the recombination

dynamics slows down with lower charge injection density. This trend of slowing down
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with decreased charge density is also be able to explain why we find that the medium

fast process of the TRPL is in general slower than the corresponding component

of the TRDR measurements. We again attempted to fit the decay curve with bi-

exponential functions to study the dynamics characteristics. Figure 4.7c and 4.7d

show the fitting parameters plotted against the pump fluence. Figure 4.7c shows the

two time constants versus the pump fluence, and Figure 4.7d shows the ratio of the

faster components takes up in the total signal. With the lowest pump fluence setting

achieved in the experiments, the bi-exponential function fails to fit the dynamics, so

we marked the ratio to be 0. The trend of the time constants is not clear enough

to draw any meaningful conclusions. But the ratio of the faster components, which

should actually be called the medium fast component, decreases with decreased pump

fluence: no few-ps fast component appears within the instrument sensitivity range.

4.5.5 Discussions

We now discuss the possible physics corresponding to the three timescales we identi-

fied in our first set of experiments. First, we discuss the fast component that lasts for

a few picoseconds, which is only observed in the p-doped InGaN. We recall that the

DR signal measures the remaining charge population in the energy level it probes,

and in the case of a significant inhomogeneous broadening, proportional to the re-

maining charge density in the vicinity of the energy level. Although the pump density

dependent DR experiment was not able to reach the excitation level of the PL exper-

iments shown in Figure 4.4, the trend is obvious: the faster component gets smaller

under weaker excitation density, and the few-picosecend process was not detected.

This indicates that after the initial charge carrier injection by the pump pulse, for

the first few picoseconds there was some efficient radiative recombination, but after

that, although the total charge density decreased by the time constant of 50 to 70 ps,

the radiative recombination was suppressed. We believe that this process corresponds
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Figure 4.7: The density dependent TRDR curve of the p-doped InGaN nanowires.
a shows the DR of nanowires with no decoration (sample N5099) and b shows the
TRDR of the nanowires decorated with Rh/Cr2O3 co-catalysts (decorated sample
N5099). The circles are the experiment data and the lines are the bi-exponential
fits to the decay curves. An extra constant is appended as a fitting parameter to
account for the process longer than the pulse intervals. c show the time constant
fitting parameters of the medium fast component and the slow components of the
bi-exponential fits to the TRDR decay curve, respectively. The faster time constant
corresponds to the left axis and the slower time constant right axis. d shows the
portion the faster components take up in the total DR signal.
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Figure 4.8: A schematic diagram of the charge separation in the self-assembled
nanowires.

to the charge separation due to the band bending near the nanowire sidewall surface

that drives the two kinds of charges drifting toward different directions based on three

reasons: the absence of the fast component from the DR decay dynamics, the absence

of the fast component from the intrinsic InGaN nanowires, and our estimate of the

diffusion time based on the nanowire sizes.

Figure 4.8 shows a schematic diagram of a vertical cross-section of a nanowire.

In a nanowire that is p-doped, because of boundary Fermi level pinning, there will be

an internal polarization field that bends the band upwards as shown in the diagram

according to previous work on the same system[17, 14, 13], and the electrons are

driven toward the surface. When the nanowire is undoped, the bending will be weaker

and downward according to previous calculations, which will drive the holes to the

surface instead. Since the surface transport efficiency depends on the interplay of
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the transport, trapping, and recombination dynamics, the band bending significantly

affects the photocatalysis (PC) efficiency as well as the recombination dynamics. Since

the radiative recombination requires the presence of both the electrons and holes in

the same location, the PL dynamics actually measures the dynamics of colocated

carrier density. Previous studies on the InGaN, GaN and InN found that the electron

mobility is in the range of 40 to 800 cm2V/s[18, 19] which correspond to a diffusion rate

D ranging from 1.2 to 20 cm2/s under room temperature according to the Einstein’s

relation. The hole mobility is in the range of 3 to 200 cm2V/s, which are a few times

slower than the electrons, mainly due to the larger effective mass of holes compared

to electrons. Although admittedly a high mobility is desired for the PC applications,

the sample used in this study is not particularly engineered for high carrier mobility,

we would expect the carrier mobility to be in the low end of its range. The scanning

electron microscopy (SEM) image of a similar sample (Fig. 4.2b) shows that the top

surface diameter of the nanowires range from 40 nm to 100 nm[17, 14, 13]. We then

estimate the diffusion time to the surface to be about 0.2 to 3 ps for an average sized

nanowire. A likely explanation is that the electrons diffuse faster than the holes and

in p-doped nanowires the electrons generated in the bulk InGaN diffuse to the built-in

polarization near the surface and then the built-in field drive the electrons further

toward the surface, thus the electrons and holes are separated and the radiative

recombination is surpressed. The fast component of the PL dynamics is attributed

to the electron diffusion time to the surface. When the InGaN is intrinsic the band

bending is reversed, and we are supposed to see the diffusion of holes. But since

the effective mass of holes are a few time larger than the electrons in InGaN, the

diffusion time will be longer and they may not be distinguishable with the medium

fast component.

Then we discuss the slower time constants. Both of the medium fast and the

slow components are present in both the DR and the PL dynamics, so they are not
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related to the charge separation. After the charge separation when there is no more

charge transport, both the DR and the PL decay follow the remaining charge density

decay. Therefore, we attribute the medium and slow components to the relaxation of

carrier density, which may correspond to radiative recombination and the trapping

at the surface among the relevant physical processes.

4.5.6 Summary

We have studied the TRPL and TRDR dynamics of the self-organized InGaN nanowire

system for the purpose of photocatalysis applications. We summarize our findings and

conclusions based on the previous discussions in this section.

We have presented the TRPL and TRDR results on three different samples,

the Rh/Cr2O3 decorated p-doped nanowire (N5099-RhCr), the undecorated p-doped

nanowire (N5099) and the intrinsic InGaN nanowires (N4773) where N4773 being the

control sample. For all three cases both the DR spectrum near time-zero and the PL

spectrum show a smooth broad feature meaning that the nanowires have significant

inhomogeneous broadending that arises from the randomness of indium composition

rate. All the DR dynamics have instantaneous rising edge and a decay time that

can be described with two exponential components each in the order of 20 to 40 ps

and more than 100 ps. However, the p-doped nanowires all have a fast component

in the PL dynamics that is not observed in the DR signal. Since with significant

inhomogeneous broadening the DR measurement will be proportional to the sum of

electron and hole charge density but the PL emission will require the presence of both

electrons and holes, we attribute the fast decay component of the PL dynamics to the

electron diffusion and charge separation due to the band bending near the nanowire

surface. The slower decay dynamics are observed in both the PL and the DR decay

curves, and they are attributed to the charge density relaxation. In this study we

demonstrated how the PL and DR combined can be applied to characterize charge
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separation in nanowires.

4.6 Charge separation in tilted quantum wells

4.6.1 Room temperature TRDR and TRPL of quantum well

We first conducted preliminary room temperature DR and PL experiments on the

InGaN quantum well in nanowire samples. Both experiments use the excitation or

pump source of RegA with similar level of carrier density. The setup for the DR

experiment is essentially the same as the above-gap excitation DR experiment in

the MoS2/graphene heterostructure except for the excitation power and the spectral

filtering for the different probe photon energies. The pump is the SHG of the RegA,

which has a wavelength of 400 nm, and a repetition rate of 250 kHz, and the probe

is also supercontinuum generated from the same RegA source. The probe beam is

spectral filtered with a 550 nm short-pass filter to avoid excessive energy of longer

wavelength components in the supercontinuum probe. The reason for the spectral

filtering is that the power spectrum of the supercontinuum is heavily weighted towards

the source wavelength, i.e., 800 nm, therefore the red components take up the most

part of the total power, but they do not contribute to the spectroscopy because

the preliminary PL spectrum under CW excitation mainly showed emissions near

510 nm. It is necessary to remove the excessive power to protect the sample from

damaging. With the extra power removed, it gives the experiment more headroom

to scale the excitation power for power-dependent experiments, and it also reduces

unwanted thermal effects of the probe. In the PL measurements the sample is also

excited with the same SHG source with the same focusing lens, and there is no probe

involved. The sample is excited with normal incidence and the PL signal is also

collected with the same focusing lens at normal direction. The PL signal is separated

from the excitation source with a 450 nm short-pass dichroic mirror and directed
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towards a Chromex monochromator. A Hamamatsu photon multiplier tube (PMT)

(model H4722-20) is placed at the exit of the monochromator and connected to a

SR-400 pulse counter unit gated by an optical chopper placed on the excitation path.

The PMT head has a GaAsP photocathode that is sensitive to the spectral range 300

nm to 720 nm with a peak quantum efficiency of 40%.

The focused beam size of the pump is estimated to be about 10 µm indicated by

the 10% to 90% distance with a razor blade cutting method. The bandgap of GaN

junctions or AlGaN barriers are all higher than that of the pump photon energy, so the

pump only generates e-h pairs in the InGaN layers of the quantum well region ideally.

In the quantum well region, the InGaN layers are pumped above their bandgap,

possibly up to multiple quantum well levels, the exact numbers are still unclear.

The probe photon energy range of the filtered supercontinuum covers a span of the

energy levels around the most distinctive PL peak under the same excitation source

(Fig 4.12a). The corresponding band structure is schematically shown in Fig. 4.9.

In the DR spectrum shown in Fig 4.11 two DR peaks appeared on the spectrum,

at 479 nm and 506 nm, respectively. The higher energy DR peak does not show up

in the room temperature PL spectrum while the 506 nm peak corresponds to the

major peak of the PL. Both the DR peaks have shown a bipolar feature and are

very sharp compared to the PL peaks. The higher energy PL peak matches with the

sharp DR peak at 506 nm but the PL peak is much broader than that of the DR

peak. Below the level of 506 nm, a broader PL peak around 550 nm probably exists,

but it is hard to observe since it is near the edge of the edge pass filter used in the

DR experiment. Here we notice that in order for PL emissions to occur, it requires

both the presence of the electrons and holes upon the recombination of which the

photons are generated. In Chapter 2 we mentioned that the transient absorbance or

the differential reflectance signal only requires the existence of any species of carriers.

So here if we trust the DR spectrum and believe that charge carriers, no matter which
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Figure 4.9: An illustrative band diagram of the InGaN quantum well. The right side
is an exaggerated illustration of the tilted quantum well in nanowire structure and
the left side is the band diagram roughly along the dashed red line on the right. The
e and h pairs are created upon the pump excitation. They will relax into the well
states before recombination. In the DR experiments the carrier occupation creates a
positive DR. Due to the built-in piezo-electric field, the lateral component will cause
charge separation.
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kind, only have non-negligible occupation at the states indicated by the peaks, there

is no straightforward way to have radiation outside the charge carrier occupation

spectrum range. To solve the contradiction of spectrum shape widths there are the

following possibilities

1. The PL has a very long lifetime while the DR spectrum is transient. There

is a possibility that at the wavelengths between the DR peaks there are low

charge density states that have a steady supply of charge carriers that come in

and recombine. The low carrier density does not have measurable transient DR

signal in a few picosecond (ps), but with a steady source of carrier injection,

their integration over a full cycle of 4µs RegA interval can become prominent

in the total PL spectrum.

2. The broad PL may correspond to not only the photon but also phonon emission

spectrum. In other words, upon the recombination of electrons and holes, not

only do they create a photon emission, which is the PL, but also one or few

phonons. This creates a side band on the red side of the main spectral line

(phonon side band).

3. Or we have to give up the assumption that the optical matrix element of the DR

spectrum is smooth. Part of the sharp DR spectrum line has the contribution

from the optical matrix element.

4.6.2 Low temperature experiments

With the questions about the DR and PL spectrum we carried out the TRPL experi-

ments on the same sample with a Hamamatsu streak camera as described in Chapter

2. (Insert the source streak to characterize the resolution.) The optical setup is a

typical PL setup with normal incidence except that the collected PL is directed to

a spectrograph and a streak camera so that we are able to measure the dynamics of
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Figure 4.10: a The scaling of PL of the quantum well sample (F1921). b The power
dependent DR spectrum. c The linear fit of the power dependent PL at 506 nm peak.
d The linear fit of the power dependent DR at 506 nm peak.
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Figure 4.11: The spectral resolved room temperature DR at 5 ps after time zero. It
was obtained with 400 nm pump pulses and probed with white light supercontinuum
pulses. With the delay between the pump and probe pulses fixed at 5 ps (measured
from the fast rising edge), a monochromator on the path of the reflectance of is
scanned to obtain the spectral resolved DR. There are two distinct sharp DR peaks,
at around 479 nm and 506 nm, respectively, each being bipolar.
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Figure 4.12: (a) The PL spectrum of the InGaN quantum well in nanowire sample
under room temperature. The excitation source is the 400 nm SHG generated with
250 kHz pulses. The major peak on the PL spectrum matches the major peak of the
DR spectrum but the PL peak is much broader. Fringes on the PL spectrum show
an even spacing of about 30 meV. (b) The (uncalibrated) reflectance spectrum of the
same nanowire pattern as shown in the DR and PL spectrums.

each wavelength of the PL emissions. The excitation source is the 400 nm SHG of

a Ti:sapphire oscillator that is focused onto the sample with an achromatic doublet

lens at normal incidence. The PL is collected with the same lens, and separated

with the residual excitation with a dichroic beam-splitter that cuts on at 450 nm. A

450 nm long-pass filter is also inserted at the PL collection path to further reduce

the background of excitation source and to protect the photocathode screen and the

CMOS camera of the streak camera.

We also further cooled the sample down with liquid nitrogen (LN2) to study the

temperature dependent TRPL and phonon related physics. An Oxford Instrument

Hi-res Microstat with sapphire window is used to hold the sample in the LN2 tem-

perature. Because practically there was a slight leakage in our system, a turbo pump

is continuously running to keep the pressure in the cryostat below the level of 10−5

mbar. The sample is first cooled down to 81K by flowing LN2 into the cryostat under

atmospheric pressure and a constant flow of LN2 at the same rate is maintained with
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negative pressure at the vent of the cryostat that drains the evaporated N2 gas. The

sample temperature is controlled with a PID temperature controller that connects a

temperature sensor and a heater attached to the cold finger where the sample mounts.

After the sample is cooled down to 81 K, which is the lowest temperature achievable

by our instruments using LN2, possibly limited by the cryogenic liquid flow rate and

the thermal leakage of the vacuum chamber. The temperature of the sample is raised

sequentially to 90 K, 100 K, 130 K, 160 K, and 200 K. Since it is not practical to

directly measure the sample temperature, the sample will stay still at each of the

temperature points for 30 minutes before the PL measurement to ensure thermal

equilibrium with the cold finger, where the thermal couple probe of the temperature

controller is attached to.

The raw data of temperature-dependent TRPL measured by the streak camera is

shown in Fig. 4.14. The streak camera image was measured with sample temperature

at 81 K, 90 K, 100K, 130K, 160K, 200K and room temperature, which is 300K. If

we look at the PL dynamics of the raw TRPL data, the rising edge of the PL is fast

and instrument-limited for all the spectral lines on all the measurements, and the

decay time increases with longer emission wavelengths and lower temperature. The

streak camera also measured non-zero PL counts before time-zero when the sample is

cooled down. This indicates that the PL lifetime is longer than or comparable with

the oscillator pulse interval time, which is about 13.2 nanoseconds (corresponding to

a repetition rate of 75.8 MHz). The PL count before time-zero consistently increase

with lower temperature, indicating that the radiative lifetime increases when the

temperature decreases. The 479 nm line did show up on the PL spectrum under all

the temperatures but only near the time zero. It was not directly shown in the data

presented here, but during the experiment it was visually noticed that the brightness

of the PL emission becomes distinctively brighter when the sample is cooled down.

Fig. 4.15 shows the integrated PL of the same sample cooled down. At a glance of
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Figure 4.13: The time-resolved DR at the two major peaks and the TRPL under
room temperature are shown on panel (a) and (b). At the 479 nm (Fig (a)) peak
almost only a fast component is detected at the rising edge while at 506 nm peak
(Fig (b)), at least a slow rising and a slow decay follows a fast rising edge. The inner
sets show the zoomed-in rising edge of each curve, respectively.

the PL spectrum it was found that the PL intensity of the 479 nm line gets lower and

the 506 nm line gets higher under low temperature.

4.6.3 Room temperature spectrum

Now with the TRPL data under low temperature we can get back to the fringe feature

that appeared in the room temperature PL. If we compare the low temperature PL

spectrum with the room temperature PL, the width of the fringe feature does not

change. If it were the electronic effects, the fringe pattern that correspond to a series

of electronic states should become sharper with weaker homogeneous broadening un-

der low temperature, which contradicts with the experiment data. A similar fringe

pattern was also discovered in the room temperature reflectance spectrum shown in

Fig. 4.12b, which shows a broadened exciton resonance feature with a fringe modu-

lation of ∼ 20% depth on top. It only makes sense to assume that these fringes are

due to pure dielectric features. In order to verify this assumption, we can match the
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(a) 200 K (b) 160 K

(c) 130 K (d) 100 K

(e) 90 K (f) 81 K

Figure 4.14: The TRPL spectrum taken by streak camera of the QW in NW sample
under temperatures of 200K (a) to 81K (Fig 4.14f). The excitation source is the SHG
from a Ti:sapphire oscillator with a repetition rate of 76 MHz at normal incidence
and the PL is collected at the normal reflection.
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Figure 4.15: The time integrated PL measured with the streak camera under focus
mode.
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peaks with a simple slab shape Fabry-Perot cavity with some thickness d and dielec-

tric function n(λ). The interference maximum is attained when the round-trip optical

path length of the cavity is a multiple of the wavelength. Therefore, the wavelength

of the k-th peak should follow the equation

2n(λk)

λk
=
k

d
(4.1)

Since the majority of the nanowires are consisted of GaN, we use the refractive index

of GaN in published dataset[20]. We plot the 2n(λk)
λk

against the peak count k on the

PL spectrum, the curve (shown in Fig. 4.16) is almost perfectly linear except for a

bump that corresponds to the 506 nm peak. This could be due to a strong exciton

resonance that deviates from a simplified dispersion of GaN. From the slope of the

linear fit (which should be 1/d) we can estimate the thickness of the assumed slab

cavity to be d ≈ 6.06nm. Fig. 4.16 also shows the same plot but using the reflectance

spectrum from the blank region on the same piece of the sample. The GaN thickness

of the blank region is estimated to be ∼ 5µm. The numbers here match with the

thickness of the GaN buffer layer (as provided by the manufacturer of the GaN on

sapphire wafer) and the length of the nanowires.

4.6.4 Temperature-dependent PL dynamics

In the following discussions we will focus on the dynamics at these two transition

energies. The temperature dependent PL relaxation dynamics at these two wave-

lengths are shown in Fig. 4.17a and 4.17b, which also show the bi-exponential fit

to the relaxation curve. The rising edge of the PL is instrument-limited, and the

timing of the delay edge does not have a distinctive change through the measured

spectral range, meaning that the PL emission start within ∼ 1.4 ps after the initial

excitation. As we have mentioned earlier about the raw streak camera traces, the
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Figure 4.16: The wavenumber of the PL fringes and the reflectance on a blank region
of the sample vs the peak index.

PL has a rather slow relaxation component that lasts longer than the pulse interval.

Since the experiments presented in this work only covered the first few hundred pi-

coseconds, the very slow decay is effectively a constant background when we study

the faster relaxations in sub-ns timescale. Therefore, we have aligned the rising edges

and shifted the counting levels in the PL relaxation curves shown in Fig. 4.17. Single

exponential function fails to fit most of the relaxation curves except for the room

temperature ones. The curves shown in Fig. 4.17a and 4.17b are bi-exponential fits

(f(t) = a1e−t/τ1 + a2e−t/τ2). The time constants of fits are listed in Table 4.2.

Since the time constant fitting parameters of the slower component turn out to

be close to or longer than the window of measurement of the instrument for most of

the curves shown in Table 4.2, we believe that they are quantitatively less trustworthy

than the fast components. The fast component, however, showed some interesting

trends. The decay time of the fast component at 506 nm increases monotonically

with decreasing temperature while at 479 nm it has a turning point of ∼ 130 K. The

integrated PL in Fig. 4.17b shows that the PL peak at 506 nm increases dramatically
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Table 4.2: Bi-exponential fit time constant parameters.

Temperature 479 nm 506 nm
τ1(ps) τ2 (ps) τ1 (ps) τ2 (ps)

81 K 250 804 64 470
90 K 266 878 62 445
100 K 215 1070 58 438
130 K 303 ∞ 53 360
160 K 113 524 43 325
200 K 64 335 38 290
300 K 11 64 25 N/A (single exp)

under low temperature compared to the other wavelengths. The measurement is also

consistent with the observation by bare eyes that the brightness of the PL increases

dramatically under low temperature. This indicates that the relaxation of the PL

at 506 nm is dominated by coupling into non-radiative states under the temperature

near the room temperature. The coupling to non-radiative states shows some thermal

activation characteristics: they become faster when the lattice is warmer. We then

borrow the Arrhenius’s Law from chemical reaction dynamics to study the activation

barrier. The Arrhenius’s Law states that the reaction rate constant a can be related

to the temperature T and an activation barrier energy ε by

a(T ) = Ae−
ε

kBT . (4.2)

We can understand this relation by thinking of the probability of a particle in a ther-

mal distribution (which can be approximated by a Maxwell-Boltzmann distribution)

occupying a state that has a higher energy than the activation barrier. In the context

of chemistry, the exponential part are more commonly written in terms of the activa-

tion free energy per mole µ and RT , and it is exactly equivalent to Eq. (4.2). For an

ideal system that follows the Arrhenius’s Law perfectly, if we plot a curve of log a(T ),
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in the context of our work, log 1
τ1

, against 1
T

, which is the so-called Arrhenius plot, it

should result in a straight line with its slope being the activation barrier energy.

Figure 4.17c and 4.17d show the Arrhenius plot of the quantum well in nanowire

sample at the 479 nm and 506 nm peaks, respectively. The log 1
τ1

vs 1
T

curve is

concave for both 479 nm and 506 nm. For the 506 nm curve, it is still monotoni-

cally decreasing. It is possible that the activation barrier is not perfectly defined. In

order to approximately characterize the temperature dependent decay dynamics, we

applied linear fitting for the high temperature segment and low temperature segment

separately. The fitting parameter for the activation barrier (most likely for thermal

distributed acoustic phonon) is given by 14.5 meV and 3.4 meV under higher tem-

perature and lower temperature, respectively. This number does not match anything

structural in the design but the indium fluctuation. Our best speculation for the acti-

vation barrier energy is the local fluctuation of indium concentration. The Arrhenius

curve of the 479 nm line is a little more complicated because it start to rise when

the temperature goes below 130 K. We believe that there is another mechanism that

determines the PL dynamics of the 479 nm emission.

Our initial room temperature studies found that both the PL and DR showed

strong resonance at 479 nm (2.6 eV) and 506 nm (2.45 eV) under room tempera-

ture. Both the DR and the PL dynamics showed different timescales in these two

wavelengths, therefore they belong to two different electronic states. They cannot

be attributed to the same transition because the PL decay time are also different.

The DR spectrum is sharp for both lines, therefore we believe that these should not

be some trap or bulk states but rather some confined quantum well exciton states.

Since the timescale of the 479 nm DR decay curve is quite slow and cannot be related

to any of the dynamics of the 506 nm, they should be attributed to two different

kinds of quantum wells, otherwise the higher level should relax into the lower level

within picoseconds because they are more than 100 meV apart. From previous studies
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Figure 4.17: a and b show the temperature dependent time-resolved PL at 479 nm
and 506 nm, respectively. All curves are aligned at time-zero by the initial rising
curve and shifted to remove the PL counts before time-zero. The thin lines are the
bi-exponential fits. The fast component time constants are plotted in c and d as
Arrhenius plots against 1

T
. All measurements are made in one session under the same

optical conditions and the streak camera settings.
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on the same structure, the growth should be uniform in a same region of selective

area epitaxy (SAE) patterns, there is less likely to be two distinct nanowires in the

same region than two kinds of quantum wells within the same wire. When we refer

back to earlier research on the same structure, it was reported that some variance of

exciton central wavelengths between different quantum well layers was observed by

cathodoluminescense spectroscopy[6], and SEM microscopy also showed a change in

the quantum well thickness from layer to layer in this kind of structure[7], which is

consistent with our results.

It is well established from previous research that the radiative recombination

come from carriers captured in localized exciton states after off-resonance excitation[21,

22, 23]. The capture process happens in parallel for all the quantum well layers and

the coupling between layers can also create complicated dynamics that we do not

understand at this stage. But after the capture is completed, we then notice that

the DR decay time for both the 479 nm and 506 nm lines are in the hundred picose-

cend level, while the PL decay time constants for the same transitions are both less

than 30 ps in room temperature. This means after about 100 ps from the excitation,

the charge carriers that get captured into the quantum well states are can still be

probed by the DR signal, but the PL has reduced to a negligible level. The temper-

ature dependent PL dynamics indicated that at room temperature the PL decay is

determined by coupling into non-radiative states, but the DR results tells us that the

carriers have not yet recombined. We can explain this by spatial charge separation.

In a tilted quantum well structure studied here, the transverse polarization field

perpendicular to the quantum well plane is comparatively reduced from c-plane quan-

tum wells, but the lateral component may be driving the two species of carrier apart

after they have been captured into the quantum well states. The drift driven by the

polarization field is limited by both the phonon, defect scattering and local traps. The

temperature dependent PL decay dynamics is determined by the stochastic properties
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of the phonon, defect and the indium concentration fluctuation. We have observed

the charge separation in two different types of quantum wells in this structure.

4.6.5 Summary and conclusions

We have studied the PL and the DR spectra and dynamics of InGaN quantum disk

in nanowire structures, which contain tilted quantum wells that are expected to have

reduced polarization fields, thus giving rise to enhanced PL and making them promis-

ing for LED applications. In this section, we synthesize the data presented above into

a consistent picture of the structure and dynamics.

The DR spectrum near time-zero shows a narrow feature at two different probe

photon energies, indicating that the two optical transitions arise from high-quality

quantum wells with very uniform growth across the area probed by the experimental

setup. (There are two different sets of quantum wells in the sample, with different

widths.) The PL spectrum shows, in addition to emission at the quantum well en-

ergies, a very broad feature that is modulated by the Fabry-Perot effect of the top

and bottom surfaces of the sample structure. There is no evidence in the spectra or

dynamics that indicates that the broad PL feature is related to the quantum well

emission – it appears to arise from states that are physically far from the quantum

wells in the sample. The most likely interpretation is that this emission comes from lo-

calized states in the disordered GaN buffer layer, or the lower portion of the nanowire.

These states are not particularly interesting in this study; they simply correspond to

a background signal on which is superimposed the quantum-well optical transitions

of interest.

For the quantum well transitions, we discovered two key features that provide

considerable insight into the behavior of this system, and particularly the role of

charge separation:

1. At room temperature, the dynamics of the two quantum-well transitions for
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the DR both show a slow few hundred ps dynamics, while the PL at the corre-

sponding emission lines exhibit a decay component of about 10 ps that is not

observed in the DR dynamics.

2. The temperature-dependent PL dynamics of the quantum well transitions were

found to slow down when the sample temperature is lowered to liquid nitrogen

temperatures.

Our proposed interpretation is as follows.

1. The DR signal is proportional to the total carrier density in the quantum wells

(as it is proportional to fe + fh); the electron and holes may be physically

separated due to transport following photoinjection, but this will not appear

in the DR signal. On the other hand, the PL signal is proportional to the

product of the occupations (fe · fh), and the electron and hole must be in the

same physical location for recombination to occur. The presence of a fast decay

component in the PL that does not appear in the DR implies that the integrated

carrier density does not change rapidly in the quantum well (i.e. the decay is

not due to trapping at defects), but the charges must be separating within the

quantum well, producing a decay in the PL.

2. The slow components of the PL and DR dynamics are of the same magnitude

(even though the densities are different), and we attribute the slow component

to recombination. The recombination lifetime at room temperature is largely

determined by non-radiative channels, as the quantum efficiency is much higher

at low temperatures.

3. The PL decay rate decreases at lower temperature. The T-dependence shows

a complex activation behavior, in that the PL decay (charge separation) is

thermally activated, but not by a single energy, as the Arrhenius plots are not
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linear. The nonlinear behavior arises from a distribution of activation energies

in the system. Fitting different regions of the Arrhenius plots does show that

the activation energies are on the order of a few meV to about 14 meV. This

range of activation energies most likely arises from In-composition fluctuations

in the quantum wells, i.e. alloy disorder.

4. The separation of charge in the lateral direction along the quantum wells implies

the presence of a residual strain leading to a polarization field along the tilted

wells.

The picture that emerges is that, following photoexcitation, the hot carriers

quickly cool to near the band edge by optical phonon emission. At low temperatures,

the carriers are trapped in potential fluctuations due to alloy disorder, where they

radiatively recombine with high efficiency. As the temperature is increased, carriers

are thermally excited out of these potential fluctuations, where they may separate

laterally in the quantum well due to internal polarization fields. This is manifested

as a decay component in the PL of 10–20 picoseconds. The DR signal shows only

the total recombination. Because carriers may be trapped by defects near the surface

following carrier separation, the radiative efficiency reduces at higher temperature.

The observation of lateral charge separation in very high quality InGaN quantum

wells by comparison of the PL and DR dynamics is a novel way to probe the phe-

nomenon of charge separation in these systems. As discussed throughout this thesis,

charge separation lies fundamentally at the origin of photovoltaic systems as well as

many photocatalytic systems. This effect is also important for LED’s, as it would

serve as a parasitic effect to be avoided in order to achieve high emission quantum

efficiency.
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CHAPTER 5

Summary, Conclusions and Future Work

In this thesis we have presented the ultrafast charge carrier separation and relaxations

in three different nanostructures with ultrafast optical spectroscopy.

5.1 CVD MoS2/graphene heterostructure

We have discovered very fast initial charge transfer from graphene to MoS2 with the

differential reflectance pump-probe technique, which indicates very efficient charge

transfer, validating our initial guess. Our spectral-resolved DR near time-zero re-

vealed a spectral shift of the exciton peak, which may correspond to a different

screening conditions from direct carrier injection in the MoS2 monolayer, therefore

we argue that only one species of carrier transferred over, making the electrons and

separated. Based on our previous knowledge, it should be the electrons that trans-

ferred over. Therefore, the proposed improvement by replacing one layer with MoS2

monolayer is in principle a promising solution. We then studied the transfer back

dynamics and found that the decay curve has a very long tail that can only be fit-

ted with an ensemble of transfer rates that follows a Porter-Thomas distribution.

This was explained by the disorder in the CVD grown MoS2 according to the theory

that explained the PTD of luminescence oscillator strength in low temperature III-V

systems. After the initial separation and thermalization, the decay dynamics is com-

pletely governed by the disorder. The separated charges can take a relatively long
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time before they fully recombine. It may contribute to a higher responsivity of the

phototransistor, in the meantime, also inhibit the bandwidth of its operation.

To sum up, our understandings before the work of this dissertation are:

• We know that charge transfer could have happened in the pure CVD-graphene

photodetectors that contributes to the prolonged carrier lifetime and increased

photo-responsivity but the transfer timescale was unclear.

• Previous experiments on exfoliated 2D TMD material heterostructures dis-

covered fast interlayer charge transfer between monolayer TMDs (WS2/MoS2

and MoS2/MoSe2) or from TMD layer to graphene that happen in sub-100 fs

timescale.

The contributions of this work are

• We observed efficient charge transfer from graphene to MoS2 for the first time

through ultrafast pump-probe experiments.

• The charge transfer was found to happen instantaneously after excitation, which

is consistent with the other similar heterostructure systems.

• We studied the transfer-back dynamics of the heterostructure consisted of CVD-

grown monolayers and found that the disorder dominates the transfer-back

process. We modeled it with a simple Porter-Thomas distributed transfer rate

after the initial thermalization.

The future works can focus on either the material growth for more controllable

material quality, or on the device design to verify the idea in real applications, or on

the fundamentals such as complete microscopic modeling of the carrier dynamics and

the experiments with different barriers and bias levels across the two layers.
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5.2 Self-organized InGaN nanowires

Before the study of this work we knew that self-organized InGaN nanowires have

surface band bending that will greatly impact the hot carrier densities and the photo-

chemical reaction efficiency. When the nanowires are p-doped, the band bends down

toward the sidewall surface, driving the electrons toward the surface and the holes

away from the surface. Ultrafast pump-probe experiments were conducted to study

the hot carrier dynamics but with the pump-probe data alone, we could not have a

convincing interpretation of the different physical processes. As an initial experimen-

tal study on the intrinsic characterization of InGaN nanowires, we have made the first

TRDR and TRPL measurements of the photocatalytic InGaN nanowires. Under sig-

nificant inhomogeneous broadening the DR measure the total remaining photocarrier

density and the PL measures the recombination rate that corresponds to colocated

electron and hole density. The carrier relaxation can be explained with processes in

three different kinds of time constants that are fast (a few ps), medium fast (tens

of ps) and slow (more than a few hundreds of ps). By comparing the p-doped and

intrinsic nanowires grown under the same conditions we find that the fastest few-ps

component only appear in the TRPL of InGaN nanowire samples that are p-doped

with Mg, and never in the DR decay curve. We argue that the fast component corre-

sponds to the charge separation driven by the band bending near the nanowire side

wall. The previously reported diffusion rate and the nanowire size are consistent with

the time constants we measured. The medium time constants are attributed to the

recombination in the bulk InGaN and the slow process is the trapping to the surface.

We preliminarily identified that the hot carriers arrive at the nanowire surface by

diffusion in a few picoseconds.

The physics picture presented here still needs more careful verification. Further,

the goal of the ultrafast study is to find the arrival time of the chemical reaction
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center but in the study presented in this thesis, we are only capable of probing the

bulk InGaN states. In the future, directly probing the surface states, probing the

chemical decorations on the surface or making an epitaxial shell layer will give more

sensible results for the photocatalysis applications. Nonetheless, we may develop

newer nanostructures for making the photocatalysts, and in the case that the epitaxial

shell growth is challenging to implement, the methodology presented here will still be

relevant for characterizing the charge separation in photocatalyst nanostructures.

5.3 InGaN quantum well in nanowires

On the spectroscopy side, we studied the PL and the DR spectra of these quantum

well in nanowire structures. The DR spectrum near time-zero shows a narrow feature

at two different probe photon energies, indicating that the two optical transitions have

uniform growth across the area probed by the experimental setup. The PL spectrum

shows a rather broad feature that is largely modulated by the Fabry-Perot effect of

the top and bottom surfaces of the nanowire samples.

On the dynamics side, we found a similar fast decay component in the room tem-

perature PL of the quantum well system that is not detected in the DR measurements.

The temperature-dependent decay dynamics of the PL shows thermal activation fea-

ture that can be partially explained with the Arrhenius’s Law. The charge carriers

can get activated by thermal energy to couple with non-radiative centers that are still

probed by the DR measurements. We find that the activation barrier is so low that

it only be matched with the indium concentration fluctuation. We believe that the

polarization field in the nanowires played a role in driving the two species of carriers

laterally toward the opposite sides of the tilted quantum wells. The fast component

of the TRPL decay curve corresponds to the hopping transport of carriers along the

quantum well plane.
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Before the studies of this work, our understandings about the InGaN based LEDs

are

• In the SAE grown quantum disk in nanowire samples, it was observed that

the alternating quantum well interface align with a tilted crystal plane. Due

to reduced piezoelectric polarization across the direction of the quantum con-

finement, the reduced QCSE will lead to increased radiative recombination

efficiency.

• The main impact factor for LED efficiency was unclear.

The main contributions of this work are

• Combining the room temperature TRPL and TRDR measurements, we were

able to identify the main peaks in the PL spectrum to be corresponding to the

different quantum well regions.

• By analyzing the low temperature TRPL data, we have observed spatial charge

separation. Considering the geometry of the nanowires, these are attributed to

the charge separation along the tilted quantum well plane driven by the lateral

piezoelectric polarization.

• Following the study with the self-organized nanowires, we argue that the com-

bination of time-resolved PL and pump-probe experiments is a novel approach

for characterizing charge separation for InGaN based nanostructure systems.

The next step of this study would be a more sophisticated modeling of the

excitonic states, the carrier dynamics and the dielectric properties to fully address the

spectroscopy and the time-resolved results. We are still ambiguous about the broad

PL spectrum, reflectance spectrum but a very narrow DR spectrum. Experimentally

further studies about the coupling between the quantum wells by resonant excitation

tuned to one of the sharp DR peaks should reveal more physics in these quantum
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well systems. On the material side, we found that although not due to QCSE, the

piezoelectric effect will nonetheless affect the radiative recombination negatively by

driving the two kinds of carriers toward opposite directions along the quantum well.

A true nonpolar InGaN quantum well will be both challenging and rewarding for an

LED device.
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