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Abstract 

 

People are expected to spend the majority of their time in enclosed spaces (man-made 

environments where people can live and work) in modern life. The maintenance of safe and healthy 

environments in these spaces is of paramount importance to human comfort, productivity, and 

health. Poor management of such spaces might not only adversely affect human well-being but 

also lead to extra energy consumption and thereby deteriorate the effectiveness of sustainability 

initiatives in urban areas. This dissertation proposes a human-centered artificial intelligence (AI) 

framework for the efficient operation and maintenance of sustainable enclosed spaces that can 

positively impact the well-being and productivity of the occupants. Specifically, the research 

focuses on two main enclosed spaces where people in developed countries are expected to spend 

most of their time doing various tasks, buildings, and Autonomous Vehicles (AVs). 

As a departure point, human-centric data is incorporated with environmental conditions in 

a holistic way to enhance human-building interaction and improve the efficiency of building 

management. A generic framework for human-centric real-time monitoring and management of 

the indoor environment is developed. Since different individuals might have distinct preferences 

for indoor environments, the concept of activity-based workplaces (ABW) is also incorporated 

into the framework. At first, a joint optimization approach for thermal comfort and energy 

consumption is used to demonstrate the feasibility of the developed framework. Based on the 

prediction models and the optimization algorithm, people with distinct characteristics are assigned 

to different indoor spaces. Meanwhile, the room conditions such as temperature, humidity, and 

lighting levels are adjusted autonomously. The results indicate that the appropriate adoption of 
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personal models can significantly improve the occupants’ thermal comfort in the building while a 

large amount of energy can be saved. 

Second, the scope of indoor well-being is not only limited to human comfort but also 

extended to mental health and productivity. To obtain the fundamental knowledge, experiments 

regarding the effects of wearing masks and lighting conditions on mental states such as work 

engagement and mental health of the occupants based on physiological sensing are conducted. The 

results reveal that wearing masks might reduce the mental workload (MW) and task performance 

of the occupants while the effects of lighting levels vary across different subjects. To better 

incorporate the mental states into the developed framework, personal prediction models for the 

work engagement are established based on the experimental results using machine learning 

techniques. A case study concerning both thermal comfort and work engagement is given to 

demonstrate the scalability of the framework. As a result, the framework is proven to be feasible 

regarding the improvement of human well-being while maintaining a low energy consumption of 

the buildings. 

Based on similar human sensing technologies, the scope of the research has been extended 

from buildings to AVs aiming at safer driving environments. In L3 AVs, the driver is expected to 

be doing secondary tasks similar to those performed by occupants in the buildings such as reading, 

texting, and working on a laptop. However, humans still need to take over vehicles in some 

situations due to the limitations of automation technologies. Therefore, the states of the drivers 

such as how they are engaged in these tasks are essential as they will determine the success of any 

takeover event. A systematic analysis regarding the effects of takeover behaviors on human 

physiological responses is conducted. To conduct the experiment, different takeover scenarios are 

designed in the simulation program. A driving simulator is used for the experiment while the data 
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from the human subjects and vehicles are collected. The correlation between different 

physiological features from humans, takeover scenarios, and vehicles is investigated. Prediction 

models for takeover readiness are then tested. The results reveal that takeover readiness can be 

reflected in the physiological data and takeover scenarios. 

In general, this research provides a new paradigm regarding how humans can be involved 

in the loop of control of enclosed spaces for smart decision-making. The proposed framework, 

algorithms, and discoveries can serve as fundamental theories to help with future research to 

investigate how this knowledge can be extended in the context of smart and connected 

communities and cities.
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Chapter 1 Introduction 

Aiming at better operations, the future built environment needs to collect a variety of types 

of data to help with the management of resources, assets, and services. The well-being and safety 

of people should be their priority in future built environments [1]. There are mainly two types of 

enclosed spaces of man-made environments where people can live or work in the future: 1) 

buildings and 2) Autonomous Vehicles (AVs) (the drivers can do secondary tasks similar to those 

performed by occupants in buildings). Since people are expected to spend most of their time in 

these spaces [2, 3], developing management strategies for indoor environmental conditions and 

advancing mechanisms of interactions with the occupants of these spaces is very important. To 

achieve efficient human-centric control of enclosed spaces, personal human data is the key due to 

the distinct characteristics of different people [4, 5]. Failure of incorporating personal 

characteristics may result in undesirable outcomes such as unsatisfied indoor environments and 

extra building energy consumption [6, 7]. 

This research aims to develop scalable approaches to bring humans into the loop for smart 

decision-making and controls of enclosed spaces. Specifically, this research explores the 

implementations of personal human data in different themes. As a core idea, the human Digital ID 

(DID) which refers to a digital replica of human biographic data, environment preferences, and 

personal prediction models that can be used to help with the evaluation of their indoor experience 

is proposed and defined. Based on DID, the first theme integrates personal data into the joint 

optimization of thermal comfort and energy consumption of the buildings. The second theme 

extends thermal comfort to a broader definition of human well-being by investigating the effects 
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of indoor environments on the mental states of the occupants. The third theme implements similar 

human sensing technologies in improving the safety of AVs. The overview of the research is shown 

in Figure 1.1. 

 

Figure 1.1. Research Overview 

 

1.1 Importance of the Research 

Comfortable and safe enclosed spaces (i.e., indoor spaces of building and AVs) play a vital 

role in a human’s daily life and is crucial to the improvement of the well-being and safety of 

humans [8-10]. Human-in-the-loop (HITL) control is key to smart decision-making in these spaces 

for better operations. Failure to incorporate feedback from individuals may lead to undesirable 

outcomes regarding human comfort, work engagement, productivity, and safety in buildings and 

AVs. 
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For example, in terms of buildings, a survey shows that only half of the occupants are 

satisfied with their indoor environments [11]. One major reason behind this is that the conventional 

methods for indoor environment control rely on adaptive comfort models and standards [12, 13], 

which adopt one-size-fits-all approaches that assume all the occupants have similar preferences 

[14] resulting in an indoor environment that can only satisfy a small proportion of occupants [11]. 

However, it is well established that different people have distinct preferences for indoor 

environments resulting from differences in age, gender, and physiological features to name a few 

[4, 15]. On the other hand, these approaches may also easily lead to overheating or overcooling of 

the indoor space, thereby resulting in extra building energy consumption. As a result, the Heating, 

Ventilation, and Air Conditioning (HVAC) systems, which maintain the indoor environment at 

comfortable levels account for approximately 50% of the total energy usage in residential and 

commercial buildings in developed countries [16].  

Similarly, human involvement still plays an important role in current AV designs due to 

limitations in relevant technologies [17, 18], and failure to incorporate the human states in AVs 

could lead to severe consequences. For example, in “Level 3 Conditional Automation”, instead of 

always focusing on the roadway, the drivers are given some freedom in performing secondary 

tasks similar to those performed by occupants in the buildings. However, these activities lead to 

additional challenges in the timely takeover of the vehicles since the drivers might be highly 

distracted from the secondary tasks and not able to promptly be aware of the road conditions or 

respond to an alert in a timely manner [19]. Failure to take over control of the vehicles can lead to 

unexpected traffic accidents. Therefore, it is essential to know the states of the drivers while they 

are in the AVs such that the systems could provide alerts accordingly. To achieve this, a systematic 

understanding of the effects of takeover behaviors on driver’s states is thus of significant 
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importance to allow better interaction between humans and vehicles so as to achieve safer driving 

environments. 

To address these problems, it is important to first understand the effect of these 

environments on occupants, and then use the obtained knowledge to provide close-loop controls 

with the help of state-of-the-art technologies such as physiological sensing, Internet of Things 

(IoT), and AI. 

Apart from the commonly investigated well-being indicators such as thermal comfort, the 

mental states of occupants also play important roles in well-being of the occupants. For example, 

work engagement (“a positive, fulfilling, work-related state characterized by vigor, dedication, and 

absorption [20]”) and mental workload (MW) (“the ‘costs’ a human operator incurs as tasks are 

performed [21]”) can directly affect the mental wellness [22] and productivity [23-26] of people. 

Therefore, a comprehensive consideration of human well-being which incorporates not only 

comfort but also mental states is necessary. 

In general, the integration of personal human data into enclosed spaces including buildings 

and AVs is key to achieving healthy, comfortable, and sustainable communities. 

1.2 Background of the Research 

In this section, the importance of man-made enclosed spaces and their current situations 

are discussed. Specifically, the current strategies and challenges regarding the monitoring and 

control of indoor environments in buildings are introduced and discussed. In addition, it is 

expected that in the future AVs, the drivers can perform different tasks similar to those performed 

by occupants in buildings, thus the background of human involvement in AVs regarding the safety 

aspect is also explored. 
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1.2.1 Current status of the management of indoor environment 

A good indoor environment is essential for the occupants in many aspects. It can potentially 

have a significant impact on their well-being and lead to the improvement of their productivity 

[27-29] and vice versa [30-32]. In order to have better management of the indoor environment, 

many studies have focused on developing smart building management platforms [33]. The rapid 

growth of high-speed commercial internet [34], advances in building management systems 

(BMSs) [35], as well as personal electronic devices such as smartphones [36], have supported the 

concept of a smart building [37]. A smart building aims to automatically control the building 

systems to address energy waste and improve the indoor environment quality based on smart 

sensors [38]. The sensors were installed in different locations in the building to collect 

environmental data such as temperature and humidity [39-47]. In addition, technologies such as 

Wi-Fi, WSN, 5G, and LP-WAN [33, 48, 49] were applied to allow for seamless data 

communication. With the sensing data, real-time visualization platforms for indoor environments 

were developed, which aimed to provide the building manager with a more efficient decision-

making process. For example, Revel et al. [50] developed a low-cost thermal comfort monitoring 

system by means of the Predicted Mean Vote (PMV) index of multiple positions calculated 

through the collected environmental parameters such as temperature, relative humidity, and air 

velocity. Chang et al. [51] presented a framework to achieve colorful visualization of indoor 

temperature and humidity associated with adaptive thermal comfort values, which used Dynamo 

to import real-time sensing data into Autodesk Revit through the Arduino microcontroller. In 

addition to thermal comfort, other factors such as acoustic comfort were also investigated. In 

addition, different platforms were developed to evaluate the real-time indoor air quality. A battery-

free device was designed by Tran et al. [52] to monitor the concentration of VOC, air temperature, 
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relative humidity, and atmospheric pressures of the indoor environment. Similarly, Kim et al. [53] 

developed an integrated monitoring system with multiple sensors to evaluate real-time indoor air 

quality. By examining the level of seven gases (i.e., ozone (O3), particulate matter (PM), carbon 

monoxide (CO), nitrogen oxides (NO2), sulfur dioxide (SO2), carbon dioxide (CO2), and the 

volatile organic compound (VOC)), the system was able to provide a timely alert regarding the air 

quality. 

Even with those efforts being paid to improve the indoor environment, a survey involving 

more than 52,000 people in 351 office buildings showed that only half of the occupants are 

satisfied with their indoor environments [11]. One major reason behind this is that the conventional 

methods for indoor environment control rely on adaptive comfort models and standards [12, 13], 

which adopt one-size-fits-all approaches that assume all the occupants have similar preferences 

[14] resulting in an indoor environment that can only satisfy a small proportion of occupants [11]. 

However, it is well established that different people have distinct preferences for indoor 

environments resulting from differences in age, gender, and physiological features to name a few 

[4, 15]. For example, it is suggested that females prefer higher room temperatures than males [54] 

and the thermal sensation of people in different age groups (under 25 years old, 26-45 years old, 

and over 65 years old) are statistically different [55]. In addition, it is shown that the occupants’ 

physiological features such as brain signal [23, 56, 57], skin conductance level (SCL), heart rate 

(HR), and skin temperature (ST) may vary across individuals under the same indoor environment 

(i.e., temperature and lighting conditions) [57]. Therefore, it is essential to consider the individual 

differences in the decision-making of the building systems. 
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1.2.2 Active-based workplaces 

To meet occupants’ diverse preferences for the indoor environment, previous studies have 

focused on approaches regarding individual indoor experiences. The idea of active-based 

workplaces (ABWs) [58] was proposed to offer people more flexible workplaces. The utilization 

of ABWs aims to provide flexible workplaces for the occupants depending on their personal 

preferences (e.g., the location and microclimate of the workplace) [59]. It has shown an advantage 

in improving people’s performance [60], physical activity, and relationships with co-workers [61] 

compared with traditional offices. A review involving 36,039 participants also highlights the 

benefits of ABW particularly in improving communication, control of time, and workplace 

satisfaction [62]. Recently, some efforts have already been paid to integrate the ABW with smart 

building systems. For example, a robust system named OccuSpace was developed by Rahaman et 

al. [63] for workplace management. The system allowed the occupants to use the statistical features 

of the Received Signal Strength Indicator (RSSI) of Bluetooth card beacons to predict the 

utilization of the shared workplace. Similarly, Sood et al. [14] presented a platform with a mobile 

interface for the occupants to find suitable workplaces by collecting their experience feedback at 

different indoor workplaces. 

However, the application of ABW needs precise control of the indoor environment, as a 

poor indoor space management strategy may lead to extra energy consumption [64] and 

insufficient indoor comfort improvement for the occupants [65]. Therefore, to maximize the gains 

from ABW, a human-centric smart decision-making system is required. In addition, a 

comprehensive survey regarding the worker perspectives on incorporating AI into office spaces is 

conducted. The results show that it is expected that future buildings should be able to interact with 

the occupants and create better indoor environments for individuals [48]. 
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1.2.3 Real-time monitoring of the indoor environment 

To achieve the efficient control and management of the indoor environment considering 

the feedback of individuals, real-time estimation of the occupants’ states is the key to mapping 

personal behavior patterns and performance to improve the comfort level and well-being of each 

individual [28]. Prediction models for human comfort as references for the decision-making of the 

indoor environment have been investigated in several studies. For example, Ho et al. [66] 

developed a platform that could connect real-time indoor air quality to a personal health reporting 

system through a mobile app. The system was able to analyze the data and give alerts to the 

occupants once the concentration of air pollution exceeded a certain threshold. Moreover, after 

collecting subjects’ thermal comfort feedback and physiological data under different 

environmental conditions, Li et al. developed [36, 67, 68] different approaches including 

smartphone applications and thermal camera-based frameworks to estimate the occupants’ 

personal thermal comfort. Based on the developed personal thermal comfort models, a dynamic 

determination of the optimum room condition mode was achieved. Similarly, Ma et al. [69] applied 

an ANN model which took human parameters (e.g., clothing type, activity type, human relative 

position, gender, age, height, and weight) and environmental parameters (e.g., air temperature and 

air humidity) as inputs to train a personal prediction model for thermal comfort. 

Based on the existing technologies, research has started to focus on occupant-centric 

environmental control. For example, Kim et al. [5] have proposed a unified modeling framework 

to achieve smart control of indoor thermal environments based on personal prediction models. The 

framework discussed the data collection, model selection, and learning process of the systems, as 

well as the architecture for the integration of models in thermal control. In addition, a review 

conducted by Yang [70] summarized the concepts of making the HVAC control based on occupant 
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information. The utilization of occupant-related data in improving the performance of HVAC 

systems has been identified. However, these frameworks only focus on thermal comfort and have 

not explored the capabilities of incorporating other indoor experiences. In addition, there is no case 

study to demonstrate how the proposed systems work. In order to further improve the indoor 

experience of the occupants, it is essential to develop a generic framework with an illustrative case 

study. 

1.2.4 The importance of enclosed spaces in buildings and AVs 

Besides buildings, another type of enclosed space where people may spend most of their 

time doing similar daily work in the future is AVs. AVs are expected to contribute to half of the 

new vehicle market by 2045 [71]. Successful adoption of AVs can reduce drivers’ stress and 

fatigue, curb traffic congestion, and improve safety, mobility, and economic efficiency. The 

present driving automation systems, including the Tesla Autopilot and Cadillac Super Cruise, are 

primarily categorized as "Level 2 Partial Automation” (L2) [72]. At this level, the driver is required 

to continuously monitor the road and take full control immediately when the system reaches its 

limits. Incidents of failure to take over can result in fatal injuries, such as the tragic Tesla crash in 

California [73]. As manufacturers transition towards the more sophisticated "Level 3 Conditional 

Automation" (L3), where drivers are not obliged to actively monitor the dynamic driving 

environment when the automated system is engaged (i.e., hands-off and eyes-off), such situations 

are likely to become even more challenging [72]. Instead, they can engage in various secondary 

tasks, such as texting and relaxation. Nevertheless, in L3, drivers must still be capable of taking 

over and assuming manual control within a few seconds of being notified to avoid any possible 

accidents [72]. Since drivers are not consistently and actively involved in driving, they might not 

be able to rapidly restore situational awareness and effectively take control of the vehicle [19, 74]. 
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This leads to a lack of interaction between the driver, which raises significant safety concerns for 

L3 automation, potentially impeding its acceptance by society. 

Existing studies have extensively explored methods to monitor and evaluate a driver's 

physical and psychological condition, such as fatigue, attention, and drowsiness, in both manual 

driving and L2 automation. However, current techniques such as onboard sensors and cameras 

[75, 76] for monitoring a driver's state are built upon the assumption that drivers must stay focused 

on the driving task constantly, while driver engagement is not required in L3 automation, which 

makes these approaches obsolete. Therefore, the investigation of the feasibility of using 

multimodal physiological features collected from drivers in L3 AVs to estimate takeover readiness 

is essential for driving safety. 

1.3 Research Objectives 

The overall objective of this research is to define and integrate the concept of human DID 

(i.e., personal human data) to achieve more efficient management and control of enclosed spaces 

so as to improve the comfort, health, productivity, and safety of people while optimizing energy 

usage. 

The specific objectives of this dissertation are as follows: 

• Propose and define a brand-new concept of human Digital ID (DID) as the 

fundamental theory for human-centered advanced management and control of 

enclosed spaces. 

o Decide the important information that can reflect the personal characteristics 

that correlated to indoor experiences. 

o Develop a generic framework that demonstrates the potential implementation 

of DID in smart buildings. 
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• Based on DID, develop a comprehensive and scalable framework to jointly optimize 

the indoor well-being of the occupants and energy consumption. 

o Develop the joint optimization algorithm which can be extended to the 

different indoor experiences of the occupants. 

o Test the optimization algorithm using a case study. 

• Conduct experiments to further understand the correlation between human 

physiological responses and indoor environments as the basis of extending the scope 

of human well-being optimization. 

o Understand how wearing masks might affect the mental states and 

performance of the occupants. 

o Understand the effects of lighting conditions on the work engagement of the 

occupants while they are performing cognitive tasks. 

• Explore the possibilities of obtaining personal models for human mental states (e.g., 

work engagement) as auxiliary tools while managing and controlling indoor 

environments. 

o Establish the prediction models for work engagement using easily measurable 

physiological data. 

• Adopt similar physiological sensing technologies to AVs for safer driving 

environments. 

o Conduct a systematic analysis of the effects of takeover behaviors on 

physiological responses. 

o Explore the potential of predicting the takeover readiness 
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1.4 Dissertation Outline 

This dissertation is a compilation of peer-reviewed scientific manuscripts which describe 

the research on advanced management and control of enclosed spaces through human-centered 

Artificial Intelligence. The remainder of the dissertation is organized as follows: 

Chapter 2 introduces the definition and potential implementations of the new concept of 

DID, which is expected to be integrated with recognition, prediction, recommendation, 

visualization, and feedback systems to form a general framework. It is scalable and can be 

integrated with any algorithms and techniques, which can serve as a fundamental framework for 

future smart buildings. 

Chapter 3 proposes a framework to optimize thermal comfort while achieving energy 

savings through room assignment and indoor environmental control as a case study of 

implementing the concept of DID. The proposed framework integrated learning-based building 

energy models and personal thermal comfort models with the concept of the Large Neighborhood 

Search (LNS) algorithm. The proposed optimization method can thus be of significant value for 

building managers to decide the room assignment and environmental conditions of the buildings. 

Chapter 4 investigates the effect of wearing a mask on the physiological responses and task 

performance of those who work in office environments during the pandemic period. The two most 

commonly used masks (i.e., cloth and surgical masks) are chosen for evaluation. The work 

engagement, MW, SCL, HR, as well as the overall performance of the subjects while they are 

completing simulated office tasks are collected and analyzed. This study provides a valuable 

reference for those who need to wear a mask while working. 

Chapter 5 investigates the effect of lighting level on occupants’ work engagement by 

studying the frontal asymmetry index (FAI) measured by electroencephalography (EEG). 
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Statistical analysis is performed to investigate the work engagement of the occupants under three 

typical lighting levels (i.e., 200 lux, 500 lux, and 1000 lux) while they are performing cognitive 

tasks. In addition, this study also proposes a method to predict the engagement level for each 

subject based on the lighting level and their GSR, HR, and ST using machine learning algorithms. 

This opens the possibility of using easily measurable physiological parameters to estimate human 

brain activities and predict their work engagement under different lighting scenarios. 

Chapter 6 illustrates a case study regarding how to integrate thermal comfort and work 

engagement with their corresponding personal prediction models. The indoor temperature and 

lighting levels are used as two example environmental parameters that can be controlled in the 

buildings so as to maximize the thermal comfort and work engagement of the occupants at the 

same time. A Unity-based program is developed to demonstrate the real-time visualization 

platform of the states of the occupants. 

Chapter 7 provides a comprehensive analysis of the effects of takeover behaviors on the 

commonly collected physiological data. A program for conditional automation is developed based 

on a game engine and applied to a driving simulator. The analysis of the data across different 

subjects is also conducted, which emphasizes the importance of considering standardization or 

normalization of the data when they are further used as input features for estimating takeover 

readiness. Overall, the findings in this chapter provide a deep understanding of the pattern of 

changes in physiological data during the takeover periods, thus serving as references for using 

these variables as predictors of takeover readiness and performance in future studies. 

Chapter 8 concludes the dissertation and summarizes the significance and contributions of 

the research, followed by a discussion of future research direction.
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Chapter 2 Definition and Potential Implementations of Human Digital ID 

2.1 Introduction 

In support of human-centered AI, a new concept of human Digital ID (DID) is proposed 

as the core of the real-time human-centric monitoring framework. As per definition, the concept 

of DID refers to a digital replica of human biographic data, environment preferences, and personal 

prediction models that can be used to help with the evaluation of their indoor experience. The 

systems and information flow of the framework are shown in Fig. 2.1. The DID supports 

interactions in different connected systems that are important for the decision-making and control 

of indoor spaces. These systems include (1) recognition systems; (2) prediction systems; (3) 

visualization systems; (4) feedback systems; and (5) control systems. The information stored in 

DID serves as the personal prediction model to estimate the personal comfort or indoor 

environment preference of the occupant. After the occupant is recognized by the recognition 

system, the profile for the specific individual is obtained. In the prediction system, the personal 

DID combines with real-time environmental data to estimate the human state (e.g., thermal 

comfort, visual comfort, mental state). In addition, to sufficiently represent the collected and 

predicted information, a virtualization platform is implemented as a tool for real-time monitoring 

and decision-making. The details of each system are discussed in the following sections. 
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Fig. 2.1. Components and information flow of the DID-based system 

2.1.1 Digital ID (DID) 

2.1.1.1 DID data components 

The information contained in DID for an individual is shown in Fig. 2.2. Human 

information can be categorized into two major categories: (1) dynamic parameters; and (2) static 

parameters. Dynamic parameters include the parameters that continuously change over time such 

as clothing type, location, activity intensity, and physiological data (e.g., GSR, HR, and ST), when 

available. In contrast, the static parameters do not change significantly within a short period of 

time, such as human physical parameters (e.g., age, gender, height, and weight), general 

environmental perceptions (e.g., preference for temperature, humidity, and lighting level), lifestyle 

(e.g., level of physical activity), and long-term working style (e.g., sedentary or long-standing). In 

practice, the dynamic parameters can be obtained through wearable or non-intrusive sensors [36, 

67]. The static parameters are used to categorize the profiles of different people and do not need 

to be collected continuously. In addition, personal prediction models are also considered a part of 

DID. They refer to the mathematical models (e.g., standardized equations and learned models from 

machine learning) that are capable of predicting the occupants’ state such as thermal comfort, 

visual comfort, and work engagement. The prediction models use static or dynamic parameters, 

sometimes combined with environmental parameters, to make the estimation. For example, human 
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activity level and clothing type associated with room temperature and humidity are generally 

considered good features for predicting thermal comfort [69, 77]. 

 

Fig. 2.2. Components of Digital ID 

2.1.1.2 A framework to establish and update the DID database 

A framework for the establishment and update of the prediction models is proposed as 

shown in Fig. 2.3. Based on the functionalities of the building, a target group of people is 

determined. For example, for an educational building with study rooms, the target group of people 

is students while for an office building the target group of people should be the employees. An 

initial database is established by collecting the data from the target group. For this study, the 

educational building is used in the case study, thus the data is mostly collected from students. The 

static parameters of the people including age, gender, weight, height, thermal preference, and 

lighting preference are collected. Based on the collected information, further processes of the data 

are conducted to establish the personal prediction models for occupants’ states (e.g., thermal 

comfort, visual comfort, sound comfort, odor comfort, and work engagement). 



 17 

However, the existence of personal models for all the occupants cannot be assumed, due 

to the lack of data or because someone is a new occupant. Therefore, for the new occupants without 

existing DID databases, public databases will be applied to give the initial guess of their state. 

Public databases usually contain a large number of datasets collected from different studies. Based 

on the databases, general prediction models can also be well-trained, thus they serve as potential 

sources to initialize the system for new occupants. A good example of a public general database 

being used in this study is the ASHRAE Global Thermal Comfort Database II [15], which will be 

described in detail in the case study. While the initial guess of the human state is conducted, the 

occupants will give feedback to the system and allow the establishment of their personal database. 

An example approach to collecting feedback is through a mobile app developed in previous studies 

[14, 36, 78]. The collection of feedback can not only apply to new occupants but also be feasible 

for existing occupants so as to update their existing databases.  

 

Fig. 2.3. The schematic diagram for the establishment, access, and update of the database 
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2.1.1.3 DID data storage and exchange 

All data of the DID is stored in a local or cloud database. In this study, a text file on the 

local disk is used to store the personal information of any occupant, while there is no restriction 

on the data storage and other approaches such as SQL database. Within the database, each 

individual has a separate sub-database that contains the previously mentioned information. The 

database is dynamic as the information of the human changes over time. When the database is 

needed by the system, it is accessed by scripts that are based on computer programs developed in 

languages such as python, java, C++, and MATLAB (depending on the program platforms). In 

this study, the back-end programs are mostly written in python. For example, when the system 

needs to estimate the thermal comfort of the occupants using the environmental parameters (e.g., 

temperature and humidity), the specific thermal comfort prediction model is accessed and applied 

to make the estimations. Note that there can be multiple models to estimate the same human state, 

and they take different input features. For instance, temperature and humidity are often used as the 

input features for thermal comfort [36, 79] while personal physiological data such as ST and HR 

are also useful predictors of thermal comfort [36]. The required information from the database thus 

depends on real-world scenarios. 

2.1.2 Recognition system based on DID 

To track the human state, a recognition system based on DID is proposed as shown in Fig. 

2.3. Once a person enters the building, the system will recognize the occupant so as to match 

him/her with the corresponding DID database (if it exists). One example of the identification 

method is the QR code. If the QR code is attached to a phone or an identity card, the occupants 

only need to swipe the card or an identifiable marker on the phone, which they would typically 

have to do at the entrance of office buildings. Alternatively, computer vision techniques can be 
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another method to recognize occupants through indoor surveillance cameras [80]. As both QR 

scanning and vision-based human recognition are mature techniques in the real world and have 

been widely used, details of human identifying processing will not be discussed in this chapter as 

they are out of the scope of this study. Once the DID of the occupant is recognized, the database 

becomes an open resource for the systems. However, for the new occupants, recognition is 

considered to fail, and a new database will be generated at the back end of the systems, newly 

collected data from the specific occupants will be allocated into the database. 

2.1.3 Prediction system 

The proposed system can deal with the different scenarios: (1) existing occupants with their 

DID databases well established; (2) new occupants without DID databases or without enough data 

to deliver accurate personal prediction models. For the first scenario, it is assumed that there is 

enough data collected from the occupants, and the mathematical models have been established. 

Therefore, the existing personal database is used to estimate the occupants’ states.  

However, for the second scenario, there is no personal database for the programs to access. 

Therefore, it is proposed to conduct the initial guess based on the public open-source database. 

The process of the model training is shown in Fig. 2.4. For an existing public database with 

occupants’ information, corresponding environment parameters, and associated comfort feedback 

(e.g., ASHRAE Global Thermal Comfort Database II), a general prediction model can be 

established using machine learning. Take the thermal sensation as an example, the input includes 

personal information such as age, gender, weight, height, and clothing level. The environmental 

parameters include temperature and humidity, while the outputs are the thermal sensation indices 

(e.g., integer numbers range from −3 to 3). Here, it is considered the baseline prediction model. 
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However, an alternative method is proposed to establish separate models based on the 

profiles of humans. Based on the findings in previous studies [81-83], one hypothesis here is that 

people with similar profiles tend to have similar perceptions and preferences of the environment. 

Therefore, human profiles are assigned into different categories according to their static parameters 

such as age, gender, weight, and height. This method requires the new occupants to enter their 

basic information right after they enter the building through the same app as mentioned in the 

previous section. For each category of the human profile, a prediction model is established. The 

categories are distinguished by human profile, and several pre-defined categories are used to 

establish the initial prediction models based on the data collected in different indoor environments 

(IE). When the building is used for a specific group of people, the establishment of the initial 

database can thus be based on data from the target group of people. The potential benefit of this 

method is that fewer datasets are required to establish the prediction model for a specific group of 

people.  

 

Fig. 2.4. The proposed method for model training 
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2.1.4 Human-centric visualization system 

Different from indoor environment monitoring, the visualization platform required for DID 

needs to be human-centric. It should be able to show the state of individuals, such as their location 

in the building, comfort levels, and preferences of the indoor environment. It can help the building 

manager to provide a better strategy for indoor environment control. To keep the privacy of the 

occupants, the visualization system contains no identifiable personal information (e.g., name, age, 

gender, height, weight) and only the building managers can access it. A comprehensive 

comparison of existing platforms that allow real-time visualization of the built environment is 

provided. BIM platforms such as Revit are commonly used in previous studies [38, 45]. The 

developed interactive interfaces achieved through the Application Programming Interfaces (APIs) 

using C# programming can show the status quo of the indoor environment such as temperature 

and humidity [40, 43, 84-86]. However, due to the model updating mechanism, most of the BIM 

platforms are not suitable for real-time visualization of moving components such as human 

subjects, because it requires the model to update from time to time, which may crash the models. 

To be specific, any modifications of BIM models in Revit will cause a reload of the entire model. 

In contrast, game engines such as Unity can not only be efficiently connected to BIM 

models but also provide functionalities that allow human models to update their locations with 

high frequencies (e.g., >100Hz). In addition, data connection and visualization interfaces can also 

be achieved using C# scripts. The game engine is thus considered the most practical platform. 

Therefore, in this study, Unity is used as the tool for developing the real-time visualization 

platform. The Revit model is converted to FBX. Format and pre-processed by the 3D Max (retain 

some semantic information) and then imported into Unity. In addition to the building model, 

human models are also created to represent the occupants. Separate programs are written in C# 
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scripts to allow the data exchange between the local data files. The scripts will read the local data 

file which contains the environmental parameters (e.g., temperature and humidity) and human state 

(e.g., thermal sensation). These data files are generated from the back-end programs (written by 

python) mentioned in previous sections. 

2.1.5 Feedback system 

The feedback system includes recommendations for the occupants based on the DID. With 

a variety of smart sensors installed in different locations of the buildings, real-time environmental 

data such as temperature and humidity are readily available. In this study, the real-time 

environmental data is collected and stored in the text files, which are not only connected to the 

Unity visualization platform but are also being used to provide feedback based on the results from 

the prediction system. After processing the obtained information, recommendations are sent to the 

occupants or the building managers. The notifications regarding the recommendation are delivered 

through a mobile app to the occupant, thus they can know the most suitable places for them to 

visit. 

With the capability of estimating the comfort levels of the occupants in different aspects, a 

recommendation system regarding the best-fit rooms for the occupants is proposed. A composite 

index is designed to represent the overall comfort score of each room. The indoor environment 

comfort metric for an occupant includes different aspects such as thermal comfort (TC), lighting 

comfort (LC), sound comfort (SC), and odor comfort (OC). The score for each aspect can be 

predicted using a method that is similar to the estimation of thermal sensations (i.e., range from 

−3 to 3). In order to evaluate the environment of the room in a more straightforward way, a linear 

method is proposed to evaluate the overall comfort index. A schematic diagram of the linear 

method is shown in Fig. 2.5. As shown in Eq. (2.1), a normalized score for each comfort level is 
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first obtained. Based on the preference of the occupants, different weights are assigned to each 

type of indoor comfort. The weights in the case study are obtained by questionnaires. To normalize 

the final score, the sum of the weights should be 1 as indicated in Eq. (2.2). The Comfort Score 

Index (CSI) of a room can thus be represented as Eq. (2.3), which ranges from 0 to 1 (the higher 

the better). However, a higher final score does not necessarily mean the IEQ for a specific room is 

good in every aspect. For example, a room may achieve the highest final score but has a score of 

zero for specific comfort types. Therefore, a constraint of scores (𝑝) for individual comfort types 

is added to the final choice. The problem can then be written as shown in Eq. (2.4). Based on the 

strategy, the best-match rooms will be assigned for the occupants based on DID. 

 

𝑔(𝐶𝑖𝑗) =
|𝐶𝑗_𝑏𝑜𝑢𝑛𝑑| − |𝐶𝑖𝑗|

|𝐶𝑗_𝑏𝑜𝑢𝑛𝑑|
                                                                                                   (2.1) 

∑ 𝑊𝑗

𝑛

𝑗=1

= 1                                                                                                                               (2.2) 

𝑓(𝑇𝐶𝑖, 𝐿𝐶𝑖, 𝑂𝐶𝑖, 𝑆𝐶𝑖, ⋯ ) = ∑ 𝑊𝑗 ∙ 𝑔(𝐶𝑖𝑗)

𝑛

𝑗=1

=  ∑ 𝑊𝑗 ∙
𝐶𝑗_𝑏𝑜𝑢𝑛𝑑 − |𝐶𝑖𝑗|

𝐶𝑗_𝑏𝑜𝑢𝑛𝑑

𝑛

𝑗=1

                   (2.3) 

max 𝑓(𝑇𝐶𝑖,  𝐿𝐶𝑖, 𝑂𝐶𝑖, 𝑆𝐶𝑖, ⋯ ),       𝑠. 𝑡.    𝑔(𝐶𝑖𝑗) ∈ [𝑝, 1]                                                 (2.4) 

 

Where 𝐶𝑖𝑗  refers to 𝑗𝑡ℎ parameters (e.g., TC, LC, OC, and SC) in 𝑖𝑡ℎ room, 𝑊𝑗  represents the 

weight of a specific indoor comfort type for the occupant. 
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Fig. 2.5. Computation of the scores for building rooms 

2.1.6 Control System 

The feedback system provides a valid reference for the building control system. On one 

hand, the predicted human state of the occupants is used as a signal sent to the control terminal 

regarding the adjustment of the indoor systems. For example, given the occupants are feeling 

warm, the corresponding signal will be a trigger to lower the temperature setpoint. The final 

decision can be transferred to a smart thermostat (e.g., NEST) to control the indoor environment. 

Similarly, a signal that reflects that the occupants feel the room is too bright can drive the dimming 

of the lighting systems. On the other hand, the real-time monitoring of the occupants’ state 

provides more insights into the interaction between the occupants and the building. A more flexible 

control strategy can then be applied by the building manager based on the results of the systems 

and the visualization platform.
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Chapter 3 Joint Optimization of Thermal Comfort and Building Energy 

 

3.1 Introduction 

Thermal comfort is considered one of the most important factors for evaluating the indoor 

environment due to its significant effects on occupants’ indoor satisfaction [87, 88], health [32, 

89], and productivity [10, 90]. Although a significant amount of energy has been used in buildings 

to maintain the thermal environments through the Heating, Ventilation, and Air Conditioning 

(HVAC) systems [16], only 38% of the occupants are thermally satisfied with their current 

workplaces [91]. One of the main reasons is the distinct thermal preferences across different people 

(e.g., some people prefer a warmer environment while some others prefer a cooler environment), 

resulting in variations in their thermal perception under the same thermal environment [4, 15]. 

However, the conventional environmental control systems are typically designed based on design 

standards [12, 38] or adaptive models (e.g., predicted mean vote) [77, 92], which fail to consider 

individual differences and always adopt one-size-fits-all temperature and humidity [14].  

To address this problem, Personal Conditioning Systems (PCS) were proposed to control 

the thermal conditions of micro-environments surrounding each individual [93]. The performance 

of PCS was examined by conducting parallel subject tests in a personal environment laboratory, 

which shows that PCS could significantly improve thermal comfort. In addition, it was pointed out 

that PCS could address thermal comfort and energy consumption simultaneously [79]. For 

example, a suite of minimum-power PCS devices was developed by [94]. The devices were proven 

to be useful in improving the subjects’ thermal comfort and achieving a certain amount of energy-

saving (1.5% to 20.7% by heating devices and 15.3% to 34.1% by cooling devices). Despite the 
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capabilities of the PCS, it may not be practical to install PCS for all spaces in the buildings as it 

requires additional equipment thereby leading to extra maintenance and cost. In addition, PCS is 

not flexible enough when people need to walk around the building as it typically requires a device 

to be attached near an individual [95]. 

This raises an important question: how we can satisfy an individual’s thermal comfort 

without additional equipment? Flexible workplaces that allow occupants to stay in indoor spaces 

that suit their preferences and lifestyles have been proposed [58, 60, 62] as a promising approach 

to achieving this objective. To help with the decision-making of the optimal workplace assignment, 

an accurate estimation of occupants’ thermal comfort is crucial. Regarding individual comfort, 

personal models that provide an estimate of the individuals’ states are continuously being 

emphasized across different aspects [57, 69, 96, 97] due to higher accuracies. Therefore, personal 

thermal comfort models are used in this study to perform the optimization. This study uses these 

typical parameters of the indoor environment (e.g., temperature and humidity) and human factors 

(e.g., age, gender, height, weight, and clothing level) as the inputs of the personal thermal comfort 

prediction models. In addition, as the idea of energy-efficient buildings keeps gaining attention 

among stakeholders [98-100] due to their large proportion of carbon emissions [101], the energy 

savings strategies for the building are also considered in this study. 

To extend our preliminary study [65] which proposes a framework that can group different 

occupants and match them with best-fit rooms for thermal comfort, the objective of this study also 

provides suggestions for optimal thermal environmental parameters which can achieve energy-

saving for the building while maximizing the thermal comfort of the occupants. This chapter makes 

the following contributions: (1) a novel framework is proposed to match the occupants with the 

rooms with optimal indoor thermal environments; (2) energy-saving of the building is achieved 
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while optimizing the thermal comfort of the occupants; (3) the feasibility of the framework is 

validated by a case study with different scenarios. 

3.2 Related Work 

First, existing literature regarding the approaches to flexible workplaces is reviewed to 

identify the knowledge gap and departure points for this study. Second, related studies for 

personal thermal comfort models are reviewed to provide the fundamental theory for performing 

the optimization process. 

3.2.1 Flexible personal indoor workplace and environment 

Allocation of the workplace based on personal preferences has been investigated in several 

previous studies. For example, the idea of the ABW offers flexible workplaces for the employees 

depending on the task they will perform [59]. Prior studies have shown that compared with 

traditional office space allocations, people perform tasks much better after they are relocated to an 

ABW [60]. [61] conducted an experiment to investigate the effect of ABW on employees’ health 

and work outcomes. The results revealed that ABW could lead to meaningful improvements in 

people’s workday sedentary time, physical activity, eating behaviors, and work satisfaction. In 

addition, a systematic review involving 36,039 participants regarding the effect of ABW on health 

and work performance was done by [62], which further confirmed the positive effects of ABW in 

workplaces. 

In addition, based on the concept of ABW, a human-centric indoor monitoring and control 

framework developed by [102] showed the capability of assigning occupants to specific rooms 

based on their preferences for the indoor environment. The case study showed that the thermal 

comfort of the occupants could be improved with the allocation of appropriate workplaces. [63] 

developed a robust system named OccuSpace to predict workplace occupancy. The system was 



 28 

developed to help with the management of workplace utilization to improve the occupant's indoor 

experiences. Similarly, a platform with a mobile interface to match occupants to suitable ABWs 

was introduced by [14], which requires prior feedback from the occupants regarding their 

experience at each workplace in the building. By demonstrating how the data could be utilized to 

group occupants, the study is a stepping stone for future research. However, there exist some 

limitations to current approaches for ABW. For example, due to the constraints of real buildings 

such as the capacity of rooms, the occupants may not always be able to find seats in the most 

suitable room that fits their preferences. In addition, the existing ABW approaches have not 

considered the impact of ABW on the energy performance of the buildings. 

3.2.2 Personal thermal comfort estimation 

Due to the distinct perceptions of the thermal environment across different individuals, 

previous studies investigated personal thermal comfort models using different algorithms [103]. 

For example, [104] developed prediction models for personal thermal comfort based on Gaussian 

Process regression, which improved the individual prediction accuracy by 74% compared to the 

Predicted Mean Vote (PMV) calculation. Similarly, [69] applied an Artificial Neural Networks 

(ANN) model to establish the personal thermal comfort models, which took both the individual 

profiles and environmental parameters as the input features. The results showed that 92.9% of the 

predicted values were more accurate than conventional PMV. Furthermore, to develop more 

accurate personal prediction models, the occupants’ heating and cooling behaviors were integrated 

with a PCS by [105]. The results indicated that the median accuracy of the prediction models was 

0.73, which was significantly higher than the conventional comfort models (0.51 for PMV and 

adaptive).  
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In addition to environmental parameters and individual profiles, personal physiological 

parameters measured by wearable sensors were also used as the training dataset for the personal 

prediction models of thermal comfort. For example, [106] developed personal thermal comfort 

models using the measured temperature and heart rate of people. The results showed a median 

prediction accuracy of 78% and revealed that the ST of the ankle was more predictive than the 

temperature at the wrist. Similarly, an Internet of Things (IoT) based system was developed by 

[107] for estimating personal thermal comfort. Low-cost sensors were used to collect 

environmental data as the inputs of the prediction models. The results showed an improvement in 

prediction accuracy compared to industry standards. Moreover, [108] introduced a learning-based 

model to predict individual thermal preferences in transient conditions. The method collected the 

temperature of different human body parts (i.e., arms, torso, and head) as the inputs. By using all 

the proposed features, the overall prediction accuracy was higher than 80%. In summary, the 

feasibility of using personal models for different individuals in this study can be supported by the 

existing techniques. However, the personal models have not been well integrated into the building 

HVAC system for optimization of indoor management strategies.  

Overall, the fragmented implementations of ABW and thermal comfort prediction models 

identify this study’s research gaps and highlight the importance of a comprehensive strategy that 

can make full use of the existing technologies for decision-making of room assignment and indoor 

environmental control. 

3.3 Methodology 

In this study, an optimization framework is developed to maximize the thermal comfort of 

the occupants while reducing the energy consumption of the buildings through flexible 

workplaces. As shown in Fig. 3.1, to jointly consider energy consumption while optimizing 
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thermal comfort, the corresponding energy prediction models are needed. To obtain the analytical 

energy consumption of each room, iterative energy consumption simulations are conducted with a 

variety of indoor environmental settings such as room temperature (RT) and relative humidity 

(RH). In this case, a dataset containing the energy consumption of each room with their 

corresponding indoor environmental parameters is collected, thus the analytical energy prediction 

models of each room can be obtained through machine learning algorithms. The obtained energy 

prediction models and the thermal comfort prediction models are incorporated into the 

optimization algorithm. Iterations of room assignment and adjustment of room environmental 

settings are conducted until the optimal result is achieved. 

In a general case, assume there are 𝑚 occupants in a building who are seeking suitable 

rooms, while there are 𝑛 rooms (𝑛 < 𝑚) with controllable thermal environments, the goal is to help 

the occupants find suitable rooms that can maximize their thermal comfort. Simultaneously, an 

optimal set of room conditions that can minimize energy consumption should be found. Since 

continuous and discrete parts are contained in both the decision variables and the objective 

function while the estimation of thermal comfort and energy consumption are based on learned 

non-parametric models, this optimization problem is considered non-trivial.  
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Fig. 3.1. Overview of the Optimization Framework 

To help with understanding the problem, a schematic diagram is created and shown in Fig. 

3.2. Ranges of comfort zones of different individuals are represented by circles in a coordinate 

system of temperature and relative humidity. Using the connections between the rooms and 

occupants to represent the function losses, their sum should be minimized. The RT, RH, and room 

assignments are perturbed and optimized at the same time. As a result, individuals with similar 

thermal preferences will be assigned to the same rooms with optimal environmental settings for 

both thermal comfort and energy consumption. The details of the optimization algorithm are 

explained in the following sections. 
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Fig. 3.2. The overview of the optimization problem 

3.3.1 Mathematical representations of the optimization problem 

The optimization problem is formulated Mathematically where the thermal comfort of the 

occupants and the energy consumption are jointly considered. Binary variables 𝑥𝑖𝑗 are added to 

indicate the match of occupants and rooms: 𝑥𝑖𝑗 = 1 when occupant 𝑖 (1 ≤ 𝑖 ≤ 𝑚) is matched with 

room 𝑗 (1 ≤ 𝑗 ≤ 𝑛); otherwise, 𝑥𝑖𝑗 = 0. A discrete 7-scale metric with discrete numbers (i.e., −3, 

−2, −1, 0, 1, 2, 3) [12] is used to represent thermal comfort, which is correlated with multiple 

indoor environmental parameters including RT, RH, and the human factors (e.g., clothing level 

and metabolic rate). Suppose an occupant 𝑖 (1 ≤ 𝑖 ≤ 𝑚) is assigned to room 𝑗 (1 ≤ 𝑗 ≤ 𝑛), the 

estimated thermal comfort 𝑇𝐶𝑖 , with respect to the indoor environmental parameters, can be 

represented as follows: 

𝑇𝐶𝑖 = ∑ 𝑔𝑖(𝑇𝑗, 𝐻𝑗)𝑥𝑖𝑗

𝑛

𝑗=1

                                                           (3.1)  
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Here, the 𝑔𝑖(⋅) represents the (non-linear) function of the thermal comfort for occupant 𝑖, 

which returns {−3, −2, −1,0,1,2,3}, while 𝑇𝑗 and 𝐻𝑗 are the RT and RH of room j, respectively. 

Instead of using any analytic function,  𝑔𝑖(⋅)  is a learning-based model. In terms of the 

optimization process, the function for 𝑔𝑖(⋅) is preferred to be differentiable, such as ANN and 

Support Vector Machines (SVM). In this study, all the indoor thermal parameters (i.e., 𝑇𝑗, 𝐻𝑗, 𝑉𝑗) 

are assumed continuous and controllable with given ranges, and the overall thermal comfort of the 

occupants needs to be optimized. Therefore, the sum deviation, 𝐹𝐶, in Eq. (3.3) is penalized. Note 

that 𝑐𝑖 is applied as the weight of any specific occupants. 

𝑓𝑖(𝑇𝑗 , 𝐻𝑗 , 𝑉𝑗) = |𝑔𝑖(𝑇𝑗, 𝐻𝑗 , 𝑉𝑗) − 0|                                                        (3.2) 

𝐹𝐶 = ∑ 𝑐𝑖 ∑ 𝑓𝑖(𝑇𝑗, 𝐻𝑗)𝑥𝑖𝑗

𝑛

𝑗=1

𝑚

𝑖=1

                                                          (3.3) 

 

Similarly, using ℎ𝑖(𝑇𝑗 , 𝐻𝑗) to represent the energy consumption of room j, the objective 

function can be written as Eq. (3.4), where the thermal comfort of the occupants and energy 

consumption are jointly optimized. The left part is copied from Eq. (3.3). The decision variables 

include 𝑥𝑖𝑗, 𝑐𝑖, and 𝑇𝑗 , 𝐻𝑗  (1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑛). 𝛼 is used to adjust the weight between thermal 

comfort and energy consumption during the optimization. The capacity of the rooms is limited by 

(3.5.1), where 𝐶𝑗 represents the capacity of room 𝑗. Since everyone can only be matched to one 

room, the constraint (3.5.2) is added. Constraints (3.5.3), (3.5.4), and (3.5.5) set up the ranges of 

the variables. The minimum and maximum room temperatures are defined by 𝑇𝑗
𝑚𝑖𝑛 and 𝑇𝑗

𝑚𝑎𝑥. 

Similarly, the range of the relative humidity is defined by 𝐻𝑗
𝑚𝑖𝑛 and 𝐻𝑗

𝑚𝑎𝑥. 

min
𝑥𝑖𝑗,𝑇𝑗,𝐻𝑗

𝛼 ∑ ∑ 𝑐𝑖𝑓𝑖(𝑇𝑗, 𝐻𝑗)𝑥𝑖𝑗

𝑚

𝑖=1

𝑛

𝑗=1

+ (1 − 𝛼) ∑ ℎ𝑖(𝑇𝑗 , 𝐻𝑗)

𝑛

𝑗=1

                                  (3.4) 
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subject to 

0 ≤ ∑ 𝑥𝑖𝑗

𝑚

𝑖=1

≤ 𝐶𝑗                                                                (3.5.1) 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

= 1                                                                    (3.5.2) 

𝑥𝑖𝑗 ∈ {0, 1}                                                                    (3.5.3) 

𝑇𝑗
𝑚𝑖𝑛 ≤ 𝑇𝑗 ≤ 𝑇𝑗

𝑚𝑎𝑥                                                            (3.5.4) 

𝐻𝑗
𝑚𝑖𝑛 ≤ 𝐻𝑗 ≤ 𝐻𝑗

𝑚𝑎𝑥                                                          (3.5.5) 

3.3.2 Optimization algorithm 

The Large Neighborhood Search (LNS) is a technique that improves an objective by 

iteratively solving non-trivial sub-problems in the neighborhood of the current solution [109], and 

it is capable of solving scheduling problems efficiently [110-113]. Therefore, LNS is proposed to 

solve this joint optimization problem, which consists of two main steps: (1) match the individuals 

with rooms by solving an LP problem, and (2) adjust the environmental parameters (i.e., RT and 

RH) of the rooms. The technique of solving Integer Linear Programming (ILP) using an equivalent 

LP problem has been proven efficient in other problems such as classroom assignments [114] and 

task allocation [115]. However, none of the previous studies have adopted a similar technique to 

optimize indoor room assignment and environmental control for thermal comfort, which highlights 

the novelty of the developed algorithm in this study. 

Based on the technique of LNS, in each iteration, the original problem shown in Eq. (3.4) 

is decoupled into two main separate steps as shown in Fig. 3.3, and the corresponding pseudocode 

is shown in Algorithm 1. The first step tries to find the most suitable rooms for the occupants based 

on their thermal preferences and the current room conditions. In the first step, the thermal 
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parameters of the rooms (i.e., 𝑇𝑗 and 𝐻𝑗) are temporarily fixed, thus the objective function in Eq. 

(3.4) can be replaced by Eq. (3.6). Due to the only variables of 𝑥𝑖𝑗 and the linearity of both the 

objective function and its constraints, it is an ILP problem. For this specific problem, the 

constraints (3.5.3) can be replaced with 0 ≤ 𝑥𝑖𝑗 ≤ 1, followed by solving the reduced LP by 

Simplex-based algorithms. It is guaranteed that the solutions to 𝑥𝑖𝑗 will be integers. 

 

Fig. 3.3. The proposed algorithm for optimizing room assignments and environmental settings 
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Algorithm 1: Large Neighborhood Search for Thermal Comfort 

Input: initial room parameters 𝑇𝑗
0, 𝐻𝑗

0          ∀𝑗 = 1, ⋯ , 𝑛 

initial room assignment 𝑥𝑖𝑗
0                  ∀𝑖 = 1, ⋯ , 𝑚,    ∀ 𝑗 = 1, ⋯ , 𝑛 

Output: optimal room parameters 𝑇𝑗
∗, 𝐻𝑗

∗        ∀𝑗 = 1, ⋯ , 𝑛 

optimal room assignment 𝑥𝑖𝑗
∗               ∀𝑖 = 1, ⋯ , 𝑚,    ∀𝑗 = 1, ⋯ , 𝑛 

 𝐹∗ = +∞ 

 for 𝑙 = 1, ⋯ , 𝑙max do 

 // Step1: optimize 𝑥𝑖𝑗, while 𝑇𝑗 , 𝐻𝑗 are fixed 

 // Simplex-based algorithm 

 Solve the linear program: min
𝑥𝑖𝑗

𝑙
∑ ∑ 𝑐𝑖𝑓𝑖(𝑇𝑗

𝑙−1, 𝐻𝑗
𝑙−1)𝑥𝑖𝑗

𝑙𝑚
𝑖=1

𝑛
𝑗=1  

 Update 𝑥𝑖𝑗
𝑙  

 // Step2: optimize 𝑇𝑗 , 𝐻𝑗, while 𝑥𝑖𝑗 are fixed. Rooms are decoupled 

 for 𝑗 = 1, ⋯ , 𝑛 do 

     // Trust-region algorithm 

     Solve the nonlinear program: min
𝑇𝑗

𝑙,𝐻𝑗
𝑙,𝑉𝑗

𝑙
𝛼 ∑ 𝑐𝑖𝑓𝑖(𝑇𝑗

𝑙, 𝐻𝑗
𝑙)𝑥𝑖𝑗

𝑙𝑚
𝑖=1 + (1 − 𝛼)ℎ𝑖(𝑇𝑗 , 𝐻𝑗) 

     Update 𝑇𝑗
𝑙, 𝐻𝑗

𝑙 

 end for 

 𝐹𝑙 = 𝛼 ∑ ∑ 𝑐𝑖𝑓𝑖(𝑇𝑗
𝑙 , 𝐻𝑗

𝑙)𝑥𝑖𝑗
𝑙𝑚

𝑖=1
𝑛
𝑗=1 + (1 − 𝛼) ∑ ℎ𝑖(𝑇𝑗 , 𝐻𝑗)𝑛

𝑗=1  

 if 𝐹𝑙 < 𝐹∗ then 

     𝐹∗ = 𝐹𝑙, 𝑇𝑗
∗ = 𝑇𝑗

𝑙, 𝐻𝑗
∗ = 𝐻𝑗

𝑙, 𝑥𝑖𝑗
∗ = 𝑥𝑖𝑗

𝑙        ∀𝑖 = 1, ⋯ , 𝑚,    ∀𝑗 = 1, ⋯ , 𝑛 

 end if 

 if the termination condition is reached then 

     return 𝑇𝑗
∗, 𝐻𝑗

∗, 𝑥𝑖𝑗
∗  

 end if 

 end for 

The matching between people and rooms can be regarded as a bipartite matching problem. 

In the linear program formulation (standard form: min 𝐜T𝐱 such that 𝑨𝐱 ≤ 𝐛 and 𝐱 ≥ 𝟎) of a 

bipartite matching problem, the matrix 𝑨 is totally unimodular [116]. Therefore, all the corners of 

the polytope defined by the constraint Ax≤b are integers. A Simplex algorithm-based solver can 

efficiently find the solution of the linear program by searching through the corner points. As the 

solution is one of the corners, it is guaranteed to be integral. Therefore, this step will be conducted 

efficiently with a polynomial algorithm. Based on the personal models and the room conditions, 
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the algorithm tries to find the best-fit rooms for the occupants in terms of thermal comfort by 

solving the LP problem. 

min
𝑥𝑖𝑗

∑ ∑ 𝑐𝑖𝑓𝑖(𝑇𝑗 , 𝐻𝑗)𝑥𝑖𝑗

𝑚

𝑖=1

𝑛

𝑗=1

                                                      (3.6) 

subject to 

0 ≤ ∑ 𝑥𝑖𝑗

𝑚

𝑖=1

≤ 𝐶𝑗 ,                                                               (3.7.1) 

∑ 𝑥𝑖𝑗

𝑛

𝑗=1

= 1,                                                                  (3.7.2) 

  𝑥𝑖𝑗 ∈ {0, 1}                                                                  (3.7.3) 

After finding the optimal matching of occupants and rooms in step 1, the second step of 

the algorithm tries to find the optimal indoor thermal parameters (i.e., 𝑇𝑗  and 𝐻𝑗 ) with the 

determined room assignments ( 𝑥𝑖𝑗 ). The optimization concerning different rooms is thus 

decoupled and Eq. (3.6) is split into 𝑛 separate Non-Linear Programming Problems (NLP), and 

each of them has variables of 𝑇𝑗 and 𝐻𝑗. The overall thermal comfort and the energy consumption 

in each room are jointly optimized as in Eq. (3.8) by modifying 𝑇𝑗 and 𝐻𝑗 within the limited ranges. 

In addition, 𝛼  is added for a trade-off between thermal comfort and energy consumption. A 

gradient-based algorithm could thus be applied to solve the 𝑛 problems. In this study, a trust-region 

algorithm is chosen.  

min
𝑇𝑗,𝐻𝑗

𝛼 ∑ 𝑐𝑖𝑓𝑖(𝑇𝑗 , 𝐻𝑗)𝑥𝑖𝑗

𝑚

𝑖=1

+ (1 − 𝛼)ℎ𝑖(𝑇𝑗 , 𝐻𝑗)                                     (3.8) 

subject to 

𝑇𝑗
𝑚𝑖𝑛 ≤ 𝑇𝑗 ≤ 𝑇𝑗

𝑚𝑎𝑥                                                         (3.9.1) 



 38 

𝐻𝑗
𝑚𝑖𝑛 ≤ 𝐻𝑗 ≤ 𝐻𝑗

𝑚𝑎𝑥                                                        (3.9.2) 

 

Since both steps explore the solutions in the feasible regions, when considered together, 

they form an LNS algorithm. The large nonlinear problem is decomposed into smaller easily 

solvable sub-problems by the LNS algorithm. In each iteration, better solutions for room 

assignments and indoor thermal parameters are found by solving the LP and NLP, respectively. 

The optimal solutions are found when the algorithm converges. The optimality and iteration steps 

of the optimization are empirically evaluated due to the complexity of the functions. The results 

show that this algorithm can output a near-optimal solution and make a smooth trade-off between 

thermal comfort and energy consumption. It is worth noting that the proposed algorithm is fully 

scalable and can be applied to other similar problems. For example, the 𝑓𝑖 in the above equations 

can be replaced by functions of other indoor experiences such as visual, acoustic, and work 

engagement [57], and the corresponding indoor environmental parameters 𝑇𝑗 and 𝐻𝑗 should also 

be modified accordingly.  

3.4 Case Study 

To demonstrate the proposed framework and verify the developed algorithm, a case study 

is presented. In the case study, the GG Brown Building at the University of Michigan is selected 

as the target building, and 12 rooms on the first floor are randomly selected to help demonstrate 

the optimization algorithms. The Revit model of the GG Brown Building is shown in Fig. 3.4. The 

energy model of each selected room is obtained by applying the Nonlinear Polynomial Regression 

(NPR) on the results from multiple energy simulations. The obtained NPR models are in the 

analytical form that can be inserted into the objective function as described in Eq. (3.8). In addition 

to the energy models for rooms, the thermal comfort prediction models for the occupants are also 
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needed. When applying the machine learning methods for thermal comfort models, there are two 

typical scenarios: (1) there is no personal data for the occupants regarding their preferences of 

thermal environments, and (2) the feedback of different thermal environments has been collected 

from the occupants. For the first scenario, a public thermal comfort database is used to simulate 

the thermal comfort prediction models based on the profiles of the occupants. For the second 

scenario, personal thermal comfort models can be used. Details of the case study are presented in 

the following sections. 

 

Fig. 3.4. The Revit model of the GG Brown Building 

3.4.1 Prediction models for energy consumption 

The layout of the first floor of GGB is shown in Fig. 3.5, and the locations of the 12 selected 

rooms are highlighted and labeled. The areas and capacities of the rooms are listed in Table 3.1. 

The capacities of rooms are estimated using the occupant density of 20 people per 100 m2 which 

is estimated from the usage of the office building and is aligned with the previous study [117]. The 

indoor environments of these rooms are fully controlled by the central heating, ventilation, and air 

conditioning (HVAC) system through thermostats.  
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Fig. 3.5. The layout of the GGB first floor 

In order to obtain the analytical models of the energy consumption with respect to RT and 

RH, a learning method is applied as shown in Fig. 3.6. An energy model of the building is 

established in Rhino 7 with separate zones for different rooms. The two environmental plugins, 

Ladybug and Honeybee for Grasshopper for Rhino are used to conduct the energy simulation of 

the building. Each simulation can provide the separate hourly energy consumptions of each 

selected room with respect to the given settings of RT and RH. In this case, each simulation gives 

8760 datasets corresponding to each hour for one year. For each hour, the outdoor weather 

condition, the energy consumption of each room, and the corresponding RT and RH can be 

obtained. Heating season is used to demonstrate algorithms since heating is much more often 

required for the building due to its location. The ranges of the RT and RH are set from 18 °C to 28 

°C and 20% to 70%, respectively. They are decided by giving enough buffer zones of the suggested 

settings of 20 °C to 24 °C for RT and 30% to 60% suggested by ASHRAE standard [12]. The 

intervals of the RT and RH are 1°C and 10%, respectively. In this case, a dataset containing the 
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energy consumption and corresponding RT and RH of each room is collected. NPR methods are 

used to fit the analytical models for energy consumption of each room with respect to RT and RH 

when given a specific outdoor weather condition. With the degree of freedom of 5, the errors of 

the NPR models for different rooms are calculated using Eq. (3.10) and (3.11) and the results are 

shown in Table 3.1. The results indicate that the models have very small errors regarding the 

prediction. 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑(𝑒𝑖 − �̂�)2

𝑛

𝑖=1

                                                            (3.10) 

Error =
𝑅𝑀𝑆𝐸

�̅�
                                                                     (3.11) 

Where 𝑒𝑖 refers to the observed value and �̂� refers to the predicted value, �̅� is the average energy 

consumption of the room. 

 

Fig. 3.6. Learning method for the energy models of each building room 
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Table 3.1. Details of the selected rooms 

Room ID 1 2 3 4 5 6 7 8 9 10 11 12 

Area (m2) 72.7 69.3 65.6 56.5 35.0 128.4 58.1 66.6 75.6 21.3 38.3 21.0 

Capacity 15 14 13 11 7 26 12 13 15 4 8 4 

NPR Error 

(%) 

0.8 1.2 0.9 0.4 0.4 2.0 1.1 0.6 1.3 0.5 0.5 0.8 

3.4.2 Thermal comfort models using public database 

To obtain the personal thermal comfort prediction models, 𝑔𝑖(⋅) is trained using ASHRAE 

Global Thermal Comfort Database II [15]. The database contains approximately 107,583 datasets 

on thermal comfort, which has a web-based tool to allow end-users to export the data using a filter. 

The thermal sensation is used here to indicate thermal comfort as it is the most widely used 

subjective thermal metric [103]. It uses a 7-scale metric (discrete number from −3 to 3) to indicate 

people’s thermal feelings ranging from cold, cool, slightly cool, neutral, slightly warm, warm, and 

hot, respectively. 

In addition to the thermal sensation, the database is manually filtered based on other 

features contained in each dataset. The datasets that contain the environmental thermal parameters 

(i.e., RT and RH) and typical human factors (i.e., gender, age, height, weight, clothing level, and 

metabolic rate) are selected. The detailed information regarding the selected datasets is 

summarized in Table 3.2. To obtain the 𝑓𝑖(𝑇𝑗 , 𝐻𝑗) in the optimization, two typical differentiable 

learning-based algorithms: SVM and ANN are applied. Note that there is a slight difference 

between the 𝑓𝑖(⋅) here and the defined one in Eq. (3.2). Eq. (3.2) is the conceptual idea of the 

overall thermal comfort penalty. However, it is challenging to incorporate the 𝑓𝑖(⋅) in Eq. (3.2) 

into the optimization since it is discrete. Therefore, it is replaced with the output defined in Fig. 

3.7. As the goal of this function is to minimize the deviation of the thermal sensation from 0, thus 

the sign associated with 0 is set as negative while all others are positive. The symbols “+” and 
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“−” indicate that when the predicted results are −3, −2, −1, 1, 2, and 3, the function loss will 

increase while the loss will be reduced if the predicted results are 0. In addition, different weights 

are assigned to the values of thermal sensation as indicated by 𝑆𝑖. The function loss described in 

Fig. 3.7 is thus formulated as the weighted sum of the possibilities of the predicted output values 

that reward the thermal sensation of 0 while penalizing the non-zero ones. In addition, the function 

becomes continuous and can be easily processed for optimization. 

Compared with the general prediction models, the accuracies of using similar profiles to 

simulate the personal thermal comfort models have been proven to be higher [102]. The accuracies 

of SVM and ANN for predicting thermal sensation are tested based on the selected datasets. The 

SVM applied the radial basis function (RBF) kernel as it gives the best performance among all 

kernels using the test datasets. The ANN applied in this study has three hidden layers. There are 4 

neurons in the first layers and 8 neurons in the second and third layers. The accuracies indicated 

by the fraction of correct predictions are used to compare the performance of these two types of 

models. The average tested accuracies of SVM and ANN are 0.706 and 0.540, respectively. 

Therefore, the SVM is selected to help demonstrate the proposed algorithm.  

Table 3.2. Details of the selected datasets 

Count 5339 

Age range 16 ~ 70 

Gender Male/Female 

Height (cm) 122 ~ 206 

Weight (kg) 35 ~ 116 

Clothing Level (Clo) 0.04 ~ 1.49 

Air Temperature (°C) 13.9 ~ 37.9 

Relative Humidity (%) 10.4 ~ 95.3 
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Fig. 3.7. Process for computing the function loss 

3.4.2.1 Initialization of the optimization 

The initial parameters of the indoor thermal environments are assigned random values 

within the defined ranges (i.e., 18 °C to 28 °C and 20% to 70% for RT and RH, respectively). 

Based on the ASHRAE database, the profiles of 100 people are randomly selected to demonstrate 

the occupants of a building. The capacities of the rooms follow the values in Table 3.1. The outdoor 

weather condition during the heating season is randomly selected based on the. EPW weather file. 

3.4.2.2 The trade-off between thermal comfort and energy consumption 

As described in the methodology, the proposed algorithm not only concerns the thermal 

comfort of the occupants but also tries to achieve energy savings. Based on Eq. (3.4), there is a 

trade-off between the cost of thermal comfort and the cost of energy consumption of the building, 

represented by 𝛼. When the cost ratio (𝛼) is set to 1, all effort is paid to optimize the thermal 

comfort of the occupants without considering the energy consumption. In contrast, if 𝛼 is set to be 

0, all effort is paid into the optimization of the energy consumption without considering the thermal 

comfort of the occupants. In practice, the weight assigned to thermal comfort and energy 

consumption is likely to require empirical decision-making. Therefore, the trade-off between the 

thermal comfort of the occupants and the energy consumption of the building is investigated. The 



 45 

algorithm is tested with different cost ratios (𝛼) of the weights so as to provide comparative 

insights regarding the trade-off.  

The results are plotted as shown in Fig. 3.8. When the cost ratio (𝛼) is 0, the cost (loss in 

the objective function) of the objective function is high for thermal comfort and low for energy 

consumption, which indicates that the optimization is done for energy consumption without 

considering the thermal comfort of the occupants. Meanwhile, the number of occupants with a 

thermal comfort of 0 is very low. With the increase in the ratio, the cost of energy consumption 

goes up while the cost of thermal comfort drops quickly. As a result, when the ratio is 1, the relative 

values of the cost for thermal comfort and energy consumption are reversed, indicating that the 

algorithm only optimizes the thermal comfort of the occupants without considering the energy 

consumption.  

In this example, a good trade-off can be obtained by setting the cost ratio (𝛼) to 0.7 where 

the comfort cost almost converges while there is still a great potential for energy savings. As a 

result, all of the occupants can be thermally comfortable while a large proportion of energy 

consumption is saved.  

 

Fig. 3.8. The trade-off between thermal comfort and energy consumption 
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3.4.2.3 Static Scenario 

To demonstrate the performance of the optimization results with a suitable trade-off for 

thermal comfort and energy consumption, the case study with α = 0.7 is used. In this section, the 

number of people in the buildings is still set to 100 and is assumed to be static (no people leave or 

come in). Fig. 3.9 shows the changes in the allocation of occupants after applying the optimization 

algorithm. The circles are used to represent the occupants. To track the movement of the occupants, 

each circle is assigned a number tag from 1 to 100. Colors are designed to indicate the thermal 

states of the occupants. The grey color means the occupant is comfortable (with a thermal sensation 

of 0) while the red color indicates that the occupant is not thermally comfortable. It can be seen 

that a large proportion of the occupants would be thermally uncomfortable. After applying the 

optimization algorithm, the allocation of the occupants changes significantly, and all the circles 

become grey as a result of the neutral thermal sensation of the occupants. In addition to the changes 

in room parameters, the energy consumption saving penalty can also be reflected in rooms 4 and 

6. These two rooms are recommended empty thus no heating is required to achieve additional 

energy savings. 
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Fig. 3.9. Optimization of room assignment 

The detailed distribution of predicted thermal sensation of the 100 occupants before (with 

randomly assigned rooms) and after applying the optimization is shown in Fig. 3.10. It can be seen 

that the original distribution of thermal sensation ranges from −3 to 3. Only 67 out of the 100 

occupants would have a thermal sensation of 0. A large number of occupants (25) would consider 

the room environment slightly cool, 2 occupants would feel cool, and 1 occupant would feel cold. 

In contrast, 3 of the occupants would feel slightly warm, 1 of the occupants would feel warm, and 

1 would feel hot. The overall thermal comfort of the occupants is optimized after applying the 

proposed algorithm. The results indicate that all 100 occupants would have a thermal sensation of 

0. 
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Fig. 3.10. Distribution of thermal sensation before and after optimization 

 

The changes in indoor environmental parameters (i.e., RT and RH) and energy 

consumption before and after applying the optimization algorithm are shown in Table 3.3. From 

the initial randomly assigned values, RT and RH in each room are updated to match the preferences 

of the occupants being assigned. 

Table 3.3. Changes in room conditions after optimization 

Room ID 1 2 3 4 5 6 7 8 9 10 11 12 

Before Optimization 

RT (°C) 22.3 25.6 18.5 20.6 19.5 19.8 25.6 27.7 20.7 20.2 26.2 21.0 

RH (%) 57.2 65.1 62.6 59.4 69.6 66.1 46.9 20.8 23.4 34.0 31.1 47.7 

Energy 

(wh) 

10363 12958 7984 8470 5240 17306 9407 8795 6921 2935 6295 3341 

After Optimization 

RT (°C) 23.7 21.4 18.0 N/A 18.3 N/A 23.7 23.6 18.0 18.0 24.8 19.2 

RH (%) 58.6 68.7 41.1 N/A 69.2 N/A 40.5 22.9 25.8 33.5 40.4 47.2 

Energy 

(wh) 

11287 10497 6496 N/A 4837 N/A 8008 7355 6037 2557 6433 2983 

To further illustrate the capability of energy consumption saving of the algorithm with 

maximized thermal comfort, the results (i.e., energy consumption and thermal comfort) under three 

scenarios are compared: (1) the settings of the indoor environmental parameters follow ASHRAE 

standard [12] (i.e., 22 °C for RT, 45% of RH); and (2) the optimized indoor environments with α 
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= 1; and (3) the optimized indoor environments with α = 0.7 (corresponding to results in Table 

3.3). Table 3.4 shows the comparison results. When following recommended setting by the 

ASHRAE standard (scenario 1), many occupants (27) would feel slightly cool (−1), and some 

occupants (3) would feel cool (−1). Only 70 of the occupants would have a thermal sensation of 

0. Assume the proportion of the energy savings (ES) based on Eq. (3.12). When the algorithm is 

applied without considering the energy consumption (scenario 2), the thermal comfort of the 

occupants can be optimized (all 100 occupants would have a thermal sensation of 0) while the 

energy consumption will increase by 30.1% compared with scenario 1. However, when the energy 

penalty is incorporated in the optimization (scenario 3), 22% of the energy consumption can be 

saved (compared with the settings following ASHRAE) with the optimal results of thermal 

comfort. 

𝐸𝑆 =  
𝐸𝑜 − 𝐸∗

𝐸𝑜
                                                                           (3.12) 

where 𝐸𝑜 represents the original energy consumption while 𝐸∗is the energy consumption 

after optimization 

Table 3.4. Comparison of thermal comfort and energy saving 

Scenario 
Thermal Comfort Distribution (# of people) 

ES (%) 
−3 −2 −1 0 1 2 3 

1 0 3 27 70 0 0 0 0 

2 0 0 0 100 0 0 0 −30.1 

3 0 0 0 100 0 0 0 22 

3.4.2.4 Dynamic Scenario 

The previous section uses a case study that assumes a fixed number of people in the 

building. However, in the real world, people may leave or enter the building. Therefore, the 

scenario when the number of people in the building is dynamic is also examined. An illustrative 

pattern of people flow in the building is used in the case study and is shown in Fig. 3.11. It is 
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assumed that initially there are 60 people in the building with the random allocation and room 

indoor conditions are also randomized, and then the optimization is carried forward with people 

suddenly increasing or decreasing. The program randomly selects 10 people to leave first, and then 

it randomly adds 30 and 20, to the building at different timestamps. Each time when people leave 

or enter the building, a new optimization is conducted to optimize the thermal comfort of existing 

occupants in the building. In addition, during each optimization process, the original occupants are 

assumed to stay in their original rooms. 

 

Fig. 3.11. Simulated people flow into the building during the optimization 

 

Suppose the total number of occupants in the building after the change is 𝑚, and 𝑚 =

𝑚0 + Δ𝑚, where 𝑚0 is the original number in the building and there are Δ𝑚 people entering the 

building. When Δ𝑚 > 0 (entering), the algorithm needs to generate the optimal room assignment 

for the Δ𝑚 new people (occupants 𝑚0 + 1 ≤ 𝑖 ≤ 𝑚) and adjust the room parameters to optimize 

the thermal comfort of all the 𝑚 people in the building. Suppose originally, occupant 𝑖 (1 ≤ 𝑖 ≤

𝑚0 ) is in the room 𝑎𝑖 , the objective described above is encoded as a combination of the 

optimization problem described in Eq. (3.4) and (3.5) and a new constraint in Eq. (3.13), where 

the first min{𝑚0, 𝑚} people are already in their selected rooms. With the constraint (3.13), the 

room assignment only happens for occupants 𝑖 (min{𝑚0, 𝑚} + 1 ≤ 𝑖 ≤ 𝑚}. 
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𝑥𝑖𝑗 = {
1, 𝑗 = 𝑎𝑖

0, 𝑗 = 1, ⋯ , 𝑎𝑖 − 1, 𝑎𝑖 + 1, ⋯ , 𝑛
         (1 ≤ 𝑖 ≤ min{𝑚0, 𝑚})                  (3.13) 

Fig. 3.12 (left) shows the curves for the convergence of the objective function for the 

dynamic optimization. The optimization process is divided into different stages, and each of them 

corresponds with a change in occupants. Similar to the static one, the algorithm converges quickly 

at the beginning and stabilizes after around 10 iterations for each stage. The iteration numbers 10, 

20, and 30 refer to the timestamps when people leave or enter the building. In general, the 

algorithm still converges rapidly during each stage. The loss of objection function suddenly 

increases after additional people are randomly added to the building (i.e., at iterations of 20 and 

30), it decreases dramatically during the optimization process. Fig. 3.12 (right) describes the 

number of people with different thermal sensations with respect to iteration number. Similarly, 

although the number of people who would feel cold or warm suddenly increases, people with a 

thermal sensation of 0 increase dramatically as the optimization goes forward. Therefore, the 

proposed algorithm is proven stable even in the case when people leave and enter the building 

along with time. 

 

Fig. 3.12. Convergence of objective function and thermal comfort 

 



 52 

The final thermal comfort distribution of the occupants before and after the optimization 

for the dynamic scenario is shown in Fig. 3.13. At the initial stage, there are only 60 occupants 

with thermal sensations ranging from −3 to 3. Among these occupants, only 36 occupants would 

have a thermal sensation of 0. A large number of the occupants (19) would feel slightly cool, 1 

occupant would feel cool, and 1 occupant would feel cold. In contrast, 1 occupant would feel 

slightly warm, 1 would feel warm, and 1 would feel hot. However, the optimization process has 

maximized the overall thermal comfort of the occupants. Eventually, all the occupants would think 

the thermal environments are neutral for them. The results show that even if the number of 

occupants increases to 100 after several times of people exchange, a good result regarding the 

overall thermal comfort of the occupants is achieved. 

 

Fig. 3.13. Distribution of thermal sensation before and after optimization 

 

3.4.3 Thermal comfort models using collected personal database 

In addition to the public thermal comfort database, the algorithm is also tested using the 

personal thermal comfort database. During the daily thermal comfort feedback collection, instead 

of the 7-scale metric, it is very common that the occupants only give feedback regarding the 
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changes in temperature, which contains only three outputs: cooler, no change, and warmer [118]. 

Therefore, the personal prediction models based on 3-scale metrics collected from 12 subjects are 

also applied to verify the scalability of the developed algorithm. Instead of using a single prediction 

model (which incorporates the personal characteristic as the input features), separate personal 

thermal comfort models are established based on the personal database using SVM, and the 

accuracies of the models are listed in Table 3.5. The details regarding the data collection can be 

found in our previous study [36, 67]. With different outputs of the models, the function loss of the 

thermal comfort is re-defined as shown in Fig. 3.14. 

Table 3.5. Accuracies of the personal thermal comfort prediction models 

ID 1 2 3 4 5 6 7 8 9 10 11 12 

Acc. 0.952 0.875 0.882 0.941 0.944 0.938 0.889 0.938 0.938 0.944 0.952 0.95 

 

 

Fig. 3.14. Loss function of thermal comfort based on the 3-scale metric 

 

Due to the limited number of occupants, four small rooms (i.e., 5, 10, 11, and 12) are 

selected for the test. In this test, α = 0.75 is used for the trade-off between thermal comfort and 
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energy consumption. Other settings of the initialization are identical to the previous section. Fig. 

3.15 shows the changes in the allocation of occupants after implementing the optimization 

algorithm. It can be seen that before the optimization, none of the occupants would consider the 

indoor environment neutral. However, 11 of them would feel comfortable in the indoor 

environment. The detailed distributions of their perceptions of the thermal environment before and 

after implementing the optimization are shown in Fig. 3.16, and the changes in room conditions 

are shown in Table 3.6. 

 

 

Fig. 3.15. Optimization of room assignment 

 

Fig. 3.16. Distribution of thermal sensation before and after optimization 
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Table 3.6. Changes in room conditions after optimization 

Room ID 5 10 11 12  
Before Optimization 

RT (°C) 24.8 22.6 20.5 24.5 

RH (%) 61.1 36.0 48.3 27.3 

Energy (wh) 6595 3403 5438 3368  
After Optimization 

RT (°C) 18.0 18.0 25.0 27.8 

RH (%) 28.6 41.7 20.0 29.9 

Energy (wh) 3350 2733 5235 4024 

To better understand the superiorities of the optimization, a comparison between the 

optimization results and the results following the ASHRAE standard is conducted as shown in 

Table 3.7, where the baseline refers to the ASHRAE standard (i.e., 22 °C for RT, 45% of RH). It 

can be seen that 9 out of 12 people would feel cold in the indoor environment and the other 3 

would feel hot. However, the optimization can make 11 of them feel neutral about the thermal 

environment. Meanwhile, 14.1% of energy can still be saved due to the appropriate control of the 

environmental settings. 

Table 3.7. Comparison of thermal comfort and energy consumption 

Scenario 
Thermal Comfort Distribution (# of people) 

Energy (wh) 
−1 0 1 

Baseline 9 0 3 17865 

Optimized 0 11 1 15341 

ES% 14.1 

3.5 Discussion 

In general, after implementing the optimization algorithm, the energy consumption of the 

building can be saved while the overall thermal comfort of the occupants is optimized. The trade-

off between the cost of thermal comfort and energy consumption provides a reference for finding 

a good balance between them. For example, according to the results based on the public ASHRAE 

thermal comfort database, with around 22% energy savings, the algorithm can still provide an 
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optimal solution to make all occupants feel comfortable. When using the data collected from the 

subjects, although the scales of the outputs of thermal prediction models are different, the 

algorithm still works well and 14% of energy consumption can be saved while most of the 

occupants would feel thermally comfortable. In addition, the algorithm is proven to be feasible for 

a dynamic scenario that which people leave and enter the building from time to time. 

However, there exist limitations to the proposed framework. The optimization algorithm is 

highly dependent on the prediction models for personal thermal comfort and building energy 

consumption, thus some preliminary studies might be required to ensure it works well for different 

groups of people and different buildings. Nevertheless, it will not affect the generality and 

feasibility of the proposed algorithm regarding the optimal room match and indoor environmental 

settings. In addition, this algorithm aims to provide a new theoretical framework and approach, 

and additional efforts regarding building management may be required to make it well-equipped 

for use in real buildings. 

3.6 Conclusions 

This study proposes a framework to optimize indoor thermal comfort while achieving 

building energy savings based on LNS. The framework tries to jointly optimize the allocation of 

the occupants and the settings of environmental parameters in different rooms. To consider the 

distinct thermal preferences of different individuals, learning-based personal prediction models are 

incorporated into the objective function. In addition, the penalty for energy consumption is added 

for achieving energy savings. In general, there are two steps in solving the problem. The first step 

is to find suitable rooms for each individual based on their personal preferences by solving an LP 

problem. The second step is to obtain the optimal environmental parameters (i.e., RT and RH) of 



 57 

different rooms considering both thermal comfort and energy consumption of the building, which 

is achieved by solving an NLP problem.  

To further demonstrate the proposed algorithm, a case study containing is provided. The 

prediction models for personal thermal comfort are learned using SVM based on either the 

ASHRAE database or the collected personal database. With the adoption of energy consumption 

models obtained from energy simulation using NPR, the trade-off between thermal comfort and 

energy consumption is also analyzed. The results of the two scenarios in the case study show that 

22% and 14.1% of energy consumption can be saved while maintaining the thermal comfort of the 

occupants. The analysis of the trade-off between thermal comfort and energy consumption can be 

an assistive tool for building managers regarding flexible workplaces and indoor environmental 

control. Although only thermal comfort is applied in this study, the proposed framework is scalable 

and can incorporate any predictable indoor comfort metrics.
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Chapter 4 Investigating the Effect of Wearing Masks on Office Work in Indoor 

Environments During a Pandemic Using Physiological Sensing 

 

4.1 Introduction 

Due to the spread of the new coronavirus (COVID-19), people’s lives have been affected 

in different ways. Indoor environments are particularly important to slow the spread of the virus, 

resulting in additional requirements of maintaining good indoor air quality [38, 119, 120] and 

wearing face coverings in common places like office environments and public gatherings [121, 

122]. For example, as recommended by the United States Centers for Disease Control and 

Prevention (CDC), people should wear masks in public events, gatherings, or anywhere with other 

people, as masks can provide a barrier to respiratory droplets and thus prevent the spreading of 

COVID-19 [123]. The Occupational Safety and Health Administration (OSHA) recommends 

employees wear cloth face covering at work to reduce the spread of the virus and thereby the risk 

of disease transmission [124]. Similarly, the World Health Organization (WHO) also considers 

wearing masks as a key measure to suppress the transmission of the pandemic and save lives [125]. 

To overcome the economic recession during the pandemic period [126], people’s working 

styles have become more and more flexible. For example, employees can choose to work from 

home and only return to the office seldomly [127]. Nevertheless, not every home has a suitable 

workplace [126] and home office work requires more online effort and greater concentration 

during communication, thereby generating visual, auditory, and mental overload [128]. Moreover, 

it is unavoidable for some employees to go back to the office from time to time to perform 

professional tasks [129, 130]. Therefore, it is crucial to understand the potential effect of wearing 
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a mask on people’s productivity and wellness while they are performing work in office-type 

settings. 

Although the efficacy of face masks in preventing the spread of respiratory viruses is 

confirmed by previous research [131], they may also cause some adverse effects on people [132]. 

For example, wearing an efficacious mask will affect the respiration cycles, and lead to increased 

expired air retained within the breath zone [133]. The concentration of carbon dioxide (CO2) in 

the breath zone will rise significantly after wearing a face mask. This may cause an increase in 

physiological stress due to the low level of oxygen [134]. In addition, previous studies have shown 

that wearing a mask for a long time may influence people’s health and comfort due to the poor 

ventilation underneath the mask [132, 134, 135]. Despite some general effects of wearing masks 

have been studied, there is a lack of systematic investigation to understand the effect of wearing 

masks on the performance and mental health of individuals who work in office-like indoor 

environments (the setting, social features, and physical conditions in which people could perform 

office work [136]). This raises an important question: since wearing masks may adversely impact 

the breath zone air condition in different aspects, how will it affect the physiological responses 

(e.g., work engagement, MW, and SCL) and task performance of people while they are performing 

office work? 

To answer this question, an experiment is needed. Based on the literature, specific types of 

physiological data are correlated with human psychological states. For example, the brain signal 

is correlated with psychological stress [137], and galvanic skin response (GSR) is proven as a good 

indicator of detecting emotions [138]. Therefore, instead of collecting data in subjective 

approaches such as questionnaires, the experiment is designed based on physiological sensing. The 

experiments are conducted in a controlled lab environment, and computer-based cognitive tasks 
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are designed for the subjects to simulate typical office tasks. Meanwhile, the subjects’ 

physiological responses and performance are recorded. Based on previous research, work 

engagement, and MW can directly affect the productivity of the employee [23-26]. In addition, 

SCL and HR are found relevant to the general changes in autonomic arousal [139-141]. Therefore, 

these physiological indicators are measured under the scenarios with and without masks. Based on 

the guideline of CDC and OSHA, the two most common types of masks used during the pandemic, 

cloth and surgical masks [123, 124] are used in the experiments. The collected experimental data 

is further analyzed and compared to provide insights into the effect of wearing masks on the 

subjects. The objectives of this study can thus be summarized as (1) to investigate the effect of 

wearing different mask types on work engagement; (2) to understand the effect of wearing different 

mask types on the MW; (3) to investigate the effect of wearing different mask types on other 

important physiological responses (i.e., SCL and HR); and (4) to compare the task performance of 

the subjects before and after wearing a mask. 

4.2 Related Work 

This section provides three main literature review categories to support the motivation and 

methodology of this study. First, existing literature on the effect of wearing masks on people’s life 

and wellness are reviewed. The research gaps in previous studies are identified based on this 

literature review. Second, the utilization of physiological data to evaluate people’s states is 

reviewed to support the usage of biosensors in the experiment. Third, to support the design of the 

cognitive tasks, the conventional methods of evaluating the task performance of office workers are 

reviewed. 
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4.2.1 Effect of wearing a mask on people 

In order to understand how wearing masks could affect people, different experiments were 

conducted in previous studies. For example, to investigate the effect of wearing a mask on the 

social life of people, an experiment was carried out to measure the effect of masks on emotion 

recognition. The subjects were asked to assess the emotional state (i.e., angry, disgusted, fearful, 

happy, neutral, and sad) of faces covered by masks. The results showed that wearing face masks 

would cause huge confusion for people and their ability to perceive others’ emotions, which added 

a negative effect on social interaction [142]. Moreover, potential side effects of wearing masks on 

people’s wellness were studied by Geiss [143], who investigated how wearing face masks affected 

the CO2 concentration in the breathing zone. Three types of masks (i.e., surgical mask, cloth mask, 

and KN95 mask) were tested. The results revealed that after wearing a face mask, the concentration 

of CO2 (between nose and mouth) increased to a range between 2150 and 2875 ppm, which was 

significantly higher than the maximum acceptable indoor level of 1000 ppm based on ASHRAE 

and OSHA standards [12, 124]. 

In addition, the impact of wearing a mask on physiological stress was explored by 

analyzing the heart rate variability (HRV). The results indicated that higher stress might be caused 

by wearing a mask [134]. Another study investigated the influence of wearing masks on people’s 

health and comfort through physiological sensing and questionnaires, suggesting that in a warm 

environment, wearing a mask for a long time could make people feel hot and humid [132]. 

Moreover, the effects of wearing N95 and surgical masks were compared. Subjects wearing 

different types of masks were asked to perform intermittent exercise on a treadmill, which showed 

that ST and humidity inside the surgical masks were significantly lower than N95 due to better air 

permeability [135]. Furthermore, the effect of wearing a mask on body temperature and HR during 
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exposure to electromagnetic fields (EMF) was explored. The results showed that a mask could 

help stabilize vital body signs within a normal range [144]. Despite the previous studies, it is still 

not clear how wearing a mask during a pandemic period will affect the mental health, work 

engagement, and task performance of individuals who work in office-like indoor environments. A 

better understanding of this can be important for improving the wellness and productivity of office 

workers. 

4.2.2 Measurement of office worker physiological responses 

Different methods have been investigated to evaluate office workers' states using their 

physiological responses. According to previous studies [24-26], higher work engagement could 

lead to higher productivity. Therefore, studies have tried to correlate work engagement with brain 

waves as they could be directly measured through an electroencephalography (EEG) headset. For 

example, using the average overall power of the brain waves as the indicator of the occupants’ 

engagement, Choi et al. [145] found that the best attention of the subjects was associated with the 

environment that achieved a slightly positive Predicted Mean Vote (PMV). Similarly, researchers 

have extensively investigated MW as it was also found to be correlated with people’s task 

performance [23, 139, 146, 147]. To obtain the effect of the thermal environment on people’s MW, 

EEG was used in previous studies [23, 139] to directly measure the MW. The results from these 

studies showed that warmer environments would slightly increase the MW. 

In addition, parameters such as SCL, HR, ST, and blood pressure were also measured as 

major indicators of people’s physiological responses. For example, different biosensors were used 

to collect and compare the SCL, HR, and tympanum temperatures under different thermal 

environments. Higher levels of SCL were found when people were performing tasks in warmer 

environments, while no obvious pattern was found in HR and tympanum temperature [139]. 
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Similarly, the effect of long-term indoor thermal history was investigated by comparing the 

physiological responses indicated by HR, ST, systolic blood pressure, and diastolic blood pressure. 

The results indicated that indoor thermal history had no significant effect on those physiological 

responses [148]. Moreover, Deng et al. [57] proposed a method to estimate work engagement and 

investigate the effect of lighting conditions using easily measurable physiological data including 

SCL, HR, and ST, which suggested that the effect of lighting conditions varied across individuals. 

These previous studies confirmed the feasibility of using physiological indicators (e.g., brain 

waves, SCL, and HR) to evaluate the well-being of office workers. However, none of the studies 

have tried to investigate the effect of wearing a mask on physiological responses, which is 

important for those who need to wear masks while working, especially during pandemic periods. 

4.2.3 Cognitive tasks to evaluate the performance of the office workers 

Cognitive tests that could represent typical office tasks were commonly used to measure 

the performance of the office worker. Several studies have conducted performance tests to assess 

the cognitive functions of office workers. For example, to evaluate the cognitive functions of 

perception, thinking, learning, and memory of office workers under different thermal 

environments, an experiment was used by Lan et al. [149]. Similarly, cognitive tasks such as 

number calculation, reading, and reaction were used in several studies to assess the performance 

of the office worker [150-152]. Some of the studies [8, 150] found significant effects of the indoor 

environment (e.g., air temperature) on test performance. In addition, the memory test was used to 

evaluate people’s brain activities, which indicated that the amount of cortical spectral activity from 

frontal areas and parietal was higher during the moments when things were remembered [153]. 

Moreover, a strategic management simulation software tool was applied to evaluate the decision-

making performance of the office worker, suggesting that higher cognitive function scores could 
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be achieved in green building conditions compared with conventional ones [154]. Regarding the 

experimental design, these studies provide the support of using cognitive tasks to simulate the 

daily tasks of the office worker. 

Overall, although the physiological measurement and cognitive task have potential, they 

have not been used to study the effect of wearing masks on individuals who are working in office-

like indoor environments. Therefore, in this study, physiological measurement is integrated with 

cognitive tasks to bridge the identified gap. These methods allow us to simulate office tasks and 

reasonably evaluate the effect of wearing masks on individuals who work in office-like indoor 

environments. 

4.3 Research Methodology 

In this study, a comprehensive framework was developed to investigate the effect of 

wearing masks on work engagement, MW, SCL, HR, and task performance, as shown in Fig. 4.1. 

To simulate daily office work, subjects were asked to perform three cognitive tasks including 

number addition, visual search, and digit recall. Three sections of experiments were conducted: 

(1) the subject performed cognitive tasks without any mask (baseline); (2) the subject wore a 

surgical mask to perform cognitive tasks; and (3) the subject wore a cloth mask to perform 

cognitive tasks. The surgical mask and cloth mask were selected because they were the two most 

commonly used masks recommended by different authorities [123, 124] at the time of the 

experiment. The surgical masks used in this study are 3-ply masks that filter against 99% of 

particles larger than 0.1µm. The cloth masks used in this study are 3-ply 100% cotton masks. As 

one of the most commonly used colors, blue was chosen for the surgical mask. Black was chosen 

for cloth masks as it is also one of the most common colors and people trust cloth masks with black 

color more than others [155]. An EEG headset was used to capture the subjects’ brain signals to 
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obtain their MW and engagement level. Related physiological data including GSR signals and HR 

were also collected by corresponding sensors. The final results of the tasks were automatically 

graded to indicate the subjects’ performance. Detailed steps of the experiment are discussed in the 

following sections. 

 

Fig. 4.1. Framework for investigating the effect of wearing masks on physiological data 

4.3.1 Subjects and Experimental design 

To ensure the generality and reliability of the results, the subjects confirmed that they had 

no reported mental disorder or physical disability. The selection process made sure there was no 

restriction on the professional field or personal characteristics such as gender, height, and weight. 

In total, 20 subjects (9 females and 11 males) aged between 20 and 30 were recruited. All the 

subjects were graduate students at the University of Michigan who usually spend most of their 

time doing office-like tasks such as preparing for presentations and working on manuscripts among 

other tasks. Each subject was asked to come to the lab at the same time for three days, where they 

spend a total of 80 minutes. On each day, the subjects either did not wear a mask or wear one of 

the two types of masks. All subjects received a monetary award upon completion of all phases of 

the experiment. In order to respect the COVID protocols at the time of the experiment (i.e., October 

2021), only one subject was allowed in the room per session.  
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The dimensions of the room and the experimental setup are shown in Fig. 4.2. The room 

used for the experiment was an office space used by graduate students located in the basement of 

the Civil and Environmental Engineering building at the University of Michigan. It did not have 

any windows and was accessible through a single door that was kept closed during the experiment. 

It was fully controlled by a central Heating, Ventilation, and Air Conditioning (HVAC) system 

with mixing ventilation. The maximum total airflow rate supplied by two cassette fan coils at the 

ceiling was 600 𝑚3/ℎ, with around 10% of outdoor air using recirculation. The same amount of 

air in the room was exhausted into a return grille. The locations of the fan coils and exhaust grille 

can be found in Fig. 4.2. The air velocity surrounding the subjects was measured as less than 0.01 

m/s (using the ANNMETER AN-856A with the resolution of 0.001 m/s and the accuracy of 

±3%+0.1 rdg). The settings of the room environment were consistent during all experimental 

sessions to ensure identical air velocities and CO2 levels. The environmental parameters were 

continuously measured using the GC-0010 COZIR sensor with the accuracies of ± 0.2 °C for 

temperature, ± 3% for relative humidity, and ± 50 ppm for CO2 at a distance of less than 1 meter 

from the subjects. In addition, a light meter with an accuracy of 1 lux was used to ensure a lighting 

level of 500 lux. The placement of the COZIR sensor and the positions of the equipment for 

measuring lighting level and air velocity can be seen in Fig. 4.2. Table 4.1 shows a summary of 

the measured indoor environments compared with the recommended ones by ASHRAE [12] and 

U.S. General Services Administration [156].  

A guideline was proposed for the subjects to follow to ensure similar initial mental states 

and good data quality. The guideline includes: (1) try to get enough sleep on the night before the 

experiment and maintain the same sleeping schedule during the three days of the experiment; (2) 

avoid eating or drinking foods that might cause excitement (e.g., caffeine, alcohol) during the 
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experiment period; (3) wear the same level of clothing (trousers, short-sleeved shirt) throughout 

the experiment; and (4) keep the hair dry and clean before conducting the experiment to ensure 

proper contact of the EEG electrodes to the scalp. Before starting the experiment, each subject was 

randomly assigned a unique ID number as the reference for the collected data. This also ensured 

no personally identifiable information (e.g., name) of the subjects was used during the data 

collection and analysis. In addition, all experiments followed COVID-19 public health 

recommendations to ensure the safety of the subjects and the research staff. 

Table 4.1. Environmental conditions during the experimental sessions (mean ± standard 

deviation) 

 Air Temperature 

(°C) 

Relative 

Humidity (%) 

Lighting 

Level (Lux) 

CO2 level 

(ppm) 

Measured 24 ± 0.2  35 ± 5 500 ± 10 450 ± 50 

ASHRAE [12] 19.4 ~ 27.8 < 65 500 < 1000 

 

 

Fig. 4.2. Experiment room dimensions and experimental setup 

4.3.1.1 Timeline 

Fig. 4.3 shows the details of the experimental timeline for each of the daily sessions. When the 

subjects reached the lab, they were first given 30 minutes to relax and prepare for the experiment. 

During this time, the research staff explained the details of the experiment and provided the 

subjects with instructions. As shown in Fig. 4.2, during the experiment, the subjects needed to 
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wear sensors to allow the collection of their physiological data (i.e., EEG signal, GSR signal, and 

HR). The time for each cognitive task was designed to be around 10 minutes. To avoid fatigue, a 

10-min break was given between two cognitive tasks. The procedures for the three sessions of the 

experiment were identical. For one of the sessions, the subjects performed the tasks without any 

masks. For the sessions with masks, the subjects wore the masks during the whole experiment 

including the relaxation and preparation periods. The design of the total experiment timeline and 

the time allocated per cognitive task is consistent with similar studies in the literature. For example, 

an experiment was designed by Su et al. [157] to investigate the impact of HVAC terminal devices 

on occupants’ thermal comfort and cognitive performance. Three different types of terminal 

devices were selected as the variables of the three scenarios. The time for performing the cognitive 

tasks for each scenario was set to be 10 minutes, with a total experimental time of 75 minutes for 

each subject. Similarly, Lee et al. [158] designed an experiment to investigate the effect of indoor 

CO2 concentration on cognitive performance and EEG signal, the duration of performing the 

cognitive task was set to be 5 minutes with a total experimental duration of 30 minutes for each 

subject. To eliminate the effect caused by the order of the different scenarios, the order of the 

sessions in this study was fully randomized. The protocol of the experiment was reviewed and 

approved by the Institutional Review Board at the University of Michigan. 
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Fig. 4.3. Experimental timeline 

4.3.1.2 Design of cognitive tasks 

To simulate the common daily tasks, three cognitive tasks were designed. According to 

previous studies, adding numbers and searching for specific patterns could be used to arouse the 

thinking and perception of the subject [23, 159-161], and digit recall performance was used to 

estimate the level of concentration [153]. Fig. 4.4 shows the three designed computer-based 

cognitive tasks, and the details of the tasks are shown below: 

• Number addition: For the number addition task, a few randomly generated numbers are 

shown on the screen. The subjects are required to calculate the sum of the numbers. After 

solving one problem, the subjects can continue to the next. The subjects should do the 

calculation without a calculator as fast as they can. The task has two parts, the first part 

contains six one-digit numbers while the second part contains four three-digit numbers. 

The duration for the first part is 4 minutes and the total duration of the task is 10 minutes. 
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• Visual search: The visual search task contains the target patterns for the subjects to search 

as fast as they can. The overall interface contains 9×9 grids, 41 of them are white squares 

while the other 40 are black. Each white square contains 5×5 pieces of small boxes, with 

two of them being black. There is a target white square shown on the right side of the screen 

that can match one of the small white squares in the 9×9 grid. The subjects should find the 

target square in the grid and enter the result in the text box using the index of row and 

column. After finishing one, the subjects can go to the next. The total duration of the task 

is 10 minutes. 

• Digit recall: The task trying to test the short-term memory of the subjects, which is adapted 

from a traditional test named the Wechsler Adult Intelligence Scale (WAIS) [162]. During 

the task, random digits (0 to 9) appear on the screen. There is a time gap of 200 ms between 

every two digits. Each digit lasts for 800ms on the screen. Once all the digits are displayed 

and disappear, the subjects are asked to repeat them in the correct order by clicking a 

number pad. After finishing one, they can click “Continue” to go for the next one. There 

are two parts to the task, the first part (the easy part) contains 5 digits while the second part 

(the hard part) contains 11 digits. There are 18 trials for the easy part and 18 trials for the 

hard part. The total duration of the task is about 10 minutes. During the process, there is a 

message on the screen to show how many digits will be displayed. 



 71 

 

Fig. 4.4. Design interface for cognitive tasks 

4.3.2 Physiological data collection and process 

4.3.2.1  Measurement of brain waves using EEG 

The EEG headset collects the voltage changes caused by brain activities by placing 

electrodes at specific locations on the scalp surface of humans. The cognitive states of the human 

can thus be reflected by the collected voltage changes [163]. A low-cost EEG headset, Emotiv 

EPOC+, was used in the experiment. It contains 14 channels and allows easy setup with only saline 

solution. The data sampling frequency was 128 Hz. The collected data could be visualized in real-

time through a Bluetooth connection and was stored on an ordinary laptop. 

The raw data strings obtained from the electrodes were in form of floating-point values 

with approximately 4200 µV of DC offset, and they normally contain noise [164-166]. The noise 

normally consists of both extrinsic and intrinsic artifacts. The extrinsic artifacts can be removed 

using a band-pass filter with a frequency from 0.5 Hz to 65 Hz [167]. The intrinsic artifacts usually 

contain eye and muscular movements [168, 169] and need more effort to deal with. Therefore, a 

denoise process was required to pre-process the raw data. Previous studies have proposed several 

methods for denoising intrinsic artifacts [170-174]. For example, a toolbox was developed to help 

with the removal of artifacts of EEG signals [171]. 
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Fig. 4.5 summarizes the procedures to process the EEG raw data based on the methods in 

previous studies. Before conducting any data analysis, the DC offset should be removed, followed 

by the denoise process. Muscular movement, eye blinking, and eye movement should be removed 

through the denoise process [168, 169]. EEGLAB was used as the tool to conduct the denoise 

process in this study. After denoising, Fast Fourier Transform (FFT) was applied to obtain the 

band power of different frequency ranges. The frequency bands used in this study included Delta 

(1−4 Hz), Theta (4−8 Hz), Alpha (8−12 Hz), Beta (12−25 Hz), and Gamma (> 25 Hz) [23, 175, 

176]. The obtained power of different frequency bands could thus be used to calculate the work 

engagement and MW. 

 

Fig. 4.5. Process of EEG raw data 

4.3.2.2  Calculation of work engagement and MW using EEG data 

Based on previous studies, the frontal asymmetry index (FAI) could be calculated by alpha 

power in the right relative to the alpha power in the left cortex to indicate work engagement [177-

184]. The frontal asymmetry was found related to motivation and emotion in response to different 

situations [185]. In addition, it was claimed that higher FAI was associated with positive feelings, 

motivation, and engagement [20, 186, 187]. Therefore, the work engagement of the subjects was 

represented by the FAI in this study. FAI could be calculated based on Eq. (4.1) [177, 178]. F3 

and F4 electrodes are commonly used to indicate the frontal region and their positions are shown 

in Fig. 4.6. 
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Previous studies have shown that higher frontal theta power and lower parietal alpha power 

were associated with higher MW [188-190]. The frontal power is usually represented by the brain 

signals from F3 and F4, and parietal power is commonly indicated by P7 and P8 [188-190]. 

Therefore, the ratio of frontal theta power to parietal alpha power shown in Eq. (4.2) was used as 

the indicator of MW in this study. Fig. 4.6 shows the positions of the related electrodes for the 

MW. 

𝐹𝑟𝑜𝑛𝑡𝑎𝑙 𝐴𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 𝐼𝑛𝑑𝑒𝑥 = 𝑙𝑛 (
𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝐹4

𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝐹3
)                             (4.1) 

𝑀𝑒𝑛𝑡𝑎𝑙 𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑 𝐼𝑛𝑑𝑒𝑥 =  
𝐹3 𝑡ℎ𝑒𝑡𝑎 𝑝𝑜𝑤𝑒𝑟 + 𝐹4 𝑡ℎ𝑒𝑡𝑎 𝑝𝑜𝑤𝑒𝑟

𝑃7 𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 + 𝑃8 𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟
          (4.2) 

Where F3, F4, P7, and P8 refer to signals from the specific electrodes of the EEG headset 

 

Fig. 4.6. Positions of related electrodes 

4.3.2.3  Measurement of SCL and HR 

GSR signal can reflect the changes in autonomic arousal [140] and may also affect the 

activity of the central neural [191, 192], indicating it is correlated to brain activity. The SCL is 

considered the tonic component of the GSR signal which could be measured directly from the 

sensors. The usage of SCL to indicate human physiological responses has been confirmed in 

previous studies [139, 148, 193]. For example, the SCL could reflect sympathetic activity [141, 
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194, 195]. In addition, previous studies have reported that SCL could be used to reflect the MW 

[196, 197]. Therefore, SCL was also measured as an accessory of EEG signals [139] in this study. 

The Shimmer3 GSR+ Unit was used to measure the GSR signals of the subjects, and the tonic 

component was obtained as the SCL. In addition, several studies have used HR as the physiological 

indicator for body conditions [36, 69, 198], as it has been proven to be relevant to the emotional 

well-being of humans [199-202]. Therefore, it is used to help with the analysis of the human 

physiological responses in this study. As shown in Fig. 4.2, GSR data was collected using Optical 

Pulse Ear-Clip. During the experiment, the electrodes of the sensors were attached to the subjects 

as securely as possible to ensure the quality of the collected data. 

4.3.3 Data analysis 

There was a total of 20 valid datasets from the subjects. The datasets were stored in separate 

CSV files from different equipment. As the data collection frequency was 128 Hz, there were more 

than 75,000 data samples for each dataset. To conduct an ANOVA for the dataset of each subject, 

the original raw data was pre-processed to obtain data points with a specific time window of 8 

seconds based on the related studies [182, 203]. 

4.3.3.1 Within-subject analysis 

As the purpose of this study was to investigate the effect of wearing masks on individuals, 

the analysis was first performed on the datasets of each subject separately. The mean and standard 

deviation of work engagement, MW, SCL, and HR for each subject were calculated. Repeated 

measures ANOVA was applied to determine whether there were significant differences in these 

physiological responses in three mask-wearing scenarios. This was followed by a post hoc test 

(Tukey's HSD) to find out if there are significant differences between the specific pairs - cloth 

mask versus no mask, cloth mask versus surgical mask, or no mask versus surgical mask. For each 
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mask-wearing scenario of the within-subject comparison, datasets for the physiological responses 

were constructed based on the 8-seconds time windows. Therefore, the post hoc test could be used 

to determine whether two datasets (for different mask-wearing scenarios) are significantly 

different. 

4.3.3.2 Analysis across all subjects 

The general effect of wearing a mask was also analyzed by combining the results from 

different subjects. However, the ranges of physiological responses vary a lot across different 

subjects. For example, the SCL of one subject may range from 0 to 1 μS while for another subject 

it may be between 3 and 5 μS. One reason for this difference is the effect of the psychology of the 

subjects in the experimental environment [56, 204]. Therefore, to eliminate the distinct ranges of 

the results caused by personal differences, a standardization of the results, given in Eq. (4.3), was 

performed before analyzing the general effect of wearing a mask across subjects [205]. The 

standardized results reflect how much of the standard deviation of the value in one scenario is 

offset from the mean from the subject’s mean value. For example, the standardized value of 1 

indicates that the value in this scenario (with a specific mask or no mask) is larger than the mean 

value of this subject by one standard deviation. The standardized values eliminate the effect caused 

by the range differences in the physiological data of different subjects and reflect the relative 

changes of each subject. As for the post hoc test across all the subjects, the mean values of the 

results for each subject were used, thus for each scenario, 20 data points from 20 subjects were 

included. 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑖𝑧𝑒𝑑(𝑥𝑖) =  
𝑥𝑖 − 𝜇

𝜎
                        (4.3) 

Where 𝑥𝑖  is each data point from one specific subject in different scenarios, 𝜇 is the mean value of 

the data points from the specific subject, and 𝜎 is the standard deviation of the data points 



 76 

4.3.3.3 Assumptions of the ANOVA and post hoc test 

There are several assumptions to ensure the reliability of ANOVA and post hoc test: (1) 

each observation of the dataset is independent of every other observation; (2) the residuals of the 

data are normally distributed; (3) the variances of the differences between all combinations of 

related groups are equal. Since the experiments were conducted on different subjects on three 

different days, assumption (1) was true. In addition, the Shapiro-Wilkinson test [206] was 

conducted to validate the normality of the residuals of the data for both within-subject and across-

subjects analysis. For the data across all the subjects, the results showed that the p-values of the 

datasets were larger than 0.05; thus, there was no sufficient evidence that these datasets did not 

come from a normal distribution, which supported assumption (2). Similarly, the variances of the 

differences between different groups of the data were tested using the Brown-Forsythe test [207], 

and the corresponding p-values were larger than 0.05 for all the datasets, which supported 

assumption (3). The validation of these assumptions supported the reliability of ANOVA and post 

hoc test for the across-subject analysis. Regarding the within-subject data, the Brown-Forsythe test 

also confirmed the similar variances of the datasets. The Shapiro-Wilkinson test suggested non-

normal distribution of the residuals for most of the datasets. However, it has often been reported 

that the violation of normality should not be a serious concern, especially when there are enough 

data points (e.g., >20) with similar variances [208]. Therefore, the ANOVA and post hoc test were 

also confirmed applicable for within-subject analysis. 

4.4 Results 

4.4.1 Comparing the effect of wearing a mask on work engagement (FAI) 

Fig. 4.7 shows the average work engagement represented by the FAI for different subjects 

(subjects 1 to 9 are females and subjects 10 to 20 are males) while they were performing the 
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cognitive tasks. Based on the data points from the 8-seconds time windows, a p-value of 0.05 was 

used in this study to determine if there were significant differences between any two pairs of the 

results. As a result, significant differences were found in most cases while the results varied across 

individuals. However, the results also indicated that the effect of wearing a mask on people’s work 

engagement varies across individuals. For example, the work engagement of subject 3 with a 

surgical mask was the highest across all cognitive tasks while the results were the opposite for 

subject 10. In addition, the effect of wearing a mask was negligible in some scenarios such as the 

results of subject 14. The post hoc test also indicated that the effects within the subjects might not 

be always identical for different cognitive tasks. Taking subject 4 as an example, work engagement 

without masks was the highest for the digit recall task, while it was the lowest for the visual search 

task. 

In addition to the within-subject plots, the results across all subjects were combined to 

study the general pattern of the effects (Fig. 4.8). For this part, the average values of the results in 

different scenarios from 20 subjects were used. Due to the significant differences in the range of 

the results across individuals, the results were standardized based on Eq. (4.3). Repeated measure 

ANOVA and post hoc test were applied to determine whether the distribution of the results was 

significant in different scenarios in each cognitive task. Cohen’s d effect size was applied to show 

the difference between the two groups of data. The results are shown in Table 4.2, which revealed 

that there was no general pattern for the effect of wearing a mask on work engagement. 
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Fig. 4.7. Average FAI of different subjects 

 

Fig. 4.8. Standardized FAI across all subjects  

 

Table 4.2. Statistical analysis for standardized FAI across all subjects (corresponding to Fig. 4.8) 

 Pair Mean Difference Effect Size p-value 

Number Addition 

CM & NM 0.213 0.162 0.854 

CM & SM 0.390 0.263 0.615 

NM & SM 0.177 0.165 0.9 

Visual Search 

CM & NM 0.231 0.244 0.766 

CM & SM 0.465 0.381 0.383 

NM & SM 0.234 0.218 0.762 

Digit Recall 

CM & NM 0.589 0.376 0.378 

CM & SM 0.268 0.193 0.795 

NM & SM 0.321 0.291 0.726 

Note: “NM” refers to no mask, “CM” refers to cloth mask, and “SM” refers to surgical mask 

4.4.2 Comparing the effect of wearing a mask on MW 

Similar to work engagement, the corresponding results for MW were also plotted as per 

subjects in Fig. 4.9. To maximize the readability, the y-axes of the plots were adjusted according 

to the range of the results. Significant differences between wearing a mask (either a cloth mask or 

a surgical mask) and not wearing a mask were also found in MW for most of the subjects (except 

subjects 8, 13, 14, 15, and 18). The results were also found to be different from person to person. 

Take subjects 4 and subject 13 as an example, when performing the number addition, the highest 

MW was associated with wearing a cloth mask for subject 4. However, the MW when wearing a 

cloth mask was the lowest among the three mask-wearing scenarios for subject 13. 



 79 

Similarly, the results across all subjects (Fig. 4.10) were plotted to investigate the general 

pattern of the effects of wearing masks, the same standardization was also performed to eliminate 

the effects of individual differences. The results of ANOVA and post hoc test were shown in Table 

4.3. The results showed that for the number addition, the overall MW of the subjects without 

wearing a mask was higher than when wearing either a cloth mask (Tukey’s HSD: p = 0.003, d = 

1.006) or a surgical mask (Tukey’s HSD: p = 0.023, d = 0.78). No significant difference was found 

between the surgical mask and the cloth mask. For the visual search, there was no significant 

difference in MW under different scenarios. As for the digit recall, it was found that the results 

when the subjects were wearing a cloth mask were lower than without a mask (Tukey’s HSD: p = 

0.011, d = 0.896). In general, the results imply that although the effects might vary across 

individuals, wearing a mask during the pandemic leads to a lower MW while people are performing 

specific types of tasks (i.e., number addition and digit recall). 

 

Fig. 4.9. Average MW of different subjects 

  

Fig. 4.10. Standardized MW across all subjects  
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Table 4.3. Statistical analysis for standardized MW across all subjects (corresponding to Fig. 

4.10) 

 Pair Mean Difference Effect Size p-value 

Number Addition 

CM & NM 1.068 1.006 0.003 

CM & SM 0.238 0.315 0.699 

NM & SM 0.830 0.780 0.023 

Visual Search 

CM & NM 1.205 0.367 0.417 

CM & SM 0.440 0.540 0.879 

NM & SM 0.765 0.233 0.684 

Digit Recall 

CM & NM 0.746 0.896 0.011 

CM & SM 0.293 0.452 0.467 

NM & SM 0.453 0.610 0.167 

4.4.3 Comparing the effect of wearing a mask on SCL 

As indicated in previous studies, both brain waves and SCL could be used to reflect the 

MW, thus the results of SCL were also investigated as an accessory to EEG signals. Similarly, the 

results of SCL analysis under three different mask-wearing scenarios were plotted for each subject 

(Fig. 4.11). Significant differences were found in most cases while the results varied across 

individuals. The standardized SCL across subjects was plotted in Fig. 4.12, and the corresponding 

results of ANOVA and post hoc test were shown in Table 4.4. For number addition, the average 

standardized SCL without wearing a mask was overall higher than either wearing a cloth mask 

(Tukey's HSD: p < 0.028, d = 0.737) or a surgical mask (Tukey's HSD: p < 0.023, d = 0.905). 

Similar results were found for both visual search and digit recall tasks. However, there was no 

significant difference between wearing a cloth mask or a surgical mask. In general, the results 

indicate that although the effects might vary from person to person, wearing a mask during the 

pandemic might help reduce the SCL of the subjects for all types of cognitive tasks. If considering 

the SCL as an indicator of the MW, the results are partially consistent with the MW measured by 

brain waves. 
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Fig. 4.11. Average SCL of different subjects 

 

Fig. 4.12. Standardized SCL across all subjects 

Table 4.4. Statistical analysis for standardized SCL across all subjects (corresponding to Fig. 

4.12) 

 Pair Mean Difference Effect Size p-value 

Number Addition 

CM & NM 0.567 0.737 0.028 

CM & SM 0.019 0.034 0.900 

NM & SM 0.586 0.905 0.023 

Visual Search 

CM & NM 0.744 0.894 0.003 

CM & SM 0.111 0.199 0.855 

NM & SM 0.855 1.101 <0.001 

Digit Recall 

CM & NM 1.265 1.193 <0.001 

CM & SM 0.114 0.138 0.900 

NM & SM 1.378 1.292 <0.001 

4.4.4 Comparing the effect of wearing a mask on HR 

As for HR, Fig. 4.13 shows similar plots for the results as per subject. For most of the cases 

regarding within-subject comparison, the post hoc test indicated that there existed significant 

differences between the three scenarios. However, according to the comparison of the standardized 

results across all subjects shown in Fig. 4.14 and Table 4.5, there was no one-size-fits-all pattern 
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to conclude the effect of wearing a mask on subjects. For example, the results of HR for subjects 

6, 14, 17, and 20 were the highest without wearing a mask, while they were the lowest without 

wearing a mask for subjects 7, 9, 10, 15, and 16. For subject 1, the effect of wearing a mask on 

HR could be neglected. In addition, the distributions of the HR under different scenarios were very 

similar to each other, and the ANOVA analysis confirmed that there was no significant difference 

among the distributions. 

 

Fig. 4.13. Average HR of different subjects 

 

Fig. 4.14. Standardized HR across all subjects 

Table 4.5. Statistical analysis for standardized HR across all subjects (corresponding to Fig. 

4.14) 

 Pair Mean Difference Effect Size p-value 

Number Addition 

CM & NM 0.337 0.376 0.513 

CM & SM 0.320 0.327 0.544 

NM & SM 0.017 0.018 0.900 

Visual Search 

CM & NM 0.108 0.123 0.900 

CM & SM 0.339 0.385 0.475 

NM & SM 0.231 0.246 0.688 

Digit Recall CM & NM 0.128 0.137 0.900 
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CM & SM 0.088 0.091 0.900 

NM & SM 0.040 0.043 0.900 

4.4.5 Comparing the effect of wearing a mask on task performance 

Apart from the physiological responses, the task performance of the subjects under 

different cognitive tasks is shown in Fig. 4.15 to Fig. 4.18. The corresponding results of ANOVA 

and post hoc test for Fig. 4.16 and Fig. 4.18 are shown in Table 4.6 and Table 4.7, respectively. 

As seen from the plots for within-subject analysis (Fig. 4.15 and Fig. 4.17), similar to the 

physiological responses, the effect of wearing a mask on task performance (correct number and 

correct rate) varied across different individuals. In addition, some subjects’ task performance was 

more sensitive to the effect of wearing masks than others. 

However, after performing the standardization of the correct number and correct rate of the 

tasks following Eq. (4.3), general patterns were found based on the statistical analysis across all 

subjects. For the correct number of the tasks, Fig. 4.16 indicated that wearing a surgical mask 

could reduce the correct number of the number addition task compared with no mask (Tukey's 

HSD: p < 0.001, d = 0.873) and wearing a cloth mask (Tukey's HSD: p < 0.001, d = 0.864), while 

no significant difference was found between no mask and cloth mask. As for the visual search, the 

correct number of the tasks was higher when not wearing a mask than wearing either a cloth mask 

(Tukey's HSD: p = 0.005, d = 1.001) or wearing a surgical mask (Tukey's HSD: p < 0.001, d = 

1.266), while no significant difference was found between wearing a cloth mask or a surgical mask. 

The results for digit recall revealed a higher correct number of tasks without a mask compared 

with a cloth mask (Tukey's HSD: p = 0.008, d = 0.952). Compared with the correct number, the 

patterns for the correct rate were slightly different for number addition and visual search. For 

number addition, the results found the correct rate without wearing a mask is higher than either 

wearing a cloth mask (Tukey's HSD: p = 0.039, d = 0.764) or a surgical mask (Tukey's HSD: p < 
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0.001, d = 1.169), while no significant differences were found between wearing a cloth mask or a 

surgical mask (Tukey's HSD: p = 0.385, d = 0.375). For visual search, no significant difference 

was found among the distributions of correct rates among the three mask-wearing scenarios. 

 

Fig. 4.15. Correct number of different subjects 

 

Fig. 4.16 Standardized correct number across all subjects 

Table 4.6. Statistical analysis for the standardized correct number of tasks across all subjects 

(corresponding to Fig. 4.16) 

 Pair Mean Difference Effect Size p-value 

Number Addition 

CM & NM 0.009 0.014 0.900 

CM & SM 0.864 1.018 <0.001 

NM & SM 0.873 1.028 <0.001 

Visual Search 

CM & NM 0.726 1.001 0.005 

CM & SM 0.357 0.464 0.249 

NM & SM 1.083 1.266 <0.001 

Digit Recall 

CM & NM 0.720 0.952 0.008 

CM & SM 0.446 0.569 0.142 

NM & SM 0.274 0.370 0.471 

 



 85 

 

Fig. 4.17. Correct rate of different subjects 

 

Fig. 4.18. Standardized correct rate across all subjects 

Table 4.7. Statistical analysis for standardized correct rate across all subjects (corresponding to 

Fig. 4.18) 

 Pair Mean Difference Effect Size p-value 

Number Addition 

CM & NM 0.576 0.764 0.039 

CM & SM 0.305 0.375 0.385 

NM & SM 0.881 1.169 <0.001 

Visual Search 

CM & NM 0.359 0.434 0.355 

CM & SM 0.388 0.479 0.300 

NM & SM 0.029 0.036 0.900 

Digit Recall 

CM & NM 0.720 0.952 0.008 

CM & SM 0.446 0.569 0.142 

NM & SM 0.274 0.370 0.471 

4.4.6 Investigating the effect of gender on physiological responses and task performance 

The results revealed the importance of individual differences. Therefore, this study also explored 

potential reasons behind the variations. The physiological responses and the task performance were 

further divided into two groups based on the gender of the subjects. Table 4.8 shows the detailed 

results of the comparison. The average values of FAI, MW, SCL, HR, correct number, and correct 

rate for different genders were calculated and compared. In addition, the independent two-sample 
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t-test was performed to further evaluate whether there existed significant differences for each type 

of physiological response or task performance. The results revealed that no significant difference 

was found for the MW, SCL, and correct rate. However, the HR for females was statistically higher 

(Tukey's HSD: p = 0.032, d = 0.306). Moreover, the correct number of tasks for females was also 

statistically higher (Tukey's HSD: p < 0.001, d = 0.534). In contrast, the FAI of females was 

statistically lower (Tukey's HSD: p = 0.0.066, d = 0.315). 

Table 4.8. Statistical analysis of the potential effect of gender 

 Gender Mean Effect Size p-value 

FAI 
Female 0.065 

0.315 0.066 
Male 0.255 

MW 
Female 2.331 

0.162 0.349 
Male 2.093 

SCL 
Female 2.510 

0.084 0.572 
Male 2.781 

HR 
Female 80.218 

0.306 0.032 
Male 77.193 

Correct Number 
Female 29.864 

0.534 <0.001 
Male 24.899 

Correct Rate 
Female 85.478 

0.084 0.614 
Male 84.274 

4.5 Discussion 

In general, there were nonnegligible effects of wearing a mask on work engagement and 

HR when each individual was considered in isolation. However, the effects varied a lot across 

individuals, and no one-size-fits-all pattern was found to conclude the effects. The personalized 

pattern of the effects indicated that people might have different feelings regarding wearing a mask 

during the pandemic. For example, some might feel safer with a mask and then be more engaged 

in the tasks, while others might be seriously affected by the worsening air quality in the breathing 

zone and thereby were not able to concentrate on the tasks they were performing. Moreover, some 

subjects might be more sensitive to wearing a mask than others. To support the current results, the 
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importance of personal characteristics was also confirmed in previous studies. For example, the 

individual differences in EEG responses to cognitive workload were confirmed by Matthews et al. 

[56]. The effects of thermal [23, 209] and lighting [57, 210] conditions on occupants’ physiological 

and psychological data were also proven to vary across different individuals. 

Regarding the MW and task performance, while the personal difference cannot be 

neglected, it was revealed that there existed general patterns to describe the effect of wearing a 

mask. Supported by brain waves and SCL, general patterns regarding the MW were found. 

Although there were slight differences between the results from brain waves and SCL, a general 

pattern revealed that wearing a mask could potentially reduce the MW of subjects. The possible 

reason behind this phenomenon might be that people felt more nervous and kept alert in the office 

during the pandemic period. In contrast, wearing a mask might make them feel safer and thus 

reduce the intensity of brain activities, thereby reducing their MW. The results showed that the 

number of correct responses to the cognitive tasks was in general higher without wearing a mask 

in most of the scenarios, and the type of mask also slightly affected the results. The number of 

correct responses to number addition and digit recall tasks might be related to the MW, as the 

higher MW was associated with more mental effort and thereby resulting in relatively higher 

outputs of the cognitive tasks. As for the correct rate, the results were consistent with the MW 

indicated by the brain waves, suggesting that a higher correct rate might be associated with a higher 

MW. To explore the potential reasons behind the individual differences, the results were compared 

as per gender, which suggested a significant difference between females and males regarding the 

FAI, HR, and the correct number of tasks. The results could provide a valuable reference for 

experimental design and data analysis of future studies. 
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It is worth noting that there are some limitations in this study. For example, to avoid fatigue, 

each task was set for 10 minutes. It will be interesting to investigate the effect of longer periods 

on the performance of the subjects especially fatigue will become another factor to measure. 

However, the results from this study can be used as departure points for future work where the 

duration of the experiment or difficulty of tasks is varied. In addition, the subjects in this study 

were all university graduate students, while a more diversified group of people can also be 

considered in the future. Moreover, the experimental environment might lead to additional tension 

among the subjects, and the differences in physiological responses in and out of the environmental 

environment could be future investigated in our future work. 

4.6 Conclusions 

This chapter investigates the effect of wearing a mask on physiological responses and the 

performance of individuals who work in office-like indoor environments. The work engagement, 

MW, SCL, HR, and task performance are measured and collected. Based on the results from brain 

waves and SCL (considered as an indicator of the MW), although the results vary across different 

individuals, wearing a mask can in general lower the MW of the subjects while they are performing 

cognitive tasks. Overall, the results of task performance (correct number and correct rate) are 

highly correlated to the measured MW, indicating that higher task performance is associated with 

a higher MW. However, in most of the scenarios, no significant difference is found between the 

cloth mask and the surgical mask. Similar to MW and task performance, the values of work 

engagement and HR are significant differences among different mask-wearing scenarios, the 

patterns vary across individuals. However, there is no one-size-fits-all pattern to conclude the 

effect of wearing a mask on work engagement and HR. For example, for some subjects, wearing 

a mask may reduce their work engagement while others may be more engaged with a mask.  
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One main contribution of this chapter is that the proposed method could be used to 

investigate the effect of wearing masks on occupants directly through physiological sensing. The 

results provide a deep understanding of how people’s physiological responses and task 

performance may change if they are required to wear a mask as was the case during the pandemic 

period. The findings from this study could be valuable for those who need to wear a mask while 

working or policymakers looking to determine the optimal number of individuals required to work 

in person in the office on a daily basis.
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Chapter 5 Measurement and Prediction of Work Engagement Under Different Indoor 

Lighting Conditions Using Physiological Sensing 

 

5.1 Introduction 

An inadequate indoor environment may cause health issues and thereby affect the creativity 

and productivity of the occupants and might lead to sickness and absenteeism [211]. In the current 

business environment, the employee is a key asset to the success of the organizations [25], and 

higher productivity of the employees is even worth extra cost [212, 213]. Work engagement 

commonly defined as the “positive, fulfilling, work-related state characterized by vigor, 

dedication, and absorption” [20] in the task being performed, is one of the most important factors 

that directly relate to employee performance [214] and has a significant positive effect on 

employee productivity [24, 26, 215, 216].  

Work engagement is commonly estimated using indirect methods such as questionnaires 

and experiments [20, 153, 217-220]. For example, a 9-item questionnaire [217] is commonly used 

to collect feedback from people to evaluate their engagement. Also, experiments are designed to 

ask people to recall information after a period to assess their engagement during those moments 

[153, 220]. However, both of these approaches rely on extra feedback (i.e., questionnaires and 

experimental results) from human subjects to make the estimations, which are not the ground truth 

indicators measured from the brain. Moreover, they are not practical enough as they are not able 

to provide real-time measurements. 

As indicated in related studies, positive feelings, engagement, and motivation are typically 

associated with a higher alpha power in the right frontal cortex when compared to alpha power 
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measured in the left frontal cortex [183, 185-187, 221]. The FAI, often measured as alpha power 

in the right relative to the alpha power in the left cortex, is used in this study as an indicator of 

work engagement [177-184]. Electroencephalogram (EEG) is used to measure the brain activities 

of the subjects, thereby calculating the engagement in a direct way by processing the related brain 

waves. In addition, previous studies have measured human brain waves under different lighting 

conditions. Several of them have shown that lighting levels could somehow affect brain activity 

[222-226], including the frontal region [227]. However, the correlation between the indoor lighting 

level and the occupants’ ground truth engagement level has not been well studied. A better 

understanding of this correlation can help improve the occupants’ indoor experience. Our research 

uses an EEG headset to measure the brain activity of the occupants while they are performing 

cognitive tasks under different indoor lighting levels. Based on the measured brain waves, the 

effect of indoor lighting level on calculated FAI is investigated. 

Although our study uses EEG to establish this correlation, asking occupants to wear an 

EEG headset may not be practical in daily life. Any slight movements of the head may lead to a 

lot of noises on the EEG signal [164-166], rendering that the EEG device is not suitable to measure 

brain waves when the occupants always need to move their heads. Therefore, we also investigate 

approaches to predict the occupants’ ground truth engagement from some easily measurable 

physiological indicators such as GSR, HR, and ST. Thus, the objectives of this chapter are: (1) To 

investigate the effect of the indoor lighting level on occupants’ ground truth work engagement 

based on EEG data; (2) To investigate the possibility of predicting the engagement level using 

lighting level and easily measurable physiological data as predictors. The results of this study can 

help with the control of the indoor environments, thereby making the occupants feel more engaged 
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during their working time. Besides, the approach of predicting the occupant’s engagement can be 

used as a practical tool to monitor the occupants’ engagement in the future.  

To achieve the objectives, an experiment that includes 12 subjects is performed in a 

controlled lab environment where the lighting level is the only changeable environmental 

parameter. The subjects are asked to perform three computer-based cognitive tasks (with the 

consistent backlight of the monitor) while their physiological data is being recorded. The FAIs of 

the subjects are calculated using the collected EEG data, and the corresponding relationship 

between engagement and lighting level is analyzed. In addition, Random Forest (RF) and Artificial 

Neural Network (ANN) are used to build personalized work engagement prediction models.  

5.2 Related Work 

Previous studies regarding the effect of lighting conditions on the performance of office 

workers have been comprehensively reviewed. In addition, related work regarding the assessment 

of work engagement was summarized, followed by a review of the evaluation of workers using 

physiological data. Based on the literature review, research gaps in previous studies were 

identified. 

5.2.1 Investigation of lighting effect on the performance of office workers 

As an important aspect of the indoor environment, the correlation between lighting 

conditions and occupants’ satisfaction and productivity was investigated in many studies. Veitch 

et al. [228] confirmed a general conclusion that occupants witnessed improved reading 

performance when they believed the lighting level was being controlled, regardless of the lamp 

type. More detailed effects of the lighting were later investigated. For example, the effect of 

different lighting types was investigated by Knez and Hygge [229], who suggested that compared 

with warm-white, cool-white lighting would impair the long-term memory of the occupants. In 
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addition, an experiment conducted in a school suggested that full-spectrum fluorescent lamps with 

ultraviolet could improve the attendance and achievement of the students, while opposite results 

were found under the high-pressure sodium vapor lamps [230]. Hwang and Kim [231] applied 

questionnaires and self-report to investigate the effect of lighting on visual comfort and the eye 

health of the occupants. Glare, darkness, unqualified materials, and logical error of shade were 

found to be the cause of visual annoyance. Similarly, the visual response and mood of the 

occupants under different indoor lighting levels were studied by Lee et al. [232], where lower color 

temperatures were found not suitable for office space as they might cause sensations of glare and 

result in visual discomfort. Moreover, Knez and Kers [233] designed cognitive tasks to find the 

effect of indoor lighting, gender, and age on occupants’ performance and mood. They found young 

people preferred warm white lighting, while the result was the opposite among older people.  

Besides lighting types, the effect of lighting levels on human brain waves was also 

investigated in the literature. Smolder and De Kort [222, 223] compared the general theta band 

power of the brain wave under different lighting levels when the subjects were performing 

Psychomotor Vigilance Test and Necker Cube Pattern. The results indicated that higher 

illuminance helped improve the measured performance as well as subjective feelings of alertness 

and vitality. A similar experiment was conducted by Mangkuto et al. [234], but they used a jigsaw 

puzzle as the task. The results revealed that the average of beta waves in the primary visual cortex 

increased when the subjects were performing the task and an average illuminance of 1000 lux 

further increased the beta waves. To find the boundary illuminance for comfortable lighting 

conditions, Kakitsuba [225, 235] conducted an experiment to draw the correlation of brain waves 

with different lighting levels. The result showed there was a difference between light-emitting 

diode (LED) and fluorescent lamps. In addition, Min et al. [226] also studied the effect of different 
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lighting levels on the same cognitive task using EEG and found that a bright condition resulted in 

a longer reaction than a dark one with similar task performance. A more specific investigation of 

brain waves was conducted by Medithe and Nelakuditi [227], who measured the frontal region 

activity of the subjects during the experiment. An increment in the frontal region frequency was 

found when occupants performed mental activities and frontal brain activity was altered under low 

luminance conditions. Furthermore, Chang et al. [224] showed a correlation between the 

magnitude of the altering response and historical lighting exposure by comparing the EEG 

delta/theta activity. The results concluded that the illuminance history would affect the magnitude 

and duration of the alerting effect of light. The related studies regarding the lighting effect 

confirmed the importance of indoor lighting conditions for office workers. A proper lighting 

condition could positively affect their performance and indoor experience. Intrinsically, the brain 

activity of the occupants could be affected by the lighting conditions. However, none of these 

studies investigated the lighting effect on ground truth work engagement, which motivates this 

study. 

5.2.2 Assessment of work engagement 

Defined as the “positive, fulfilling, work-related state characterized by vigor, dedication, 

and absorption” [20], work engagement was assessed using questionnaires and experimental 

methods in previous studies. For example, Schaufeli et al. [217] developed a short questionnaire 

for the assessment of work engagement. The study constructed a database based on surveys of 

work engagement included in 27 studies across 10 different countries and developed a 9-item 

questionnaire (UWES-9). The factors considered in the developed questionnaire (UWES) included 

Vigor (VI), Dedication (DE), and Absorption (AB). The developed UWES questionnaire was 

examined and confirmed for use in both between-person and within-person comparisons [236].  
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Based on the initial idea of the work engagement scale, different questionnaires were used 

as the main approach for evaluating the work engagement of occupants in office buildings. 

McCunn and Gifford [237] applied questionnaires to evaluate the effect of green offices on 

employee engagement, and the results suggested that there was no positive effect of green design 

on employee engagement. In addition, Feige et al. [238] investigated the impact of sustainable 

buildings on work engagement using questionnaires and indicated that work engagement was 

correlated with the comfort levels of the occupants. However, to obtain the score to represent work 

engagement, people are required to fill up different questionnaires. Therefore, using questionnaires 

to obtain work engagement is time-consuming and may not be accurate enough as they are highly 

subjective.  

Apart from questionnaires, work engagement was also assessed by designed experiments. 

Astolfi et al. [153] conducted an experiment to investigate the correlation between human brain 

waves and their engagement, in which the subjects were exposed to a documentary that contained 

clips related to international brands, and they were asked to recall the clips after 10 days. The 

engagement of the subjects was thus evaluated based on their performance. Similarly, to evaluate 

the efficacy of commercial advertisements, the engagement of the subjects was assessed based on 

their performance of recalling the commercial video clips in the experiment conducted by 

Vecchiato et al. [220]. Although the experimental methods for evaluating work engagement are 

objective, they are obviously not practical as extra experiments are required. To summarize, both 

questionnaires and experiments have their limitations in providing accurate and timely results, thus 

a more direct and reliable approach that can provide real-time ground truth work engagement is 

required. 
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5.2.3 Indoor occupant assessment using physiological data 

Physiological data has been widely used to assess office workers and EEG was also applied 

to investigate the effect of the indoor thermal environment. For example, Choi et al. [145] studied 

the effect of indoor air temperature on occupants’ attention represented by the average EEG power 

value, the results showed that the best attention was achieved when Predicted Mean Vote (PMV) 

values were slightly positive. Shan and Yang [239] tried three algorithms including linear 

discriminant analysis (LDA), Naïve Bayes (NB) classifier, and K-nearest neighbor (KNN) to 

classify the real-time thermal comfort states of occupants based on EEG data. The correlation 

between indoor thermal conditions and MW was also investigated. Wang et al. [23] applied EEG 

to obtain the ground truth of the MW in different thermal environments, they calculated the ratio 

of average frontal theta power and average parietal alpha power as an index of the MW. The MW 

values of the subjects were then collected while they were performing the designed cognitive tasks. 

As a result, higher values of MW were found in slightly warm environments for most of the 

subjects. Similarly, Kimura et al. [139] assigned working memory and learning tasks to the 

subjects and collected their brain waves using EEG headsets. The MW of the subjects under 

different room temperatures was calculated and compared. Although a slightly different index of 

the MW was used, the conclusion of this study was aligned with the one from Wang et al. [23]. 

Apart from brain waves, a variety of physiological parameters were also used in previous 

studies as indicators of human physiological responses. Zheng et al. [240] proposed an evaluation 

method for human physiological states based on five physiological parameters including HR, ST, 

rectal temperature, systolic pressure, and sweat rate. Also, EEG signal, SCL, HR, and tympanum 

temperature were measured and their values under different indoor temperatures were compared 

in the study conducted by Kimura et al. [139]. Similarly, Wu et al. [148] applied HR, ST, as well 



 97 

as systolic and diastolic blood pressure to investigate the effect of long-term indoor thermal 

history. In addition, the effect of the wooden indoor environment was studied by Zhang et al. [241] 

based on blood pressure, electrocardiogram, electro-dermal activity, and ST. Moreover, Yeom et 

al. [193] used HR as the indicator to confirm the existence of significant physiological response 

differences in the indoor environment and immersive virtual environment. These previous studies 

confirmed the feasibility of using physiological parameters (e.g., EEG signal, GSR signal, HR, 

and ST) as the indicators of human physiological responses, which supports the fundamental idea 

of using related equipment in this study. However, none of the previous studies used appropriate 

physiological indicators to represent the ground truth work engagement of the occupants. Also, 

the correlation between GSR, HR, ST, and EEG signals was not well studied. 

5.3 Research Methodology and Results 

In this study, a comprehensive framework was developed to investigate the effect of 

lighting level on occupants’ work engagement using EEG. In addition, a method for predicting 

this engagement using other physiological data was established, as shown in Fig. 5.1. The lighting 

level was used as the only environmental variable. Brain waves of the subjects were measured 

using an EEG to calculate the ground truth work engagement under three tasks: (1) number 

addition, (2) visual search, and (3) digit recall. FAI was then calculated as the indication of 

engagement based on the raw EEG data. The FAIs were divided into several levels with each level 

associated with an EV. At the same time, other physiological data of the subjects, including GSR 

signal, HR, and ST, were collected. After synchronizing the data collected from different sensors, 

machine learning (ML) techniques were used to explore if easily measurable physiological data 

and lighting levels could serve as predictors of occupants’ EVs. More details of the methodology 

are described in the following sections. 
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Fig. 5.1. Framework for measurement and prediction of work engagement under different 

lighting levels 

5.3.1 Experimental design 

Each subject participated in a three-day data collection experiment where EEG signal, GSR 

signal, HR, and ST data were collected while he/she was performing three different cognitive tasks 

under different lighting levels. The experiment was conducted in the Sustainable and Intelligent 

Civil Infrastructure Systems (SICIS) Laboratory at the University of Michigan. The lab was in the 

basement of the GG Brown building and did not have any windows, thus there was no access to 

natural ventilation and daylight in the lab. This allowed us to fully control the indoor environment 

with the existing air conditioning and lighting systems. Fig. 5.2 shows the setup of the experiment. 

The experiment was designed to reflect real-world scenarios. As in a real office environment, 

people normally use a computer with a constant backlight to conduct their daily work. At the same 

time, the lighting conditions of the environment are changeable through a light switch with a 

dimmer or other building automation system devices. The effect of the backlight from the monitor 
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on the workplace was measured using a lighting sensor. The results showed that without extra light 

sources, the illuminance produced by the backlight of the monitor was less than 200 lux at a very 

close point to the computer in the working area. Given the range of lighting illuminance levels 

tested in this chapter, the monitor backlight was assumed to have a limited effect on the 

performance of the occupants or the measurements of their engagement level when the surrounding 

environment lighting conditions were changed. In addition, the backlight of the computer monitor 

was maintained at the same level during all sessions of the experiment with the lighting level in 

the room designed to be the only changeable environmental parameter. Similar experiment designs 

could be found in previous studies [222, 223, 226] to support our method, which also applied 

computer monitors with consistent backlight to investigate the effect of indoor lighting conditions 

on subjects. 

In this experiment, the lighting levels were controlled by the central lighting system with 

two auxiliary portable lamps as shown in Fig. 5.2, which allowed a flexible control of the lighting 

level. The consistency of lighting levels surrounding the subjects was ensured by a lighting sensor 

in the room. Illuminances of 200 lux, 500 lux, and 1000 lux, with a light color of 5000 K, were 

selected in our study, representing the suggested levels for performing basic work, normal office 

work, and normal drawing work, respectively [242]. The selection of lighting level in each session 

was randomized. 

Apart from lighting levels, other environmental settings were also maintained the same 

during all sessions of the experiment. For example, the ambient room temperature was maintained 

at 24 ± 0.2 °C as recommended by ASHRAE [12]. During the experiment, a desktop was used by 

the subjects who were well-equipped with an EEG headset and other portable sensors. The subjects 

only need to focus on the computer screen and try to concentrate on the designed tasks. The 
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experiment protocol was reviewed and approved by the Institutional Review Board at the 

University of Michigan. 

 

Fig. 5.2. Experimental Setup 

5.3.1.1 Subjects 

12 subjects who were identified as both physically and mentally healthy participated in the 

experiment from October to November 2020. All of them were graduate students at the University 

of Michigan between the age of 20 and 30. Each subject received a monetary reward upon 

completion of the experiment. To ensure the accuracy and reliability of the experiment data, the 

subjects were asked to follow these guidelines: (1) Ensure enough sleep at night and try to wake 

up at the same time during the three-day experiment; (2) take no foods or drinks that may cause 

excitement (e.g., coffee, alcohol, and tobacco) during the experiment period; (3) keep their hair 

dry and clean before showing up to the experiment; (4) wear the same or similar clothes and shoes 

throughout the experiment. In addition, the specific time slot for each subject was ensured to be 

the time without any class before. At the beginning of the experiment, each subject was assigned 

a unique ID as a reference for his/her data, without using any other personally identifiable 

information during the data collection and analysis process. All experiments followed COVID-19 

public health recommendations to ensure the safety of the research staff and the subjects. 
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5.3.1.2 Experimental procedures and time setting 

Details of the experimental procedures for each session are shown in Fig. 5.3. Before 

starting the experiment, each subject was given 30 min to settle down and relax, at the same time, 

a short introduction (less than 5 min) of the task rules was provided. In order to avoid the 

unexpected effect of fatigue, primary studies were conducted to investigate the reasonable time 

duration for cognitive tasks. It was found that the engagement level of the subjects was highly 

likely to decrease after performing the tasks for a long period, and thus 10 min was chosen to be 

the experiment time for each task. In addition, 10 min of rest time was given to the subjects, which 

allowed them to recover from the last task and start the new task with a fresh mind. The reliability 

of the experiment was also ensured by checking the consistency of results in the same subjects. A 

preliminary study repeated the experiment three times on two of the subjects. This revealed that 

the effect of lighting level on the same subjects for the same tasks was in general consistent.

 

Fig. 5.3. Experimental procedures for each session 

5.3.1.3 Design of cognitive tasks 

The design of the cognitive tasks is identical to Section 4.3.1.2 as shown in Fig. 5.4 
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Fig. 5.4. The cognitive tasks 

5.3.2 EEG data processing for engagement 

5.3.2.1 Calculation of engagement level (FAI) 

Previous studies have investigated and summarized the response of FAI (i.e., alpha power 

in the right relative to the left cortex) to different external situations. Harmon-Jones and Gable 

[185] conducted a comprehensive review of research that measured frontal asymmetry in response 

to manipulated situations related to motivation and emotion. They concluded that higher FAI was 

associated with higher approach motivation. A similar conclusion was also made by Davidson and 

Schaffer [186, 187] that higher FAI indicates positive feelings, motivation, and engagement. These 

responses were aligned with the definition of engagement [20]. Therefore, FAI is reasonably used 

as an indicator of the ground truth engagement of the human subjects in this study. The 

mathematical representation of FAI is shown in Eq. (5.1) [177, 178]. F3 and F4 indicate the signal 

from two specific electrodes in the headset and their positions are shown in Fig. 5.5. 

𝐹𝐴𝐼 = 𝑙𝑛 (
𝐴𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝐹4

𝐴𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝐹3
)                                           (5.1) 
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Fig. 5.5. Locations of F3 and F4 electrodes 

5.3.2.2 Direct measurement of brain waves 

In this study, the ground truth subjects’ engagement level was directly measured using the 

EEG headset. EEG is a technique for monitoring brain activity by placing electrodes on the scalp 

surface [23, 170]. The activation of the neurons in the brain can induce voltage changes, and these 

voltage changes generate electric potential which can be detected by proper electrodes and thereby 

be recorded. Brain activities and subjects’ cognitive states can be reflected by capturing the 

activities of the central nervous system using EEG [163]. Emotiv EPOC+, a low-cost EEG headset 

as shown in Fig. 5.2 was used in this study. It includes 14 channels and allows for quick setup 

without gels or pastes. The data sampling frequency of Emotiv EPOC+ was set to 128 Hz. Brain 

activity signals with reasonable quality can be captured and uploaded in real-time through 

Bluetooth to ordinary PCs, Macs, or smartphones [243]. 

5.3.2.3 EEG data processing  

In total, 12 datasets were retained after the experiment. The datasets collected from 

different sensors were initially stored in separate files. On average, there were more than 75,000 

rows for each file as the data sampling frequency was 128 Hz and all the raw datasets should be 

pre-processed. The data collected for the EEG was in form of floating-point values with 
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approximately 4200 µV of DC offset from each channel. Nevertheless, the raw data normally 

contains artifacts from various sources [164-166]. Therefore, a denoise process was required to 

remove the artifacts in the collected data. Denoise methods for EEG signals have been widely 

investigated in previous studies [170-174]. For example, Delorme and Makeig [171] developed a 

toolbox named EEGLAB to help with the process and denoise of EEG data, which contains built-

in functions such as independent component analysis (ICA) and frequency analysis.  

Fig. 5.6 summarizes the EEG data processing procedures used in previous studies. The DC 

offset should first be removed, followed by the denoise process. In general, the noises of EEG data 

contain both extrinsic artifacts and intrinsic artifacts. Extrinsic artifact removal can be conducted 

using the band-pass filter, which maintained the frequency of the data between 0.5 Hz and 65 Hz 

[167]. Eye blinking, vertical eye movement, and muscular movement were defined as intrinsic 

artifacts [168, 169] and require more effort to deal with. A common way to perform the removal 

of the intrinsic artifacts is to conduct an independent component analysis (ICA) and remove the 

artifact components. In this study, EEGLAB was used as the main tool for removing the artifacts 

of EEG data. All potential artifact components were identified and those with high possibilities of 

being noises were removed manually. With the clean data, Fast Fourier Transform (FFT) was 

applied to compute the band power within different frequency ranges. There are mainly five 

frequency bands including Delta (1−4 Hz), Theta (4−8 Hz), Alpha (8−12 Hz), Beta (12−25 Hz), 

and Gamma (>25 Hz) [23, 175, 176]. In addition, to conduct an ANOVA analysis for the dataset 

of each subject as well as perform machine learning (ML) for prediction models, the original 128 

Hz raw data was pre-processed to obtain data points with a specific time window. According to 

the related studies, a reasonable time window range is between 2 and 8 seconds [182, 203]. In this 

study, the three most common time windows 2, 4, and 8 seconds were tested in a preliminary study, 
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and 8 seconds gave ML models the highest prediction accuracy. Therefore, the 8 seconds time 

window was selected. However, it is important to note that the length of the time window is a 

flexible parameter that can be changed based on the implementation. 

 

Fig. 5.6. EEG raw data processing procedures 

5.3.2.4 The effect of lighting level on FAI 

Based on the pre-defined time window, the FAIs of each task in each section were 

calculated. The mean and standard deviation of the FAIs under different lighting levels were 

calculated and compared. Repeated measure ANOVA was applied to conduct a statistical analysis 

of the results, a p-value of 0.05 was used as the threshold to determine whether there were 

significant differences between different categories. The differences between specific pairs of the 

datasets were further analyzed by the post hoc test. The results of FAIs for different tasks under 

three different lighting levels are listed in Table 5.1 to Table 5.3 and plotted in Fig. 5.7. Based on 

the range of results, the range of the plot was determined to be from −2 to 2 for FAIs, and the 

values beyond the range were considered to be an outlier, as shown in Eq. (5.2). Based on the 

analysis from ANOVA and post hoc test, the FAIs were found easily affected by the lighting level 

for most of the subjects. However, it was hard to conclude that there was a general pattern to 

suggest a better lighting level to fit all occupants. Also, the pattern among different lighting levels 

was slightly affected by the types of tasks. For example, subjects 5, 6, and 9 were more engaged 

with the environment of high illuminance (1000 lux), while subjects 3 and 7 were more engaged 

with relatively lower lighting levels (200 lux or 500 lux). Although the types of tasks might also 
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affect the results, personal patterns were still maintained in many cases. Subject 12 maintained a 

similar pattern of FAIs under different lighting levels among all types of cognitive tasks, which 

might indicate that his/her engagement was not sensitive to the types of tasks being performed. 

Similarly, subjects 1, 3, 5, 7, 8, 9, and 10 were found to have a similar pattern of results for at least 

two types of cognitive tasks. The inconsistent results might be caused by the different mental 

efforts that they need to exert for different tasks. In addition, for several subjects such as subjects 

1, 2, and 11, no significant difference in the values of FAI was found under different lighting levels 

as their engagement levels were relatively stable regardless of the lighting levels. A possible reason 

for this phenomenon might be that they were not sensitive to the lighting level of the surrounding 

environment while performing the computer-based tasks. Overall, it could be seen from the results 

that the effect of lighting levels varies a lot on different individuals. 

𝐹𝐴𝐼𝑖 = {
𝐹𝐴𝐼𝑖 ,         − 2 ≤ 𝐹𝐴𝐼𝑖 ≤ 2
𝑜𝑢𝑡𝑙𝑖𝑒𝑟,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

                                      (5.2) 

Table 5.1. Comparison of FAI of number addition task under different lighting levels 

Subject Statistic 200lux 500lux 1000lux Difference (p < 0.05) 

1 
Mean 0.207 0.336 −0.153 200lux & 1000lux 

S.D. 0.450 0.331 0.262 500lux & 1000lux 

2 
Mean −0.103 0.049 0.219 

200lux & 1000lux 
S.D. 0.454 0.388 0.456 

3 
Mean 0.093 0.585 −0.095 

All pairs 
S.D. 0.361 0.341 0.527 

4 
Mean 0.392 −0.532 −0.160 

All pairs 
S.D. 0.367 0.409 0.377 

5 
Mean −0.106 0.081 −1.020 

All pairs 
S.D. 0.360 0.145 0.231 

6 
Mean −1.880 0.150 0.341 

All pairs 
S.D. 0.507 0.309 0.664 

7 
Mean 0.409 0.419 −0.745 200lux & 1000lux 

S.D. 0.326 0.585 0.385 500lux & 1000lux 

8 
Mean −1.065 −0.505 −1.555 

All pairs 
S.D. 0.438 0.397 0.367 

9 
Mean 0.220 0.242 0.535 200lux & 1000lux 

S.D. 0.325 0.433 0.413 500lux & 1000lux 
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10 
Mean −0.252 −0.075 0.383 

All pairs 
S.D. 0.460 1.466 0.433 

11 
Mean 0.108 0.591 0.135 200lux & 500lux 

S.D. 0.290 0.338 0.426 500lux & 1000lux 

12 
Mean 0.093 −0.662 −0.154 

All pairs 
S.D. 0.442 0.332 0.441 

Table 5.2. Comparison of FAI of visual search task under different lighting levels 

Subject Statistic 200lux 500lux 1000lux Difference (p < 0.05) 

1 
Mean 0.428 0.107 −0.032 200lux & 500lux 

S.D. 0.351 0.343 0.339 200lux & 1000lux 

2 
Mean 0.022 0.016 −0.034 

N/A 
S.D. 0.313 0.431 0.330 

3 
Mean 0.103 0.493 −3.914 

All pairs 
S.D. 0.509 0.399 0.469 

4 
Mean −1.754 −0.352 −2.269 

All pairs 
S.D. 0.368 0.281 0.485 

5 
Mean −0.371 −0.423 −0.009 200lux & 1000lux 

S.D. 0.445 0.300 0.318 500lux & 1000lux 

6 
Mean 0.126 2.759 0.227 200lux & 500lux 

S.D. 0.438 0.495 0.570 500lux & 1000lux 

7 
Mean −0.578 0.815 0.244 

All pairs 
S.D. 0.287 0.538 0.264 

8 
Mean −0.048 −0.222 −0.454 

All pairs 
S.D. 0.495 0.284 0.297 

9 
Mean −1.658 −0.563 1.153 

All pairs 
S.D. 0.217 0.470 0.782 

10 
Mean 2.826 0.344 −0.112 

All pairs 
S.D. 0.591 0.427 0.405 

11 
Mean 0.294 0.390 0.368 

N/A 
S.D. 0.402 0.400 0.277 

12 
Mean 0.502 −0.506 −0.504 

All pairs 
S.D. 0.367 0.343 0.664 
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Table 5.3. Comparison of FAI of digit recall task under different lighting levels 

Subject Statistic 200lux 500lux 1000lux Difference (p < 0.05) 

1 
Mean 0.066 0.004 0.076 

N/A 
S.D. 0.389 0.239 0.288 

2 
Mean 0.571 0.010 −0.321 

All pairs 
S.D. 0.250 0.414 0.284 

3 
Mean 0.217 −0.441 −0.068 

All pairs 
S.D. 0.370 0.376 0.530 

4 
Mean −0.116 0.572 0.256 

All pairs 
S.D. 0.366 0.377 0.456 

5 
Mean −0.210 −0.753 0.116 

All pairs 
S.D. 0.363 0.345 0.285 

6 
Mean −0.366 0.761 −0.365 200lux & 500lux 

S.D. 0.457 0.492 0.457 500lux & 1000lux 

7 
Mean −0.100 0.263 −0.711 

All pairs 
S.D. 0.385 0.284 0.356 

8 
Mean 0.218 0.117 0.298 

500lux & 1000lux 
S.D. 0.426 0.445 0.415 

9 
Mean 0.177 −0.171 0.881 

All pairs 
S.D. 0.401 0.434 0.559 

10 
Mean −0.684 −0.170 2.160 

All pairs 
S.D. 0.600 0.567 0.527 

11 
Mean 0.168 0.114 0.235 

500lux & 1000lux 
S.D. 0.329 0.290 0.348 

12 
Mean −0.172 −0.519 −0.238 200lux & 500lux 

S.D. 0.325 0.327 0.436 500lux & 1000lux 
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Fig. 5.7. FAI under different lighting levels 
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5.3.3 Prediction of EV using easily measurable physiological data and lighting level 

Although the brain waves of people can be directly measured and processed to obtain the 

FAI as an indicator of work engagement, EEG headsets may not be practical enough in a real office 

environment. For example, wearing a headset may cause discomfort (e.g., headache) to the 

subjects while they are performing tasks. In addition, data collection from the EEG headsets 

requires the subjects to stay still to avoid intensive artifacts. Therefore, this study explores the 

feasibility of using other easily measurable physiological parameters (i.e., GSR, HR, and ST) to 

predict engagement levels. The details of this effort are described in the following sections. 

5.3.3.1 Self-defined engagement vote (EV) 

The raw values of FAI calculated using Eq. (5.1) are continuous numbers, which may not 

be straightforward for people to understand and cannot represent the relative engagement levels. 

A more systematic way to represent the engagement of the occupants can be very helpful. 

Appropriate representative discrete values can be used to indicate different engagement levels of 

people. Therefore, this study proposed a new indication system for work engagement. The general 

idea of the approach was to divide the FAI values into different levels, and each level should be 

represented by a discrete number (e.g., −1, 0, and 1) named “engagement vote” (EV). As the 

required resolution (number of engagement levels) of the indication system may vary with its 

application, different scales of the system can be developed. For example, when people only want 

to know the rough engagement level, a lower resolution should be applied, and vice versa. This 

study proposed 3-scale and 5-scale systems as examples. For a 3-scale case, the FAI values were 

divided into three levels as shown in Fig. 5.8 (a), the votes for the three levels were −1, 0, and 1, 

representing engagement levels of low, neutral, and high, respectively. For the 5-scale case, the 

FAI values were divided into five levels as shown in Fig. 5.8 (b), the votes for the five levels were 
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−2, −1, 0, 1, and 2, representing engagement levels of very low, low, neutral, high, and very high, 

respectively. 

 

Fig. 5.8. Indication system of work engagement for (a) 3-scale and (b) 5-scale  

5.3.3.2 Choice of physiological data 

Previous studies have confirmed that changes in GSR signal can reflect the general changes 

in autonomic arousal [140], and manipulation of GSR may influence central neural activity [191, 

192], which indicates that GSR is correlated to brain activity. The general components of the GSR 

signal are shown in Fig. 5.9. The slow changes in the GSR signal are reflected by the tonic 

component while the phasic component reveals stimulus-related changes. The tonic component is 

also called the SCL, and it is generally considered the background level of activity. A primary 

study for monitoring the GSR signals was also conducted in a nursing school, aimed to monitor 

the changes in GSR signals for the nurses when they were taking care of the patients. The results 

showed that the general tendency of the skin conductance was well represented by the tonic 

component and the phasic component was sensitive to external (e.g., hand movements) or 

psychological stimuli (sudden screaming coming from the patients), which were aligned with 
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previous studies [141, 195]. Therefore, to avoid the possible effects of any stimulus, the tonic 

component of the GSR signal was used to represent the skin state in this study. 

The usage of GSR as an accessory to the EEG headset was confirmed previously [139], 

HR and ST have also been widely used in previous studies as factors to predict the physiological 

conditions of the occupants [36, 69, 198]. In this study, the hypothesis for HR is that it may affect 

the engagement of the occupants because it is correlated with emotional well-being [199, 201]. ST 

may significantly affect the thermal comfort of the occupants, and different comfort levels may 

lead to variations in human brain activity [23, 139]. Therefore, tonic components of the GSR 

signal, HR, and ST were measured and synchronized during the experiment, which was later used 

to predict the EV. 

 

Fig. 5.9. Components of GSR signal  

5.3.3.3 Collection of physiological data 

As shown in Fig. 5.2, Shimmer3 GSR+ Unit was used to collect the GSR signals during 

the experiment. An optical Pulse Ear-Clip and a Skin Surface Temperature Probe were used to 

collect the HR and ST of the subjects, respectively. To ensure the quality of the collected data and 

minimize the possible data loss when collecting the GSR signal and ST, the electrodes were 

attached to the subjects as securely as possible to the unused hand of the subjects. The Pulse Ear-
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Clip was attached to one of the ears of the subjects. As the subjects were told to keep their head 

still while wearing the EEG headset, the quality of the HR data was also ensured. 

5.3.3.4 Prediction of EV using machine learning techniques 

As highly correlated input features may affect the performance of the ML model, any 

duplicated correlated features should be removed before performing the training for classification 

[244, 245]. The input data can be checked by a correlation matrix constructed using principal 

component analysis (PCA) [246]. The formula to support the correlation matrix is shown in Eq. 

(5.3) [247], an example of the correlation matrix of the features from this study was computed as 

shown in Fig. 5.10, where LTG represents the lighting level. In this study, no significant 

correlations were found in the input features, thus all the measured physiological data (e.g., GSR 

signal, HR, and ST) and lighting level were included in the input dataset. 

𝑟𝑗𝑘 =
∑ (𝑋𝑖𝑗 − �̅�𝑗)(𝑋𝑖𝑘 − �̅�𝑘)𝑛

𝑖=1

√∑ (𝑋𝑖𝑗 − �̅�𝑗)2𝑛
𝑖=1 √∑ (𝑋𝑖𝑗 − �̅�𝑘)2𝑛

𝑖=1

            (5.3) 

Where �̅�𝑗 and �̅�𝑘 denote the sample mean of j and 𝑘-th variables. 

 

Fig. 5.10. Example of a correlation matrix (subject 10) 
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Fig. 5.11 shows the framework to conduct the ML analysis. Regarding the accuracy of the 

different traditional ML algorithms, RF was proven to have the highest accuracy in similar studies 

[5]. Therefore, RF was chosen to be the baseline ML algorithm for classification in this study. In 

addition, a basic ANN was chosen to be another ML algorithm for data training. The purpose of 

using an ANN was to compare its performance with traditional ML (i.e., RF) and see whether it 

could potentially improve the accuracy, as ANN was also proven successful in signal-processing 

problems [248]. In this study, the designed ANN contains three hidden layers, the first layer 

contains 4 neurons, while the second and third layers contain 8 neutrons. SoftMax Activation and 

Categorical Cross-Entropy Loss as shown in Eq. (5.4) were set for ANN. 

𝐿 =
1

𝑁
∑ −𝑙𝑜𝑔𝑃(𝑌 = 𝑘|𝑋 = 𝑥𝑖)

𝑖

=
1

𝑁
∑ − 𝑙𝑜𝑔 (

𝑒𝑠𝑖

∑ 𝑒𝑠𝑗
𝑗

)                   (5.4)

𝑖

 

5.3.3.5 Data training process 

After collecting the denoised data, the dataset was built for each potential occupant as 

shown in Fig. 5.11. With a total of 12 files from different lighting levels and tasks, the total duration 

of the dataset was around 120 min for each occupant. Based on the time window of 8 seconds, EV 

and its corresponding physiological data were paired. However, the first five epochs were dropped 

to avoid any possible errors caused by the calibration of the sensors. In addition, due to the 

occasional bad signals of the Ear-Clip, outliers of HRs were found in the raw data, thus an upper 

bound threshold of the HRs (i.e., 120 BPM) was set to filter out the potential errors in HR signals. 

Similarly, as the reading of the HR would be close to 0 when there was a bad connection, a lower 

bound threshold of 30 was set for the HR to avoid any data loss due to bad connections. The 

average HR that excluded the invalid timestamps was calculated to be the final training data, and 

if any of the invalid periods was longer than 8 seconds, the entire epoch was dropped. For the 
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training process, 70% of randomly selected data was used as the training dataset and the rest 30% 

of the data was used as the test dataset. 

 

Fig. 5.11. Classification of EV using ML 

5.3.3.6 The performance of EV classification 

The overall accuracies of the classification and the confusion matrix for each class were 

obtained and compared. The overall accuracy was indicated by the fraction of the predictions our 

model got right. The confusion matrix was used to describe the performance of the ML models 

with respect to different classes. The accuracies of RF and ANN for each subject are listed and 

compared to give a more comprehensive understanding of the possible results as different 

algorithms might be suitable for specific characteristics of the datasets. In general, it was found 

that although ANN was able to give slightly higher accuracies for a few subjects, RF outperforms 

ANN in most of the cases. The purpose of this study was to investigate the possibility of predicting 

engagement levels using easily measurable physiological data and environmental parameters (i.e., 

lighting level in this study). Therefore, in the following comparison, we mainly focus on the final 

accuracies because it is reasonable to always choose a model with higher accuracy. 
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Table 4 shows the overall accuracies of the classification for both the 3-scale and 5-scale 

cases. The average classification accuracy for the 3-scale case was around 83.3%. For all of the 

subjects, the overall classification accuracy could reach up to more than 70%, and 4 of which were 

higher than 90%. Among all the subjects, the highest classification accuracy of a specific subject 

could reach 97.5% (Subject 6) using RF, while the lowest one could still achieve an accuracy of 

72.3% (Subject 5). For the 5-scale case, the classification accuracy was 62.2% on average. The 

final accuracies for more than half of the subjects were higher than 60%, and 2 of them were higher 

than 70%. The highest classification accuracy was found in Subject 6, which reached 74.1%, while 

the lowest accuracy among all the subjects was found in Subject 12, which was only 48.3%. The 

final classification accuracies vary across subjects, possible reasons could be individual 

differences or errors during the data collection and analysis. 

Table 5.4. Overall classification accuracies 

Subject 
3-scale EV 5-scale EV 

RF (%) ANN (%) Final (%) RF (%) ANN (%) Final (%) 

1 91.3 91.8 91.8 56.3 63.4 63.4 

2 85.9 87.0 87.0 57.8 51.0 57.8 

3 90.8 81.6 90.8 70.6 54.0 70.6 

4 77.2 71.4 77.2 69.8 50.8 69.8 

5 72.3 71.3 72.3 57.9 47.2 57.9 

6 97.5 81.7 97.5 74.1 61.9 74.1 

7 79.3 63.6 79.3 57.1 52.2 57.1 

8 74.1 73.0 74.1 51.3 48.1 51.3 

9 84.1 79.1 84.1 67.0 51.1 67.0 

10 72.9 61.3 72.9 64.1 57.5 64.1 

11 93.3 93.8 93.8 55.9 65.1 65.1 

12 78.3 77.8 78.3 46.1 48.3 48.3 

Avg. 83.1 77.8 83.3 60.7 54.2 62.2 

Table 5.5 and Table 5.6 show the average normalized confusion matrix [249] of the 

subjects to describe the performance of classification for 3-scale and 5-scale cases, respectively. 

Each row of the matrix represents the chance to give the predicted instances, while the left column 

represents the actual instances. Taking the first row of Table 5.6 as an example, the actual instance 
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was −2, the chance for the ML model to predict it as −2 was 62%, while the chances for it to give 

the prediction as −1, 0, 1, and 2 were 31.5%, 5.6%, 0.9%, and 0%, respectively. Similar to the 

first row of Table 5.6, the results described in all rows of both Table 5.5 and Table 5.6 gave a 

similar pattern that the highest possibilities were always associated with the actual instance. The 

closer the predicted EV is to the actual one, the higher possibility it would be predicted. For 

example, when the actual EV of the subject was 0 in Table 5.6, there would be up to a 68.4% 

chance for the ML model to give a correct prediction. For other possible predicted results, it was 

most likely the model would predict it as −1 (17.3 %) or 1 (13.2 %). In contrast, there was almost 

no chance for the model to predict the EV as −2 (0.8%) or 2 (0.3%). Therefore, the confusion 

matrix further confirmed the feasibility of the ML model. 

Table 5.5. Normalized confusion matrix for 3-scale classification 

EV −1 0 1 

−1 60.0 39.0 1.0 

0 4.2 91.6 4.2 

1 1.2 30.0 68.8 

Table 5.6. Normalized confusion matrix for 5-scale classification 

EV −2 −1 0 1 2 

−2 62.0 31.5 5.6 0.9 0.0 

−1 7.0 57.0 32.8 3.2 0.0 

0 0.8 17.3 68.4 13.2 0.3 

1 0.8 4.4 28.5 59.3 7.0 

2 0.0 1.3 8.3 38.8 51.6 

5.4 Discussion 

5.4.1 Insights from the pattern of engagement under different lighting levels 

The results shown in Table 5.1 to Table 5.3 indicated that subjects’ engagement might be 

affected by the lighting level when performing different tasks. However, as seen in Fig 7, no one-

size-fits-all pattern on the effect of lighting level on engagement could be applied. One possible 
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explanation for the results might be the distinct personal sensitivities of lighting levels and 

different lighting preferences. Also, it was found that the lighting level had a less obvious effect 

on the engagement of some subjects, which indicates that environmental lighting level may not be 

a key factor in their engagement while they were performing computer-based tasks. In contrast, 

although the types of tasks also affect the results, for most of the subjects, the correlation between 

lighting condition and their engagement level remained the same for at least two types of tasks. 

The results revealed that the effect of indoor lighting level on occupants’ engagement should be 

discussed individually. Therefore, the results emphasized that rather than following a general 

design standard, personalized models were more crucial and should be investigated. The rationality 

of the findings could be supported by previous studies [23, 56] that indicated the responses of the 

human brain activities to environmental changes varies across different individuals. In addition, 

the results aligned with conclusions from the studies regarding the personal preferences of indoor 

lighting conditions of different individuals [210, 250, 251]. For example, Despenic et al. [250] 

collected the lighting preference and control behavior of office workers, and the results showed 

that the lighting preference varied across different individuals. Furthermore, Newsham et al. [252] 

found that personal lighting conditions offered significant improvement in mood, environmental 

satisfaction, satisfaction with performance, and self-assessed productivity. 

5.4.2 Classification of engagement levels using easily measurable physiological data and 

lighting level 

Because the results regarding the effects of lighting conditions vary from person to person, 

it was reasonable to train a personalized prediction model for each subject. Based on the results in 

section 5.3.3.6, although the final accuracies vary from person to person, acceptable results were 

achieved using GSR signal, HR, ST, and lighting level to estimate the rough engagement levels of 
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any subjects. The results revealed that different physiological data from humans might be 

correlated with those from the brain, and the effect of lighting levels on engagement in the former 

part of this study also played a role in the prediction model. Two scales of the indication system 

for FAI were investigated, which could provide different resolutions of the prediction models. A 

higher resolution sacrifices a noticeable amount of prediction accuracy. On average, the prediction 

accuracy for a 3-scale case was more than 20% higher than a 5-scale one. In general, combined 

with the results analyzed from the confusion matrix, the ML models were considered feasible 

enough. Therefore, it can be concluded that it is possible to conduct a rough estimation of 

occupants’ engagement levels using easily measurable physiological data and certain types of 

environmental parameters. Since the EEG headset may not be practical in some real-life scenarios, 

this study opens the possibility of using more practical physiological sensors to estimate human 

brain activities.  

5.4.3 Limitations and future work 

One of the main limitations of this study is that due to the complexity and sensitivity of 

brain waves, it is hard to eliminate all the possible factors that may induce errors. For example, 

human brain activities may be affected by their lifestyles and working environment. Therefore, we 

asked the subjects to maintain a regular schedule of working and sleeping during the experiment 

periods, and the place and time slots for the experiment were fixed for the subjects during all 

sessions. However, there may still be some uncontrollable factors that can affect the results, such 

as the moods of the subjects. In addition, using a computer to perform office work is the most 

common scenario in the real world. Our study aimed to maintain the same environment, and the 

cognitive tasks were designed to be computer-based. Since the backlight of the monitor may affect 

subjects’ perception of the lighting levels, the findings from the current experiment might not be 
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guaranteed under the scenario when no computer is used. Furthermore, the objective of this chapter 

is to establish the approach for the measurement of work engagement using physiological data and 

investigate how the indoor lighting level may affect the work engagement of different individuals. 

The results can help with the design of the indoor lighting system to improve the overall 

productivity of the occupants. In our future research, we may consider conducting more repeated 

experiments on the same subjects to obtain more insights regarding inner subject patterns. 

5.5 Conclusions 

This chapter presents a novel method to investigate the effect of lighting level on 

occupants’ ground truth work engagement using EEG. The subjects’ brain waves are measured 

using a low-cost, wireless EEG headset while they are performing cognitive tasks under three 

typical lighting levels. The FAI is then calculated as an initial indicator of work engagement. In 

the meanwhile, Shimmer GSR+ Unit, Optical Pulse Ear-Clip, and Skin Surface Temperature Probe 

are applied to record the GSR, HR, and ST of the subjects, respectively. The FAIs of the subjects 

under different scenarios are compared and analyzed. The results indicate that the effect of lighting 

level on work engagement varies across different subjects. However, for most of the subjects, the 

correlations between the lighting level and their engagement level follow similar patterns for at 

least some cognitive tasks. The results highlight the importance of obtaining personalized models 

for occupants’ engagement rather than following a general design standard. Therefore, this chapter 

also investigates the possibility of using easily measurable physiological parameters (i.e., GSR 

signal, HR, and ST) and lighting level as predictors of engagement level. To perform the 

classification of the engagement level, a new indication system for subjects’ engagement is 

proposed, which assigns continuous FAIs to discrete numbers (EVs). The two most typical ML 

algorithms (i.e., RF and ANN) are used and compared. Also, in order to adapt to different demands, 
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two scales of the indication system for FAI are tested. The results reveal that RF outperforms ANN 

in most of the cases, and the final classification accuracies are 83.3% for the 3-scale case and 

62.2% for the 5-scale case on average. 

The main contributions from this chapter include: First, the proposed method can be used 

to study the work engagement of occupants in a direct way instead of estimating from 

questionnaires or experiments. Second, the effect of lighting level on work engagement is analyzed 

and discussed. Third, this chapter has proposed a new indication system for the FAI to indicate the 

engagement level of people. Based on the indication system, ML models with acceptable 

performances are built to estimate work engagement using easily measurable physiological data 

and lighting levels. The results thus open a new possibility of using more portable and practical 

devices to estimate human brain activities.
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Chapter 6 A Case Study of DID-Based Framework by Integrating the Prediction Models 

for Thermal Comfort and Work Engagement 

 

6.1 Introduction 

To provide a better understanding of the proposed methods, a case study is used to 

showcase the capabilities of the DID framework. A schematic diagram of the case study is shown 

in Fig. 6.1. The thermal comfort metric (i.e., Thermal sensation) is selected as the example of 

human comfort as it is ranked as one of the most important factors that affect the occupants’ 

satisfaction in buildings [253, 254]. Based on the thermal comfort prediction models, the 

recommendation system is used to pick suitable rooms for the subjects. After the occupants are 

assigned to the rooms, the real-time physiological data is used to make a dynamic estimation of 

thermal sensation thus providing further recommendations regarding the settings of the indoor 

thermal conditions. In order to demonstrate the scalability of this framework, another example 

where it is applied can be to determine the lighting level that helps support occupants' work 

engagement. In this case, recommendations regarding indoor lighting levels can also be given. 

More details are described in the following sections. 
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Fig. 6.1. The framework of the case study 

 

Three rooms (Fig. 6.2) in the GG Brown Building at the University of Michigan are used 

as the scenes to demonstrate the proposed system, all the rooms are student labs. Fig. 6.3 shows 

the floor layout of the basement of GGB, and the locations of these rooms are highlighted. The 

areas of rooms 1006, 1140, and 1105 are around 40, 30, and 75 square meters, respectively. These 

rooms do not have any windows, thus there is no natural ventilation, and the indoor environments 

are fully controlled by the central heating, ventilation, and air conditioning (HVAC) system 

through thermostats, which allows the occupants to directly control the indoor temperature. 

Corresponding environment sensors (i.e., COZIR) are selected and installed in the three rooms to 

obtain real-time temperature and humidity data. 
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Fig. 6.2. Example rooms (1006, 1140, and 1105) 

 

Fig. 6.3. The layout of the GGB basement 

6.2 Digital ID of the Subjects 

6.2.1 Existing database for new occupants 

For new occupants (group #2) without existing personal thermal comfort models, general 

prediction models are required. ASHRAE Global Thermal Comfort Database II is a public thermal 

comfort database that contains 107,583 datasets, and it allows end-users to only export the data 



 125 

with specific parameters through a web-based tool [15]. Because it is open source and contains a 

large number of datasets, it is used as an example public database to establish the general thermal 

comfort models for new occupants. The datasets are carefully selected with meaningful static 

parameters by referring to the previous studies [69, 106]. According to the previous study [103], 

thermal sensation is a subjective thermal metric that is most widely used. Therefore, although 

thermal sensation might not always equal thermal comfort [255], it is used as an example to 

illustrate the prediction models. However, it is worth noting that although the thermal sensation is 

used as an illustrative example, the method is fully scalable and can be applied to other thermal 

comfort metrics (e.g., thermal satisfaction and thermal preference). In the real world, the system 

might not use only one single thermal metric but incorporate different thermal comfort metrics 

into the building systems. In order to obtain as many data points as possible, rather than using the 

web tool, the original full database is downloaded and manually filtered. The retained datasets 

include thermal sensation, age, gender, occupant height, occupant weight, cloth insulation, air 

temperature, relative humidity, and air velocity, and remove all the datasets that miss any of these 

parameters. In addition, as the office or educational buildings are the main focus, the datasets for 

residential buildings are excluded. The details of the final datasets are summarized in Table 6.1. 

Table 6.1. Details of the filtered dataset 

Count 8574 

Age range 18 ~ 68 

Gender Male/Female 

Height (cm) 120 ~ 203 

Weight (kg) 34 ~ 130 

Clothing Level (Clo) 0.08 ~ 2.14 

Air Temperature (°C) 13.4 ~ 40.5 

Relative Humidity (%) 15.2 ~ 88.8 

Regarding the machine learning algorithms for the demonstration, Random Forest (RF) is 

proven to have the highest accuracy in relevant studies [5], thus it is chosen to test the training 
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strategy in this section. Fig. 6.4 shows the machine learning process of the demonstration. Based 

on the previous study [69], human profile data including gender, age, height weight, clothing level, 

room temperature, and relative humidity are taken as the input features of the model. In addition, 

since the cooling/heating strategy (categorized by air-conditioned, mixed-mode, and naturally 

ventilated) can also affect thermal sensation [256], it is also included as one of the input features. 

The thermal sensation ranges from −3 to 3 [12] are encoded as the outputs. 

 

Fig. 6.4. Machine learning for thermal sensation 

To show the accuracies of the prediction models, the proposed hypothesis proposed is 

validated. Therefore, a systematic comparison of different data training strategies is developed as 

shown in Fig. 6.5. Category C refers to any categories of human profiles based on their age, gender, 

height, and weight. n samples (30%) from category C are randomly selected as the test set. In this 

case, for a dataset that contains N data points in total, the training set in case 1 is the whole dataset 

minus the selected test set (N−n), while case 2 used the rest of the dataset (m) in category C as the 

training set. Case 3, on the other hand, used the same amount (m) of randomly sampled data from 

case 1 as the training data. In this case, three cases used different training sets to establish 

prediction models while the test set is the same, which provided a fair comparison strategy. 
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Fig. 6.5. Different data training strategies 

Based on the comparison strategies, 6 example categories of human profiles are selected 

and the detail for each category is shown in Table 6.2. To ensure the reliability of the prediction 

models, the categories with less than 100 data points are excluded. Referring to Fig. 6.5, for 

category 1, 𝑛 is 93 (30% of 310) and 𝑚 is 217 (70% of 310). The hyper-parameters of the random 

forest are set as follows: the number of estimators is set to be 100, the maximum tree depth is set 

to expand until all leaves are pure or until all leaves contain less than the minimum number of 

samples required to split an internal node (i.e., 2). The minimum number of samples required to 

be at a left node is set to be 4 and the number of features for the best split is set to be “auto”. The 

results are computed 100 times with a randomly selected test set each time. The accuracy is 

indicated by the fraction of the predictions our model gets right. The results of the training and test 

accuracies for the three cases are summarized in Table 6.2. The training accuracies indicate that 

there is no significant overfitting in the prediction models. In addition, the corresponding confusion 

matrices for the three cases are shown in Table 6.3, which further support the feasibility of the 

prediction models. Although more data points are associated with thermal sensations of −1, 0, and 

1, the prediction accuracies for other values are also reasonable. In addition, even when the models 

fail to give the correct prediction, the predicted values are still close to the actual ones. Take the 
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thermal sensation of 0 as an example, even if the predicted values are not 0, they will most likely 

be predicted as −1 or 1. 

Table 6.2. Results of the comparison of the data training strategies 

Category Age Gender 
Height 

(cm) 

Weight 

(kg) 
Count 

Case 1 Case 2 Case 3 

Train Test Train Test Train Test 

1 20~30 Male 160~170 50~70 310 0.814 0.615 0.809 0.555 0.790 0.433 

2 20~30 Male 170~180 60~80 665 0.813 0.594 0.793 0.593 0.792 0.433 

3 30~40 Male 170~180 60~80 285 0.814 0.610 0.770 0.574 0.770 0.489 

4 20~30 Female 150~160 40~60 705 0.813 0.669 0.808 0.671 0.785 0.463 

5 20~30 Female 160~170 50~70 1146 0.813 0.687 0.807 0.690 0.783 0.496 

6 30~40 Female 160~170 50~70 292 0.813 0.693 0.804 0.683 0.769 0.545 

Average 0.813 0.645 0.799 0.627 0.782 0.477 

Table 6.3. Confusion matrices for the three cases 

Case 1 
Predicted 

−3 −2 −1 0 1 2 3  
−3 0.19 0.19 0.00 0.00 0.00 0.00 0.00  
−2 0.10 2.03 1.83 0.77 0.48 0.00 0.00  
−1 0.00 0.77 16.59 5.40 3.18 0.00 0.00 

Actual 0 0.00 0.00 4.24 22.76 2.80 0.19 0.00  
1 0.00 0.00 3.47 4.53 16.68 1.25 0.00  
2 0.00 0.00 0.39 0.48 2.03 6.46 0.68  
3 0.00 0.00 0.00 0.00 0.68 0.87 0.96 

Case 2 
Predicted 

−3 −2 −1 0 1 2 3  
−3 0.30 0.30 0.10 0.00 0.00 0.00 0.00  
−2 0.10 2.08 1.69 0.89 0.79 0.00 0.00  
−1 0.00 0.79 15.97 6.15 3.77 0.10 0.00 

Actual 0 0.00 0.10 4.27 22.22 3.97 0.30 0.00  
1 0.00 0.00 3.97 4.17 12.10 2.58 0.20  
2 0.00 0.00 0.69 0.69 3.08 5.65 0.40  
3 0.00 0.00 0.10 0.00 0.79 0.79 0.89 

Case 3 
Predicted 

−3 −2 −1 0 1 2 3  
−3 0.22 0.11 0.11 0.11 0.00 0.00 0.00  
−2 0.00 2.21 1.65 1.21 0.44 0.00 0.00  
−1 0.00 0.44 14.77 7.28 4.85 0.33 0.00 

Actual 0 0.00 0.00 5.73 18.08 4.41 0.55 0.00  
1 0.00 0.00 5.40 5.62 11.47 2.32 0.11  
2 0.00 0.00 0.55 1.32 4.52 3.20 0.33  
3 0.00 0.00 0.00 0.00 0.55 0.88 1.21 
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Regarding the data collection and training strategy in the initial guess for the new 

occupants, it can be observed that case 1 and case 2 achieve almost identical prediction accuracies 

without significant difference (p > 0.05), with the fact that case 1 has more than 10 times larger 

datasets compared with case 2. On the other hand, the prediction accuracies from case 3 are 

significantly lower compared to case 1 and case 2 (p<0.05), with more than 0.15 lower average 

accuracy. The reason is that the dataset in case 3 covers all categories of the human profiles but 

only has the same sizes of datasets as case 2. The results can provide valuable insights regarding 

the establishment of the database as well as the data training plan. At the initial stage of establishing 

the DID database, it is suggested that the collection of the training dataset should be maintained 

within a category of occupants that fits the usage of the buildings. In this way, higher prediction 

accuracies can be achieved with a much smaller dataset, referring to the accuracy comparison 

between case 2 and case 3. In addition, if there already exists a large dataset across all the 

categories of human profiles, the prediction models can be trained using either the whole dataset 

or the dataset within target categories, as they can provide similar performance, referring to the 

comparison between case 1 and case 2. Furthermore, assuming the database will be updated with 

more data samples within specific categories, the performance of using the categorized dataset to 

train the model may outperform the whole dataset, as their dataset size will get closer, referring to 

the tendency of prediction accuracy from case 1 to case 3 compared to case 2. It can be seen that 

once the sizes of the dataset are similar, the prediction model obtained by the categorized dataset 

can have much higher accuracy. 

The results prove that the hypothesis is correct, and the selected public database (ASHRAE 

Global Thermal Comfort Database II) can help with the establishment of prediction models with 
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acceptable accuracies. Therefore, the baseline prediction models obtained here are used for the 

initial guess of the new occupants (group #2) in this case study. 

6.2.2 Personal database for existing occupants 

For the occupants with an existing prediction model (group #1), personal thermal sensation 

models are used. In addition to the database for the room recommendation, the example database 

for real-time monitoring of the occupants’ states is also included. Fig.6.6 shows an example 

dataset, the left one shows the personal thermal sensation based on the indoor temperature and 

humidity, and the middle one shows the thermal sensation based on physiological responses (e.g., 

SCL, HR, and ST) of the subject, the right one is for the prediction of work engagement based on 

indoor lighting level and physiological responses of the subject. The prediction models for work 

engagement can be used to make recommendations for lighting levels. Note that the human static 

parameters (e.g., age, gender, height, and weight) are not needed for the personal thermal sensation 

models as the data for each model come from one single occupant. 

For the thermal sensation database used in the room recommendation, the data are collected 

from the experiments in our previous studies [36, 57, 67]. People are asked to report their thermal 

sensation (from − 3 to 3) under different indoor environments, and the random forest (RF) 

algorithm is used to establish a thermal sensation prediction model based on the indoor 

environment (e.g., temperature and relativity humidity). Therefore, given the indoor temperature 

and relative humidity, the models can estimate the thermal sensation of occupants. On average, the 

prediction accuracy of the models from our example datasets is 79.4% using RF.  
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Fig. 6.6. Example of the dataset for existing DID database 

 

6.3 The Room Recommendation Strategy 

The recommendation strategy follows the approach described in Section 2.1.5. In this case 

study, the thermal sensation is the only index that needs to be considered. The indoor thermal 

environments of the three example rooms are measured using the COZIR sensors. As an illustrative 

example, the parameters in Table 6.4 are some random initial settings, and based on these initial 

indoor conditions, the implementation of the framework regarding the room recommendation is 

demonstrated. Here, ids 1 to 6 are used to indicate the people in group #1 and ids 7 to 12 for people 

in group #2. At first, the occupants are randomly assigned to different rooms by assuming that they 

have no information regarding the room conditions. Then the prediction models mentioned in 

previous sections are used and the CSI for each room is computed. The scores of different rooms 

and recommendations regarding the best-fit rooms for each occupant are shown in Table 6.5. 

According to the results, for most of the occupants (1, 2, 3, 4, 5, 6, 9, 10, and 11), there is at least 

one room that is expected to give the most suitable (score of 1) indoor environments. In this case, 
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the recommendations regarding the best-fit rooms are given to these occupants. For example, 

occupant 1 is suggested to go to room 2, occupant 2 is suggested to stay in room 1, and so on.  

However, not every occupant can have a room with the optimal thermal environment for 

them. In this case, the occupants will be suggested to a relatively more suitable room and the room 

setting will be changed to minimize discomfort. The strategy for modifying the room settings is 

explained in the next section. Therefore, the rooms with the highest Room CSI are chosen. Fig. 

6.7 shows the comparison of the Room CSI before and after applying our recommendations, which 

shows the potential improvement of the occupants’ thermal sensation. Note for this section, people 

in both group #1 and group #2 have databases to support the recommendation system, the only 

difference is that people in group #1 use the personal database while those in group #2 use the 

public database. 

Table 6.4. The indoor environments of different rooms 

 
Room Temperature (°C) Relative Humidity (%) 

Room 1 23.8 53.2 

Room 2 20.7 61.1 

Room 3 18.2 67.3 

 

Table 6.5. Scores of different rooms for each occupant 

Occupant 1 2 3 4 5 6 7 8 9 10 11 12 

Thermal Sensation 

Room 1 1 0 1 1 1 0 −1 −1 0 2 1 −1 

Room 2 0 −1 0 0 0 −1 −1 −2 0 1 1 −1 

Room 3 −1 −2 −1 0 −1 −2 −2 −3 −2 0 0 −2 

Room Score Index 

Room 1 0.67 1 0.67 0.67 0.67 1 0.67 0.67 1 0.33 0.67 0.67 

Room 2 1 0.67 1 1 1 0.67 0.67 0.33 1 0.67 0.67 0.67 

Room 3 0.67 0.33 0.67 1 0.67 0.33 0.33 0 0.33 1 1 0.33 

Room Assignment 

Original 1 3 3 2 1 3 1 3 1 1 2 3 

Recommended 2 1 2 2&3 2 1 1&2 1 1&2 3 3 1&2 
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Fig. 6.7. Room Score Index comparison 

6.4 Real-Time Visualization in Unity  

Unity is used to develop a real-time visualization platform because it is compatible with 

BIM models and allows a real-time update of the human models. A BIM model is generated and 

imported into Unity for the virtual environment. The building model is the GGB Building as shown 

in Fig. 6.8. COZIR sensors are connected to the computer and the environmental data are read and 

saved in local .csv files. A C# script is generated in Unity to read the imported data in .csv files. It 

can be seen that the indoor environmental parameters (i.e., temperature and humidity) can be 

visualized explicitly, and there are two buttons to display or hide the texts of sensing data. In 

addition, two human models are created to demonstrate the different occupants can be represented, 

and distinct rendering colors are assigned to them based on the estimated thermal preferences. In 

this example, blue indicates that the occupant is feeling cool or cold (with the thermal sensation of 

−3, −2, and −1), and prefer a warmer environment, while red means the occupant feels warm or 

hot (with the thermal sensation of 1, 2, and 3) and prefers a cooler environment, green implies a 

neutral feeling of the occupant. Once the corresponding occupants change their locations (e.g., 

shift to another room), the new thermal comfort preferences will be given based on the new 

environmental parameters. Similarly, two buttons for displaying and hiding the occupant models 
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are given, and in this way, the user can have better control of the visualization interface. In general, 

the platform can provide real-time information about the indoor environment and occupants’ 

comfort levels. 

 

 

 

Fig. 6.8. Developed real-time visualization platform based on Unity 
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6.5 Discussion 

In general, a case study is used to demonstrate the proposed framework and how the DID 

could be incorporated. Different personal databases are used to demonstrate occupants with 

different profiles (group #1). The scenarios when people are new occupants (group #2) are also 

illustrated. Various types of database and prediction models are incorporated into our framework. 

An explicit example is given to show how these databases are used and how the systems make use 

of them to provide recommendations and feedback. The results show that compared to the 

randomly assigned rooms, the recommended rooms can provide better thermal environments for 

the occupants.  

It is worth noting that the proposed framework is generic, and any other types of building 

information or technologies can be implemented. Although the case study used specific human 

parameters and prediction models as examples, the framework can fit any other occupant-related 

parameters or state (e.g., lighting comfort, sound comfort, and odor comfort). The only difference 

will be the input parameters. In addition, after comparing the capabilities of different platforms, a 

real-time visualization platform based on Unity is developed. The functionalities of the developed 

platform are also extendable, and the case study intends to provide an example of the capabilities 

of the platform as well as the key functionalities. The interfaces can be re-designed based on the 

requirement of the projects or personal preferences. By integrating the real-time sensing data and 

the predicted values, the developed platform can provide real-time information for both the 

overview of the indoor environment and the occupants’ state, which can be valuable references for 

the building managers. With the help of the proposed framework, unnecessary space conditioning 

when the room is unoccupied or over-conditioning can be reduced. As a result, the indoor 

experience of the occupants as well as the energy efficiency of the building can be improved. 
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There are several advantages of the proposed framework. Compared with the occupant-

centric environmental control framework in previous studies [5, 70], our framework focuses not 

only on thermal comfort models but also on the overall indoor experience of the occupants based 

on the concept of DID and CSI. The concept of CSI can incorporate different indoor comfort 

indexes of the occupants and allow the systems to estimate occupants’ overall indoor experience. 

In addition, rather than only proposing a concept, the framework is validated using a detailed 

example to demonstrate the mechanism of the systems. The case study contains two different types 

of prediction models (e.g., thermal sensation and work engagement) to show the scalability of the 

framework. In the case study, the ASHRAE Global Thermal Comfort Database II is used as a 

publicly available dataset for pre-training the model, which guarantees the reproducibility of the 

results. Furthermore, a visualization platform that serves as an auxiliary tool for the building 

control systems is also developed and demonstrated. 

It is also worth acknowledging some limitations of this study. To allow the system to work 

based on individual preferences, the DID database contains some private information about the 

occupants, thus people may concern about their privacy. Therefore, data security needs to be 

ensured in a real-world implementation. In addition, to implement the framework, the buildings 

need to be equipped with a number of sensors and preferably with a building automation system 

(BAS). Furthermore, this study provides a general idea of the framework with several example 

methods. The framework is scalable and allows different technologies and algorithms to be 

incorporated, while the detailed discussion of optimization algorithms is not in the scope of this 

chapter. For example, the recommendation strategy does not discuss the maximum capacity of the 

rooms and the conflict perceptions of different occupants. 
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6.6 Conclusions 

This chapter proposes a novel concept of DID for human-centric monitoring and control 

of the indoor environment, which provides valuable insights into next-generation smart buildings. 

The concept of DID is defined and explicitly explained. Based on the DID, the interaction between 

different systems in the framework is presented, and possible approaches and algorithms for 

specific systems are discussed. A case study using the scene of the GGB building at the University 

of Michigan is presented to demonstrate the framework. Two groups of occupants are used to 

demonstrate how the DID, in different scenarios, can be adopted into the framework to provide 

recommendations for room allocation and indoor environment control. As thermal sensation is 

used as the target index to recommend the rooms, the results show an improvement in the thermal 

sensation of the occupants if they follow the recommendations compared with randomly assigned 

rooms. Different types of database and prediction models are used during the process to 

demonstrate the scalability of the framework. Example feedback for the building systems is also 

demonstrated based on previous results. Furthermore, a Unity-based platform that enables the real-

time visualization of indoor environmental parameters and occupants’ states is developed. In 

general, DID-based indoor environment monitoring and control allows efficient human-centric 

management of the indoor environment. It is scalable and considered a valuable framework for 

future smart buildings.
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Chapter 7 A Systematic Analysis of Physiological Responses as Indicators of Driver 

Takeover Readiness in Conditionally Automated Driving 

 

7.1 Introduction 

The adoption of Autonomous Vehicles (AVs) is expected to curb traffic congestion, reduce 

the stress and fatigue of drivers, and improve driving safety [71, 257]. Even though the ideal goal 

of AVs is to achieve full automation, current AV designs require humans to still play an important 

role in the driving functions. This is mainly because the current or near future AV designs do not 

have the reliable relevant technologies [17, 18] to make them fully autonomous and allow complete 

disengagement of the driver (e.g., insufficient accuracies of computer vision systems [258]). As a 

result, the current automation systems in vehicles are mostly categorized as “Level 2 Partial 

Automation”, which only provides some driving assistance such as lane centering and adaptive 

cruise control thus the drivers must always stay alert and prepare for resuming full control of the 

vehicle [72]. Fatal accidents might be caused if the driver fails to take over control in time such as 

in the Tesla crash that happened in California [73].  

As the technologies of AVs move forward, “Level 3: Conditional Automation” defined by 

the Society of Automotive Engineers (SAE), the vehicle systems are supposed to manage all 

driving functions under certain conditions and the drivers are required to take over the control only 

if a request or alert is issued by the car (as shown in Fig. 7.1). For example, when there are 

construction zones [259] or unfamiliar situations (e.g., obstacles) in front of the lane [260], the 

drivers may need to perform the takeover immediately. 
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At the same time, instead of always focusing on the roadway, the drivers are given some 

freedom in performing secondary tasks such as using their cell phones or other devices, watching 

videos, and reading. Engagement in these activities will thus further complicate the timely takeover 

of the vehicles and in some cases result in suboptimal takeover quality [261]. This highlights the 

importance of interactions between the driver and the vehicle aiming at understanding the driver’s 

readiness to take over at any time and reminding the driver in a timely manner when the takeover 

should be done. A key step to achieving this end is to build a system that measures drivers’ states 

and that can be used subsequently to estimate takeover readiness [262, 263]. 

 

Fig. 7.1. Conditional automation (SAE Level 3): eyes-off but mind-on 

To achieve this, a comprehensive understanding of the human states, while they are driving 

or waiting for the takeover, is the key [264, 265]. A good understanding of human states can 

provide important information regarding what are good input features for estimating the takeover 

readiness and TOP and how they should be used. One way to understand in real-time the driver 

states is to monitor their physiological responses [266, 267]. For example, existing research has 

tried to adopt physiological sensors to monitor drivers’ ST [268], HR [269], and GSR [270] while 

they are performing driving tasks. Existing studies reveal that these types of physiological data 

have the potential to be adopted to bridge the interaction between the driver and the vehicle. In 

addition, some of these physiological responses are used as features for establishing the prediction 

models for the TOP of the drivers [262, 263]. A detailed review of existing literature reveals that 
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some important indicators of human mental states such as MW and work engagement are not well 

explored in driving situations. More importantly, there is a lack of systematic analysis of changes 

in different physiological responses before and during takeover periods which allows people to 

compare and evaluate the values of different physiological data. These raise two important 

research questions: whether there is a specific pattern regarding the changes in physiological 

responses prior to and during the takeover periods? And which types of commonly used 

physiological data have the potential to be applied as the input features for estimating takeover 

readiness? 

To address the research gaps and incorporate a reliable human-vehicle interaction system 

in conditional automation, two steps of research are needed: (1) understand the correlation between 

the drivers’ physiological data and takeover activities, and (2) build reliable prediction models for 

takeover readiness. The scope of this study is to systematically investigate the physiological 

responses of the drivers under conditional automation. 

To achieve this, an experiment is designed using a driving simulator. Different takeover 

scenarios (i.e., two traffic densities and three takeover events) are incorporated to diversify the 

driving simulation. The vehicle data and the physiological responses of the subjects are collected 

while they are performing the driving simulation (both before and during a takeover event). In 

addition, the subjects are asked to perform secondary tasks while they are waiting for the takeover 

scenarios. Besides the SCL and HR, brain signals are incorporated in this study to calculate the 

Frontal Asymmetry Index (FAI) (as an indicator of engagement) and Mental Workload (MW) of 

the subjects. The collected physiological data are then analyzed and compared with respect to 

different takeover scenarios, takeover readiness, and individuals. Details of the experimental 

design can be found in the methodology section. The main objectives of this study include: (1) 
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systematically understand the changes in physiological responses (i.e., SCL, MW, FAI, and HR) 

prior to and during the takeover activities across all the subjects; (2) compare the sensitivities of 

physiological responses during the takeover activities as references to determine good factors for 

estimating takeover readiness; (3) explore the correlation between physiological data, takeover 

scenario, and indicators of takeover readiness; and (4) explore the individual differences of the 

physiological responses and provide the suggestions regarding applying them in prediction models 

for takeover readiness. 

7.2 Related Work 

Existing literature that confirms the feasibility of using physiological data for the 

evaluation of the physical or psychological states of the drivers is reviewed. In addition, relevant 

studies regarding the application of physiological data in estimating driving-related parameters are 

summarized. Based on the literature, the research gaps are identified. 

7.2.1 Application of physiological data to evaluate the states of the drivers 

Several studies have tried to adopt physiological data to help understand and evaluate the 

psychological and physiological states of drivers. For example, Pakdamanian et al. [265] 

conducted a preliminary study of the correlation between physiological data and takeover requests 

at Level 3 driving automation, which incorporated brain signals, GSR, and Photoplethysmography 

(PPG) to compare the effect of visual and auditory alerts on startle of the drivers. The results 

suggested that a combination of visual and auditory alerts led to a shorter takeover time with 

greater engagement than indicated by EEG and PPG results. Similarly, Du et al. [264] investigated 

the effect of takeover design on GSR and HR responses at Level 3 driving automation. The results 

showed that a 4 s lead time (the time interval after the alerts and prior to the takeover events) of 

the takeover resulted in larger maximum and mean values of the phasic component of GSR 
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compared with a 7 s lead time, while the high traffic density tended to increase the acceleration of 

HR. In addition, Kim et al. [259] compared the effect of different types of alerts for takeover 

requests and the lead time on the speed of drivers’ waking up, which used GSR and HR as the 

physiological indicators of the drivers. The results showed higher increases in GSR with a short 

lead time. Similarly, the GSR and HR were adopted in the experiment of trust on autonomous 

driving under different weather conditions conducted by Sheng et al. [271]. The results showed 

that the number of peaks in the GSR signal was sensitive to the effect of weather. Moreover, some 

physiological data was applied to indicate the mental load and stress of the drivers. For example, 

the GSR signal was used as the stress indicator in an automated driving experiment conducted 

[272], which showed that attention-aware takeover requests could help reduce the stress level of 

the drivers. To evaluate the workload and stress level of the drivers in conditionally automated 

driving, the GSR and electrocardiogram (ECG) of the subjects were monitored in the studies by 

Meteier et al. [273], which confirmed that these physiological signals could well indicate the 

mental state of the drivers. 

7.2.2 Using physiological data as input features of driving-related prediction models 

Rather than being used as indicators, some of the physiological responses were used as the 

input features to build the prediction models for the drivers’ states such as their mental states and 

takeover performance (TOP). For example, a classifier was developed by Singh et al. [274] as a 

tool to evaluate the stress level (i.e., relaxed, moderate, and stressed) of automotive drivers using 

the GSR and PPG. Different types of neural network architectures were tested and compared, and 

the results showed that the Layer Recurrent Neural Network could give the optimal precision of 

the prediction at 89.23%. Mårtensson et al. [275], on the other hand, used the information extracted 

from EEG, ECG, and electrooculography (EOG) as the input features to help classify sleepiness 
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(i.e., alert or sleep based on the Karolinska sleepiness scale) of the drivers. The results revealed 

that the random forest algorithm could be used to build a robust classifier with an accuracy of 

94.1%. In addition, Du et al. [19] incorporated the physiological data including HR, GSR, and eye 

movement as the input features to predict the TOP performance based on several machine learning 

models. Overall prediction accuracy of 84.3% was achieved using the random forest classifier. 

Similarly, a deep neural network named DeepTake was established by Pakdamanian [260] to 

estimate the takeover-relevant indicators during automated driving. In addition to vehicle-related 

features, the model incorporated the GSR and HR as the input features. The final prediction 

accuracies for the classification of the defined takeover quality, time, and intention were 83%, 

93%, and 96% respectively. Furthermore, to help with the improvement of driving safety, Li et al. 

[276] incorporated eye movement information and Heart Rate Variability to estimate the driving 

risks during lane-changing activities. The study applied a hidden Markov model as the model for 

the learning process and overall accuracy of 90.67% was achieved. 

7.2.3 Research gaps 

Despite many previous studies, there is a lack of systematic analysis of different 

physiological responses associated with takeover behaviors. For example, it is still not clear which 

types of physiological data are more sensitive to takeover behaviors and what are the differences 

in their changes during the takeover periods. The comprehensive comparison of different types of 

data during the takeover could provide valuable information to help in selecting the physiological 

data in TOP-relevant studies. In addition, the importance of mental states such as Mental Workload 

(MW) and engagement was emphasized by many researchers as they could affect the decision-

making [277-279] and productivity [280, 281] of people thus affecting the efficiency and safety of 

driving activities [282, 283]. However, they have not been well studied in relevant to conditional 
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automation in previous studies. Moreover, it has been addressed that the above-mentioned 

physiological data could vary a lot across individuals even when they are doing similar tasks in 

the same environments, [23, 56, 57]. However, the findings in previous studies are generalized 

results from a certain group of people, which ignored the important role of individual differences. 

7.3 Research Methodology 

In this study, an experiment was designed to systematically analyze and compare the 

effects of driving takeover behaviors on a variety of human physiological responses. To simulate 

the conditional automation, subjects were recruited to handle the driving takeover scenarios using 

a driving simulator while their physiological signals including brain signals, GSR, and HR were 

collected. Each subject was asked to perform 18 different takeover scenarios with different 

combinations of secondary tasks, takeover events, and traffic densities. The results of the 

physiological data were then analyzed and compared. Details regarding the experimental design 

and data collection can be found in the following sections. 

7.3.1 Experimental design for the driving scenarios 

The simulation of the driving scenarios was developed based on the Unity game engine. It 

contains both manual driving (MD) and automated driving (AD). The MD allows the subjects to 

practice driving in the simulator while the AD was used for the experiment. The subjects can freely 

press the gas and brake pedals, but there would be no response when the vehicle was in AD mode. 

During the AD mode, the speed of the vehicle was maintained at 70 mph (113 km/h) which is the 

general speed limit on most highways. The subjects were asked to wait for the takeover alert while 

the vehicle was driving by itself. To simulate the possible distractions during real autonomous 

driving, three different secondary tasks were assigned to the subjects prior to each takeover alert: 

(1) observing, (2) 1-back task, and (3) 2-back task. For the observing task, the subjects were 



 145 

allowed to observe the road or the surrounding environment without doing additional tasks. For 

the 1-back task, there were visual patterns that showed and disappeared on the screen, the subjects 

needed to recall whether the current pattern was the same as the one step earlier. Similarly, the 2-

back task required the subjects to recall the pattern two steps earlier. Therefore, the 2-back task is 

considered a difficult version of the 1-back task. The stimulus used in this experiment was the 

position of a box at a 3×3 grid as shown in Fig. 7.2. For the scenarios with 1-back and 2-back 

tasks, subjects were instructed to engage in the secondary task during AD mode. 

 

 
Fig. 7.2. N-back task 

Whenever there was a takeover request, the subject would hear an alert with a sound (a BI 

at 85 dB which lasted for one second) and a visual stimulus (red panel) as shown in Fig. 7.3. The 

alert was issued 7 seconds prior to the takeover scenarios. The mode of the vehicle would be shifted 

from AD to MD with the alerts, thus the subjects were expected to stop the secondary task 

immediately and try to manually control the vehicle to avoid any potential collisions or accidents.  

To simulate different traffic conditions, the takeover simulation contained two different traffic 

densities and three takeover events. A low traffic density scenario contains 40 vehicles per mile 

while a high traffic density scenario has 80 vehicles per mile. The three takeover events include 

(1) an obstacle in front of the lane, (2) a police car on the right side, and (3) a fake alert as shown 

in Table 7.1 and Fig. 7.4. Considering all the possible combinations of the secondary tasks and 

simulation designs, there were 18 different scenarios (3 secondary tasks × 3 takeover events × 2 
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traffic densities) in total. The vehicle would be reset to AD once the subjects successfully 

completed the takeover behaviors and followed by the next round of the takeover. If the takeover 

activities failed, the takeover periods would stop and wait for the research staff to manually start 

the next takeover simulation. After each simulation, the most commonly used indicators of the 

takeover readiness including maximum acceleration [276, 284], time to collision (TTC) [19, 285], 

and reaction time (time between the alert and the start of the takeover) [260, 264] were recorded. 

 

Fig. 7.3. Visual alert for the takeover 

 

 

Fig. 7.4. Three designed takeover events (from the top view) 

 

 

 

 

 

 

1) Obstacle  2) Police  3) Fake Alert  
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Table 7.1. Experiment scenarios and descriptions 

Category Description 

Secondary Task 

Observing 

1-back task 

2-back task 

Takeover Event 

Obstacles in front of the car 

Police by side 

Fake alert 

Traffic Density 
Low 

High 

After the simulation of the conditional automation was developed using the Unity game 

engine, a driving simulator named ProSimu T5 Pro (as shown in Fig. 7.5) was used to incorporate 

the program. The simulator was equipped with three Samsung 55’’ 4K QLED HDR Monitors to 

display the driving scenarios. Gas and brake pedals were provided to simulate the real driving 

experience. The subjects were allowed to adjust the seat, steering wheel, and pedals to maintain 

their own preferred driving postures. 

 

Fig. 7.5. ProSimu T5 Pro driving simulator 

7.3.2 Timeline of the experiment 

The detailed experimental timeline is shown in Fig. 7.6. After the subjects arrived at the 

experimental lab, they were given around 20 min to relax and get used to the indoor environment 
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while the research staff provided detailed instructions for the experiment. The setup of the devices 

lasted for around 10 min, followed by a 9 min manual driving which allowed the subjects to 

practice the driving simulation. During the manual driving, each subject experienced the three 

different types of takeover events under low traffic density with the alerts before each takeover 

scenario. The AD mode of the vehicle started right after the manual driving scenarios. The letters 

“L” and “H” in Fig. 7.6 indicate low and high traffic densities, and the letters “A”, “B”, and “C” 

refer to three different secondary tasks (observing, 1-back, and 2-back, respectively), and the 

numbers “1”, “2”, and “3” represent three takeover events (an obstacle in front of the lane, a police 

car on the side, and fake alert, respectively). Each subject was asked to complete the takeover of 

all 18 scenarios with each of them lasting for around 3 min. To avoid learning curves, the sequence 

of the scenarios was randomized. A 10 min break was given after 9 scenarios to allow the subjects 

to get rid of the equipment and get refreshed. The re-setup after the rest lasted for about 5 min. 

Overall, the total experimental time (including the preparation, rest, and re-setup period) for each 

subject was around 88 min. 

 

Fig. 7.6. Experimental timeline 

7.3.3 Subjects and equipment 

The recruitment of the subjects was conducted among all the graduate students and 

employees who were working at Clemson University International Center for Automotive 

Research (CU-ICAR). Twenty subjects (18 males and 2 females) aged between 23 to 39 were 

recruited to participate in the study. Subjects were physically and psychologically healthy. In 
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addition, all subjects were confirmed to have valid driving licenses. A pilot study was first 

conducted in July 2021 to validate the experimental design and ensure the functionalities of the 

equipment. The experiment was then conducted from January to February 2022. To respect the 

health concerns of the subjects during COVID, all the subjects were allowed to wear a mask. Each 

subject would receive compensation upon completion of the experiments. The subjects were 

allowed to withdraw from the experiment at any time. 

7.3.4 Collection of physiological data 

Previous studies have shown that GSR signal and HR were good indicators to evaluate the 

mental or physiological states of the drivers [264, 286] and could be potential input features for 

predicting their TOP [19]. For example, in an experiment conducted by Pakdamanian et al. [260], 

the GSR signals and HR (PPG signal) was applied to reflect the workload of the driver during the 

takeover activities and were used as the input features to predict the takeover quality of the 

subjects. The results showed promising accuracies for predicting the takeover intention and time. 

In addition to GSR and HR, this study also calculated human mental states including MW and FAI 

using brain signals as these have been shown to affect people’s decision-making [277-279] and 

productivity [280, 281] and thereby might have a significant effect on the driving activities [282, 

283]. Previous studies have tried to use the raw brain signals to calculate MW [287-289] and FAI 

[57, 289]. A preliminary study has demonstrated the feasibility of using brain signals collected by 

EEG during driving takeover-relevant events [265]. Therefore, the GSR signal, HR, and brain 

signals of the subjects were selected and recorded during the experiment.  

Fig. 7.7 shows the positions of the physiological sensors. The raw data of GSR and HR 

collected from the sensors could be directly used in the result analysis after straightforward pre-

processes such as separating the components (e.g., tonic and phasic components in GSR) and 
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cleaning (e.g., removing the outliers). However, sophisticated analyses were required to obtain the 

MW and FAI from the raw brain signals collected by the EEG headset. Details regarding the 

methods used to analyze the collected physiological data are described in the following sections. 

 

Fig. 7.7. Physiological sensors during the experiment 

7.3.4.1 Measurement of SCL 

The GSR signal contains both tonic components and phasic components. The tonic 

component, most commonly measured as the SCL, usually changes slowly and is considered a 

background signal of the skin conditions and could be used to reflect sympathetic activities [141, 

194, 195]. In several previous studies, SCL was applied in as an indicator of the MW [196, 197]. 

The phasic component is more event-related and could change rapidly, and thus it is often used to 

test the reaction of human responses to specific stimuli [141]. In this study, the SCL was used to 

represent the general responses of the skin states of the subjects. The Shimmer3 GSR+ Unit was 

used to record the GSR signals, which allowed real-time visualization of the data through the 

Bluetooth connection to the software named ConsensysPro. The sampling frequency of the GSR 

signal was 128 Hz. In general, the locations on the hands (i.e., palm or fingers) are commonly used 

for attaching the GSR electrodes in many previous studies [57, 259, 260, 265]. However, since the 
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subjects would need to hold on to the wheel during the takeover period, thus palm could not be 

used as the location for the collection of GSR signals. In addition, when the subjects put their 

hands on the wheel to control the vehicles, it might still cause some noise to the GSR signals 

collected from the fingers, thus another set of GSR electrodes that adhered to the shoulders 

(another common location) of the subjects was used to cross-validate the changes of the GSR 

signals (as shown in Fig. 7.7). 

7.3.4.2 Measurement of MW and FAI based on EEG data 

By placing the EEG headset electrodes at different locations on the surface of the scalp, 

the brain signals of the subjects can be recorded by capturing the voltage changes. In this study, a 

14-channel EEG headset, Emotiv EPOC X (as shown in Fig. 7.7), was applied. It allows quick 

setup using saline solution. The real-time brain signals at different channels could be visualized 

by the Bluetooth connection on the computer. The sampling frequency of the headset was set to 

128Hz. The raw data collected from the EEG headset was floating-point values with a DC offset 

of approximately 4200 𝜇V. In addition, it contained a lot of noise which was categorized into 

extrinsic and intrinsic artifacts. The extrinsic artifacts were removed by a band-pass filter with a 

frequency from 0.5 Hz to 65 Hz [167]. The intrinsic artifacts were caused by the eye blinking and 

muscle movements of the subjects, which needed to be identified and removed manually. In this 

study, EEGLAB [171] was applied to help with the removal of the intrinsic artifacts.  

After the removal of artifacts, the data collected from EEG was further processed to obtain 

the MW and FAI. At first, the band power of the denoised EEG data across different frequencies 

was obtained by applying the Fast Fourier Transform (FFT). The typical frequency bands usually 

include Delta (1-4 Hz), Theta (4-8 Hz), Alpha (8-12 Hz), Beta (12-25 Hz), and Gamma (>25 Hz) 
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[23, 175, 176]. The obtained band power was further utilized to compute the MW and FAI in this 

study. 

Previous studies have shown that the frontal theta power of the human brain signal was 

typically higher while its parietal alpha power was lower when people had higher MW [188-190]. 

For the 14-channel EEG headset used in this study, F3 and F4 provide the brain signals for the 

frontal lobe while P7 and P8 provided the Brain Signals in the parietal lobe. Eq. (7.1) [23] was 

applied to calculate the index of the MW as it computes the ratio of the theta power from the frontal 

part to alpha power from the parietal part. The locations of the corresponding channels on a 14-

channel EED headset can be found in Fig. 4.6.  

𝑀𝑒𝑛𝑡𝑎𝑙 𝑊𝑜𝑟𝑘𝑙𝑜𝑎𝑑 𝐼𝑛𝑑𝑒𝑥 =  
𝐹3 𝑡ℎ𝑒𝑡𝑎 𝑝𝑜𝑤𝑒𝑟 + 𝐹4 𝑡ℎ𝑒𝑡𝑎 𝑝𝑜𝑤𝑒𝑟

𝑃7 𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 + 𝑃8 𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟
            (7.1) 

Similarly, the correlation between the band power from different channels and human 

engagement was investigated. The FAI was one of the most commonly used indicators for 

engagement and motivation. In several previous studies, a positive correlation between FAI and 

engagement was found [20, 186, 187] (a higher FAI indicated a higher level of engagement). The 

FAI can be calculated based on the alpha power from the left and right lobe as shown in Eq. (7.2) 

[177, 178]. In this study, the FAI is used as the indicator of the drivers’ engagement. 

𝐹𝑟𝑜𝑛𝑡𝑎𝑙 𝐴𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦 𝐼𝑛𝑑𝑒𝑥 = 𝑙𝑛 (
𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝐹4

𝑎𝑙𝑝ℎ𝑎 𝑝𝑜𝑤𝑒𝑟 𝑜𝑓 𝐹3
)                       (7.2) 

7.3.4.3 Measurement of HR 

As shown in Fig. 7.7, the Optical Pulse Ear-Clip was used to collect the PPG of the subjects 

which were further converted to HR. Due to the occasional bad quality of the raw data, the 

algorithm that converted the PPG signal to HR might fail, which resulted in the readings of HR at 

either 0 or some arbitrary larger number (e.g., >150 bpm). Therefore, in addition to making sure 
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of a stable attachment of the ear clip, a filter that removed the HR results below 30 bpm and above 

150 bpm was used to clean up the data. The sampling frequency of the HR was identical to the 

EEG headset and SCL at 128 Hz. 

7.4 Results 

With the data collected from the physiological sensors, the results were further processed 

and analyzed. Pre-processes analysis was conducted to synchronize the raw data from different 

equipment. The raw data from brain signals were used to calculate the indicators of MW and FAI. 

The changes in physiological responses of the drivers during the takeover periods (i.e., from −5 s 

to 10 s) were plotted to show the potential effects of the takeover behaviors. In addition, the 

average values of the physiological data were analyzed with statistical methods. The data was 

plotted per different individuals as the references for further utilization of the data. Details of the 

data analysis methods and results are described in the following sections. 

7.4.1 Data analysis 

Due to the occasional equipment issues and data corruption during the experiment, 315 out 

of 360 sets (one for each takeover activity) of data were retained for analysis. All the collected 

data was initially stored in CSV. files with a frequency of 128 Hz. A time window of 1 s was 

applied to pre-process the raw data. As mentioned in the introduction, one of the objectives of this 

study is to conduct a systematic investigation of the changes in physiological responses during the 

takeover activities, the values of the pre-processed data were plotted along with time. By observing 

the recorded data, most of the takeover activities were finished within 10 s starting from the alerts, 

while only a small proportion of the takeover periods lasted for less than 10 s. Therefore, 10 s after 

the alert was chosen as the ending time of the plots to ensure the data within the plot range was all 

coming from the takeover periods. In addition, it was important to distinguish the changes before 
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and during the takeover periods to help evaluate takeover readiness. Therefore, the time range from 

−5 to 0 s (“−” indicates prior to the takeover scenario) was added as a reference. For example, an 

increase in the physiological data during the takeover periods might be less meaningful if it just 

maintained its tendency before a takeover alert. In this case, the time range of the plots was −5 to 

10 s added as a reference (as shown in Fig. 7.8). Similar types of plots could be found in some 

related studies [259, 264, 290]. The results corresponding to different scenario designs (i.e., 

secondary task, takeover event, and traffic density) were processed separately and compared. Since 

the changes in the physiological data could be very small compared with the original values, only 

the differences in values (∆) were plotted. The differences in values were calculated based on the 

values at time 0 (when the takeover alerts happen). 

 

Fig. 7.8. The time window for the plots 

In addition to the plots showing the changes in the physiological responses, the average 

values of the physiological data (i.e., SCL, MW, FAI, and HR) with respect to different takeover 

scenarios were compared. The ranges of the physiological data for the different subjects were 

plotted to show the differences across individuals. In these two parts, the Shapiro-Wilkinson test 

[206] was applied to test the normality of the datasets, and the p-value was less than 0.05, which 

revealed that the data does not follow a normal distribution. Therefore, a non-parametric test 
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alternative to the ANOVA was used in this study. To compare the results associated with low and 

high traffic densities, the Wilcoxon signed-rank test [291] was applied. Since the results from 

different secondary tasks and takeover events have three groups of data, the Friedman test [292] 

followed by a Nemenyi post hoc test [293] was conducted. The p-values of 0.001, 0.01, and 0.05 

were used as three thresholds to determine the significance of data in different groups. The Cliff’s 

Delta [294] was applied to express the differences in the data.  

7.4.2 The effect of takeover activities with respect to secondary tasks 

7.4.2.1 Changes in the physiological responses during the takeover periods 

As shown in Fig. 7.9, except for the FAI, the values of all types of physiological data 

increased during the takeover period. Although the general pattern of the changes in the SCL 

collected from two different locations of the human body (i.e., shoulders and fingers) were similar, 

the amplitudes of the changes were not identical. Compared with the data collected from the 

shoulders of the subjects, the changes in SCL were more significant in the data from the fingers. 

To be specific, the peak differences of the SCL collected from fingers could reach more than 0.4 

μS, which was more than 10 times the amplitudes from the backs (less than 0.03 μS). Based on the 

results, the SCL collected from the shoulders increased more significantly in the scenarios when 

the subjects were performing 2-back tasks. 

In general, the MW of the subject increased after the alerts and gradually dropped back, 

while no obvious differences between the tendencies with respect to different secondary tasks. 

Similar to SCL and MW, the values of HR rapidly increased after the alerts. However, it suddenly 

dropped back to the values that were close to the prior takeover periods after it peaked at around 

6s. The secondary tasks prior to the takeover behaviors did not affect the tendencies of the changes 

in HR. Different from other physiological data, the FAI of the subjects did not increase after the 
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alerts. Instead, for the scenarios when the subjects were performing 1-back and 2-back prior to the 

takeover, the FAI slightly decreased after the takeover alerts, while the FAI for the observing 

scenario did not change during the takeover period. It revealed that the secondary tasks chosen for 

this study slightly affected the pattern of changes in FAI during the takeover periods. 

 

 

 

Fig. 7.9. Changes in the physiological during takeover behaviors with respect to the secondary 

tasks 
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7.4.2.2 Effect of a secondary task on average physiological data during the takeover periods 

The mean and standard deviation of the physiological data during the takeover periods are 

summarized in Table 7.2. The differences in the specific physiological data concerning the 

secondary tasks are plotted in Fig. 7.10. The average FAI of the subjects associated with the 

observing task is higher than the 1-back task (Nemenyi: p = 0.046, Cliff’s Delta = 0.06) and 2-

back task (Nemenyi: p = 0.002, Cliff’s Delta = 0.08). In contrast, the MW of the subjects associated 

with 2-back is higher than the observing task (Nemenyi: p <=0.033, Cliff’s Delta = 0.04) and 1-

back task (Nemenyi: p = 0.04, Cliff’s Delta = 0.06). In addition, the HR of the subjects associated 

with the observing task is lower than the 1-back task (Nemenyi: p < 0.001, Cliff’s Delta = −0.156) 

and 2-back task (Nemenyi: p < 0.001, Cliff’s Delta = −0.17). As for the SCL collected from the 

fingers, it indicated that the 1-back task led to a higher average value compared with the observing 

task (Nemenyi: p < 0.001, Cliff’s Delta = 0.04) and 2-back task (Nemenyi: p < 0.001, Cliff’s Delta 

= 0.05). The statistical analysis showed no differences in the average values of other physiological 

data concerning the secondary tasks. 
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Fig. 7.10. Differences in physiological data with respect to the secondary task. The following 

indication is used for all the figures: *The difference is significant with p-value < 0.05; ** The 

difference is significant with p-value <0.01; The difference is significant with p-value <0.001. 

Table 7.2. Mean and standard deviation of physiological data with respect to different secondary 

tasks before the takeover requests 

 
Observing 1-back 2-back  
Mean S.D. Mean S.D. Mean S.D. 

SCL (Shoulder) (μS) 3.926 0.004 3.784 0.004 3.804 0.01 

SCL (Finger) (μS) 3.661 0.144 4.07 0.163 3.688 0.169 

FAI 0.77 0.072 0.674 0.105 0.654 0.116 

MW 4.584 0.673 4.616 1.002 5.1 0.807 

HR (bpm) 78.35 1.195 81.073 1.166 81.413 0.85 

7.4.3 The effect of takeover activities with respect to takeover events 

7.4.3.1 Changes in the physiological responses during the takeover periods 

As shown in Fig. 7.11, the differences in the patterns in the changes in the physiological 

data could be observed in the SCL concerning the takeover events. From the SCL collected from 

either the shoulders or the fingers of the subjects, it could be seen that the peaks and slop of the 

changes during takeover event 3 (i.e., fake alert) were slower than the other two takeover events. 

In addition, the FAI slightly decreased after the takeover alerts during all three takeover events. 

The overall pattern of the changes in all the physiological data was similar and identical to the 

observation from Section 7.4.2.1. The SCL, MW, and HR increased with similar patterns 
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regardless of the takeover events, which indicates that the takeover events would not cause obvious 

effects regarding their changes. 

 

 

Fig. 7.11. Changes in the physiological during takeover behaviors with respect to takeover events 
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7.4.3.2 Effect of takeover events on average physiological responses during the takeover 

periods 

The mean and standard deviation of physiological data concerning different takeover 

events is summarized in Table 7.3. Based on the statistical analysis, as shown in Fig. 7.12, the 

overall HR of the subjects was affected by the takeover events. The average HR of the subjects 

associated with event 1 was higher than event 2 (Nemenyi: p = 0.02, Cliff’s Delta = 0.03) and 

event 3 (Nemenyi: p < 0.001, Cliff’s Delta = 0.08). However, there were no significant differences 

in the average values of other physiological data concerning the takeover events. 

 

Fig. 7.12. Differences in physiological data with respect to takeover events 

Table 7.3. Mean and standard deviation of physiological data with respect to different takeover 

events 

 
Event1 Event2 Event3  
Mean S.D. Mean S.D. Mean S.D. 

SCL (Shoulder) (μS) 3.79 0.006 3.823 0.007 3.907 0.004 

SCL (Finger) (μS) 3.794 0.218 3.812 0.162 3.808 0.1 

FAI 0.725 0.076 0.674 0.103 0.706 0.092 

MW 4.782 0.804 4.8 0.771 4.699 0.879 

HR (bpm) 81 1.071 80.227 0.951 79.488 1.282 

 

 

 



 161 

7.4.4 The effect of takeover activities with respect to traffic densities 

7.4.4.1 Changes in the physiological responses during the takeover periods 

The overall patterns of the physiological responses during the takeover periods remained 

the same when plotted as per different traffic densities as indicated in Fig. 7.13. Except for FAI, 

the values of all types of physiological data increased regardless of the traffic densities of the 

simulation. For example, the peak amplitudes and the slopes of the changes were almost identical 

in low traffic densities or high traffic densities for most of the physiological data, which indicated 

that the traffic densities were not a major factor that might have the pattern of these physiological 

responses of the subjects while they were taking over the control of the vehicle. The FAI decreased 

during the takeover periods in both traffic densities. However, the difference values of the FAI 

under high traffic density were slightly higher than the low traffic density.  
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Fig. 7.13. Changes in the physiological during takeover behaviors with respect to traffic densities 

7.4.4.2 Effect of traffic density on average physiological responses during the takeover periods 

The Mean and standard deviation of physiological data concerning different traffic 

densities are summarized in Table 7.4. Although the traffic densities did not affect the pattern of 

the physiological responses during the takeover period, they did affect the average values of 

specific physiological data such as MW. As shown in Fig. 7.14, the average MW of the subjects 

was higher in high traffic density scenarios than which in low traffic density scenarios (Wilcoxon 

signed-rank: p = 0.045, Cliff’s Delta = 0.03). However, for other physiological responses including 

FAI, their average values in high traffic density and low traffic density are not significantly 

different.  

 

Fig. 7.14. Differences in physiological data with respect to traffic densities 
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Table 7.4. Mean and standard deviation of physiological data with respect to different traffic 

densities 

 
Low Traffic Density High Traffic Density  
Mean S.D. Mean S.D. 

SCL (Shoulder) (μS) 3.806 0.005 3.874 0.006 

SCL (Finger) (μS) 3.853 0.166 3.757 0.15 

FAI 0.708 0.092 0.695 0.069 

MW 4.478 0.652 5.046 0.899 

HR (bpm) 80.143 1.069 80.332 0.992 

7.4.5 Correlation between the physiological data, takeover scenario, and takeover readiness 

The corresponding correlation matrix between the physiological data, takeover scenarios, 

and takeover readiness indicators was created as shown in Fig. 7.15. Due to the better heat 

dissipation and sweat evaporation on fingers compared with the shoulder (covered by clothes), the 

SCL from fingers was used here. It can be seen that compared with other features, the takeover 

event played a slightly more important role in the maximum acceleration (Max Acc) and TTC of 

the vehicle, while the SCL was the second most relevant feature to the maximum acceleration. In 

addition, the reaction time is more relevant to the SCL and HR rather than other physiological 

data. Despite these, there was no specific physiological data or takeover scenario that dominate 

the takeover readiness. Thus, it is suggested that all the features should be integrated to make a 

more accurate prediction of the takeover readiness. 
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Fig. 7.15. Correlation matrix between the physiological data, takeover scenario, and vehicle data 

7.4.6 Role of the individual differences 

It can be seen from the previous sections that although there were significant differences 

in the average values of some types of physiological data based on statistical analysis, the results 

from Cliff’s Delta were overall small. Since Cliff’s Delta is fundamentally based on the probability 

of a value selected from one group that is larger than one selected from another group, personal 

differences in the physiological data might be the reason for the low values of Cliff’s Delta [295]. 

Therefore, the distribution of the physiological data during the takeover periods with respect to 

different subjects was plotted. As shown in Fig. 7.16, the ranges of all the physiological data varied 

a lot across different individuals (with all the Nemenyi p-value <0.05), indicating that the specific 

physiological data of one subject could be much higher or lower than which of another subject. In 
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addition, it is obvious that the physiological responses of some subjects were more sensitive than 

others. For example, the MW of subjects 3, 4, 8, 10, and 19 is more stable than others. It can be 

seen that the ranges of the SCL collected from the shoulders were very small per each subject, 

which indicated that SCL from the shoulder was relatively stable physiological data. 
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Fig. 7.16. Distribution of physiological data as per different subjects (the data from specific 

subjects is removed due to data corruption) 

7.5 Discussion 

7.5.1 Changes in physiological data 

For all types of physiological indicators except FAI, increases were observed during the 

takeover periods compared with relatively stable values prior to the takeover alerts. The increases 

in the SCL signal reflected more intensive activities of the sympathetic nervous systems of the 

subjects, which indicated a strong correlation between the autonomic arousal [140] of the subjects 

and the takeover behaviors. Therefore, SCL could be a good feature for future research relevant to 

TOP. Although the pattern of changes in SCL collected from the shoulders and fingers were 

similar, their sensitivities varied a lot. The SCL collected from fingers was more than ten times 

more sensitive than those collected from the shoulders, which might be caused by the intensive 

movement or the exposure of the hands during the experiments. Similarly, the HR of the subjects 

increased rapidly after the alerts for the takeover. However, it dropped very rapidly to its normal 

level, which indicated that the effect of the takeover behaviors on HR was more instantaneous 

compared with other physiological data. Therefore, the values of HR before the takeover alerts 

might be less meaningful for indicating the human states during the takeover periods. Overall, 
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even focuses were different, the increasing pattern of the SCL and HR was consistent with the 

findings in the previous study conducted by Kim et al. [259], who compared the effect of the 

takeover requests with different lead times and alert types (i.e., visual and audio). The general 

pattern of MW was also slightly different from either SCL or HR, which increased rapidly at first 

but gradually decreased. The pattern indicated the MW of the subjects would increase fast when 

they realized that they need to take over the vehicles, while the subjects gradually relaxed as the 

takeover periods went on. In contrast to all other physiological responses, the FAI of the subjects, 

specifically during the scenarios with 1-back and 2-back tasks, slightly decreased right after the 

alerts of the takeover request. The results indicated that the subjects were engaged in the secondary 

task before the takeover periods, which distracted their attention from the driving activities. In this 

case, they were not able to concentrate on the takeover activities immediately after hearing the 

alerts. 

7.5.2 Effect of takeover scenarios 

Overall, the takeover scenarios would not affect the patterns of the changes in these 

physiological responses. However, specific takeover designs might lead to slight differences in the 

slope or peak of the changes. Specifically, the 2-back task might cause a more rapid increase and 

higher peak in changes of SCL. In addition, the statistical analysis of the average values of 

physiological data indicated that specific takeover scenarios could affect the average level of the 

physiological data. For example, the secondary tasks prior to the takeover could affect the average 

value of FAI. The results indicated that the overall engagement of the subjects during the takeover 

periods was lower when they were doing a harder secondary task prior to the takeover. One 

possible reason for this phenomenon is that the subjects were more distracted when they were 

doing harder the secondary task, thus preventing them from concentrating on the takeover 
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activities. This is consistent with the findings of a slight decrease in the FAI after the alerts of 

takeover requests. In contrast, a harder secondary task prior to the takeover activities could result 

in a higher MW of the subject even during the takeover periods. Similarly, an easier secondary 

task could lead to lower HR of the subjects during the takeover periods. However, the increased 

difficulty of the secondary tasks might not continuously increase the SCL of the subjects. These 

findings revealed that harder secondary tasks could potentially lead to more intensive neural 

activities. 

The results also showed that takeover events would not affect the overall levels of 

physiological responses of the subjects except the HR. It was found that the HR of the subjects 

were relatively lower with a fake alert in which they would notice that they did not need to do any 

extra work except maintain the speed of the vehicles. In contrast, when there was an obstacle in 

front of their lane, their HR was relatively higher. However, the differences in the HR during the 

three takeover events were small compared to the original values of the HR, indicating that the 

takeover events were not likely to cause noticeable tensions among the subjects. As per the traffic 

density, the results showed that a higher traffic density could potentially result in higher MW for 

the subjects, which revealed that more surrounding vehicles might make the subjects feel more 

stressed during the takeover periods. 

7.5.3 Correlation between the physiological data, takeover scenario, and takeover readiness 

indicators 

Although several features such as takeover event, SCL, and HR had slightly higher 

correlations with the specific indicators of takeover readiness, none of them were found to 

dominate the results. It might indicate that the takeover readiness should be estimated from a 

variety of different features instead of a few specific inputs. In addition, the higher correlations 
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were not identical for different indicators of takeover readiness. For example, the SCL and 

takeover event were more related to TTC while the SCL and HR were more related to reaction 

time. Therefore, it is suggested that a classifier that combined the results of different vehicle data 

might be a better indicator of takeover readiness. 

7.5.4 Effect of personal differences and possible solutions 

Although some general patterns regarding the effect of takeover behaviors on physiological 

responses were found, the personal traits could not be neglected [296]. As indicated in Section 

7.4.6, the ranges of the physiological data could be significantly different from one to another. 

These differences could be caused by the physical characteristics of people such as their age, 

gender, height, weight, and lifestyles, or the psychological issues during the experiments. 

Therefore, when considering using the physiological data collected from different subjects as the 

input features of the learning models (e.g., deep learning), it is important to eliminate the individual 

differences. Pre-processes such as log transformation, normalization, and standardization could be 

applied to scale down the mixed data points and bring them to similar ranges. For example, a 

standardization of the data as shown in Eq. (7.3) [205] could be applied. The data processed using 

this method only reflects how many standard deviations (SD) a data point offsets from one’s 

average value. The value of 1 indicates that the value is one SD larger than the average value of 

the dataset. When the average values are coming from one subject, the results only reflect the 

relative offset rather than the absolute values, thus eliminating the effects of differences in data 

ranges caused by individual differences. 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑖𝑧𝑒𝑑(𝑥𝑖) =  
𝑥𝑖 − 𝜇

𝜎
                                                 (7.3) 

Where 𝑥𝑖  refer to the values of the data in different scenarios while 𝜇 is the average value 

of the dataset, and 𝜎 represents its standard deviation. 
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After applying the transformation, the data points from different subjects would 

theoretically be clustered together, thus improving the feasibility of using them as the input 

features of learning models. 

7.5.5 Limitations and future work 

While the results have provided many insights regarding the potential physiological factors 

for TOP, there are some limitations in this study. First, although the driving simulator could 

provide driving experiences that were very close to real driving, it could be new to the subjects. 

Even though the subjects were given opportunities to get used to the simulation, the results might 

still be slightly different from a real driving scenario. However, the design and environment of the 

simulation were consistent for all subjects across all scenarios, the results could still provide 

valuable references based on the pair-to-pair comparisons. Second, to fairly compare the data 

collected in different takeover scenarios, the duration and time interval of different takeover 

scenarios were set to be identical. Nevertheless, the time interval between takeover scenarios and 

the total driving time in the real world might vary a lot with more randomness. Therefore, the long-

term effect of the driving activities on the takeover and physiological responses of the drivers could 

be investigated in the future. Finally, more diverse groups of subjects with distinct driving 

experiences and age groups would be considered in the future for further understanding of the 

effect of individual differences. Based on these findings, we aim to explore the feasibility of 

building TOP models using different learning models in the future. 

7.6 Conclusions 

This study investigated the effects of takeover activities on the physiological responses of 

the drivers in conditional automation. To conduct the experiments, a driving simulation program 

based on Unity and a driving simulator was developed. Different takeover scenarios (e.g., 
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secondary tasks, takeover events, and traffic densities) were incorporated to diversify the 

experimental design. During the experiments, the typical physiological data (i.e., SCL, MW, FAI, 

and HR) was collected from the subjects. The tendencies of the changes in different physiological 

data before and during the takeover periods were plotted and analyzed. The results revealed that 

the FAI (which represents the engagement of the drivers) slightly decreased during the takeover 

period when they were shifted from 1-back or 2-back tasks prior to the takeover. In contrast, the 

MW, SCL (from shoulder and finger), and HR increased after the alerts of the takeover requests. 

Compared with SCL and MW, the HR increased rapidly and dropped back fast. A common finding 

from data collected from the shoulder and finger showed that the SCL increased slower with a 

lower peak when the takeover alerts were fake. Except for the effect of takeover events on the 

SCL, the pattern of the changes in physiological data was not affected by the types of takeover 

events for other physiological responses. However, the analysis of the average values of 

physiological data during the takeover periods revealed some effects of the takeover events on the 

drivers. The harder secondary tasks prior to the takeover could lead to lower engagement of the 

drivers during the takeover periods, indicating that difficult secondary tasks could distract people 

from preparing for the takeover activities. In contrast, hard secondary tasks prior to the takeover 

could potentially increase the HR and MW of the drivers during the takeover periods. In addition, 

a higher traffic density could increase the MW of the drivers during the takeover periods. It was 

also shown that an easier takeover event could result in lower HR for the drivers. Furthermore, the 

correlation matrix between the physiological data, takeover scenarios, and takeover readiness 

indicators was discussed. Since personal characteristics might play an important role in the 

physiological responses, the differences in the physiological data across individuals were analyzed 

with corresponding suggestions for standardization.  
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The contributions of this study include: first, a systematic analysis of the potential values 

of physiological data on conditional automation was conducted, and the results of the changes in 

physiological responses during takeover periods provided valuable references to support future 

studies such as selecting the physiological input features to estimate the TOP of the drivers. 

Second, the effect of takeover scenarios on the overall values of physiological data was analyzed, 

which could provide additional information regarding the design of the driving simulation in 

similar studies. Third, the correlation between the physiological data, takeover scenario, and 

indicators of takeover readiness was analyzed which revealed that although the takeover event, 

SCL, and HR were slightly more related to maximum acceleration and reaction time, none of the 

features dominated the takeover readiness. Fourth, the analysis of individual differences 

emphasized the importance of personal characteristics and the necessity of standardization or 

normalization when considering using the physiological data from different people for the training 

of the TOP prediction models.
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Chapter 8 Conclusions 

 

8.1 Research Contributions 

This research contributes to promoting the human well-being and sustainability of 

communities by integrating personal human data in the management and control of enclosed 

spaces such as buildings and AVs. The specific contributions of this research are as follows: 

• The proposed Digital ID-based framework can provide sufficient support for human-

centric indoor monitoring and management. 

• The joint optimization algorithm is able to maximize the thermal comfort of occupants 

while achieving building energy savings. 

• A physiological sensing method is proposed to help investigate the effects of indoor 

environments on the mental states of the occupants. 

• The effects of wearing a mask on occupants’ mental states are investigated. The results 

indicate wearing masks might reduce MW and productivity. 

• The effects of lighting conditions on occupants’ work engagement are investigated. The 

results vary across individuals, while they can be used to predict work engagement along 

with easily measurable physiological data. 

• A visualization platform is developed for the real-time monitoring of the human states in 

buildings. 

• A systematic analysis of the effects of driving takeover behaviors on the physiological 

responses of the drivers is conducted. The results indicate that driving the takeover might 
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cause increases in SCL, HR, MW, and secondary tasks prior to the takeover might reduce 

the takeover engagement. 

• The possibility of using physiological data and takeover scenarios to predict takeover 

readiness is investigated. The results reveal that the physiological data and takeover 

scenarios have great potential to be used to estimate takeover readiness. 

8.2 Future Research Directions  

I have prepared myself with expertise in human-building interaction, construction 

engineering, data analytics, energy simulation, machine learning, and robotics. I envision several 

directions as my research agenda in the near future. 

8.2.1 Multi-indoor environment qualities (IEQs) 

As described in my proposed DID framework, the human indoor experience should take 

all the IEQs into consideration. Therefore, I will continue to enrich the ideas from my doctoral 

research by extending the indoor environmental parameters to the broader list that refers to WELL 

standards (e.g., air quality, acoustic, and odor). Eventually, a more comprehensive understanding 

of the effect of IEQ on human physiological responses and productivity could be achieved. 

8.2.2 Robots-assisted human-infrastructure interaction 

Incorporating robots in the building environment as assistants of the infrastructure and 

environment monitoring could be an interesting and promising research field. Although some tasks 

could already be done with the help of the sensors I proposed, many tasks still require human 

effort. For example, during the construction and early operation stage of the infrastructure projects, 

people usually need to conduct repeated work or dangerous work such as monitoring the IEQs of 

the sites. Allowing robots to do these tasks could make the process safer and more efficient [297-

299]. Therefore, I will adopt the mobile robots in the indoor environment and establish the 
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interaction between the robots and humans to assist with data collection (e.g., environmental data 

and human feedback) and specific tasks (e.g., facility monitoring). 

8.2.3 Application in the broader context 

While my doctoral research focuses on the interaction between human and indoor 

environments (of buildings and vehicles), I will find broader impacts of my research in the 

generalized AEC industry. In particular, I hope to adopt the concept of DID into broader domains 

(e.g., city scale) through extended phases (planning, design, construction, maintenance, and 

demolition). 
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