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ABSTRACT

In vacuum systems where conducting or dielectric surfaces are exposed to oscillating electric fields,
multipactor discharges carry the potential to significantly disrupt normal and efficient operation.
Multipactor breakdown occurs when free electrons are accelerated into transmission line surfaces
and undergo secondary electron emission. These secondary electrons can then repeat this process
and multiply, allowing the system to develop into a growing electron discharge. Preventing multi-
pactor is essential for ensuring long-term, efficient operation of vacuum electronic systems. At the
University of Michigan, we have developed an S-band (3.05 GHz), coaxial multipactor test cell
that operates in a new, high-fd regime, where f is the signal frequency and d is the gap spacing.
This test cell is used to characterize multipactor discharges and to test methods for suppressing
multipactor.

Multipactor relies on a resonance between the electron motion and the oscillating electric field.
In rectangular geometries, this resonance condition can be solved analytically and then used to
generate rough approximations of the breakdown threshold (the minimum power level necessary
to sustain multipactor). However, in coaxial systems this resonance is more difficult to repre-
sent theoretically. While there are several theoretical models for coaxial multipactor, they are
computationally expensive, and their implementation is often impractical. To aid in the design
of the multipactor test cell, we have used electromagnetic-particle-in-cell (EM-PIC) simulations
to characterize the multipactor discharges and provide predictions of the experimental test cell’s
susceptibility to multipactor.

Initial experiments explored the multipactor self-conditioning phenomenon. During multi-
pactor, electrons bombard the transmission line surfaces, processing oxide layers and releasing
trapped gases. This can reduce secondary electron emission and increase the multipactor break-
down threshold. This process also enabled our experimental hardware to more closely match the
SEY model we assumed in our PIC simulations. After fully conditioning the transmission line
surfaces, the experimental measurements of the breakdown threshold agreed with our predictions
to within 10–15%. We also found that that the multipactor self-conditioning process is relatively
rapid when considering the cumulative timescale of the multipactor discharges.

Multipactor cannot be allowed to occur in vacuum electronic systems; it will disrupt normal
signal transmission and can potentially lead to catastrophic failure. The key to preventing mul-
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tipactor is to suppress secondary electron emission. One method explored here relies on using
textured materials. Textured surfaces can trap secondary electrons and inhibit multipactor. Tradi-
tional manufacturing techniques cannot be easily used to produce a textured coaxial transmission
line.

We explored whether 3D-printing processes—which are inherently textured—can be used to
produce multipactor-resistant components. We experimentally tested two partially 3D-printed
coaxial transmission lines—each manufactured using either Selective Laser Melting (SLM) or
Atomic Diffusion Additive Manufacturing (ADAM)—to demonstrate proof-of-concept. Before
our experimental investigation, we used a Monte-Carlo algorithm to predict the modification of the
secondary electron yield due to surface roughness; these data were then used to run multipactor
PIC simulations. Our experimental measurements consistently outperformed the simulations. The
3D-printed transmission lines were extremely effective for preventing multipactor. In particular,
the ADAM-printed outer conductor nearly doubled the breakdown threshold power at our low-fd
limit. These experiments suggest that 3D-printed, textured, coaxial transmission lines could act
as drop-in replacements in existing devices and provide valuable microwave power margin from
multipactor onset.
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CHAPTER 1

Introduction and Theory

The peak power limits in all electronic systems are ultimately defined by breakdown. This is true for
components at every level of complexity; extremely high voltages may punch through small resistors
while microelectronics may be damaged by a modest power surge. In RF and microwave systems,
particularly in passive components such as transmission lines or dielectric windows, high-power
oscillating fields can promote various forms of plasma breakdown. At high pressure, this may lead
to conventional gas discharges and quasineutral plasmas. Vacuum electronic systems, however, may
need to contend with a different phenomenon: multipactor.

Multipactor is a form of resonant RF breakdown that occurs in vacuum systems [1]. Oscillating
electric fields accelerate unbound electrons into surfaces where they may undergo secondary electron
emission. If the electrons strike the surfaces with sufficient energy, they will multiply by secondary
electron emission, and the electron density will grow rapidly. The continued bombardment of
electrons against the surfaces can result in potentially dangerous effects.

When a device undergoes multipactor, its operation will be disrupted by a combination of three
effects: the rapid growth of space charge, the loss of energy to the accelerating electrons, and the
energy deposited by the electron bombardment. The growing cloud of space-charge can de-tune RF
cavities [2] and disrupt coupling structures in particle accelerators [3, 4]. In communications systems,
the signal quality will be damaged and data may be lost [5]. When the electrons are accelerated,
they consume energy from the RF drive signal and reduce the device’s overall efficiency [1]. This
energy is then deposited into the structure’s wall, potentially leading to uncontrolled increases in
temperature [1] and even catastrophic failure of the device [6, 7].

Preventing multipactor is essential for reliable, long-term operations of vacuum electronic
devices. Unfortunately, predicting when multipactor will occur is not a trivial matter. Theoretical
representations may be extremely simplified [1] or depend on nonphysical assumptions [8, 9].
Analytic models are limited to planar geometries; other systems, such as coaxial transmission lines,
are forced to rely on highly approximate solutions [10]. More robust theories based on statistical
analyses [11] or nonlinear dynamics [12] are difficult to implement and require significant numerical
computations.

1



Because multipactor is so difficult to represent theoretically, simulations are often used to gener-
ate more realistic predictions. Secondary electron emission is not particularly well characterized
and is extremely dependent on material properties. As a result, comparing simulations to experi-
ments relies on a realistic representation of the device’s surface characteristics. Since this is not
always possible, experiments are necessary to confirm any predictions about multipactor. This is
particularly true when testing multipactor suppression technologies; many of these techniques are
based on modifications to the surfaces’ secondary electron yield.

This work presents an experimental platform for researching multipactor in a coaxial transmission
line. This test cell was developed as part of a multi-university research initiative (MURI) to study
multipactor in all its forms. This collaboration also includes test cells for rectangular [13] and
microstripline [14] geometries. Each of these experimental platforms share a goal to validate newly
developed theoretical models and demonstrate methods for eliminating multipactor.

Previous coaxial multipactor experiments have generally been limited to RF-frequencies below
1 GHz. The two classic coaxial multipactor experiments by Woo [15] and Graves [16] both operated
in the lower half of the VHF and HF bands (10–150 MHz). More recent experiments have been
performed in higher frequency bands, though many have been limited to L-band operations [17–19]
or lower [20]. S-band experiments [21] (and coaxial multipactor experiments in general [15, 16,
20]), have been limited to cases with fd < 5 GHz ·mm, where f is the frequency and d is the gap
spacing1. Few, if any, experimental investigations have explored multipactor with high fd. The
coaxial multipactor test cell presented in this work, and previously described in [22], operates at
S-band frequencies (3.05 GHz) and fd > 4.8 GHz ·mm. This will facilitate multipactor research
in a regime that has never been explored.

After a brief overview on multipactor theory, this dissertation will discuss simulations and
experiments on characterizing multipactor in a coaxial transmission line. Following this work, we
will present a model for the secondary electron yield from 3D-printed, textured surfaces. Finally,
we will present experimental results demonstrating proof-of-concept for suppressing multipactor
with a 3D-printed transmission line.

1.1 Multipactor Fundamentals

The classical representation of multipactor is as a resonance between electron motion and RF electric
fields. There are two basic forms of multipactor, depending on the arrangement of the transmission
line surfaces. We will begin with two-surface multipactor, which is typically considered to occur on
conductive surfaces [1].

1According to the classical theory, which we will discuss in Sec. 1.3, fd is one of the primary scaling parameters
for multipactor.
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Figure 1.1: Illustration of a two-surface multipactor discharge.

Consider two conductive, parallel plates suspended in vacuum, as illustrated in Fig. 1.1. An
oscillating electric field, with some frequency f exists between the two conductors. Now, let us
assume that a single electron2 is born near the top surface at time t = 0. For simplicity, we assume
that the electron appears exactly when the electric field begins to point upward, so the electron is
accelerated toward the lower surface. After impacting the surface, the electron undergoes secondary
electron emission and some number of electrons are emitted; for simplicity, let us assume that there
are two secondary electrons.

If the original electron’s transit time was exactly half an RF-period,3 then the electric field will
be reversed. The two secondary electrons will be accelerated back to the upper surface where they
will impact and emit four new electrons. This process will repeat every half RF-cycle, and the
electron population will double after each generation. For a 1-GHz drive signal, this is an extremely
rapid process. A single seed electron would (in the absence of any feedback effects) multiply to
1.13× 1015 (250) in only 25 ns (50 doublings). A multipactor discharge will never reach this scale
as space-charge effects will interfere with the electron motion well before it ever reached that point.
A combination of space-charge and cavity loading effects will halt the rapidly growing electron
cloud, and the multipactor discharge will reach saturation [23].

The second form of multipactor occurs over a single, dielectric surface [24]4; this is illustrated
in Fig. 1.2 which shows an oscillating electric field passing through a dielectric window. When
an electron is emitted from the surface, it carries away a small amount of charge. In two-surface
multipactor discharges, this charge is replenished immediately due to the surfaces’ high conductivity.

2The source of the electron is not important. Many natural processes can generate this initial seed electron, including
cosmic radiation or spontaneous field emission.

3Strictly speaking, the resonance condition only requires the travel time to be an odd number of RF half-cycles; the
number of half-cycles defines the order of the multipactor discharge.

4Single surface multipactor can also occur on conductive surfaces, particularly in non-planar geometries such as in
coaxial transmission lines. However, the electron dynamics more closely resemble two-surface multipactor, and can be
considered a special case. This will be discussed in further detail in Sec. 1.4 when we examine the multipactor’s chaotic
behavior.
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Figure 1.2: Illustration of a single-surface multipactor discharge.

Since dielectrics are poor conductors, the window will now retain a small, positive electrostatic
charge. This creates a DC electric field pointing away from the surface that will pull the electrons
back.

The DC electric field provides very little energy to the unbound electrons. However, since the RF
signal is passing through the dielectric, the oscillating electric field, E⃗0, is parallel to the surface. As
a result, the multipactor electrons gain the bulk of their energy when they are accelerated across the
surface. If the RF fields are sufficiently strong, each electron will emit several secondary electrons
after impacting the surface, and the discharge will grow.

Multipactor is most dangerous on dielectric materials because single surface multipactor dis-
charges are extremely localized. As a result, all of the RF energy that is absorbed by the electrons
will be deposited over a small surface area. This will lead to rapid, uncontrolled increases in
temperature. If the dielectric is polymer based, it may deform or melt. Ceramic windows (such as
alumina), on the other hand, may crack or shatter [6, 25]; when this happens, the vacuum seal is
broken and the device is (often irreparably) damaged. This is particularly troublesome for diamond
windows because of their high cost.

Although multipactor can be extremely dangerous, it can only occur under certain circumstances.
The parameter space that supports multipactor is represented by a susceptibility diagram. For
two-surface multipactor discharges, susceptibility diagrams plot the RF voltage, Vrf as a function
of the product of the frequency, f , and the gap spacing, d, between the conductors.5 An example of
this is shown in Fig. 1.3. These data are from Woo’s classic experiment on coaxial multipactor [15].

5The ratio, d/λ = fd/c, of the gap spacing to the wavelength, λ, can be used as a nondimensional alternative to
fd. However, fd is convenient because it appears in the fixed phase relation when using the classical representation
of multipactor and the gaps involved are a small fraction of the wavelength. The experiments we will discuss in this
dissertation fall in a range of 4.84 ≤ fd ≤ 7.63 GHz ·mm, or 1.62× 10−2 ≤ d/λ ≤ 2.54× 10−2.
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Figure 1.3: An example of a typical multipactor susceptibility diagram. Multipactor
discharges can occur when the RF voltage is within this U-shaped curve. These
experimental data are from Woo [15] and represent a 50-Ω, characteristic impedance
coaxial transmission line.

The lower bound of the curve also represents the breakdown threshold voltage: the minimum RF
voltage to sustain multipactor.6

Two main factors control a system’s susceptibility to two-surface multipactor. The first condition
is based on the resonance between the electrons and the RF signal. During multipactor, electron
emission will tend to converge towards a single phase relative to the oscillating electric field. This
fixed phase is defined by the geometry and the RF voltage. However, only some of these phases are
stable [1]. This places upper and lower bounds on Vrf at a particular value of fd. This resonance
condition will be discussed further in Sec. 1.3.

Multipactor is further constrained by the conductors’ secondary electron yield (SEY); multipactor
can only grow if each electron impact results in the emission of more than one secondary electron.
The SEY is dependent on the energy and angle at which the primary electron hits the surface.
Although it is material dependent, the SEY, δ, follows a general trend, which is illustrated in Fig. 1.4.
As the impact energy, E, rises beyond a threshold, E0, the SEY increases rapidly until it reaches a
maximum and drops off in a long tail. This leads to the SEY curve’s two most important features:

6The breakdown threshold can also be expressed in units of power. We will use this definition when we discuss the
majority of our experimental results.

5



E0 E1 Emax E2

E (eV)

1.0

δmax

0

δ

Figure 1.4: Illustration of a typical secondary emission yield curve based on the
Vaughan SEY model.

the first and second crossover points, E1 and E2, at which δ = 1.
The crossover points represent the range of impact energies that will result in the emission of

more than one secondary electron. This places a further limit on multipactor: multipactor can only
occur if electrons impact at energies higher than E1 and lower than E2, regardless of whether or the
electron motion is stable. As a result, if Vrf is very low, then the electrons will not gain enough
energy to reach the first crossover point; this causes the U-shaped bend in Fig. 1.3. Conversely,
extremely high power systems cannot undergo multipactor because the electrons are accelerated far
beyond the second crossover point.

The SEY curve in Fig. 1.4 is based on the original Vaughan model [26, 27]. This semi-empirical
model generally provides good agreement with experimentally measured SEY data. It does not,
however, provide any information for impact energies below E0. Primary electrons below this cutoff
cannot trigger the release of “true” secondaries. However, they may instead be reflected back into
the vacuum. The Vaughan model can be modified to assume that some fraction of these low-energy
electrons are reflected by the surface [28]. In the original model, the value for the energy threshold,
E0, was chosen arbitrarily; the modified Vaughan model instead selects E0 iteratively such that the
first crossover point, E1, is a particular value7.

7Although it is still an arbitrary choice, the first crossover point, E1, is a more convenient control parameter than
E0 because it more directly affects multipactor susceptibility.
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The modified Vaughan model is widely used in recent multipactor research [5, 11, 12, 29, 30],
primarily because its implementation is extremely simple. A more robust model, developed by
Furman and Pivi [31], considers three distinct modes for secondary electron emission. However,
this semi-empirical model is difficult to implement and relies on 44 fitting parameters. Very few
sets of these parameters exist; the present author is only aware of the two datasets8 provided by
Furman and Pivi in their original publication [31].

1.2 History of Multipactor

Unlike many other natural phenomena, multipactor was not discovered;9 it was invented. Today, we
generally treat multipactor as a problem that must be eliminated. However, in the 1930s multipactor
was the solution to one of Philo Farnsworth’s biggest problems [32, 33]. The original television
camera was based on an “image dissector tube”. These tubes converted incoming light to electronic
signals. The earliest versions of these tubes produced extremely weak signals; their photocathodes
emitted tiny electron currents. Although these were strong enough to demonstrate the transmission
of simple images (single lines), Farnsworth needed a high efficiency, high bandwidth electron
amplifier if he ever wanted to make a usable television.

Farnsworth wanted to use secondary electron emission, which had only recently been discovered,
as a multiplication mechanism inside an electron amplifier [33, 35, 36]. Figure 1.5 shows a
simplified illustration of the concept driving Farnsworth’s original amplifier tube. This simplified
tube uses two sets of electrodes. Electrons are initially generated from incoming photons interacting

Photocathode Anode

−+

Vdc
VrfErf

Edc

Figure 1.5: Simplified illustration of Philo Farnsworth’s multipactor amplifier tube.

8For copper and stainless steel.
9Although it was first observed in 1924 by the Guttons, their results were not attributed to multipactor until the

1950s [8, 9, 34], two decades after Farnsworth developed his multipactor amplifier.
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with the photocathode. A DC potential causes these electrons to drift towards the anode. As the
electrons drift across the tube, the oscillating RF electric field accelerates them towards the upper
and lower electrodes where they undergo secondary electron emission. This multiplies the electron
current before it is collected at the anode.10 This efficient gain mechanism enabled Farnsworth’s
image dissector tubes to produce usable television signals [32, 33]. And thus, the AC electron
multiplier, or multipactor, was born.

By the 1940s, Farnsworth’s dissector tubes were largely supplanted by Zworykin’s Iconoscope,
and multipactor amplifiers struggled to find any long-term applications [1]. At this point, multipactor
began to refer to the phenomenon rather than the device. Continued research led to the earliest
theories on the mechanics driving multipactor. In 1943, Danielsson proposed a theory based on the
resonance between the RF drive signal and the secondary electron motion [8]. This theory, which
assumed secondary electrons were emitted with zero kinetic energy, contained early descriptions of
the phase focusing and stability mechanisms [34].

In 1948, Gill and von Engel conducted one of the first systematic multipactor experiments [43]
and proposed their own resonance-based description for multipactor. This formulation was based
on the parameter k—defined as the ratio of the electrons’ emission and impact velocities—which
they assumed to be constant. Although the formulation proposed by Gill and von Engel had poor
correlation to experiments, their constant-k condition was later adopted by Hatch and Williams in
the 1950s who developed a robust theory for multipactor [8, 9].

The Hatch and Williams formulation became the basis of classical multipactor for the next thirty
years. It contained many of the features of later theories, such as the fixed phase relation, and
provided formulations for the multipactor breakdown threshold [8]. In their later extension, Hatch
and Williams also provided the first detailed description of higher order multipactor modes [9].
However, this theory still relied on the constant-k assumption. Values for k were chosen arbitrarily
to provide the best fit between experimental and theoretical data. Although these assumptions are
non-physical, they remained in use for decades due to the ease of their implementation [34].

In the 1960s through the 80s, continued experiments were performed to advance our understand-
ing of multipactor. These experiments include Woo’s investigation [15] of multipactor in coaxial
transmission lines, which would later become the basis for many modern works, including Graves’s
2006 dissertation [16] and the simulations presented in this thesis. At this time, Vaughan began in-
vestigating multipactor due to the discharges he observed in magnetrons and klystrons. He and other
researchers began to note that multipactor can cause significant damage to RF structures; in particu-

10This mode of operation acts like an AC version of the photomultiplier tubes (PMTs) used with scintillation crystals
for detecting ionizing radiation. Farnsworth’s patents even included designs for multipactor amplifiers that only used
DC electric fields [33, 37], but amplifiers that more directly resemble modern PMTs were developed by his rival,
Zworykin [38, 39], at the Radio Corporation of America based on earlier designs by Slepian [40], Jarvis [41], and Iams
and Salzberg [42].
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lar, multipactor was found to be responsible for electrons fracturing dielectric windows [6, 7, 25].
Multipactor can absorb significant quantities of RF energy, leading to uncontrollable heat-up [44]
which may eventually reach extreme temperatures that may melt or deform components [1].

To better combat multipactor, Vaughan abandoned the constant-k theory to develop a new
model based on first principles [1]. This model, which considers monoenergetic emission of
secondary electrons, would become the basis of the modern representation of classical multipactor.
Vaughan used a phase-focusing based approach to develop predictions for the multipactor breakdown
threshold. He also proposed an early model of multipactor saturation [1].

In the 1990s, a number of researchers adopted Vaughan’s multipactor model. Riyopoulos,
Chernin and Dialetis extended Vaughan’s model to account for crossed magnetic fields [45] and
for randomized delay-times and emission energies for secondary electrons [46]. At the University
of Michigan, Kishek and Lau developed a model for the interaction between multipactor and RF
cavities, finding that saturation is primarily caused by cavity loading and detuning [23]. Other
theories that were developed during this time period include a phase focusing mechanism based on
the interaction between opposing sheets of electrons [47]. Finally, Kishek and Lau developed the
first comprehensive theory for single surface multipactor [34]. Single-surface, dielectric multipactor
discharges were later investigated experimentally at the University of Michigan by Anderson [48,
49].

At the beginning of the twenty-first century, multipactor research began to focus on geometries
outside of planar systems. So far, the majority of experiments, and virtually all of the theoretical
models, focused entirely on planar geometries. A renewed interest in coaxial multipactor, coupled
with advancements in computing technology, led to several numerical studies [50, 51]. In 2006,
these were followed by Graves’s coaxial multipactor experiment [16, 52]. The next year, Udiljak et

al. [10] proposed an approximate analytic model for coaxial multipactor. This model would later be
extended to include space-charge effects [53] and angular momentum [54].

Theoretical multipactor research has begun to move away from the classical model. This shift is
largely because the classical theory, as outlined in Sec. 1.3 below, does not account for distributed
electron emission energies or the effects due to low-energy backscattered electrons. There are two
forms of modern multipactor theory. The first is based on nonstationary statistical analysis [11, 55].
Instead of forcing an assumption of monoenergetic electron energies, these statistical methods use
nonuniform emission energies and replace the discrete phase analysis with probability distribution
functions.

The discovery of ping-pong and high periodicity multipactor modes suggested that multipactor
is inherently chaotic [30]. This led to a second advanced theory for multipactor. By throwing away
all assumptions regarding electron motion (except the removal of space-charge effects), Siddiqi and
Kishek developed an entirely new representation of multipactor based on the principles of nonlinear
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dynamics and chaos theory. Because this model makes virtually no assumptions, it can be used
to describe almost any form of multipactor discharge [12, 56–61]. The only requirement is that
there must be a simple mechanism by which additional phenomena can be parameterized. We will
discuss this chaos theory representation of multipactor further in Sec. 1.4.

Although multipactor research continues across the globe, we highlight the current nationwide
effort, of which we are a part, that is underway in the United States. This multi-university research
initiative (MURI), sponsored by the Air Force Office of Science Research, represents a unified
effort to study multipactor. As a part of this joint effort, experimental test beds have been developed
to analyze multipactor discharges in various geometries: rectangular waveguides at Texas Tech
University [13]; microstriplines at the University of Wisconsin [62]; and our present work on
coaxial transmission lines at the University of Michigan [22]. Additional work on characterizing
secondary electron emission is being performed at the University of New Mexico [63, 64], and
theoretical models are being developed at Michigan State University [5, 65, 66] and the University
of Michigan [67, 68].

1.3 Classical Multipactor Theory

The classical theory of multipactor is based on the resonance between the oscillating electric field
and the electrons’ motion. We will focus our discussion on the simple model developed by Vaughan
in 1988 for describing multipactor between two conductive parallel plates [1].

Consider two parallel plates at x = 0 and x = d. An RF voltage, Vrf , is applied between the two
plates with frequency ω. This generates an electric field with equation

E(t) = −Vrf

d
sin(ωt). (1.1)

We use the negative sign so that at time t = 0+, an electron will be accelerated in the positive
x-direction. This electron appears at x = 0 at a phase ωt = θ relative to the electric field. Its
equation of motion is then

d2x

dt2
=

dv

dt
= −qeVrf

med
sin(ωt) (1.2)

where me and qe = −e are the electron mass and charge, respectively. If we assume the electron
had some initial velocity v0, then the initial conditions are

x(ωt = θ) = 0 (1.3)
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and
dx

dt
(ωt = θ) = v(ωt = θ) = v0. (1.4)

Integrating (1.2) once and applying the initial condition gives the velocity as a function of time:

dx

dt
= v(t) = v0 +

qeVrf

meωd
[cosωt− cos θ] . (1.5)

Integrating a second time gives:

x(t) =
v0
ω
(ωt− θ) +

qeVrf

meω2d
[(θ − ωt) cos θ + sinωt− sin θ] . (1.6)

The resonance condition requires the electron to cross the gap after an odd number, N , of RF
half-cycles: x(ωt = θ + Nπ) = d. If we substitute this into (1.6), we can now solve for the
RF-voltage:

Vrf =
me

qe

ωd(Nπv0 − ωd)

Nπ cos θ + 2 sin θ
. (1.7)

This is the fixed phase relationship which states that, for a system with a particular voltage, frequency,
and gap spacing, all electrons are emitted with phase θ relative to the electric field. Note that the
initial velocity only appears in the numerator in (1.7). As a result, the minimum voltage for
multipactor, Vmin, occurs at the phase that maximizes the denominator.

The existence of the fixed phase relation implies that there is some mechanism that will allow
randomly emitted electrons to reach the appropriate phase [1]. We can solve for this phase focusing
mechanism by considering some error, ε, in the electron’s emission phase. The electron’s trajectory
now has the boundary conditions x(ωt = θ + ε) = 0 and x(ωt = θ + ε′ +Nπ) = d. By re-solving
the equation of motion and dropping second-order terms, we can show that the phase error at impact,
ε′, is

ε′ = ε
Nπ

2
tan θ. (1.8)

If ε′/ε < 1, then the electrons will tend to approach the fixed phase, θ. Otherwise, the electron
phases will tend to drift apart and the discharge cannot be sustained. As a result, a stable multipactor
discharge will only occur when θ < arctan(2/Nπ).

This stability condition will define the upper and lower voltage limits in our susceptibility
diagram. Conveniently, the stable phase limit also minimizes (1.7) so the minimum RF voltage is

Vmin =
me

qe

ωd(Nπv0 − ωd)√
(Nπ)2 + 4

. (1.9)

A multipactor discharge operating at the maximum voltage will occur at the most negative stable
phase that allows an electron to overcome the retarding electric field and reach the opposite plate. If
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Figure 1.6: Example of a susceptibility diagram based on the classical theory. Mo-
noenergetic electrons have an emission energy of 2 eV, the conductors’ surfaces are
assumed to have crossover points at E1 = 100 eV and E2 = 1000 eV.

the electrons are emitted when v0 = 0, then θ = 0 and

Vmax,0 = −meω
2d2

qeNπ
. (1.10)

For non-zero emission velocities, the equation for Vmax becomes transcendental and must be solved
numerically. The susceptible voltage range can be further restricted by requiring that the electrons’
impact energies are between the two crossover points, E1 and E2 (see Fig. 1.4). By substituting
(1.7) for Vrf in (1.5) and evaluating at ωt = Nπ, we can solve for the impact velocity, vi:

vi =
2ωd cos θ

Nπ cos θ + 2 sin θ
+ v0. (1.11)

Solving (1.11) for θ at the impact velocities corresponding to the two crossover points provides an
additional constraint on the stable electron phases.

An example of the susceptibility diagram produced using the classical theory is shown in Fig. 1.6.
To better illustrate the properties of a real device, we have adopted a fictional material with crossover
points at E1 = 100 eV and E2 = 1000 eV. Electrons are assumed to be monoenergetic with an
emission energy of 2 eV. Each shaded region represents the parameter space that supports a
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particular order of multipactor. As the multipactor order increases, the susceptibility curves are
more closely spaced and will eventually overlap; using a realistic, distributed emission energy
model will further enhance this effect. When the curves overlap, multiple multipactor modes may be
present within a single discharge; this will become the basis for the multipactor chaos model. Also
note that the upper and lower boundaries of the overall susceptibility diagram exhibit significant
jumps as the multipactor discharge transitions between modes.

The classical theory has been extended to describe other forms of multipactor discharges, such as
single-surface dielectric breakdown [24] or in cross-field devices [45]. However, these are generally
limited to planar geometries. Extending this theory to coaxial systems, for example, is difficult
largely because the electric field is no longer uniform. As a result, resonance-based theories will
require either numeric [50, 51] or highly approximate [10] solutions to the equation of motion;
many studies on coaxial multipactor have focused on either particle-in-cell simulations [68–70] or
experimental [15, 16, 22] investigations.

1.4 Multipactor Chaos Theory

So far, our discussions on multipactor have been in terms of a resonance between the oscillating
electric field and the electrons’ motion. This classical representation has been the basis of multipactor
theory ever since it was first described by Philo Farnsworth [36]. However, recent analyses have
found that the resonance condition is not as strict as we once thought [29, 30].

The resonance model begins to fail when we consider low-energy electrons impacting the
surfaces. Although low-energy electrons cannot trigger true secondary electron emission, they can
be reflected back into the bulk vacuum. In the classical theory of multipactor, when an electron is
emitted against a retarding electric field, it must have sufficient initial energy so it can cross the
gap and impact the opposite surface. If this is not the case, it is promptly returned to its original
surface and is reabsorbed. Such an electron would represent an unsuitable phase for multipactor.
We now know, however, that one of these low-energy impacts may scatter the electron back into the
vacuum. If enough time has passed during this process, the electron may be re-emitted during a
more favorable phase for multipactor.

This “ping-pong” mode—where an electron bounces off of its original surface before crossing
the gap—will not release more than one electron for each primary impact, but the final impact, after
finally crossing the gap, may instead release several electrons. Since electron backscattering is
relatively efficient, the average SEY over an RF-cycle may be greater than unity. If this occurs, then
multipactor will continue to grow.

Ping-pong modes and other forms of high periodicity multipactor are ignored in the classical
theory, which assumes that every electron impact must release more than one secondary. Although
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it is difficult to demonstrate experimentally, numerical investigations have shown that low-energy
electrons—and therefore ping-pong modes—significantly affect electron dynamics and multipactor
susceptibility [71]. Because of this, we will move away from the classical theory and its dependence
on multipactor resonance.

Recently, Siddiqi and Kishek have proposed a new model for multipactor that is based on
nonlinear dynamics and chaos theory [12]. This model has been extended from simply describing
two-surface multipactor to include DC electric fields [12], dielectric surfaces [58], crossed magnetic
fields [57], coaxial geometries [56], and multi-carrier signals [60, 61]. The flexibility of the chaos
model for multipactor is highlighted by the fact that all of these extensions were published over a
span of a single year.

We now present a brief overview of Siddiqi and Kishek’s multipactor chaos theory. We begin
by revisiting the two-surface planar system we previously analyzed using the classical theory [12].
Since this dissertation is focused on coaxial systems, we will continue with a brief discussion on
extending the chaos theory to coaxial geometries and the challenges involved with doing so [56].

1.4.1 Planar Geometry

The chaos theory of multipactor makes no assumptions about the electron motion, aside from
ignoring space-charge effects. Instead, it treats multipactor as a complex, dynamical system [12].
Since we make no presumptions regarding the electron dynamics, every possible combination of
multipactor modes will be considered. This is achieved by using a map-based approach to iteratively
track the development of the multipactor discharge.

In the chaos theory, we only need to consider two points in an electron’s lifespan: its birth and its
death. Every point in between is unimportant. Instead of tracking the trajectory of each individual
electron, we will construct phase-maps that relates the phase of an electron’s birth to the phase at
which it impacts a surface.

We begin by considering the two infinite conductive parallel plates that we previously analyzed
using the classical theory. We will identify these two surfaces as surface-0 at x = 0 and surface-1 at
x = d. Because this system is perfectly symmetric, we can restrict our analysis to electrons that
are emitted from surface-0; in an asymmetric system, such as in coax, we would need to construct
two separate phase-maps to account for motion originating from each surface. We also adjust our
temporal reference frame from our classical analysis such that the electrons are emitted at time
t = 0 with a perpendicular velocity component v0. Because of this shift in reference frame, the
electric field is now

E(t) = E0 sin (ωt+ θ) (1.12)

with the field magnitude now expressed as E0 = Vrf/d. From this, an electron’s equation of motion
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is
d2x

dt2
=

dv

dt
= − qe

me

E0 sin (ωt+ θ) (1.13)

with initial conditions x(0) = 0 and v(0) = v0. We will now adopt a normalization scheme so we
can continue this analysis non-dimensionally. Our normalized variables are:

τ = ωt (1.14a)

x̄ =
x

d
(1.14b)

v̄ =
v

ωd
(1.14c)

Ē0 = − qeE0

meω2d
. (1.14d)

Recall that we have defined the electron charge as qe = −e, so Ē0 is positive. The normalized
equation of motion is now

x̄′′ = v̄′ = E0 sin (τ + θ) (1.15)

with primes representing derivatives with respect to τ , and the initial conditions are now x̄(0) = 0

and v̄(0) = v̄0 = v0/ωd. Solving the equation of motion gives us the electron’s velocity

v̄(τ, θ) = −Ē0 [cos (τ + θ)− cos θ] + v̄0 (1.16)

and trajectory
x̄(τ, θ) = −Ē0 [sin (τ + θ)− sin θ − cos θ] + τ v̄0 (1.17)

as functions of τ . Note that we are also expressing these solutions in terms of the emission phase θ

which is the primary independent variable in our maps.
In the classical theory, we would now implement a resonance condition; electrons emitted from

surface-0 must return at τ = Mπ [24] or impact surface-1 at τ = Nπ [1], where M and N are even
and odd integers, respectively. We no longer make this assumption. Instead, we will solve for the
time of impact directly. To solve for the time of impact, we now set x̄(τ00) = 0 and x̄(τ01) = 1 for
the single-surface and two-surface cases, respectively. Whichever event happens first determines
whether or not an emission phase, θ, corresponds to a two-surface or single-surface mode. With the
mode identified, we can now relate the impact phase to the emission phase. This gives us our phase
map:

θi(θ) =

{
mod(τ00, 2π) τ00(θ) < τ01(θ)

mod(τ01 + π, 2π) τ01(θ) < τ00(θ)
. (1.18)

Separate phase maps can be generated to represent a range of initial conditions, such as variations
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Figure 1.7: Example of a multipactor phase map and the iterative convergence
procedure. These data correspond to the case where Ē = 0.5 and v̄0 = 0.03. The
phase progression of a seed electron born at π/2 is shown in black, with darker lines
representing the final, converged ping-pong mode.

in the normalized electric field or emission velocity.
Describing a multipactor discharge now becomes a matter of iterating the phase map and tracking

the electrons’ motion. We begin with a collection of random seed phases; Siddiqi and Kishek
determined that 64 seed phases are sufficient [12]. The evolution of each seed is tracked by using
our maps to relate their emission phases to their impact phases. After several thousand iterations, the
electrons’ phases will converge onto the discharge’s stable modes. Since we are primarily interested
in the long-term behavior of a fully developed multipactor discharge, we will only analyze the last
few iterations. Typically, we will use a total of 5,000 iterations, and retain only the final 1,000. The
phases that remain at the end of this procedure, referred to as the attractor phases, represent the
dominant modes of the multipactor discharge.

This iteration process is illustrated in Fig. 1.7, which shows the phase map for the case where
Ē = 0.5 and v̄0 = 0.03. Phases corresponding to single-surface multipactor events are shown in
blue; two-surface events are in orange. An initial seed electron is born with phase θ = π/2. This
electron quickly converges to the dominant multipactor mode after only two impacts. In this case,
there are three attractor phases at -0.67, -0.45, and -0.08 rad. During this ping-pong mode, the
electron bounces off of one surface twice before finally crossing the gap.
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Figure 1.8: Example of a bifurcation diagram representing the attractor phases of a
multipactor discharge as a function of the normalized electric field. These data were
independently reproduced based on the formulation by Siddiqi and Kishek [12, see
Fig. 2a].

To better illustrate the global multipactor behavior, we can construct a bifurcation diagram.
Bifurcation diagrams plot the attractor phases as a function of some independent variable. An
example of this is shown in Fig. 1.8, which is plotted as a function of the normalized electric
field. Attractor phases for the single and double-surface multipactor modes are indicated by blue
and orange lines, respectively. These data were generated using phase-maps corresponding to
a normalized emission velocity of v̄0 = 0.03 and 1,000 values of Ē0, and each phase-map was
generated using 104 discrete phases. The bifurcation diagram presented in Fig. 1.8 replicates data
from Siddiqi and Kishek [12, see Fig. 2a] and was independently reproduced by the present author.
Differences between the two datasets can likely be attributed to the reduced number of phases (104

versus 106) used in generating our phase-maps.
In Fig. 1.8, the attractor phases fall into three distinct regimes. The first occurs when the

normalized electric field is low. This regime is chaotic—the attractor phases have no discernible
pattern, and small changes in Ē0 will radically alter the dominant modes. There is no resonance
between the electrons’ motion and the electric field, directly contradicting the classical multipactor
theory. As the normalized electric field increases, the attractor phases abruptly converge to a single
value. This corresponds to the boundary of classical, two-surface, first-order multipactor. Further
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Figure 1.9: Average SEY of a planar multipactor discharge based on chaos theory.
These data were independently reproduced based on the formulation by Siddiqi and
Kishek [12, see Fig. 5].

increases in the normalized electric field will reveal single-surface multipactor modes. This final
regime represents a combination of classical two-surface and ping-pong modes.

Obtaining susceptibility data from the chaos theory is simply a matter of finding the average
SEY over an RF-cycle. The multipactor growth rate can be obtained by averaging over all of the
attractor phases:

λ(Ē0, v̄0) = ω
ln
(∏

i δi
∏

j δj

)
∑

i τi +
∑

j τj
(1.19)

where δi (δj) and τi (τj) are the SEY and lifetime of the ith (jth) single-surface (double-surface)
attractor phase; δi and δj are obtained by calculating the impact velocity from (1.16) and applying
an SEY model. The SEY, averaged over an RF-cycle, is then:

δavg(Ē0, v̄0) = exp(λTrf ) =

(∏
i

δi
∏
j

δj

)( 1

2π(∑i τi+
∑

j τj)

)
(1.20)

where Trf = 2π/ω is the RF-period. If the effective SEY is greater than unity, then multipactor will
occur.
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The SEY curve for the bifurcation diagram from our prior example is shown in Fig. 1.9. These
data, which were independently reproduced from Siddiqi and Kishek [12, see Fig. 5], are for a
transmission line with d = 7 mm, f = 500 MHz, and v̄0 = 0.03. Secondary emission data was
generated using the modified Vaughan model [27, 28] with parameters matching those used by
Siddiqi and Kishek [12]. For comparison, the SEY of a classical, first-order multipactor discharge is
also shown. Both models show that first-order, two surface multipactor is the primary contributor to
the discharge, as indicated by the two curves’ sharp, trapezoidal peaks. However, the chaos model
clearly shows that non-resonant modes, which are completely ignored by the classical theory, are
extremely important; these lower-power modes increase the susceptible voltage range by a factor of
two.

Although our analysis thus far has only considered monoenergetic secondary electron emission,
the chaos model is easily extended to consider realistic emission energy distributions by borrowing a
method from single-fluid plasma modeling [12, 72]. The polyenergetic effective secondary emission
yield is obtained by integrating over an emission velocity distribution, f(v̄):

δeff =

∫
δavg(Ē0, v̄0)f(v̄0)dv̄0. (1.21)

When using an emission energy distribution, separate maps must be generated for each discrete
value of v̄0.

1.4.2 Coaxial Geometry

Extending the chaos theory to a coaxial geometry uses the same basic procedure [56]. We will
consider a coaxial transmission line, which is illustrated in Fig. 1.10, with inner and outer radii a
and b, respectively. We assume that the electric field follows a TEM mode, so the force law is

r̈ − r(ϕ̇)2 = −1

r

qeVrf

me ln(b/a)
sin(ωt+ θ), (1.22)

and
rϕ̈+ 2ṙϕ̇ = 0. (1.23)

Note that we are including the equation for the electrons’ azimuthal motion; secondary electrons
will carry angular momentum because they are emitted from the surfaces at an angle. The electrons’
angular momentum will be conserved because there are no azimuthal forces; this allows us to reduce
the equations of motion to a single, second-order differential equation:

r̈ − 1

r3

(
ϕ̇0r

2
0

)2
= −1

r

qeVrf

me ln(b/a)
sin(ωt+ θ) (1.24)
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Figure 1.10: Illustration a coaxial transmission line modeled using the chaos theory
of multipactor.

where r0 and ϕ̇0 are the electrons’ initial radial position and angular velocity, respectively. Equation
(1.24) does not have an analytic solution, so we must rely on numerical methods to produce the
phase maps. However, once the maps have been generated, the attractor phases and the average
secondary electron yield can be calculated using the same procedure as in the planar case. Since
we are now also considering a distributed emission angle, f(ϕ0), the effective SEY is the double
integral over both angle and velocity:

δeff =

∫ ∫
δavg(ϕ0, v̄0)f(ϕ)f(v̄0)dv̄0dϕ0. (1.25)

Solving the equation of motion is the primary challenge when analyzing coaxial transmission
lines. Numerical solutions are much more computationally expensive than the planar theory’s
analytic solution11. In the present author’s experience, generating a single phase-map with 104

phases takes approximately one minute. Although this does not, at first, seem terribly significant,
simulating realistic emission angle and velocity distributions increases the runtime dramatically.
Calculating δeff using 25 velocities and 10 angles will require 250 phase-maps; this only provides
a prediction for a single RF-voltage at a single impedance. To generate a susceptibility diagram
for our experiment, we need to sweep both of these parameters.12 Simulating 25 impedances and
voltages each will now require 156,250 phase-maps; with a runtime of one minute each, this results

11Though analytic approximations to the coaxial equation of motion do exist, they either ignore angular momentum
effects [10] or rely on difficult-to-evaluate elliptical integrals [54].

12As we will discuss in Chapter 3, adjusting fd in our experiment will require altering the transmission line’s
characteristic impedance.
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in a total of runtime of 108.5 days. Then we will still need to iterate each phase map and find the
attractor phases.

The chaos theory of multipactor is an extremely powerful tool. It provides an exact representation
of multipactor’s complex, dynamic nature, but it is extremely computationally expensive. Though
Siddiqi and Kishek do provide some comparisons with experimental results [56]—with excellent
agreement—using this theory for designing equipment will often be impractical. However, despite
the chaos theory’s high up-front computational cost, once the phase-maps and bifurcation diagrams
have been produced, applying the SEY model is relatively inexpensive. This gives the theory
some flexibility when designing a device: one could, after first finding the attractor phases, quickly
simulate a wide range of material conditions.

1.5 Preventing Multipactor

As we have discussed, multipactor is extremely dangerous in vacuum electronic systems and must be
avoided to ensure reliable, long-term operations. This is particularly true in satellite communication
systems where replacing damaged components is impossible. Several methods have been explored
to prevent multipactor. Simple methods rely on directly reducing the secondary emission yield, such
as by adding surface coatings and using alternative materials [73–76] or undergoing multipactor
self-conditioning [74, 77]. Other suppression techniques will rely on altering the electron dynamics
by introducing external magnetic fields [17, 78–81] or DC electric fields [74]. External magnetic
fields, in particular, can be very effective for preventing multipactor; in a coaxial system, sufficiently
strong axial fields could block all electron motion between the two conductors. Altering the RF drive
signals can also disrupt the multipactor resonance. These methods can range from using simple
amplitude [82] or digital [19] modulation to abandoning sinusoidal wave-forms altogether [66].
One additional strategy for preventing multipactor is by trapping the emitted secondary electrons
within the surface by introducing surface roughness, either at the microscopic [83] or macroscopic
scale [84, 85]. This can be taken one step further by perforating the transmission line and allowing
electrons to escape the multipactor discharge [86–89].

All of these methods rely on reducing the secondary electron yield, either directly by altering
material properties (coatings, alternate materials) or by manipulating the electron dynamics to
reduce impact energies (applying external electromagnetic fields). However, the last two methods
(surface texture and porosity) instead take advantage of how the physical structure of the device
can affect electron motion. This is illustrated in Fig. 1.11 which shows electron emission from flat,
textured, and porous surfaces.

When an electron strikes a surface, a secondary electron will be emitted at some angle. On a
flat surface, as in Fig. 1.11a, secondary electrons return directly to the bulk vacuum. Introducing
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Figure 1.11: Illustration of how secondary electron emission is impeded by altering
the surface morphology. Examples are shown for emission from flat, textured, and
porous surfaces in (a), (b), and (c), respectively.

surface structures may interrupt this process. Figure. 1.11b shows an electron impacting a textured
surface. Instead of returning directly to the bulk vacuum, secondary electrons may instead collide
with a protrusion from the surface. Secondary electrons are generally emitted with low energies;
typically on the order of a few electron volts [1]. As a result, subsequent impacts against the surface
structures may result in the re-absorption of secondary electrons into the material. This effect is
enhanced further when we introduce surface porosity, as in Fig. 1.11c; secondary electrons will not
only undergo multiple impacts, but they may pass through the surface and leave the system entirely.

This work will experimentally test the efficacy of using textured surfaces for preventing multi-
pactor. These experiments, which will be discussed in Chapter 5, will use a partially 3D-printed
transmission line. Many additive manufacturing processes share a unique tendency to produce
inherently textured components, and such parts can be used as drop-in replacements for tradition-
ally manufactured components. We will demonstrate proof-of-concept for using these 3D-printed
structures to prevent multipactor.
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CHAPTER 2

Particle-in-Cell Simulations

As we discussed in Chapter 1, multipactor discharges are extremely difficult to describe theoretically,
particularly in coaxial geometries. Particle-in-cell (PIC) codes help bypass this difficulty by directly
simulating the electron trajectories and electromagnetic responses during a multipactor discharge. In
this chapter, we discuss a method for using CST Particle Studio to simulate multipactor discharges
and predict the breakdown characteristics of our experimental hardware.

2.1 Method for Quantifying Multipactor Susceptibility

Our simulations will focus on finding the lower bound of the susceptibility diagram. This breakdown
threshold is the minimum RF-power necessary to sustain a multipactor discharge. We can quantify
this threshold by considering the evolution of the electron population, ne, as a function of time.
Since multipactor is driven by secondary electron emission, the electron population at time t+ τ is

ne(t+ τ) = δ(t)ne(t) (2.1)

where τ is the average electron lifespan and δ(t) is the effective secondary electron yield as a
function of time. Thus, from (2.1), a stable, growing multipactor discharge will occur when the
secondary electron yield is greater than unity. By rearranging (2.1), we can solve for the effective
secondary emission yield

δ(t) =
ne(t+ τ)

ne(t)
. (2.2)

Since the multipactor electrons are generally resonant (albeit chaotically) with the RF drive signal,
δ(t) will oscillate with respect to time. When determining the boundaries of the operating regime
for multipactor discharges, it becomes convenient to define an average effective secondary emission
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Figure 2.1: Evolution of the electron population in a multipacting 50-Ω coaxial
transmission line with fd = 1.0 GHz ·mm operating at 2.45 GHz with several
RF-voltages.

yield, δave. The average effective SEY is defined as the time average of δ(t) over an RF-period:

δave =
1

Trf

∫ Trf

0

δ(t)dt (2.3)

where Trf = 1/f is the RF-period. During a stable, growing multipactor discharge, the average
effective secondary emission yield must be greater than unity; thus, we can define the multipactor
breakdown threshold voltage as the minimum RF-voltage such that δave = 1.0.

In our CST simulations, we track the growth of the electron population as a function of time;
an example is shown in Fig. 2.1 for a 50-Ω transmission line with fd = 1.0 GHz ·mm operating
at RF-voltage amplitudes ranging from 50 to 65 V. In the two highest-power cases, we see that
their electron populations are steadily increasing in time, indicating that they are stable multipactor
discharges. Conversely, the electron population steadily dies off when the voltage is only 50 V.
When the RF-voltage is 55 V, the electron population declines much more slowly, suggesting that
the discharge is only slightly below the multipactor breakdown threshold.

Figure, 2.2 shows the effective SEY as a function of time for this example case calculated using
(2.2). For simplicity, we assume the system is undergoing first-order, two-surface1 multipactor so
τ ≈ Trf/2. The values for the average, effective SEY, δave, are shown as horizontal dotted lines
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Figure 2.2: Evolution of δ(t) in a multipacting 50-Ω coaxial transmission line with
fd = 1.0 GHz ·mm operating at 2.45 GHz with several RF-voltages. The average
effective SEY, δave is shown as horizontal dotted lines.

and were generated by averaging over the last RF-cycle of each simulation. After the discharges
develop, they reach a steady oscillation around δave. From these data, we can clearly see that the
slow decline in electron population for the 55-V discharge corresponds to an average effective
secondary emission yield slightly below unity. This further supports our observation that the
breakdown threshold must be slightly higher than 55 V. The average effective secondary emission
yield becomes a simple tool for measuring the breakdown threshold. Since we are only concerned
with finding the conditions necessary to support stable, growing multipactor discharges, δave filters
out oscillations on the time-scale of a single RF-cycle and provides long-term insight on whether or
not a discharge will tend to grow or decay.

To generate our susceptibility diagrams, we perform CST PIC simulations over a range of
RF-voltages (typically in steps of 5 or 10 V) and generate a relationship between δave and RF input
power. We then obtain the predicted breakdown threshold by interpolating these data to find the

1When determining the multipactor susceptibility, the choice of τ is arbitrary, so long as the data are averaged over
several RF-cycles. Although the magnitude of the multipactor growth rate may be affected, the overall trend of growth
or decay will be preserved. Determining the true value of τ requires precise knowledge of the dominant multipactor
modes.
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RF-voltage such that δave = 1. To obtain the threshold in units of power, we use the relation

Prf =
V 2
rf

2Z0

(2.4)

where Vrf is the peak RF-voltage and Z0 is the transmission line’s characteristic impedance.
When determining the multipactor susceptibility, our simulations ignore space-charge effects.

During the onset of multipactor, the electron population is very small. Thus, space-charge should
have a negligible effect on susceptibility. This is contrary to a recent paper by Iqbal et al. [65] which
had suggested that, under certain circumstances, space-charge effects may alter the breakdown
threshold. However, this paper initiated their simulations with a very high initial space-charge; this
is not representative of a multipactor discharge developing from a small seed electron population.

2.2 Validating CST Particle Studio

Before simulating experimental structures, it is necessary to investigate under what conditions CST
Particle Studio reproduces existing experimental multipactor results. This test is necessary for
two reasons: first, we must ensure that multipactor discharges simulated by CST exhibit realistic,
physical behavior; secondly, we must choose a secondary emission model that accurately represents
the surface conditions of the multipacting transmission line. While secondary emission data are
extremely important for predicting multipactor, choosing the correct model can be difficult when
surface conditions are unknown. We tested several emission models to ensure our simulations can
reproduce published experimental data and provide reliable predictions of for our experiment.

For these verification tests, we compared our CST predictions of the multipactor breakdown
threshold to results from Woo’s 1968 experiment. We simulated a simple, 50-Ω characteristic
impedance coaxial transmission line, which is illustrated in Fig. 2.3. Two wave ports at either
end of the coaxial structure allow a constant-amplitude, TEM traveling wave to pass through the
system and stimulate the multipactor discharge. Particles that reach these wave ports are removed
from the simulation; a random-walk analysis showed that, on the length and time-scales of these
simulations, this particle loss is negligible [68]. These simulations were performed at a frequency
of f = 2.45 GHz, and fd ranges from 1 to 3 GHz ·mm. Since the frequency was held constant, fd
was adjusted by altering the gap between the inner and outer conductors while maintaining an aspect
ratio of b/a = 2.3. A cloud of electrons was introduced at the beginning of the simulation to seed
the multipactor discharge. These seed electrons were randomly distributed in position, direction,
and energy and fill the full volume of the transmission line vacuum. During these simulations, we
ignored space-charge effects, which should be negligible during multipactor onset.
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Figure 2.3: Simple coaxial model used for verifying CST PIC simulations. The
transmission line characteristic impedance is held constant at 50 Ω with b/a = 2.3
and d = b− a. The length of the transmission line is also held constant at 10 mm.

2.2.1 Multipactor Susceptibility from Different SEY Models

When simulating multipactor discharges, the SEY model chosen to represent the surfaces is of
crucial importance. In particular, the breakdown threshold can be extremely sensitive to the SEY
model; in [90], Fil et al. tested six SEY models, all fit to the same experimentally measured SEY
data, and found that the threshold electric field could vary by as much as 364%. This implies that
it may be impossible to run an accurate multipactor simulation without first calibrating the SEY
model against existing experimental data. Ultimately, this means that we must test several SEY
models to ensure that our simulations are accurate.

CST Particle Studio uses three main models for representing secondary electron emission [91].
The first model is simply the direct import of tabulated SEY data. Imported data can only represent
electrons impacting normal to a surface; angular effects are represented using a correction factor
that is based on the formulation used in the Vaughan model [27, 91]. The last two models are both
semi-empirical: the Vaughan [27] and Furman [31] models. The Vaughan model is relatively simple;
it only requires the maximum secondary emission yield (and the energy at which it occurs). The
form implemented in CST also allows for a smoothness parameter (assumed to be unity for smooth
surfaces; higher values correspond to rougher materials) and a threshold energy below which the
SEY is zero. The Furman model is the second semi-empirical model offered by CST. Unlike the
Vaughan model which only considers the total number of secondary electrons emitted, the Furman
model includes the emission of “backscattered” and “rediffused” electrons (those that had been
reflected by the surface) in addition to the “true” secondary electrons (which are fully absorbed and
then re-emitted). While the Furman model is the most physically descriptive, it relies on forty-four
fitting parameters, of which there are few sets available. Note that modified Vaughan model does
include reflected secondary electrons [26, 28], but it has not been implemented in CST Particle
Studio [91]. Additionally, unlike the Vaughan model, the Furman model does provide a model for
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Figure 2.4: Tabulated copper SEY data from Bojko et al. [92] used for CST PIC
simulations.

the electrons’ emission energy. CST uses a simplified form of this model when using tabulated data
or the Vaughan model and is weighted by a user-input temperature [91].

In these tests, we compared CST PIC simulations performed using tabulated data from Bojko
et al. [92] to those using the Furman model in an attempt reproduce Woo’s experiment [15]. For
the Furman model, we will use the fitting parameters for copper from his original paper [31]. The
tabulated SEY data, which are plotted in Fig. 2.4, represent copper that is either non-baked, or has
been baked for 24 h at 100 ◦C or 200 ◦C [92].

The simulated multipactor susceptibility diagram based on each SEY model is shown in Fig. 2.5.
These data are compared to Woo’s experiment [15], which is shown in black. It is unsurprising
to note that the data for non-baked copper provided the best agreement with the experiment. At
higher values of fd, the simulated breakdown voltage agreed with Woo’s data to within 5% (or
10% in power units), as indicated by the shaded region. In Woo’s experiment, he used copper
electrodes that had been abrasively cleaned, but had otherwise been left untreated [15]. These
conditions most closely match those used for the non-baked tabulated data, where the copper had
only been chemically cleaned [92]. Since both these methods are performed in air, the oxide
layers should remain relatively undisturbed and thus have relatively similar secondary emission
yields. This agrees with Graves’s experiment where the presence of these oxide layers was essential
for reproducing Woo’s data [16]. This is further demonstrated when using the SEY data for

28



1.0 1.5 2.0 2.5 3.0
fd (GHz  mm)

50

100

150

200

250

Pe
ak

 R
F 

Vo
lta

ge
 (V

)

Woo Experiment
Furman
Non-Baked
Baked at 100C
Baked at 200C

 25

100

225

400

625

Pe
ak

 R
F 

Po
w

er
 (W

)

Figure 2.5: Multipactor susceptibility diagram from PIC simulations of a 50-Ω
coaxial transmission line using several SEY models. Axes are scaled for both voltage
(left) and power (right) units. Shaded regions represent an agreement, in voltage
units, within 5% (or 10% in power units) with data from Woo’s 1968 experiment [15].

baked surfaces; increasing the bake-out temperature tended to increase the multipactor breakdown
threshold, as was the case in Graves’s experiment.

While the simulations using the tabulated SEY data generally agreed with Woo and Graves’s
experiments, those generated using the Furman model did not fare as well. Over the full range
of fd, the Furman model significantly under-predicted the multipactor breakdown threshold. The
exact cause of this mismatch is difficult to identify conclusively, but is most likely due to differences
between the materials used in Bojko et al. [92] and the experimental data used to define the Furman
model [31]

2.2.2 General Multipactor Behavior

While we are ultimately using CST Particle Studio for generating predictions of multipactor
susceptibility, it is also important to ensure that the simulated multipactor discharges display
realistic dynamic behavior. This is visualized in Fig. 2.6 which shows a multipactor discharge
developing from a single seed electron. This simulation was performed using the SEY data for
non-baked copper in a 50 Ω transmission line with fd = 2.00 GHz ·mm. We see that the discharge
has grown to over 3000 electrons and is azimuthally uniform after only a few nanoseconds, which
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Figure 2.6: Visualization of the evolution of a multipactor discharge from a single
seed electron. These data were generated in CST Particle Studio with Vrf = 120 V,
fd = 2 GHz ·mm, f = 2.45 GHz, and b/a = 2.3 (50-Ω characteristic impedance).
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Figure 2.7: Energy spectrum of electrons impacting the inner and outer conductors
of the coaxial transmission line during a multipactor discharge operating at the
breakdown threshold.

is consistent with published experimental measurements [16].
Another interesting behavior concerns the energy spectrum of electrons impacting the two

coaxial conductors. Such a spectrum is shown in Fig. 2.7 for a multipactor discharge operating
with an RF-voltage slightly above the breakdown threshold. These spectra are superimposed over
the non-baked SEY data used in this simulation. A vertical dotted line indicates the first crossover
energy—the energy at which impacting electrons emit exactly one secondary. Electrons tend to
impact the inner conductor at relatively low energies, below the first crossover point. This suggests
that multipactor discharges are driven primarily by the higher-energy impacts that occur on the
outer conductor. This implies that multipactor suppression is more heavily dependent on the surface
characteristics of the outer conductor. We will take advantage of this property in Chapter 5 where
we will explore multipactor-suppressive technologies. It is also intriguing to note that the spectrum
of electrons impacting the outer conductor is double peaked. The second, lower energy peak is most
likely due to single-surface and higher order multipactor modes, which generally have relatively
low impact energies [12, 56]. These results also agree with other studies which used the idealized
model of infinitesimally thin, axisymmetric, sheets of multipacting electrons with monoenergetic
emission velocities [5, 10, 53].

When we take space-charge into account, a multipactor discharge should eventually reach
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Figure 2.8: Evolution of the electron population and effective SEY during a saturated
multipactor discharge.

0 20 40 60 80 100
Incident Energy (eV)

0.0

0.2

0.4

0.6

0.8

1.0

Fr
eq

ue
nc

y 
(a

rb
. u

ni
ts

)

First Crossover Energy

Inner Conductor
Outer Conductor
SEY 0.0

0.5

1.0

1.5

2.0

2.5

SE
Y

Figure 2.9: Energy spectrum of electrons impacting the inner and outer conductors
of the coaxial transmission line during a saturated multipactor discharge.
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saturation. During saturation, the background, charge-induced electric field disrupts the multipactor
resonance and prevents further growth. We demonstrate this by performing a simulation that now
considers space charge effects. This simulation was performed using the non-baked SEY data
and a transmission line with fd = 2 GHz ·mm operating with Vrf = 120 V. Since multipactor
discharges reach saturation at extremely high electron densities, we use macro-particles weighted
with the charge and mass of 10,000 electrons.

The evolution of the electron population and effective secondary emission yield during this
saturated discharge is shown in Fig. 2.8. After an initial phase of rapid growth, the electron
population slows down after approximately 4 ns before reaching steady state after 10 ns. We also
see that the effective SEY oscillates around unity at this point. This behavior is a clear indication
that the discharge has reached saturation.

We also expect the impact energy spectrum to be altered somewhat during a saturated discharge.
This is shown in Fig. 2.9 where we see that fewer high-energy electrons (∼80 eV) now impact the
outer conductor, significantly inhibiting their contribution to the discharge’s growth.

2.3 Simulations of the Experimental Configuration

To ensure that the test cell will undergo multipactor at the desired experimental parameters, PIC
simulations were performed to provide predictions of the multipactor breakdown threshold. A
schematic representation of the coaxial transmission line used in the test cell is shown in Fig. 2.10.

The test cell uses a stepped coaxial transmission line. At its center lies the multipacting region
where the gap between the two conductors is smallest. The relatively small gap ensures that the
local multipactor breakdown threshold is reduced; this concentrates the discharge into this region.

19.1 mm9.53 mm

51.7 mm

101.6 mm

287.5 mm

Input Connector
at 50 Ω

Multipacting Region
d = 2.00 mm Quarter-Wave Transformer

Inner Conductor Outer Conductor

Figure 2.10: Schematic of the stepped coaxial structure used in this experiment.
Dimensions are shown for the case where d = 2.00 mm. Simulations for other values
of d were performed using dimensions matching the as-built hardware detailed in
Appendix C.
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Figure 2.11: Simulated breakdown threshold of the stepped coaxial transmission
line.

At the ends of the transmission line are the 50-Ω input/output segments. In the experiment, these
regions adapt to the external microwave hardware and allow power to enter and leave the vacuum
chamber. Two quarter-wave transformers, each between the 50-Ω segments and the multipacting
region, ensure an impedance match across the transmission line. Since the diameter of the outer
conductor is held constant at 19.1 mm, any changes in d will alter the impedance of the multipacting
region. As such, the quarter-wave transformers are adjusted for each value of d that is examined.

During these simulations, the discharge is driven by a 3.05-GHz signal that enters and leaves
the system through two wave-ports at either end of the transmission line. At the beginning of the
simulation, the multipacting region is seeded with a cloud of 10,000 electrons with randomized
position, energy, and direction.

We use the methodology described in Sec. 2.1 to determine the multipactor breakdown threshold
of the experimental transmission line. These data are shown in Fig. 2.11. Since the impedance of
the transmission line is not constant with respect to d, for convenience the breakdown threshold is
presented in both voltage and power units. Note that the power-axis is not perfectly proportional to
the square of the voltage-axis (as opposed to the axes in Fig. 2.5); this is because the transmission
line’s characteristic impedance varies with respect to d. From these simulations, we see that the
breakdown threshold ranges from 4 to 9 kW. Although these data show that this experiment
requires relatively high power levels (compared to other multipactor experiments [17, 20, 21]), the
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multipactor breakdown threshold is consistently below the 10-kW limit imposed by our experimental
microwave hardware. This added margin also provides space for testing multipactor suppression
technologies; the breakdown threshold can be significantly increased and still be experimentally
measurable.
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CHAPTER 3

Experimental Apparatus

In this chapter, we discuss the design and construction of the coaxial multipactor test cell, which is
photographed in Fig. 3.1. This work is an expansion of our previous discussion in the Review of

Scientific Instruments [22] and includes updates to our experimental hardware.

3.1 Vacuum Chamber and Transmission Line

At its heart, the multipactor test cell consists of a coaxial transmission line suspended in a vacuum
chamber. This is depicted in Fig. 3.2 which displays CAD renderings of the vacuum chamber and
transmission line structure. A block diagram representation of the vacuum system is also shown in
Fig. 3.3 Vacuum is provided by a Varian Turbo-V 250 turbomolecular pump backed by an Agilent
IDP-15 dry scroll pump. When the chamber is vented to atmospheric pressure, a gate valve isolates
the turbomolecular pump and prevents it from needing to be deactivated. A separate roughing line
allows the scroll pump to bring the chamber to pressures below 100 mTorr before opening the gate
valve. Pressure measurements are provided by a Kurt J. Lesker KJL-6000SS thermocouple gauge
(pressures above 1 mTorr) and a Kurt J. Lesker KJL-C354401YE ionization guage (pressures below
1 mTorr); base pressures are consistently below 1 µTorr.

The multipactor test cell uses a stepped coaxial transmission line whose design was based on
the simulations discussed in Chapter 2. Multipactor is concentrated in the central region where the
gap between the inner and outer conductors is minimized. Two quarter-wave transformers adapt
this central multipacting region to the 50-Ω segments at the input and output of the chamber. The
transmission line is designed such that both the inner and outer conductors can each be separated
into three segments, as is shown in Fig. 3.4. This segmented structure allows the central multipactor
region to be interchangeable. This has two main purposes: adjusting the gap between the inner and
outer conductors (and thus fd) requires replacing the center segment of the inner conductor, and the
segmented outer conductor enables the placement of multipactor-suppressive technologies over the
multipacting region.
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Figure 3.1: Photograph of the complete multipactor test cell.

Figure 3.2: CAD rendering of the full coaxial multipactor test cell. A cutaway view
reveals the internal structure of the coaxial transmission line and the placement of
the electron diagnostics and UV seeding source. An exploded view highlights the
connection between the MYAT adapters and the internal transmission line.
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Turbomolecular Pump

Ionization Guage

Foreline Valve

Roughing Valve

Scroll Pump

TC Gauge

MYAT Adapter

Figure 3.3: Block diagram representation of the vacuum system for the multipactor
test cell.

Input-Output Segment

Interchangable Load Segment

Quarter-Wave Transformer

Diagnostic Pore

Conductance Channel

Alignment Clamp

Multipacting Region

Figure 3.4: CAD rendering of the coaxial transmission line. Cutaway and exploded
views highlight the construction of the segmented inner and outer conductors.
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At the input and output of the chamber, two MYAT 101-059 reducers adapt external N-type
connections to the internal transmission line. Although these adapters are hermetically sealed,
additional MYAT 101-050 gas barrier flanges act as RF windows separating atmosphere from
vacuum. These ensure that the internal structure of the Type-N adapters remain at atmosphere, and
prevent multipactor from occurring inside of them.

The outer conductor has a constant inner diameter of 19.1 mm along its full length. As is
illustrated in Fig. 3.4, the three segments of the outer conductor are designed to interlock. Two
3D-printed ring clamps reinforce the connections’ seams and prevent the segments from separating.
Indium wire (not pictured) acts as a conductive gasket to ensure good electrical contact between the
segments. The center segment has an array of 1-mm pores that provide diagnostic access to the
interior of the multipacting transmission line. A set of 3.18-mm channels in the two input/output
segments ensure good vacuum conductance between the transmission line and the rest of the vacuum
chamber.

The three segments of the inner conductor, as illustrated in Fig. 3.4, are connected using two short
segments of threaded rod. The center segment of the inner conductor includes both the multipacting
region and the two quarter-wave transformers. Since the outer conductor has a constant diameter
and the quarter-wave transformers can only pass a single frequency, fd is altered by adjusting the
radius of the central multipacting region. The two 50-Ω segments have a constant diameter of
9.53 mm. Insets at their ends are press-fit with the MYAT adapters.

Cold tests of the coaxial transmission line were performed to demonstrate good impedance
matching across the multipactor test cell. These data were measured using an HP 8772D vector net-
work analyzer (VNA) and were calibrated using an Agilent 85052-D SMA calibration kit; additional
effects due to the use of SMA-to-N-type adapters were separately measured and compensated for.
These cold test results are shown in Fig. 3.5 with S11 (reflected power) in (a) and S21 (transmitted
power) in (b). In general, these structures show reasonably good performance. When averaged over
each of the five values for d, S11 = −13.3 dB and S21 = −0.27 dB. These suggest that relatively
little power is lost in the structure (5.95% overall); however, it must be taken into account when
determining the amount of power delivered to the multipacting region. If we assume that the loss
in each MYAT adapter and quarter-wave transformer pair is equal, then we can assume that the
corrected power, PMP , delivered to the multipacting region is

PMP = Pin +
S21

2
(3.1)

where Pin is the total power input into the vacuum chamber.
The quarter-wave transformers were designed based on CST Microwave Studio simulations

(shown as dashed lines in Fig. 3.5) and are intended to resonate at 3.05 GHz. However, the as-built
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Figure 3.5: Results from cold tests of the coaxial transmission line. Data for S11 and
S21 for each value of d used in the experiment are shown in (a) and (b), respectively.
A vertical, dotted line represents the operating frequency of f = 3.05 GHz. These
data are compared to CST Microwave Studio simulations, which are indicated by
dashed lines.
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transformers resonate at only 2.96 GHz, suggesting a minor error in their design or manufacture.
Such an error is not unexpected since quarter-wave transformers are extremely sensitive. The
length-scale of one of these transformers is on the order of one quarter-wavelength, and an error of
less than 0.5 mm can cause the observed shift in frequency [93].

3.2 RF Power Generation and Measurement

The multipactor test cell uses an external microwave source to generate the RF fields that drive the
discharge. A block diagram of the microwave circuit is shown in Fig. 3.6. RF power is generated
by an E2V MG5223F S-band magnetron. This magnetron, originally intended for marine radar
applications, emits 2.5-µs, 40-kW pulses1 of microwaves at a frequency of 3.05 GHz into WR-284

3.05 GHz
Magnetron RF Isolator Variable Attenuator WR284 to Coax

RF LoadCoax to WR284

MYAT Adapter

Vacuum Chamber
MYAT Adapter

Directional CouplerDirectional Coupler

Stepper Motor

OscilloscopeArduino Control Box Schottky Diode

Schottky Diode

Schottky Diode

Schottky Diode

Figure 3.6: Block diagram representation of the microwave hardware used in the
experiment.

1The pulse-length reflects the time at peak RF-power. Due to the long rise time that occurs when using the
Scandinova modulator, this peak power is defined based on when the Schottky diode signal is above 90% of its peak
value. This is discussed further in Appendix A.
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rectangular waveguide. Two high voltage modulators have been used to drive the magnetron at
various stages of the experiment. Earlier tests were performed using the Stanford Model 344M
Pulse Modulator, a 40-kV, 30-A hard-tube modulator. Final experiments used the 70-kV, 100-A
Scandinova M1 solid-state modulator. The characteristics of these two modulators, as well as their
effect on the RF and multipactor diagnostic signals, are discussed further in Appendix A.

A waveguide isolator placed at the magnetron output protects the source from power reflected by
the rest of the system. Power levels are then controlled by a variable attenuator that is remotely-
adjustable by an Arduino-controlled stepper motor. The design and operation of this stepper-motor
controller is discussed in more detail in Appendix C.

At the end of the input leg of the microwave circuit, the signal is converted from waveguide
to a coaxial, Type-N connection. RF power then passes through an RG-9 cable into a Narda
3022 directional coupler before entering the vacuum chamber. A second directional coupler at the
chamber output samples the RF signal before it is adapted back into the rectangular waveguide
and deposited in an absorptive load. The two directional couplers sample the forward, reflected,
and transmitted power signals which are then measured using several HP/Agilent 8472B Low
Barrier Schottky diodes. These diodes are calibrated relative to two calibrated bolometers using the
procedure described by Greening [94] and updated in Appendix B.2. Calibration of all other RF
components, particularly of the line attenuation used to reduce the power exposed to the Schottky
diodes, were initially performed using an HP 8772D vector network analyzer; these calibrations have
an uncertainty on the order of 0.2 dB. During later experiments, higher precision measurements of
the line attenuation were performed using the calibrated bolometers with the procedure described in
Appendix B.1. Due to a reduction in the usage of coaxial gender adapters, these measurements have
an uncertainty of only 0.1 dB

The Narda directional couplers have a peak-power limit of 10 kW; this sets the upper limit for
experiments conducted on the test cell. Higher power measurements2 were performed successfully
and the couplers were not observed to undergo breakdown. In addition, routine measurements on a
vector network analyzer did not show any significant shift in directivity or insertion loss, implying
that the couplers saw no long-term damage or loss in performance.

3.3 Electron Seeding and Diagnostics

The array of pores in the outer conductor enable the placement of a number of diagnostics around
the multipacting region. The multipactor test cell uses several electron diagnostics to directly detect
and measure the multipactor discharges. These diagnostics, whose typical placements are illustrated

2Higher power measurements have become necessary for some multipactor-suppression tests where the breakdown
threshold approaches the directional couplers’ 10-kW limit.
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Electron Multiplier Tube UV Optical Fiber

Figure 3.7: CAD rendering of the placement of the electron diagnostics and UV
seeding source.

in Fig. 3.7, fall under two categories: electron probes and electron multiplier tubes (EMTs). The two
sets of diagnostics operate on similar principals; both collect a sample of the multipactor electron
current and convert it into voltages that are read on an oscilloscope. In addition to these diagnostic
systems, Fig. 3.7 also shows the placement of an optical fiber for coupling UV photons from an
external LED for generating seed electrons.

3.3.1 Ultraviolet Seeding Source

A reliable seed electron source is essential for characterizing multipactor. This is particularly
important when observing discharges near the breakdown threshold where relatively few electrons
will satisfy the multipactor resonance condition. In the multipactor test cell, this seeding is achieved
by using two ultraviolet LED sources to stimulate electron emission inside the transmission line.
The seed electrons are emitted when the ultraviolet photons undergo photoelectric absorption on the
copper transmission line surfaces.

Two UV LEDs are used as electron seeding sources. Polycrystallic, oxygen-free copper has
a work function of approximately 4.4 eV [95], so 265-nm (4.679-eV) photons emitted by the
LEDs should stimulate sufficient photoelectric emission to trigger multipactor [62, 96]. The first
UV source is a Mightex FCS-0265-001 fiber coupled LED, driven by a Mightex SLC-MAO2-U
software-controlled driver. This LED is operated in continuous mode. A second LED (Thorlabs
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Figure 3.8: CAD rendering of the 3D-printed connectors for securing the UV fibers
to the coaxial transmission line

model M265L5) is operated in 1-ms pulses, timed such that they end 5 µs after each microwave
pulse. This pulsed operation minimizes LED heat-up and maximizes brightness [97].

The UV photons from each LED source are coupled into the vacuum chamber via two UV
fiber SMA feedthrough adapters (Accuglass model F04UV-133 and Kurt J. Lesker model FIBM1-
UV00-04-S-2). On the atmosphere-side of the system, the Mightex LED is connected to one of
the feedthroughs using a Thorlabs M113L01 solarization-resistant multimode patch cable, which
contains a 400 µm, 0.22 NA fiber (Thorlabs model FG400AEA). The Thorlabs LED is connected
directly to the second fiber feedthrough.

Inside the vacuum chamber, a bare FG400AEA fiber adapts the SMA connection at the two
feedthroughs to custom, 3D-printed connectors.3 These custom connectors, pictured in Fig. 3.8,
secure the UV fiber to the multipactor transmission line using 3D-printed, LEGO-style connection
points [98]. These fiber attachment points are frequently incorporated into the support structures for
the EMTs and electron probes to ensure the seeded multipactor discharges occur near the electron
diagnostics. This can be seen in Fig. 3.7 which shows the arrangement of all of the diagnostic
systems.

3Printed in Formlabs Durable V2 resin using a Formlabs Form2 3D-Printer.
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The Mightex UV source is designed to provide 400 µW of 265-nm photons when coupled
with the 400 µm fiber. If we assume a quantum efficiency on the order of 10−3 [99], this should
correspond to a seed electron current of approximately 85 nA. A similar number of electrons should
also be generated by UV photons from the Thorlabs LED. This suggests that the combination of the
two LEDs should generate seed electrons on the order of 106 µs−1. While this should be a sufficient
number of electrons to immediately trigger multipactor during each RF pulse, in practice long
wait-times (on the order of 10s of seconds to a few minutes) are observed at power levels near the
breakdown threshold. This is likely because the true source rate is much lower than our estimates.

Several factors can reduce the generation of seed electrons in the multipacting region. The most
obvious suspect is reduced intensity of the UV photons. Aside from attenuation within the optical
fibers, the UV intensity is highly sensitive to the temperature of the LED source. To minimize
heat-up, the Mightex LED is placed directly over a large fan while the Thorlabs source is pulsed at
a low duty cycle (< 10%). The seed electron rate is also potentially reduced due to uncertainties
in the quantum yield and work function of the copper surfaces. Although the transmission line is
machined from oxygen free copper, it is frequently exposed to air and is never baked. This means
that significant oxide layers form on all of the surfaces. These oxide layers can significantly increase
the work function; simulations from Sami et al. showed that a CuO monolayer can increase the work
function to values ranging from 5.34 to 5.75 eV (depending on crystal plane) [100]. This is well
above the energy of the two UV sources, suggesting that even small oxide layers can significantly
reduce UV-stimulated seed electrons.

Another interesting item to note is that once an initial multipactor discharge is observed, subse-
quent RF pulses will undergo multipactor. This is particularly prominent when the UV LEDs are
disabled; when operated at 10 kW (nearly double the breakdown threshold power), the multipactor
test cell has been observed to resist breakdown for nearly a minute. However, once a naturally
occurring seed electron appeared, multipactor began to occur during a majority of RF-pulses.

3.3.2 Electron Probe

The electron probes are capacitive sensors that collect charge from the current of multipactor
electrons leaking from the transmission line. Figure 3.9 shows a cutaway view of an electron probe
placed around the coaxial transmission line. Each electron probe has two main components: a 3D-
printed4 support structure and a copper collector plate. During multipactor, some of the multipacting
electrons leak out of the transmission line through 1-mm perforations in the outer conductor. These
electrons will then pass through larger electron channels in the 3D-printed structure before striking
the collector plate. A coaxial cable attached to the collector allows this small electron current to be

4Printed in Formlabs Durable V2 resin using a Formlabs Form2 3D-Printer.
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Figure 3.9: Cross-sectional CAD rendering of the basic electron probe design.
More complex geometries can be manufactured to accommodate placement of other
diagnostic systems.

coupled externally from the chamber and measured on an oscilloscope. A 4 MHz low pass filter
was placed at the input of the oscilloscope to remove high frequency interference from the probes’
output signals.

The basic structure of the electron probes is reminiscent of a simple capacitor: two conductors
(the collector plate and the grounded outer conductor) separated by a dielectric (the 3D-printed
support structure). Since the probes’ capacitance should be relatively constant (approximate
measurements using a QuadTech 1730 LCR Digibridge suggest that the electron probes have a
capacitance on the order of 50 nF) their response is highly dependent on their termination impedance.
When terminated with a low impedance (50 Ω), RC ≈ 2.5 µs. Since RC is on the order of the
RF-pulse length, this will prevent the probes from charging significantly over time. Thus, this
“fast” mode operation will result in a voltage signal that reflects the current of electrons striking the
collector plate.

Conversely, “slow” mode operation will leverage a high termination impedance to cause the
probe to gain an electrostatic charge over time. If the probe is terminated with R = 1 MΩ, then
RC = 50 ms; this is far longer than the RF pulse-length. When the multipactor electrons strike
the collector plate, they will charge it up like a capacitor; this is indicated by an increasing voltage
signal. Once multipactor ceases, no additional charge is collected, and the voltage signal will slowly
dissipate. However, since RC is much longer than the pulse-length, this decay will be negligible
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at the diagnostic signals’ time-scale. Thus, the presence of multipactor will be indicated by a DC
offset after the end of the RF pulse. This can serve as a reliable, binary indicator for multipactor.
This will be discussed further in Sec. 4.1 when we examine the diagnostics’ response to multipactor.

While both modes of operation produce signals that are analogous to each other, the choice of
using one over the other is dependent upon several practical considerations. The electron probes
are relatively insensitive, especially when compared to the EMTs. This is because they have no
internal gain mechanism to amplify the multipactor current signal. Since the probes’ signals are very
small, they are highly sensitive to electromagnetic interference from external sources, particularly
when operating in the fast mode (low termination impedance). When operating in the fast mode,
an electron probe’s signal amplitude may be very small (∼5 mV). Such small signals can easily
be masked by the noise generated by the high voltage modulator switching on and off. On the
other hand, the DC offset produced in the slow mode (high termination impedance) will remain
as a reliable indicator for multipactor. This interference effect is discussed in further detail in
Appendix A where we examine signal noise introduced to the diagnostic channels by the operation
of the high voltage modulator.

3.3.3 Electron Multiplier Tube

Electron multiplier tubes are ideal devices for detecting and measuring the multipactor electron
current. Figure 3.10 shows a diagram of the basic structure of a typical EMT [38, 39]. Electron
multiplier tubes amplify an electron current through the same mechanism as multipactor. When
electrons enter the tube, they will impact a dynode’s surface and undergo secondary electron
emission. Instead of using alternating electric fields as in multipactor, each dynode in an EMT is

Anode

Dynode 1

Dynode 2 Dynode 3

Dynode 4 Dynode 5 Dynode 7

Dynode 6 Dynode 8

Electrons

Figure 3.10: Basic diagram of a typical electron multiplier tube.
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Figure 3.11: CAD rendering of the placement of the Hamamatsu EMT.

charged to a successively higher electrostatic potential. The re-emitted secondary electrons are then
focused onto a second dynode. Additional dynode stages further amplify the electron current before
it is collected at the anode and measured on an oscilloscope.

Two electron multiplier tubes are available for use in the multipactor test cell: an ETP model
AF566 and a Hamamatsu model 5150-10. Both tubes provide a very similar signal response to
multipactor and are effectively interchangeable. Figure 3.11 shows the placement of the Hamamatsu
EMT around the coaxial transmission line. The EMTs are secured to the outer conductor by a
3D-printed5 support structure, aligned such that one of the diagnostic pores is facing the EMTs’
first dynode. High voltage for operating the EMTs is generated by a Stanford Research Systems
PS350 5-kV power supply. Output from each of the EMTs’ anodes is coupled to a 50-Ω-terminated
RG-58 coaxial cable and recorded on an oscilloscope.

5Printed in Formlabs Durable V2 resin using a Formlabs Form2 3D-Printer.
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CHAPTER 4

Experimental Characterization of Multipactor
Discharges

In this chapter, we present experimental results from initial testing of the multipactor test cell.
This includes a discussion on how the properties of the multipactor discharge can be inferred from
the various diagnostic signals. We also demonstrate a method for characterizing the multipactor
self-conditioning process and how this affects measurements of the breakdown threshold.

4.1 Multipactor Behavior and Response from Diagnostics

During multipactor, when the electrons are accelerated by the RF fields, they have a distinct effect on
any signals passing through the transmission line. This effect is illustrated in Fig. 4.1 which shows
the calibrated Schottky diode signals for the RF power delivered to, reflected by, and transmitted
through the test cell. During multipactor, the power that is reflected by the transmission line is
reduced. This is not due to an improvement in the impedance matching.1 Instead, the multipactor
electrons are absorbing power from both the forward and reverse waves [101], and this energy
is deposited into the transmission line as heat. Since the reflected power tends to be particularly
sensitive to multipactor, we will use this signal to examine the discharge’s evolution. We break this
down into three distinct phases: the pre-discharge phase, the growth phase, and the saturation phase.

During the pre-discharge phase, the multipactor discharge has either not yet occurred or is too
small to observe. This phase is characterized by the time spent waiting for the initial seed electron
that triggers an avalanching discharge. Once the seed electron appears and multipactor occurs, the
electron cloud will continue to grow until it is absorbing sufficient energy to significantly perturb the
power signals. When the discharge reaches this point, we observe a significant drop in the reflected
power signal, as is shown in Fig. 4.1. During this growth phase, the increasing space charge effects

1During a conventional plasma breakdown, one would expect an increase in reflected power. This is because plasma
will alter the transmission line’s characteristic impedance [102]; the resultant mismatch causes the increased reflection.
However, in this experiment this effect appears to be overshadowed by the power deposited into the electrons.
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Figure 4.1: Example of the forward, reflected, and transmitted power signals during
a multipactor discharge.

will eventually become sufficiently large to disrupt the electron motion and break the multipactor
resonance. Once the discharge reaches this saturation point, it will cease growing. We can see this
transition occur in Fig. 4.1 when the reflected power signal levels off and reaches a new flat-top.

We can compare this interpretation of our power signals to the electron diagnostics. Recall that
these systems directly sample the current of electrons striking the outer conductor, which itself is
proportional to the overall electron density within the transmission line structure. As a result, their
signals should correspond to the evolution of the multipactor discharge we inferred from Fig. 4.1.
This is particularly evident when we examine data from the electron probe operating in the fast
mode. Figure 4.2 shows a comparison between the forward and reflected power signals and the
fast mode electron probe signal. A vertical dotted line represents the point when the electron probe
signal begins. Once the reflected power signal indicates that the discharge has reached the growth
phase, the probe signal begins to reflect the current of electrons striking the collector plate. This
signal continues to increase before leveling off when the discharge saturates. Once the RF-pulse
is terminated, the electron probe no longer collects any current and the signal returns to noise
levels. This behavior perfectly mimics the evolution of the electron population we expect during a
multipactor discharge.

Note that the raw electron probe signal in Fig. 4.2 has a very poor signal-to-noise ratio. While
simple post-processing algorithms (described in Appendix A) can reveal the true probe signal, these
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Figure 4.2: Example of the signal response of an electron probe operating in the fast
(low termination impedance) mode. Also shown are the forward and reflected power
signals to visualize the evolution of the multipactor discharge.

high noise levels limit the usefulness of fast mode operation for real-time signal monitoring. This is
alleviated when we use the slow mode electron probe signal, which is shown in Fig. 4.3. A vertical
dotted line, indicates the beginning of the electron probe’s signal, highlighting the time correlation
between the electron and power diagnostics.

When the electron probe is operating in slow mode, instead of measuring the current, its signal
represents the cumulative amount of charge that is collected during a multipactor discharge. Once
multipactor reaches saturation and the electron population stabilizes, the current collected by the
probe will become constant. This causes the probe’s signal to increase linearly with respect to time
before reaching a constant DC-offset after the RF pulse ends and the discharge dissipates. Although
Fig. 4.3 still shows significant noise, the DC-offset is easily recognizable in the raw, unfiltered
signal. This becomes a very clear, binary indicator that an operator could use to detect the presence
of multipactor in a pulsed system.

Figure 4.4 shows an example of a signal from the Hamamatsu electron multiplier tube. Signals
from the ETP EMT exhibit similar behavior. Like the electron probe, the EMT directly samples
the current of electrons impacting the outer conductor. However, this device does not appear to
directly follow the evolution of the multipactor discharge. This suggests that the more complicated
physical structure of the EMT has a relatively high capacitance that distorts the EMT’s response
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Figure 4.3: Example of the signal response of an electron probe operating in the slow
(high termination impedance) mode. Also shown are the forward and reflected power
signals to visualize the evolution of the multipactor discharge.
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Figure 4.4: Example of the signal response of the Hamamatsu electron multiplier
tube. Signals from the ETP EMT exhibit similar behavior.
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to multipactor. Regardless, although the finer structure of the multipactor discharge appears to be
lost, the EMT’s high amplification factor allows it to respond to smaller multipactor discharges that
occur closer to the breakdown threshold than those observable by the electron probe.

4.2 Multipactor Self-Conditioning

During multipactor discharges, electrons repeatedly bombard the transmission line surfaces. When
electrons strike these surfaces, they can cause localized heating that may encourage the release of
trapped gasses, and oxide layers on the metal surfaces may be removed. As the surface characteristics
of the transmission line are altered, their secondary emission properties will also change. This can
lead to a significant shift in the multipactor breakdown threshold.

This shift in breakdown threshold has been acknowledged for several decades and is known as
multipactor self-conditioning [15, 74]. During this conditioning process, the multipacting electrons
will “clean” the transmission line surfaces. In a copper transmission line structure like the one used
in this experiment, this will remove surface impurities and reduce oxide layers. As we previously
saw in Graves’s experiment [16], “dirty” copper surfaces with an intact oxide layer will have a much
lower multipactor breakdown threshold than a transmission line that has been rigorously cleaned
and baked. In a similar vein, we expect the breakdown threshold to increase as a transmission line
undergoes prolonged exposure to multipactor.

Experimentally, we investigated this phenomenon by measuring the breakdown threshold as a
function of exposure to multipactor. During this process, we recorded several measurements of
the breakdown threshold2 before going to a higher power level and allowing the system to “cook”
for a period of time. After this conditioning step, the threshold was remeasured. This process was
repeated until we no longer observed increases in the breakdown threshold after further exposure to
multipactor.

The results from this multipactor self-conditioning process are shown in Fig. 4.5. These data
were generated by using the Stanford modulator driving the magnetron with 2-µs (at peak power)
pulses at a repetition rate of 16.8 Hz, and they were measured using a 2-mm gap between the inner
and outer conductors (fd = 6.1 GHz ·mm). Figure 4.5 also shows a comparison with a prediction
for the final breakdown threshold from CST PIC simulations. Between each data set, the system
was allowed to rest in vacuum for a minimum of 22 h so the surfaces could decondition and reset.

Figure 4.5 shows that the breakdown threshold is inconsistent on a day-to-day basis and is
well below the levels predicted by our simulations when the system has not yet undergone the
conditioning process. However, after the first fifteen-minute-long conditioning step, the breakdown
threshold increases very significantly before stabilizing after 45 min to 1 h of total multipactor

2The procedure for measuring the breakdown threshold is discussed below in Sec. 4.3.
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Figure 4.5: Multipactor breakdown threshold as a function of conditioning time. A
black, horizontal line represents the breakdown threshold predicted by CST PIC
simulations using SEY data for non-baked copper. These data are for the case where
fd = 6.10 GHz ·mm. RF-power was supplied in 2-µs pulses with a repetition rate
of 16.8 Hz.

exposure. Once the conditioning process is complete, the final breakdown threshold is consistently
within 5% of the CST predictions.

Recall that the data shown in Fig. 4.5 was generated using the magnetron operating with 2-µs
pulses and a repetition rate of only 16.8 Hz. This extremely low duty cycle (3.36× 10−5) means
that the cumulative exposure to multipactor is very low. Over the full 90-min run of this experiment,
multipactor only occurs for a total of 181.4 ms. This is in contrast to other experiments where RF is
applied in relatively long bursts (CW in Woo [15]; 4-s pulses in Graves [16]). Even other short-pulse
experiments operated with much higher duty-cycles (2-µs pulses at 10% duty cycle in Mirmozafari
et al. [62]). This suggests that during these experiments, the multipactor self-conditioning process
will occur relatively rapidly compared to the time-scale of their human observers.

Recall that the SEY data used for the CST PIC simulations presented in Chapter 2 were
benchmarked relative to Woo’s published experimental data. In his article, Woo noted that he
attempted to minimize exposure to multipactor to prevent this conditioning effect [15]. As a result,
we may expect our simulations (with SEY data for non-baked copper from Bojko et al. [92]) to
better correspond to data from before the surfaces undergo conditioning. However, this is likely
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not the case because of how rapid the conditioning process is on human time-scales. In Woo’s
CW, manually operated experiment, the system will reach a fully conditioned state before any
measurements could be taken.

Further testing with the Scandinova modulator also found that the full time-scale of the con-
ditioning process appears to scale linearly with the duty cycle. Doubling the repetition rate to
33.6 Hz reduced the run-time from 90 min to 45 min without significantly altering the breakdown
threshold. This further supports our conclusion that multipactor self-conditioning is only dependent
on the total, cumulative exposure to multipactor and is consistent with computational results from
Al Hajj Sleiman et al. [77].

4.3 Multipactor Susceptibility Measurements

Aside from general characterizations of the multipactor breakdown, the primary goal of this work
is to measure the power thresholds necessary for a discharge to occur. To measure the breakdown
threshold, the RF power level is slowly increased while the operator monitors the oscilloscopes
displaying the various diagnostic signals. During this process, RF power is pulsed with a repetition
rate of 16.8 or 33.6 Hz.3 Once the diagnostics begin to respond to multipactor, power is then
reduced until multipactor is no longer observed. This process is then repeated until the power
level is precisely tuned such that multipactor is only barely observable. Once this is achieved, the
oscilloscopes are frozen, their signals are recorded, and the RF-power is brought to low levels (100
to 200 W). This overshoot-then-tune method is used to accommodate for the test-cell’s extremely
low duty cycle and relatively small seed electron source rate. By briefly going to higher power
levels, the transmission line can be seeded with residual charged species that can enhance the seed
electron population and reduce the wait-time for multipactor.

Since this procedure for measuring the breakdown threshold is based on the operator’s live
interpretation of the diagnostic signals, it is repeated several times (typically five to ten) to account
for variances in the operator’s judgment. Final measurements of the breakdown threshold are then
reported as an average and standard deviation.

Also note that this procedure for measuring the breakdown threshold does not typically allow the
operator to directly record the diagnostic signals that occur during the smallest observed discharge.
Instead, subsequent RF pulses are used to represent the power level the operator considers to be the
multipactor breakdown threshold. The breakdown threshold is then considered to be an average
over the RF pulse. Because the RF signal does not have a well-defined rise-time when we use the
Scandinova modulator, our averaging algorithm only includes the highest-power segment of each
pulse. This is described further in Appendix A.

3Higher repetition rates may be used to compensate for low seed-electron source rates.
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Figure 4.6: Experimentally measured multipactor susceptibility diagram. Data are
shown for both “fresh” and fully conditioned surfaces. Experimental data were mea-
sured using the Stanford Modulator (originally published in the Review of Scientific
Instruments [22]) and were later reproduced using the Scandinova modulator. These
data are also compared to updated CST Particle Studio simulations (in black), with
the shaded region representing 10% agreement.

Figure 4.6 shows an experimentally measured susceptibility diagram for the coaxial multipactor
test cell. Two data sets are presented here. The first data set represents our original experiment
published in the Review of Scientific Instruments [22] and was measured using the Stanford mod-
ulator. Each of these data points represent the average of ten consecutive measurements of the
breakdown threshold. These data were later reproduced using the Scandinova modulator. All of the
experimental data are compared with updated PIC simulations that were performed in CST Particle
Studio, with the shaded region representing agreement to within 10%. These updated simulations
reflect minor adjustments that were added to the as-built experimental hardware.

The data in Fig. 4.6 highlight the importance of the multipactor self-conditioning effect by
comparing “fresh” surfaces (zero conditioning time) to those that had been fully conditioned (after
the final conditioning step). Before conditioning, the breakdown threshold is highly inconsistent
and could not be reproduced on a day-to-day basis. However, once the transmission line is fully
conditioned, the data are both consistently within 10% of the CST simulations and highly repeatable
between experimental trials.
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CHAPTER 5

Multipactor Suppression

In this chapter, we discuss simulations and experiments for testing techniques for preventing
multipactor. In particular, we will focus on how textured surfaces can reduce the secondary electron
yield. By inhibiting secondary electron emission, textured surfaces will retard multipactor growth
and raise the power limits for safe operation.

5.1 Transmission Line Fabrication

This work will focus on experiments using textured surfaces to prevent multipactor in the University
of Michigan coaxial multipactor test cell. Textured and porous surfaces have been shown to be
effective tools for preventing multipactor [76, 85–87, 89, 103]. However, their greatest challenge lies
in their manufacture. In previous studies, porous surfaces were produced using lithographic etching
technologies [86, 87]. These methods are based on etching patterns into a masked substrate. Various
etching media can be used, including both conventional chemical methods and more advanced
plasma-based technologies. The key lies in how the pattern is applied to the mask that shields the
substrate. In photolithographic systems, a UV laser etches the pattern into the mask, exposing the
substrate to the etching medium. In a coaxial system, the application of the pattern onto the mask
becomes an issue because there is very little space inside the outer conductor. For example, the
outer conductor in a 50-Ω, Type-N coaxial connector1 is less than 1 cm in diameter [104]. Few, if
any, high-power etching lasers will fit inside this component. This raises the question: how do we
make a textured, coaxial transmission line?

Additive manufacturing processes form parts by fusing materials in layers. As a result, their final
surface finish will contain artifacts from this layered construction. Depending on which 3D-printing
methodology is used, these components can have extremely high surface roughness. Because of this
texture, we can use additive manufacturing as a convenient method for introducing surface texture
to transmission line structures.

1One of the largest commonly used connectors.
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These experiments evaluated the multipactor suppressive effects from using 3D-printed surfaces.
We tested coaxial transmission line structures manufactured using two different processes: selective
laser melting (SLM) and atomic diffusion additive manufacturing (ADAM). Only the outer conductor
was 3D-printed in this experiment. This served two purposes. First, this minimized the number of
parts that need to be manufactured; since every fd requires a new inner conductor, it is convenient
to pair the original machined parts tested in Chapter 4 with a single printed outer conductor.

Recall in Sec. 2.2.2, our PIC simulations showed that electrons tended to hit the outer conductor
at higher energies. This implied that coaxial multipactor is driven primarily by the outer conductor
and suggested that alterations to the outer conductor’s SEY will have the greater effect on the
multipactor susceptibility. This led to the second reason why we only modified the outer conductor:
the breakdown threshold will be increased sufficiently to demonstrate proof-of-concept, but will
also ensure that the breakdown threshold remains below the upper power limits of the multipactor
test cell. Once we have demonstrated that 3D-printed transmission lines are an effective tool for
preventing multipactor, future experiments can be performed to evaluate the full potential of this
technology.

5.1.1 Selective Laser Melting (SLM)

The first 3D-printing technology we explored is Selective Laser Melting (SLM). The SLM process
is a form of powder-based 3D-printing [105, 106]. Like most additive manufacturing processes,
parts are produced layer-by-layer. Initially, a layer of fine, metal powder is evenly distributed over
the printing bed. A high-power laser fuses the powder along the part’s contours. This process is
repeated for subsequent layers, with fresh powder being applied after each laser scan. Depending
on the print settings, SLM-printed components can have relative densities that are either very high
(99.9%) or extremely low (foam-like) [107]. Low-density parts can be extremely porous [108]. The
many voids in such a material would efficiently trap secondary electrons, and thus may provide
excellent resistance to multipactor. For copper in particular, high density, high purity parts can be
produced with electrical properties similar to OFHC copper [108], suggesting minimal losses in
signal quality. Additionally, SLM-printed parts can have very high levels of dimensional accuracy,
and may need minimal post-processing [105, 106].

Selective laser melting is a powerful tool for producing high resolution parts from a wide range
of materials. However, it has a number of significant drawbacks. The most obvious disadvantage is
its relatively high cost; SLM 3D-printers are expensive compared to other additive manufacturing
technologies, and the cost of the metal powders are several orders of magnitude more expensive
than bar stock [106]. These metal powders also have a number of safety considerations. Aside from
the respiratory hazard from using fine particulates, metal powders are extremely flammable. The
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Figure 5.1: Photograph of the SLM-printed outer conductor segment. The total
length of this part is 76.2 mm (3.0 in).

build chamber must be pressurized with inert gas to prevent explosion [106].
We tested the multipactor resistance of an SLM-printed coaxial outer conductor, which is

photographed in Fig. 5.1. This part was produced from 15–53-µm copper powder with the following
print settings: a laser power of 200 W, a scan speed of 300 mms−1, a hatch distance of 150 µm,
and a layer thickness of 30 µm. A casual inspection of the part’s inner surface shows that it has a
very significant surface roughness and should provide some protection against multipactor.

After the conclusion of the multipactor experiment, the SLM-printed outer conductor was
bisected and imaged by the Michigan Center for Materials Characterization. Two scanning electron
microscope (SEM) images of the part’s inner surface are shown in Fig. 5.2. In the cross-section
view shown in Fig. 5.2a, the surface roughness resembles a mountainous plateau. A second view of
the SLM-printed surface is shown in Fig. 5.2b. From this top-down perspective, we see that deep
pores are scattered over the surface.

In Sec. 5.2, when we approximate the surface structures so we can modify the SEY curve, we
will represent the peaks and valleys in Fig. 5.2a as an infinite array of pyramidal pits. Although
this approximation is quite extreme (and ignores the smaller, deeper pores visible in Fig. 5.2b), it
will allow us to use a simple and efficient ray-tracing algorithm for predicting the SEY. These pits
are characterized by a width w and height h. Based on our SEM images, we will assume that the
cavities are approximately 100 µm wide and 50 µm deep.

To verify the material composition of the SLM-printed conductor, the Michigan Center for
Materials Characterization also performed an energy-dispersive x-ray spectroscopy (XEDS) analysis.
These results are shown in Table 5.1. Note that XEDS is only a surface-level analysis tool; the
measured x-ray spectra typically only represent materials less than 100 µm from the surface [109].
To counter this, we have obtained measurements at two locations: a) the surface where multipactor
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(a) Cross-Section (b) Top View

Figure 5.2: SEM micrographs highlighting the surface texture of the SLM-printed
outer-conductor. Images are from the Michigan Center for Materials Characteriza-
tion.

TABLE 5.1
MATERIAL COMPOSITION OF THE SLM-PRINTED CONDUCTOR

MP Region Cross-Section
Element Weight % Atom % Weight % Atom %

Cu 85.22 63.22 92.55 84.69
O 9.25 27.24
Al 3.61 6.31 4.49 9.67
Si 1.92 3.23 2.49 5.15
Fe 0.48 0.49
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will occur and b) at the cross-section where the sample was cut in half. The data from the cross-
section provide a better representation of the 3D-printed part’s bulk material composition.

The SLM-printed conductor is principally made up of copper with some aluminum, silicon,
and iron impurities. Inside the multipactor region, we see a very large oxygen concentration; this
indicates the presence of a thick oxide layer. This oxide layer is likely substantially reduced during
multipactor self-conditioning. Oxygen was not observed in the cross-sectional measurement, which
implies minimal oxidation within the bulk structure of the conductor, likely because they were
fabricated in an inert atmosphere.

5.1.2 Atomic Diffusion Additive Manufacturing (ADAM)

Atomic diffusion additive manufacturing (ADAM) is an alternative method for 3D-printing metallic
structures. This newer 3D-printing concept has been recently developed by Markforged Inc. [110].
A similar process, trademarked as Bound Metal Deposition, has been patented by Desktop Metal
Inc. The ADAM process is based on conventional fused deposition modeling (FDM) 3D-printers.
In FDM, parts are formed by fusing layers of extruded plastic filament. This relatively inexpensive
process is the technology driving the majority of consumer-grade desktop 3D-printers. Instead of a
plastic filament, ADAM uses a metal wire coated in a polymer sheath; this plastic coating acts as
an adhesive binder while the part is printed. After the initial printing, the “green” part is fired in
a sintering oven and the binding agent is pyrolized away. Once this process is complete, only the
final, metal structure will remain.

We evaluated the multipactor resistance of an ADAM-printed coaxial outer conductor. Since
ADAM-printed parts are produced using an extruded filament, their surface finish is dominated
by the layer-line structures. These large grooves can potentially provide significant resistance to
multipactor [85, 103]. Due to size constraints of the sintering oven used by our third-party printing
vendor, the multipacting segment of the coaxial transmission line needed to be shortened. To ensure
multipactor does not occur between the smooth, machined surfaces, the inner conductor was also
shortened such that its central multipacting region only overlaps the ADAM-printed outer conductor
segment.

The ADAM-printed outer conductor was manufactured using a Markforged MetalX printer with
a post-sintered layer-height of 129 µm. A photograph of our ADAM-printed outer conductor is
shown in Fig. 5.3. In this image, we can clearly see the banded structure that was formed from by
the filament-based printing process.

After the conclusion of the multipactor experiments, the ADAM-printed conductor was bisected
and imaged by the Michigan Center for Materials Characterization. Two SEM micrographs of the
ADAM-printed surface structure are shown in Fig. 5.4. The cross-sectional view in Fig. 5.4a shows
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Figure 5.3: Photograph of the ADAM-printed outer conductor segment. The total
length of this part is 50.8 mm (2.0 in).

(a) Cross-Section (b) Top View

Figure 5.4: SEM micrographs highlighting the surface texture of the ADAM-printed
outer-conductor. Images are from the Michigan Center for Materials Characteriza-
tion.
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that the surface structures are dominated by the fused cylindrical filament, resulting in an array of
long trenches. At macroscopic scales, similar grooved structures have been previously shown to
significantly reduce secondary electron emission [103] and increase the multipactor breakdown
threshold [85].

TABLE 5.2
MATERIAL COMPOSITION OF THE ADAM-PRINTED CONDUCTOR

MP Region Cross-Section
Element Weight % Atom % Weight % Atom %

Cu 86.64 66.14 100 100
O 8.07 24.47
Al 3.64 6.54
Si 1.65 2.86

Once again, an XEDS analysis was performed to confirm the material composition of the 3D-
printed outer conductor. On the surfaces near the multipacting region, we see a significant oxide
layer and some minor aluminum and silicon impurities. However, at the cross-section where the
part was cut in half, we only observed the characteristic x-rays for copper. This suggests that the
bulk material has virtually no impurities; this confirms Markforged’s claim of copper concentrations
greater than 99.8% [111].

5.2 Modeling Surface Effects

Textured surfaces reduce the secondary emission yield by trapping electrons inside surface protru-
sions. As we discussed in Chapter 1, secondary electrons may be reflected within surface cavities
several times before they diffuse into the bulk vacuum. Since secondary electrons are generally
emitted with low kinetic energies, very few true secondaries will be emitted from these successive
impacts. As a result, the effective SEY of the material can be significantly reduced. We will simulate
this modification to the SEY curve by using a Monte-Carlo, ray-tracing algorithm similar to those
used in previous studies [86]. The multipactor susceptibility can then be predicted by using these
modified SEY curves in PIC simulations.

When calculating the texture-modified SEY curve, we must choose an emission model for the
nominal, smooth surfaces. Although other SEY models that include backscattering and rediffusion
will better represent the low-energy impacts between the cavity surfaces, we use the non-baked,
tabulated data from Bojko et al. [92], as it gave the best agreement with Woo’s data [15] in Fig. 2.5.
This also ensures our subsequent PIC simulations are comparable to our prior work.
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5.2.1 Monte-Carlo SEY Generation

The textured SEY is calculated using a Monte-Carlo algorithm based on work by Ye et al. [86]. We
begin with several simplifications. First, we assume that these processes occur instantaneously; the
lifetime of the secondary electrons trapped within the surface structures is much shorter than an
RF-period. We also assume that the electrons are not influenced by electromagnetic fields (either
from the applied RF or from space-charge effects) when they are near the transmission line surfaces.
Finally, we use a simplified representation of the surface structures. The curvature of the coaxial
transmission line is neglected, and the micro-scale surface structures are modeled as infinite arrays
of geometrically-simple cavities.

Consider a single, three-dimensional cavity with an opening at its top surface, parallel to the
xy-plane. An electron traveling with some energy E enters the cavity at point r0. The electron
approaches the cavity at a polar angle θ relative to the z-axis. We do not assume the cavity is
axisymmetric, so the electron is also traveling with some azimuthal angle ϕ about z. After the
electron enters the cavity, it impacts a surface.

A ray-tracing algorithm (described in Sec. 5.2.2) locates the point of impact and identifies the
surface. An SEY model2 is then applied to determine the number of secondary electrons, δ, that
are emitted based on the primary’s energy and angle-of-impact (relative to the impact surface).
Since the SEY is rarely an integer, we do not consider discrete secondary electrons; instead, we
increase the primary electron’s “weight” (initially, w = 1) by a factor of δ. The weighted secondary
electron is then emitted from the surface with some new energy and direction; secondary electrons
are emitted with Maxwellian energy, cosine-distributed polar angle, and uniform azimuthal angle.
This procedure is iterated until the electron leaves the cavity and returns to the bulk vacuum. The
weight of the escaped particle is the SEY of the textured surface.

Of course, a single seed electron is a poor statistical sample, so we instead consider several
thousand particles distributed evenly in a sheet at the top surface of the cavity. The effective SEY of
the textured surface is then

δeff =
1

N

N∑
i

wi, (5.1)

where wi is the final weight of each electron, and N is the number of seed electrons.

2Any SEY model can be used; however, since the secondary electrons generally have low energies, it is best to use
a model that considers the rediffusion and backscattering of low-energy primary electrons. Such models include the
modified Vaughan model [26, 28] (which assumes constant SEY below some cutoff energy) or the Furman model [31]
which uses a robust statistical model for backscattered and rediffused electrons.
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5.2.2 Ray-Tracing Model

Our model uses a vector-based ray-tracing algorithm for quickly solving for the electron trajectories
between the cavity surfaces. Consider the simplified case illustrated in Fig. 5.5 with an electron
impacting a plane at angle α relative to the normal vector n̂. The set of points p will lie on this
plane if

(p− p0) · n̂ = 0 (5.2)

where p0 is a known point on said plane. Since we assume that the electron is not accelerated, the
set of points along its trajectory is expressed by the linear vector equation

r = r0 + v̂s (5.3)

where r0 is a known point along the trajectory (we will use the electron’s origin), v̂ is the velocity
unit vector, and s is a length scale. To find the point where the electron impacts the surface, we set
p = r and substitute (5.3) into (5.2). We then solve for s at the point where the electron impacts the
surface:

s =
(p0 − r0) · n̂

v̂ · n̂ . (5.4)

With s, (5.3) evaluates to the point of impact.
So far, this algorithm has only considered a system with a single, infinite surface. When

considering more than one surface, this ray-tracing method may indicate more than one point of
impact. This occurs when an electron impacts outside the bounded domain of the surface cavity.
We must now filter these impacts to only include those that occur within the finite cavity faces.

n̂

p0

r0
v̂

α

Figure 5.5: Illustration of the vector analysis used to determine the point-of-impact
of an electron against a single plane.

65



For the SLM-printed metals, we will assume that the pyramidal cavities have triangular faces3.
Consider the case where an electron’s trajectory intersects a plane (with surface normal n̂) at point
P . The cavity’s face is the triangle ABC whose edges are the vectors AB = B−A, BC = C −B,
are CA = A− C. Now, let us define the vectors AP = P − A, BP = P −B, and CP = P − C.
Since all of these points are on the same plane, the cross-products AB × AP , BC × BP , and
CA× CP will have a single component in the n̂-direction. If the point of impact, P , lies within
ABC, then the n̂-component of all three cross-products will have the same sign.

In a trench structure4 similar to the one we will use for the ADAM-printed metals, the cavity’s
surfaces are a pair of infinitely long rectangular faces intersecting along the x-axis. Valid points of
impact will only occur between the xy-plane and the top of the trench.

5.2.3 SEY Modified by SLM-Printed Surfaces

At the microscopic scale, the surface of the SLM-printed outer conductor resembles a mountainous
plateau with numerous peaks and valleys. We will represent this as an infinite array of three-
dimensional pyramidal pits, each with width w and depth h. An example of one of these pits is

x y

z

e−
w w

h

Figure 5.6: Illustration of the pyramidal cavity structure representing the micro-scale
surface structures of the SLM-printed metals.

3This structure will be discussed in detail in Sec. 5.2.3.
4This structure will be discussed in detail in Sec. 5.2.4.
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Figure 5.7: Secondary electron yield for electrons impacting normal to the SLM-
printed surfaces. Data are shown for several aspect ratios for the depth and width
of the pyramidal structures and are compared to the nominal smooth surface. To
generate these data, the cavity depth was chosen arbitrarily as h = 50 µm.

shown in Fig. 5.6. This model is a simplification of bowl-structures used by Kawata et al. [112].
Since all motion is perfectly linear, only the aspect ratio, w/h, is important.

The textured SEY curves for these pyramidal cavities are shown in Fig. 5.7. Each data point
in these curves was generated by using 105 electrons impacting normal to the bulk surface, and
data are shown for cavities with several aspects ratios. Secondary electrons are also assumed to
be emitted with Maxwellian-distributed energies with a temperature of 7.5 eV; this matches the
emission energy distribution used in our prior CST Particle Studio simulations.

In general, secondary electron emission is suppressed by the surface structures. This is particu-
larly the case when the pits are deeper than they are wide (h > w); when h = w, the peak SEY is
reduced by 40%. Lowering the aspect ratio, w/h, further causes the SEY to be universally below
unity; since impacting electrons are not fully replaced, multipactor will be impossible. The high
trapping efficiency for such a structure is illustrated in Fig. 5.8 which shows a cross-section of a
cavity where w/h = 0.5. Let us consider an “average” case where an initial seed electron penetrates
halfway into the cavity’s depth. Secondary electrons will be emitted with a cosine-distributed polar
angle, α, relative to the surface. Half of the secondary electrons will be emitted with α ≤ 30◦; this
is represented by the shaded region. If we ignore backscattering effects, then these low-energy
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Figure 5.8: Illustration demonstrating the efficient electron trapping mechanism
when w/h = 0.5.

secondaries will be reabsorbed. From this diagram, it is clear that the majority of electrons will
undergo multiple impacts before leaving the cavity, drastically reducing the SEY. This proves that
these types of structures can be extremely effective for preventing multipactor. As one would expect,
extremely wide cavities (w >> h) negligibly affect the SEY and asymptotically approach the
original SEY curve.

When electrons impact a surface at an angle, the SEY is typically enhanced because electrons
will “skim” along the surfaces [113]. Since they will not penetrate as deeply into the surfaces, more
electrons will be emitted back into the vacuum. Let us now examine this effect, which is shown
in Fig. 5.9. Although we will be unable to use the angular-dependent SEY curve in our CST PIC
simulations, we are including it here to demonstrate some interesting consequences from using the
textured surfaces. Since the pyramidal cavities are not axi-symmetric about the z-axis, these data
are averaged over all azimuthal angles. These data are also compared with a scaling law based on
the Vaughan model [26]. This scaling law, which is used by CST Particle Studio for tabulated SEY
data [91], considers the electrons to impact with an effective energy

Eeff = (E0 − Ethreshold)
2π

2π + θ2
+ Ethreshold, (5.5)

where E0 is the true impact energy, θ is the impact angle (expressed in radians) relative to the
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Figure 5.9: Calculated SEY (solid lines) of SLM-printed surfaces as a function
of incidence angle relative to the surface normal. Dashed lines are calculated by
modifying the non-angular data using a scaling law based on the Vaughan model [26,
91]. These data are for 100-eV electrons and are averaged over all azimuthal
incidence angles.

surface normal, and Ethreshold is an energy threshold such that δ(E0 ≤ Ethreshold) = 0. The
angular-dependent SEY is then

δ(E0, θ) = δ(Eeff , 0)

(
1 +

θ2

2π

)
. (5.6)

Although the textured SEY data follows the scaling law at low polar angles, the two models
quickly diverge. For now, let us examine the case where w = h; the same behavior is observed
regardless of the aspect ratio, but is most visible for this case. When electrons impact the surface
at a low polar angle, secondary electron emission is reduced. Initially, increasing the polar angle
will reduce the SEY—this is a direct contradiction to the scaling law used in Vaughan’s model.
Further increases in the polar angle will eventually reach a critical point where the SEY will begin
increasing. For very deep cavities (low aspect ratios), the SEY will eventually surpass the scaling
law; at high polar angles, secondary electron emission will be enhanced by the surface texture. This
enhancement occurs because of a combination of two effects: electrons impact the cavities’ walls at
highly oblique angles and release more secondary electrons, and they are unable to penetrate the
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Figure 5.10: Secondary electron yield of the SLM-printed surface as a function
of the incident azimuthal angle. Data are shown for 100 eV electrons impacting a
pyramidal cavity with w = 100 mm and h = 50 mm.

cavities’ full depths, allowing more electrons to escape from the surface.
So far, all of the SEY curves we have discussed have been averaged over all azimuthal angles.

Although this is a reasonable approximation of the random distribution of the SLM-printed surface
structures we saw in Fig. 5.2, for completeness, let us now examine the azimuthal dependence.
These data, which are for 100-eV electrons impacting a surface with w = 100 mm and h = 50 mm

(w/h = 2), are shown in Fig. 5.10. Several curves are shown, corresponding to a range of polar
impact angles. In general, the SLM-printed surfaces’ azimuthal dependence is relatively mild. At
its greatest, the SEY only varies by ∼3%. As a result, we do not expect the actual orientation of the
pyramidal cavities to be very important. Also, note that the SEY is periodic in 90◦ increments due
to the pyramids’ square bases.

5.2.4 SEY Modified by ADAM-Printed Surfaces

Atomic diffusion additive manufacturing is a form of FDM 3D-printing. As a result, the surface
texture of ADAM-printed parts is dominated by the strata that forms when successive layers of
extruded filament are fused together. In our SEM images, we saw this as long trenches formed
between the layers’ circular profiles. In our Monte-Carlo ray-tracing model, we represent this as an
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Figure 5.11: Illustration of the triangular trench structure representing the micro-
scale surface structures of the ADAM-printed metals.
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Figure 5.12: Secondary electron yield for electrons impacting normal to the ADAM-
printed surfaces. Data are shown for several aspect ratios for the depth and width
of the triangular structures. For comparison, data for smooth surfaces are shown in
black.
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Figure 5.13: Calculated SEY (solid lines) of ADAM-printed surfaces as a function
of incidence angle relative to the surface normal. Dashed lines are calculated by
modifying the non-angular data using a scaling law based on the Vaughan model [26,
91]. These data are for 100-eV electrons and are averaged over all azimuthal
incidence angles.

infinitely long triangular trench, as illustrated in Fig. 5.11. These trenches have some width w and
height h. Since all electron paths are perfectly linear, the absolute length-scale of these trenches are
unimportant, and the SEY is only affected by the ratio of the width relative to the height.

The SEY curves for electrons impacting the trenches normal to the bulk surface are shown in
Fig. 5.12. These results are very similar to the data from the pyramidal cavities used to describe the
SLM-printed materials. At high aspect ratios, the SEY is nearly identical to the SLM model. How-
ever, low-aspect-ratio trenches do appear to be somewhat more effective at suppressing secondary
electron emission. This trend is continued when we examine the SEY as a function of polar impact
angle, as shown in Fig. 5.13.

So far, the SEY modified by the ADAM-printed surfaces is not significantly different from the
SLM data. However, these similarities end when we examine the SEY as a function of the incident
azimuthal angle ϕ. Figure 5.14 shows the azimuthally-dependent SEY curves for 100 eV electrons
impacting both narrow (w/h = 1, in (a)) and wide (w/h = 2, in (b)) triangular trench structures.
The azimuthal angle, ϕ, is measured relative to the x-axis in Fig. 5.11, and data are shown for
several polar impact angles θ.
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(a) Narrow trench, w/h = 1
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Figure 5.14: SEY of ADAM-printed surfaces as a function of azimuthal angle about
the z-axis. Data are shown for 100 eV electrons impacting either a narrow (w/h = 1,
in (a)) or wide (w/h = 2, in (b)) triangular trench structure with width w = 100 µm.
Data are shown for several polar angles, θ, relative to the global z-axis. Azimuthal
angles, ϕ, of 0◦ and 180◦ represent electrons traveling parallel to the trench.
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The first feature we note from Fig. 5.14 is that the azimuthal dependence is periodic on a 180◦

interval and is greatest when the polar angle is large (the electrons are nearly parallel to the bulk
surface). The SEY’s azimuthal behavior changes depending on whether we are examining a narrow
or wide trench. For both cases, the effects are enhanced at high polar angles; these represent
glancing hits against the surface. In Fig. 5.14a, the SEY is greatest when electrons are traveling
perpendicular to the narrow trench (ϕ = 90◦). Since the path-length between consecutive trenches
is relatively small, the electrons cannot penetrate very deeply before striking the surface structures.
This reduces the probability for subsequent impacts, preventing electron absorption and enhancing
the SEY. Conversely, when electrons are traveling parallel to the trenches (ϕ = 0◦), they will
penetrate more deeply, suppressing secondary emission. Because the trenches are infinite in length,
this will result in a much higher azimuthal dependence when compared to the SLM-printed surfaces.

Interestingly, the azimuthal dependence reverses for wider trenches, as seen in Fig. 5.14b. When
an electron is traveling parallel to the trench, its polar angle is higher relative to the structure’s
wall than to the global surface normal. This means that the primary electron-impact will enhance

secondary emission. In a narrow trench, this is overshadowed by the electron-trapping effect. In a
wider trench, however, the trapping is sufficiently inhibited that the overall SEY will be enhanced.
Note that, regardless of the aspect ratio, the SEY will always be lower than the original, smooth
surfaces.

By inspecting our SEM micrographs, we can infer that w = 125 µm and h = 50 µm (w/h = 2.5).
According to Fig. 5.12, the reduction in SEY from the textured surface is relatively minor. In
Sec. 5.3.2, we will see that the ADAM-printed surfaces still significantly reduce multipactor. As a
result, we must assume that our current model is incomplete. This is likely due to our assumption
that we can model the grooved structures as triangular trenches. However, as we saw in Fig. 5.4, the
triangular profile does not represent the real groove structure.

Instead of a triangular trench, let us now consider a “seagull” profile structure, which is illustrated
in Fig 5.15. We now assume that the trenches are formed from the intersection of two elliptical5

cylinders; this more closely resembles the profile formed from the fusion of filament layers. Let us
now compare with our previous triangular trench model, which is indicated by the dashed lines. At
any position along the z-axis, the width across the seagull model is significantly narrower. This will
enhance the electron trapping and further reduce the SEY.

The ray tracing model we presented in Sec. 5.2.2 only considers perfectly flat surfaces. Instead
of adopting an entirely new computational model, we will approximate the seagull profile as a
superposition of two triangular trenches: an average-width trench (with wavg and havg) and the
original trench (with w and h). The width, wavg, is the average separation between the two elliptical
arcs in the seagull profile; havg is the corresponding height that intersects the profile. The effective

5We do not assume that the 3D-printer filament retains its circular cross-section.
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Figure 5.15: Basic illustration of the “seagull” profile that more accurately represents
the ADAM-printed surfaces.

SEY is obtained by combining these two trenches:

δeff = δw,h

(
1− wavg

w

)
+ δwavg ,havg

wavg

w
(5.7)

where δwavg ,havg is the SEY of the average-width trench.
To find wavg and havg, we begin by considering that the groove is symmetric about the xz-plane

and its walls are 90◦ elliptical arcs with equations

z2

h2
+

(
y ± w

2

)2(
w
2

)2 = 1 (5.8)

with the sign in the second term dependent on whether they lie on positive or negative side of the
y-axis. Since the groove profile is symmetric about the xz-plane, let us only consider the arc with
y ≥ 0 and solve (5.8) for y(z):

y(z) =
w

2

[
1−

√
1− z2

h2

]
. (5.9)

The average width can now be expressed as wavg = 2ȳ where ȳ is the average value of y(z). By
applying the mean value theorem, we can evaluate ȳ as

ȳ =
1

h

∫ h

0

y(z)dz =
1

h

∫ h

0

w

2

[
1−

√
1− z2

h2

]
dz =

w

8
(4− π), (5.10)

75



and solve for our average width:
wavg =

w

4
(4− π). (5.11)

To obtain havg, we first solve (5.8) for z(y):

z(y) = h

√√√√1−
(
y − w

2

)2(
w
2

)2 . (5.12)

After evaluating at y = ȳ and simplifying, we obtain the average height

havg = h

√
1− π2

16
. (5.13)

Recall that our ADAM-printed outer conductor has width w = 125 µm and height h = 50 µm
(w/h = 2.5); this corresponds to wavg = 26.8 µm and havg = 30.9 µm (wavg/havg = 0.87). We
can now use these data to generate a new set of SEY curves, which are shown in Fig. 5.16. Four
sets of SEY data are shown here. First is the nominal, smooth data. Next are the SEY curves for
both the original triangular trench model and the average-width trench. Although the SEY was
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Figure 5.16: Secondary electron yield for electrons impacting normal to the ADAM-
printed surface as approximated using the effective trench model. For comparison,
data are also shown for smooth surfaces as well both the original and averaged
trenches.
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minimally affected by the original model, the average-width trench severely reduced secondary
electron emission. After combining these data, we can now present the effective SEY curve for the
ADAM-printed surfaces. Although the ADAM-printed surfaces only reduce the maximum SEY by
14.7%, our PIC simulations will show that this will result in significantly altering the multipactor
properties of our transmission line.

5.2.5 Susceptibility PIC Simulations

Now that we have SEY curves that represent the textured surfaces of the 3D-printed outer conduc-
tors, we can run CST Particle Studio simulations to predict when multipactor will occur. These
simulations follow the procedure we outlined in Chapter 2. Once again, we consider the entire
stepped coaxial transmission line, but now use a segmented outer conductor to account for the
3D-printed region. For the SLM-printed outer conductor, we use the transmission line pictured in
Fig. 5.17; a similar model with a shorter 3D-printed segment is used for simulating the ADAM-
printed configuration. The dimensions shown in Fig. 5.17 represent the case with an SLM-printed
outer conductor and d = 2.00 mm; the dimensions for all of the simulated configurations match the
as-built hardware that are detailed in Appendix C.

As we discussed before, CST Particle Studio only allows for the direct import of SEY data
for electrons impacting normal to the surface. Instead, it will use the scaling law based on the
Vaughan model. Although we have shown that the textured surfaces have a significant effect on
the angular-dependent SEY, this approximation allows us to generate rough predictions on how the
3D-printed surfaces will affect multipactor. The SEY data that are used for these PIC simulations are

19.1 mm9.53 mm

51.7 mm

76.2 mm

101.6 mm

287.5 mm

Input Connector
at 50 Ω

Multipacting Region
d = 2.00 mm Quarter-Wave Transformer

Inner Conductor 3D-Printed
Outer Conductor

Figure 5.17: Illustration of the stepped coaxial transmission line used for PIC
simulations of the 3D-printed transmission line. Dimensions are shown for the case
with the SLM-printed outer conductor where d = 2.00 mm. Simulations for all other
configurations were performed using dimensions matching the as-built hardware,
which are detailed in Appendix C.
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Figure 5.18: Simulated susceptibility diagram for coaxial multipactor with a 3D-
printed, textured outer conductor. Data are shown for both the SLM and ADAM-
printed structures and are compared to simulations for smooth surfaces [68].

generated for 500 values for the initial electron energy (ranging from 0 to 1000 eV); for each data
point, the Monte-Carlo algorithm is seeded with 105 initial electrons that are randomly distributed
at the top of the surface cavities. For the simulations of the SLM-printed outer conductor, we used
w = 100 µm and h = 50 µm; simulations of the ADAM-printed case used the SEY data for the
“effective trench” in Fig. 5.16.

The results of the PIC simulations are shown in Fig. 5.18. These data were generated using the
procedure we described in Chapter 2 and are compared with our simulations of the smooth, copper
transmission line. Based on these simulations, we expect the 3D-printed surfaces to cause a modest
increase in the breakdown threshold. This improvement is approximately uniform over the full
range of fd, and the ADAM-printed surfaces have a somewhat larger effect.

5.3 Experimental Results

In our simulations, we saw that the 3D-printed coaxial outer conductors can reduce the presence of
multipactor in our transmission line. We now present experimental results to demonstrate that these
predictions correlate to real-world events. For these tests, we have replaced the center segment of
the coaxial transmission line with one of the 3D-printed outer conductors.
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5.3.1 Cold Test Data

When we replace the outer conductor of the coaxial transmission line, there is the potential that the
3D-printed structure may affect the RF signals. A series of cold tests were performed to demonstrate
that the attenuation across the vacuum chamber is not significantly altered by the 3D-printed outer
conductors.

Cold test results for the coaxial transmission line with an SLM-printed outer conductor are
shown in Fig. 5.19. Also shown is a comparison (indicated by dashed lines) with the data from the
original, machined surfaces. To highlight the shift in the transmission properties, we only present
data near the operating frequency of 3.05 GHz. These data show that the 3D-printed segment
does not significantly alter the transmission line’s S-parameters; the attenuation is only increased
by ∼0.1 dB. Reflections are affected somewhat more significantly, though S11 remains within a
tolerable range. The modest shift in attenuation, which is on the order of the uncertainties in our
power measurements, shows that replacing components with their SLM-printed counterparts will
not significantly reduce their performance.

This is further supported when we look at the cold test data for the ADAM-printed outer
conductor. These data are shown in Fig. 5.20. Although we use a different set of inner conductors
for testing the ADAM-printed segment’s multipactor properties, these cold tests use the same inner
conductors as the original machined transmission line. This provides a better assessment on how
the ADAM-printed structures will affect the transmission line. Again, we see that the S-parameters
do not significantly change when we use the 3D-printed segment.

These data have all shown that replacing part of a coaxial transmission line with a 3D-printed
alternative will not significantly alter the S-parameters. This suggests that 3D-printed components
have the potential to be used as drop-in replacements without significantly attenuating or reflecting
the drive signal. This presents manufacturers with the opportunity to replace existing parts with
3D-printed alternatives that can potentially prevent multipactor.

Finally, we present cold test data for the ADAM-printed outer conductor coupled with the inner
conductors that we will use for the susceptibility measurements. These data, shown in Fig. 5.21,
reflect a slight improvement in performance when compared to the original machined transmission
line. This is likely due to a minor shift in the quarter-wave transformers’ dimensions when the
newer inner conductors were machined.
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Figure 5.19: Cold test data of the coaxial transmission line with an SLM-printed
outer conductor, with S11 in (a) and S21 in (b). These data are compared to data from
the fully-machined structures, which are shown as dotted lines. The vertical, dotted
line represents the 3.05-GHz drive signal used in the experiment.
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Figure 5.20: Cold test data of the coaxial transmission line with an ADAM-printed
outer conductor, with S11 in (a) and S21 in (b). This test used the same inner
conductors used for the machined and SLM-printed experiments to allow for better
comparisons with the fully-machined structures, which are shown as dotted lines.
The vertical, dotted line represents the 3.05-GHz drive signal used in the experiment.
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Figure 5.21: Cold test data of the coaxial transmission line with an SLM-printed
outer conductor and the shortened inner conductors used for multipactor breakdown
testing, with S11 in (a) and S21 in (b). These data are compared to data from the
fully-machined structures, which are shown as dotted lines.
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5.3.2 Multipactor Susceptibility

Experimental measurements of the 3D-printed coaxial transmission line’s susceptibility diagram are
presented in Fig. 5.22. These data are compared to the original machined surfaces, in black. We
present the results for both the SLM and ADAM-printed outer conductors, with comparisons to
CST PIC simulations shown as dashed lines. Our first, and most obvious, observation is that the
3D-printed surfaces have a profound effect on the multipactor susceptibility. When we introduced
the SLM-printed outer conductor, the breakdown threshold consistently increased by 2.5 kW over
the full range of fd;6 even higher gains were achieved when we used the ADAM-printed outer
conductor. Overall, the 3D-printed structures have proven to be extremely effective for preventing
multipactor.

In Fig. 5.22, we see that the 3D-printed outer conductors far out-performed our simulations. This
discrepancy is due to the highly approximate models we used to represent the 3D-printed metals’
surface structures. Although we attempted to correct for this when modeling the ADAM-printed
SEY, the SLM-printed surfaces only vaguely resemble the infinite array of pyramidal cavities that
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Figure 5.22: Experimentally measured susceptibility diagram of a coaxial transmis-
sion line with a 3D-printed outer conductor. Also shown are experimental data for
the original machined surfaces (in black) and the PIC simulations of the printed
transmission line (dashed lines).

.

6These increases are tabulated in decibel units in Chapter 6.
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we assumed. We chose these models because they are convenient; they allow us to implement very
simple ray-tracing algorithms to calculate the SEY. We reduced complex surface structures such
that they can be described by only two parameters: a cavity width and depth.

More accurate simulations could certainly have been achieved if we used a full, three-dimensional
representation of the real surface structure. Laser-scanning microscopes can generate 3D maps of
the surface morphology, which then could be coupled to an advanced ray-tracing model to track
the electron motion. Although previous studies have used these maps to characterize surfaces
for multipactor simulations, they only used a simple ray-tracing algorithm (like ours) to generate
SEY data, and they represented the surfaces as infinite arrays of perfectly cylindrical pores [86,
87]. Although more robust ray-tracing models that can consider extremely complex geometries do
exist [114], they are generally focused on rendering video graphics, and their implementation is
beyond the scope of this work.
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CHAPTER 6

Conclusions and Suggestions for Future Work

Multipactor discharges are extremely dangerous. Not only will they disrupt the operation of vacuum
electronics, but they can potentially destroy them. In space communication systems, preventing
multipactor is of utmost importance because it is impractical, or even impossible, to repair or
replaced damaged components. Unfortunately, to prevent multipactor we must know when it will
occur.

We have discussed how multipactor theory is deceptively simple. The classical, resonant model
fails to describe the effects from realistic, distributed electron energies and completely ignores
chaotic and high-periodicity electron dynamics. A more modern theoretical model based on
chaos theory addresses these issues and offers a near-perfect representation of multipactor as it is
understood today. Unfortunately, this advanced theory is extremely computationally expensive and
its implementation is often impractical, particularly for complex geometries. Simulations can fill
in the blanks left by the theory, but are dependent on difficult-to-characterize material parameters.
Experiments can characterize the multipactor behavior of real devices, but have generally been
limited to sub-gigahertz frequencies and low-fd regimes.

This work broadens our understanding of multipactor by presenting a new experimental platform
for studying multipactor in a coaxial transmission line. This experiment operates at higher frequen-
cies than previous work and extends to high-fd conditions that had previously been unexplored.

The multipactor test cell was designed based on CST Particle Studio simulations. These particle-
in-cell simulations, and our chosen SEY model, were initially benchmarked against published
experimental results. After confirming that our simulations agreed with Woo’s classic experiment to
within a few percentage points, we simulated a design for a stepped-impedance coaxial transmission
line. We later confirmed that the predicted breakdown threshold power from our simulations agreed
with our experimental measurements within a margin of 10%.

Our experimental investigation also characterized the multipacting self-conditioning phe-
nomenon. During this process, the multipacting electrons directly alter the transmission line’s
surface properties. This is likely due to a combination of effects. First, the ongoing electron
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bombardment can heat up the conductors’ surfaces. This can simulate a bake-out procedure and
release trapped gases from the metal surfaces. Copper oxide layers, which generally enhance
secondary electron emission and encourage multipactor, may also be damaged—either through
sputtering or outgassing—and cause the breakdown threshold to increase significantly. Multipactor
self-conditioning may also cause micro-scale surface structures to melt and deform. This will
reduce surface protrusions and remove field enhancement points. Future experiments may attempt
to characterize these surface alterations by comparing SEM images and XEDS analyses from before
and after multipactor conditioning. We also found that multipactor self-conditioning is relatively
rapid on human time-scales. Our ninety-minute-long conditioning experiments correspond to only
a few hundred milliseconds of continuous multipactor. In a continuous-wave experiment, these
effects may occur before measurements are possible.

Several diagnostic systems are present in the test cell for characterizing multipactor discharges.
These include both direct and indirect methods for measuring the multipactor electrons. An electron
multiplier tube and an electron probe directly sample the current of electrons striking the outer
conductor, and two directional couplers sample the RF-power signals entering and leaving the
multipacting transmission line, providing an indirect indication of multipactor. In particular, we have
found that the reflected power signals are the most sensitive to multipactor. These measurements
have become our primary indicator of breakdown when measuring the test cell’s susceptibility to
multipactor.

Potential improvements to the multipactor test cell include enhancements to our diagnostic
suite. Several additional diagnostics will not only provide additional indicators for multipactor,
but will also allow us to better characterize the nature of the multipactor discharges. One such
diagnostic is an improvement on our electron probes. Currently, we use an unbiased electron probe.
Although this means that it is an extremely simple device, this limits both the probe’s sensitivity and
measurement capabilities. A biased electron probe, similar to a conventional Langmuir probe used
for characterizing gas discharges, can be used to quantify the multipactor electrons’ energy spectrum.
This information can allow us to tailor the transmission line’s secondary emission properties to
maximize multipactor suppression.

Our RF power measurements can also be used to provide an additional diagnostic signal.
Multipactor can cause a microwave signal to shift in phase. This can be an extremely sensitive
indicator for multipactor. By using an RF phase-shifter and signal combiner to cancel out the forward
and transmitted power signals, any phase-shift caused by multipactor will be readily apparent.
Unfortunately, initial attempts to implement a phase-nulling diagnostic in our experiment have so
far been unsuccessful. This may be due to non-linearities in our variable attenuator combined with
frequency-pushing effects in the magnetron [115] that are enhanced by the Scandinova modulator’s
long rise-time.
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TABLE 6.1
INCREASE IN BREAKDOWN POWER THRESHOLD FROM 3D-PRINTED SURFACES

SLM-Printed ADAM-Printed
fdfdfd Simulation Experiment Simulation Experiment

4.84 GHz ·mm 0.85 dB 1.97± 0.10 dB 1.11 dB 2.87± 0.10 dB
6.10 GHz ·mm 0.50 dB 1.43± 0.11 dB 0.75 dB 2.03± 0.11 dB
7.63 GHz ·mm 0.60 dB 1.38± 0.11 dB 0.80 dB 1.67± 0.11 dB

Textured surfaces reduce secondary electron emission by trapping electrons within microscopic
structures. Because these trapped electrons are unable to reach the bulk vacuum, they cannot
contribute to multipactor. Additive manufacturing is a convenient tool for producing these textured
surfaces. We have proposed and explored a method for suppressing multipactor by implementing a
partially 3D-printed transmission line.

We have adapted a Monte-Carlo model to simulate the texture-modified SEY curves. This
model uses a simple ray-tracing algorithm to track the electrons that are reflected by the surface
microstructures. These simulations revealed that textured surfaces exhibit interesting behavior when
electrons impact at oblique angles. Highly textured surfaces will stray from the frequently-used
scaling law that was originally introduced as part of the Vaughan model [26, 27]. This suggests that
multipactor simulation platforms must include user-input angular SEY curves to ensure accurate
results.

Particle-in-cell simulations based on our textured SEY model suggested that the breakdown
threshold will increase significantly if we used a partially 3D-printed transmission line. Our
experimental investigation, whose results are summarized in Table 6.1, showed improvements
that our simulations significantly under-predicted. According to our simulations, an SLM-printed
transmission line will increase the breakdown threshold by 0.50–0.85 dB, depending on fd; an
ADAM-printed structure was predicted to have a somewhat larger effect on the breakdown threshold.

Our experimental results on the on 3D-printed transmission line consistently outperformed
our simulations, and they were extremely effective for preventing multipactor. In particular, the
ADAM-printed outer conductor nearly doubled the breakdown threshold at our low-fd limit. These
experiments have proven that 3D-printed, textured coaxial transmission lines can act as drop-in
replacements in existing devices and provide valuable margin from multipactor.

Future experiments can build on this work to explore the limits on preventing multipactor with
3D-printed components. Such experiments may include quantifying the additional benefit from
also implementing a 3D-printed inner conductor. It will also be interesting to investigate how the
printing parameters may affect the multipactor susceptibility. Macroscopic surface perforations
have been shown to be an effective tool for suppressing multipactor [89]. When the surface porosity
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was sufficiently high, electron-leakage through the conductor’s surface completely eliminated
multipactor in a microstripline [89]. Adapting this method to a coaxial transmission line presents
unique difficulties. Manufacturing a highly-perforated cylindrical conductor using traditional
machining techniques would be both time consuming and expensive, with no guarantee for success.
However, producing such a part via additive manufacturing would be trivial; 3D-printers can easily
produce arbitrarily shaped components that would otherwise be non-machinable. Such a component
will combine multipactor suppression effects from both the surface perforations and the 3D-printed
surface texture.

Several recent studies have suggested several other novel techniques for preventing multipactor.
These methods include implementing modulated (both digital and analog) signals [19, 82], multi-
carrier drive frequencies [60, 116], and even non-sinusoidal RF excitations [66]. These methods
provide a unique opportunity to prevent multipactor in existing systems where hardware changes
are not an option. However, testing them in our high-fd experimental platform will require a
high-power, wideband microwave generator.

We do not claim that we have solved multipactor. However, we have shown that our coaxial
multipactor test cell at the University of Michigan is a powerful tool for researching this phe-
nomenon. This new experimental platform will continue to be used to demonstrate novel methods
for suppressing multipactor. Hopefully, this work will allow us to someday eliminate multipactor
once and for all.
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APPENDIX A

High Voltage Modulators

Two high voltage modulators were used in this experiment for driving the magnetron. Their
specifications are summarized in Table A.1. The Stanford modulator has been previously discussed
by Exelby [117], so we will focus on the Scandinova M1.

A.1 Scandinova M1 Modulator

The Scandinova M1 is a software-controlled, solid-state magnetron modulator; an approximate
circuit model is shown in Fig. A.1. Unlike a hard-tube modulator or a pulse forming network, the
Scandinova modulator does not operate by adding high voltage pulses. Instead, it uses a split-core
transformer to step-up a lower voltage input pulse. Three solid-state IGBT switches convert a DC
high voltage, Vdc into three square pulses that are applied to the transformer’s six primary coils. The
transformer combines these pulses, which are then stepped up by a factor of N ≈ 40. An additional
low-voltage DC power supply, which floats on top of the modulator’s output pulses, provides current
to heat the magnetron’s thermionic cathode.

The modulator’s output voltage is controlled by adjusting the DC high voltage power supply.
To power the E2V MG5223F magnetron used in this experiment, we use Vdc = 230 V. A peaking

TABLE A.1
HIGH VOLTAGE MODULATOR SPECIFICATIONS

Stanford 334M Scandinova M1
Minimum Maximum Minimum Maximum

Output Voltage 40 kV ∼14 kV 47 kV
Output Current 30 A 100 A
Repetition Rate 16.8 Hz 2000 Hz Triggered 300 Hz

Pulse Width 0.1 µs 5 µs 5 µs
Heater Voltage 25 V 10 V
Heater Current 2 A 10 A

89



SplitC
ore

Transform
er

N
≈

4
0

− +
V
h

Scandinova
B

oundary

C
athode

H
eater

1000
Ω

2100
p
F

−+

−
V
d
c

Sw
itch

3

Sw
itch

2

Sw
itch

1

Figure A.1: Approximate circuit diagram for the Scandinova M1 modulator.
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Figure A.2: Screenshot of the graphical user interface for the Scandinova modulator.
The setting shown here represent the typical set-points used when running our
experiments.

capacitor (C = 2100 pF) and resistor (R = 1000 Ω) parallel to the magnetron matches the load
impedance and improves the output pulse-shape. A screenshot of the Scandinova control interface
is shown in Fig. A.2, highlighting the settings we typically use when running our experiments.

A.2 Effect on Diagnostic Signals

The two modulators have a dramatic effect on the diagnostic signals. This is particularly important
for the EMT and the electron probe; these signals are highly sensitive to noise at the start and end of
the modulators’ voltage pulses. Eliminating this noise experimentally has proven to be difficult;
however, we can extract the diagnostics’ signals during post-processing. Note that this signal noise
was much more significant when using the Stanford modulator and would completely obscure the
EMT and electron probe signals when operating near the multipactor breakdown threshold.

The diagnostic noise was evident when we examine the raw probe data in Figs. 4.2, 4.3, and 4.4.
Fortunately, the low-frequency component of the noise is consistent on a shot-to-shot basis. The
diagnostic signals are revealed by subtracting a reference shot—recorded at low power and with
no multipactor—from the raw data. We then use a digital, low-pass filter to eliminate the random,
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Figure A.3: Power signal data used for calculating the average power when using the
Scandinova modulator.

high-frequency noise component.
The choice in high voltage modulator also affects the RF power signals. When measuring the

multipactor breakdown threshold, we typically use the average power during a shot. When the
Stanford modulator is used to drive the magnetron, this is not an issue because the RF power is
supplied in near-perfect square pulses; the average power will be representative of the RF power
at the time of multipactor onset. However, voltage pulses from the Scandinova modulator have a
relatively long rise-time. As a result, averaging over the full pulse-length will under represent the
RF-power at multipactor onset. This is illustrated in Fig. A.3, which shows the RF power (in units
of dBm). When averaged over the entire pulse—represented as a dotted line—the forward power
level is significantly lower than the pulse’s flat-top.

Because of this, we will only use the data that corresponds to when the forward-power Schottky
diode signal is greater than 90% of its maximum value; this is indicated by the shaded region in
Fig A.3. This average—represented as a dashed line—better represents the flat-top. When the
overall power level is close the breakdown threshold, multipactor should occur during the highest-
power segment of the RF pulse. This means that our reported data will be a better representation of
the multipactor discharge. Our average power measurements are also presented with the standard
deviation over the high-power segment of the pulse.

92



APPENDIX B

RF Power Calibrations

In this appendix, we present updated procedures for calibrating our RF power measurements.

B.1 High Precision Line Attenuation Measurements

We measure the RF power using a set of Schottky diodes. Figure B.1 illustrates the basic setup for
these measurements. The RF power is first sampled by a directional coupler and then travels to
the screen room via a long coaxial cable. A series of attenuators reduces the power level before
it is measured by the Schottky diode and recorded as a voltage trace on an oscilloscope. A set of
calibrations (described in Sec. B.2) relates the voltage signal to the power absorbed by the diode.
To determine the power level at the experiment, we must account for the attenuation from each
component in Fig. B.1.

In the past, we would separately measure the attenuation of each component using a vector
network analyzer (VNA). However, this often requires several gender-adapters, and the cable
attenuation could not be measured directly. Ordinarily, their effect would be unimportant, but this
experiment requires us to minimize the uncertainty in our power measurements so we can reliably
describe multipactor.

We propose an alternative method—illustrated in Fig. B.2—for precisely measuring the total line
attenuation. Instead of using a VNA and measuring each component separately, we use a pair of
bolometers (Agilent models E4412A and 8481A) and a signal generator (Agilent model E4422B).
Data from the bolometers are obtained using two HP/Agilent E4418B power meters. A 3.05-GHz

signal is injected into the directional coupler. A bolometer measures the power transmitted through

RF Power Directional
Coupler Cable to Screen Room Attenuators

Schottky
Diode

Oscilloscope

Figure B.1: Block diagram of the equipment for measuring the RF power.
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Figure B.2: Block diagram representing the apparatus used for precisely measuring
the line-attenuation.

the directional coupler; this represents the signal that would be deliver to or reflected by the vacuum
chamber. In the control room, a second directional coupler measures the power that would be
delivered to the Schottky diode after it has passed through the directional coupler, cable, and
attenuators. The line attenuation is the difference between these two measurements.

B.2 Schottky Diode Calibrations

Our Schottky diode calibrations are based on the procedure originally presented by Greening [94] in
his dissertation. We now present an update to this procedure to reflect changes in our equipment. The
principal apparatus are: two bolometers (Agilent models E4412A and 8481A), two power meters
(Agilent/HP E4418B), two circulators, an HP 489 traveling wave tube (TWT) amplifier, an Agilent
E4422B Signal Generator, a Narda 3042B-10 coaxial directional coupler, and an oscilloscope. Each
of the four Schottky diodes (HP/Agilent 8472B) used in this experiment were calibrated using this
procedure. Due to limitations from our TWT, this procedure is performed at 1 GHz. Despite this,
our measurements at 3.05 GHz should be correct to within ±0.2 dB [118].

This calibration is performed in two steps, which are illustrated in Fig. B.3. First, we use the two
bolometers to correlate the two output ports on the directional coupler. The coupler’s directivity is
the difference between the two bolometer measurements. This is generally performed over a range
of input powers to verify the coupler’s linearity.

After calibrating the directional coupler, we replace Bolometer 1 with one of the Schottky diodes,
which is then connected to an oscilloscope. The diode’s signal voltage—corrected for the DC-offset
on each of the oscilloscope’s voltage scales—is then measured as a function of the input power, as
indicated by the remaining bolometer and the coupler’s directivity.
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Figure B.3: Block diagram representing the apparatus used for the Schottky diode
calibrations.
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APPENDIX C

Technical Drawings and Schematics

This appendix presents technical drawings and schematics of the components that were manufactured
to support this work.
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Figure C.1: Inner conductor input/output segment.
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Figure C.2: Inner conductor center segment for case with d = 1.59 mm.
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Figure C.3: Inner conductor center segment for case with d = 1.75 mm.
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Figure C.4: Inner conductor center segment for case with d = 2.00 mm.
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Figure C.5: Inner conductor center segment for case with d = 2.25 mm.
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Figure C.6: Inner conductor center segment for case with d = 2.50 mm.
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Figure C.7: Outer conductor multipacting segment.
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Figure C.8: Outer conductor input/output segment.
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Figure C.9: Inner conductor input segment for use with the ADAM-printed outer
conductor.
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Figure C.10: Inner conductor output segment for use with the ADAM-printed outer
conductor.
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Figure C.11: Inner conductor center segment for use with the ADAM-printed outer
conductor and with d = 1.59 mm.
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Figure C.12: Inner conductor center segment for use with the ADAM-printed outer
conductor and with d = 1.75 mm.
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Figure C.13: Inner conductor center segment for use with the ADAM-printed outer
conductor and with d = 2.00 mm.
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Figure C.14: Inner conductor center segment for use with the ADAM-printed outer
conductor and with d = 2.25 mm.
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Figure C.15: Inner conductor center segment for use with the ADAM-printed outer
conductor and with d = 2.50 mm.
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Figure C.16: ADAM-printed outer conductor.
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Figure C.17: Input segment for use with the ADAM-printed outer conductor.
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Figure C.18: Output segment for use with the ADAM-printed outer conductor.
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Figure C.19: MYAT adapter flange.

114



Ruggeduino

A
n
alog

In
p
u
t

A5

A4

A3

A2

A1

A0

D
ig
it
al

In
p
u
t/
O
u
tp
u
t

D0

D1

D2

D3

D4

D5

D6

D7

D8

D9

D10

D11

D12

D13

AREF

RST

GND

Power
3V 5V Vin

HOME RECALIBRATE

ATTENUATION
DOWN

ATTENUATION
UP

SCALE MODE

RX VCC GND

AUTOMANUAL

0.250.100.050.01

EN+

EN−
DIR+

DIR−
STEP+

STEP−
+V

−V

A+A−B+B−

S
T
R
-3

−+

12V

Motor

Variable
Attenuator

Figure C.20: Electrical schematic for the Arduino-based stepper motor controller
used for adjusting the variable attenuator.

115



BIBLIOGRAPHY

[1] J. Vaughan, “Multipactor”, IEEE Transactions on Electron Devices, vol. 35, no. 7, pp. 1172–
1180, Jul. 1988. DOI: 10.1109/16.3387.

[2] R. A. Kishek, “Interaction of Multipactor Discharge and RF Structures”, Ph.D. dissertation,
University of Michigan, Ann Arbor, MI, 1997.

[3] S. Humphries, “Principles of Charged Particle Acceleration”, in Mineola, NY: Dover, 1986.

[4] G. Devanz, “Multipactor simulations in superconducting cavities and power couplers”,
Physical Review Special Topics - Accelerators and Beams, vol. 4, no. 1, p. 012 001, Jan. 5,
2001. DOI: 10.1103/PhysRevSTAB.4.012001.

[5] P. Y. Wong, Y. Y. Lau, P. Zhang, N. Jordan, R. M. Gilgenbach, and J. Verboncoeur, “The
effects of multipactor on the quality of a complex signal propagating in a transmission line”,
Physics of Plasmas, vol. 26, no. 11, p. 112 114, Nov. 2019. DOI: 10.1063/1.5125408.

[6] J. Vaughan, “Some high-power window failures”, IRE Transactions on Electron Devices,
vol. 8, no. 4, pp. 302–308, Jul. 1961. DOI: 10.1109/T-ED.1961.14804.

[7] D. Preist and R. Talcott, “On the heating of output windows of microwave tubes by electron
bombardment”, IRE Transactions on Electron Devices, vol. 8, no. 4, pp. 243–251, Jul. 1961.
DOI: 10.1109/T-ED.1961.14797.

[8] A. J. Hatch and H. B. Williams, “The Secondary Electron Resonance Mechanism of Low-
Pressure High-Frequency Gas Breakdown”, Journal of Applied Physics, vol. 25, no. 4,
pp. 417–423, Apr. 1954. DOI: 10.1063/1.1721656.

[9] A. J. Hatch and H. B. Williams, “Multipacting Modes of High-Frequency Gaseous Break-
down”, Physical Review, vol. 112, no. 3, pp. 681–685, Nov. 1, 1958. DOI: 10.1103/
PhysRev.112.681.

[10] R. Udiljak, D. Anderson, M. Lisak, V. E. Semenov, and J. Puech, “Multipactor in a coaxial
transmission line. I. Analytical study”, Physics of Plasmas, vol. 14, no. 3, p. 033 508, Mar.
2007. DOI: 10.1063/1.2710464.

[11] S. Anza, C. Vicente, J. Gil, V. E. Boria, B. Gimeno, and D. Raboso, “Nonstationary statistical
theory for multipactor”, Physics of Plasmas, vol. 17, no. 6, p. 062 110, Jun. 2010. DOI:
10.1063/1.3443128.

[12] M. Siddiqi and R. A. Kishek, “A predictive model for two-surface multipactor stability and
growth based on chaos theory”, Physics of Plasmas, vol. 26, no. 4, p. 043 104, Apr. 2019.
DOI: 10.1063/1.5087586.

116

https://doi.org/10.1109/16.3387
https://doi.org/10.1103/PhysRevSTAB.4.012001
https://doi.org/10.1063/1.5125408
https://doi.org/10.1109/T-ED.1961.14804
https://doi.org/10.1109/T-ED.1961.14797
https://doi.org/10.1063/1.1721656
https://doi.org/10.1103/PhysRev.112.681
https://doi.org/10.1103/PhysRev.112.681
https://doi.org/10.1063/1.2710464
https://doi.org/10.1063/1.3443128
https://doi.org/10.1063/1.5087586


[13] Z. C. Shaw, A. Garcia, M. Powell, J. C. Dickens, J. J. Mankowski, and A. A. Neuber,
“Direct observation of electrons in microwave vacuum components”, Review of Scientific
Instruments, vol. 90, no. 5, p. 054 702, May 2019. DOI: 10.1063/1.5089764.

[14] M. Mirmozafari, N. Behdad, and J. H. Booske, “Calculating multipactor susceptibility
chart using a semi-analytic approach with improved accuracy”, Physics of Plasmas, vol. 27,
no. 11, p. 113 510, Nov. 2020. DOI: 10.1063/5.0024858.

[15] R. Woo, “Multipacting Discharges between Coaxial Electrodes”, Journal of Applied Physics,
vol. 39, no. 3, pp. 1528–1533, Feb. 15, 1968. DOI: 10.1063/1.1656390.

[16] T. P. Graves, “Experimental Investigation of Electron Multipactor Discharges at Very High
Frequencies”, Ph.D. dissertation, Massachusetts Institute of Technology, Cambridge, MA,
2006.

[17] D. Gonzalez-Iglesias et al., “Multipactor in a Coaxial Line Under the Presence of an Axial
DC Magnetic Field”, IEEE Electron Device Letters, vol. 33, no. 5, pp. 727–729, May 2012.
DOI: 10.1109/LED.2012.2186952.

[18] D. González-Iglesias et al., “Multipactor Mitigation in Coaxial Lines by Means of Permanent
Magnets”, IEEE Transactions on Electron Devices, vol. 61, no. 12, pp. 4224–4231, Dec.
2014. DOI: 10.1109/TED.2014.2361172.

[19] D. Gonzalez-Iglesias, O. Monerris, B. G. Martinez, M. E. Diaz, V. E. Boria, and P. M. Igle-
sias, “Multipactor RF Breakdown in Coaxial Transmission Lines With Digitally Modulated
Signals”, IEEE Transactions on Electron Devices, vol. 63, no. 10, pp. 4096–4103, Oct. 2016.
DOI: 10.1109/TED.2016.2596801.
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