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ABSTRACT

While deep learning problems are often motivated as enabling technologies for human-computer interaction—a robot, for example, must align natural language referents and sensor readings to operate in a human world—assumptions of these works make them poorly suited to real-world human interaction. Specifically, evaluation typically assumes that humans are oracles that provide semantically correct and unambiguous information, and that all such information is equally useful. While this is enforced in controlled experiments via carefully curated datasets, models operating in the wild will need to compensate for the fact that humans are hazy oracles that may provide information that is incorrect, ambiguous, or misaligned with the features learned by the model. For example: given a choice of three mugs, a robot would not be able to satisfy a request to retrieve the mug, but would likely be able to retrieve the orange mug.

A natural question follows: how can we use deep learning models trained via the oracle assumption with hazy humans? We answer this question via a method we call deferred inference, which allows models trained via supervised learning to solicit and integrate additional information from the human when necessary. Deferred inference begins with a method for determining if the model should defer inference and wait until more human-provided information is provided. Past work has generally simplified this into one of two questions: is the human-provided information correct? or is the output correct? However, we find that these approaches are insufficient due to the complex relationship between human inputs, sensor readings, and deep models: low-quality human-provided information may not cause error, while high-quality human-provided information may not correct it. To address the misalignment between input and output error, we introduce Dual-loss Additional Error Regression, or DAER, a method that successfully locates instances where a new human input can reduce error.

Although introduction of such an effective deferral function is necessary to optimize the trade-off between human effort and error, we must additionally consider that the deferral response is also subject to the effects of hazy oracles. For this reason, we must not only consider how to find error caused by human input, but also how to integrate deferral responses and measure the performance of the team. For this, we introduce aggregation functions that allow us to integrate information across multiple inferences and a novel evaluation framework that measures the trade-off between error and additional human effort. Through this evaluation, we show that we can reduce error by up
to 48% under a reasonable level of human effort without any changes to training or architecture.

Last, we consider how shifting from dataset-based evaluation to an individual human affects deferred inference. Specifically, while crowdsourced datasets work well for rapid implementation and evaluation of deferral and aggregation functions, they do not accurately model human-computer interaction: the mechanisms used to procure high-quality data most likely cause shifts in the distribution, and the failure to track the inputs of individual annotators makes the tacit assumptions that all humans are the same and inputs do not change over time or deferral depth. Through a human-centered experiment, we find that these assumptions are not true: an ideal deferral function must be calibrated for a specific user, users learn the model over time, and the deferral response is likely to be of lower quality than the initial query. Further, we show that despite the shortcomings of crowdsourced data, our deferral method does still reduce error.

While deep learned models have been proposed for many applications that require cooperation between humans and computers, deploying models that were trained and evaluated across carefully curated datasets remains a challenge due to the hazy nature of human inputs. In this dissertation, we propose deferred inference as a method for addressing this challenge while respecting the paradigm of supervised training. By demonstrating components of deferred inference on four disparate problems, we provide meaningful insights into its challenges, benefits, and generalizability that motivate and lay the foundation for the eventual deployment of deep-learned human-in-the-loop models in the wild.
CHAPTER 1

Introduction

Deep neural networks have demonstrated unprecedented performance on applications previously considered the realm of science fiction. Commercially available deep-learned models are capable of performing tasks such as removing objects from photos [3], drawing images based on text inputs [4], and producing high quality answers to linguistic requests [5]. The most important of these potential applications promises to improve lives by allowing humans and computers to interact in a complex, multimodal world: Visual Question Answering [6] is an exciting assistive technology for the visually impaired [7] and the ability to localize an object based on language—Referring Expression Comprehension [8]—will be required if, for example, human support robots [9] are expected to ameliorate the effects of the predicted shortfall of 151,000 elder care workers in 2030 [10].

Despite this enormous potential, deep learned models are typically unsuitable for human interaction without additional modification. Consider the scenario shown in Figure 1.1: a human support robot that is designed to perform tasks for the elderly or those with mobility impairments [9].

![Figure 1.1](image_url)

Figure 1.1: While deep learned models perform inference based on a single piece of human-provided information that is assumed perfect, humans input may be (A) semantically ambiguous or (B) unambiguous but misinterpreted in addition to being (C) correctly interpreted. Because of this, using modern deep-learned models as-is will result in unnecessary error. (A) is purely illustrative, while (B) and (C) are real-world responses of the UNITER [1] model to RefCOCO [2] queries.
The human is looking for his book, *The Future of Ideas*, which is the top book in the stack located on his desk. There is no screen-based interface and it is prohibitively difficult for the human to get the book himself, so he must ask the robot to get his book using natural language.

Since the human is unable to perform the action himself, the model must be able to detect and respond to potential failures. While it is permissible for Conversational Virtual Assistants (CVAs) such as Alexa to decline inference or occasionally return in incorrect answer, such a method is unacceptable for a robot: if the robot chooses not to perform the action the human will not get his book, while if the robot performs an incorrect action it, at best, imposes significant latency as the human waits for the wrong object and, at worst, fails catastrophically by breaking fragile objects—such as a laptop (Figure 1.1)—or returning incorrect answers to important visual questions like oven temperature [11].

Despite the potential consequences of model misbehavior, deep learned models typically do not have a way of detecting and addressing such failures during inference. Instead, they typically make the *oracle assumption*: all human-provided information is semantically correct and unambiguous, and all such information is equally useful. For this reason, the human is given the chance to provide one request that the model must use during inference.

In contrast, we observe that humans are *hazy oracles*: information they provide may be incorrect, ambiguous, or misaligned with the features learned by the model. An incorrect human input may be factually incorrect or based on a false premise [12] and is likely to cause error if not detected, while ambiguous information may permit multiple answers (Figure 1.1-A). If the human input is correct and unambiguous, the model may still produce incorrect inferences because its learned features do not match the human’s expectations. For example, this particular model can’t read, so while the request *The Future of Ideas* (Figure 1.1-B) is unambiguous, the robot will still perform an incorrect action.

### 1.1 Supervised Training and The Oracle Assumption

Under the oracle assumption, the human provides a single input and the model provides a single output. If the input provided by the human is ambiguous either in truth or because it is not aligned with the training data, the model provides its best guess as to the answer regardless of its confidence. While this work develops inference-time strategies that compensate for the shortcomings of the oracle assumption when interfacing with hazy human oracles, we discuss here the training process for deep learned models to demonstrate the origin—and necessity—of the oracle assumption. To be clear, the oracle assumption is not simply an artifact of choices within architecture design or data collection, but fundamentally entwined with the paradigm of supervised learning.
In supervised training, shown in Figure 1.2, we begin with a dataset that consists of a collection of inputs and a corresponding target values. At every step, a random set of inputs and outputs are combined into a batch. This batch is presented to the model, which produces a guess as to the label of every input (Infer). These guesses are then compared to the target labels (Evaluate) and the model parameters are updated based on the result of this comparison (Update Model). This process is repeated over all examples across many epochs, until some stopping criteria has been met (e.g., error is no longer decreasing).

We established previously three components of the oracle assumption: i) every human-provided input is correct, ii) every human input is unambiguous, and iii) all correct and unambiguous human-provided information is equally useful. If the human-provided information is incorrect during this training process, there is either no target with which to train the model (e.g., if you ask what color is the cat’s tie? there is no answer if there is no cat wearing a tie [12]), or you negate the benefit of human-provided information by training the model to ignore it. If the human-provided information is ambiguous, there is no way to be sure of the target—at best the model indicates its uncertainty via a calibrated output, but it is also likely that the model will return a confidently incorrect answer [13]. For these reasons, dataset procurement uses methods such as two-player games [2], [6], [14] or review of web data [15] to ensure high-quality human inputs. The third aspect of the oracle assumption is a consequence of the standard deep learning formulation: since every input has a one-to-one mapping to an output, measuring the correctness of every output is the natural evaluation.

Different facets of these shortcomings have been addressed in previous work, primarily through three different approaches: work in input-space optimization attempts to improve performance by locating low-quality human inputs explicitly during inference, some works attempt to remove model blind spots which would make it acceptable to only analyze input-space quality, while works in selective prediction attempt to locate incorrect inferences to mitigate their effects.
**Input-Space Optimization** Input space optimization can be used during inference to locate and compensate for human inputs that are semantically incorrect or ambiguous. Some works do this by treating the detection of semantically poor human inputs as a classification problem: Ray *et al.* [16] and Mahendru *et al.* [12] propose novel datasets and architectures to determine whether the premise of a visual question is correct, while Bhattacharya *et al.* [17] use a pre-defined taxonomy to annotate why crowd workers disagree on the answer to visual questions posed by visually-impaired users, then propose a model to make predictions within this taxonomy.

In other cases, particularly in the crowdsourcing domain, semantic quality is increased by changing the interface or more effectively aggregating multiple inputs. As an example of the former, Papadopoulos *et al.* [18] show that quality of bounding box annotations can be improved by clicking on extreme points instead of drawing bounding boxes, while for the latter Song *et al.* [19] propose aggregating multiple types of annotations for producing 3D annotations from 2D images and Bernstein *et al.* [20] propose a word processor editing pipeline with several complementary revision steps. Jain & Grauman [21] split the difference, simplifying the process of segmentation by clicking object edges across multiple steps instead of directly coloring in the segmentation.

Although the aforementioned works are meaningful, there are notable shortcomings in their approaches. First and foremost, none of these works consider potential gaps in the model’s understanding of the world, which we show in this work is critical. Next, aggregating in the input space is tractable for categorical or continuous real-valued inputs, but impossible in large input spaces such as language. Last, pre-defined categories of incorrect are inherently limited, as will be any supervised training of the same.

**Removing Model Blind Spots** If most failures occur due to the human input being misaligned with the model’s learned features, a straightforward way to reduce error is by improving the deep model’s architecture, dataset, or training procedure. Architectural improvements include progressions such as the transition in referring expression comprehension from language-based models [22] to visiolinguistic transformers with object detectors [1] to integrating the detector into the transformer architecture [23], [24]. Dataset-based improvements aim to collect more balanced data, therefore removing the effectiveness of—and dependence on—undesired priors [25]. When training, many works alter the objective to address specific flaws in the model: for example, Cadene and Dancette [26] focus on the ability to remove unimodal biases (e.g., the answer to *what color is the banana?* will usually be *yellow*, even without the information in the image), and some works [27], [28] focus on the shortcoming of reading text from images mentioned in our motivating example.

While one can argue that the goal of machine learning is to produce a task model that does not have any gaps in its knowledge, we do not consider this a reasonable goal: not only do we not expect
a human to communicate flawlessly, but the space of potential inputs is large—can we reasonably expect a training set to contain all potential images, utterances, and combinations thereof? Further such a hypothetical dataset would still be subject to problems related to class imbalance—the tendency for deep-learned models to ignore classes that occur infrequently [29]. Although class imbalance has been addressed in many ways, such as importance weighting [30], [31], grouping into subcategories [32], or training specifically on hard examples [33], the stubbornness of this problem demonstrates the challenge of a perfect classifier. Similarly, adversarial examples [34]—inputs that look correct to the human but cause model failures—are addressed with approaches such as robust training [35], explicitly training rejection of adversarial examples [36]–[40], and model distillation [41], but remain indicative of how difficult it is to create a perfect decision boundary in high dimensions.

Selective Prediction In selective prediction [42]–[44] the goal is to only perform inference when the model is confident in its output. The most commonly stated assumption under these scenarios is that the correct answer will be provided by the human when confidence is low. While this works well for applications such as second opinions in the medical space [45], [46], it is impractical in cases such as our motivating example: the robot is there to assist the human, since he can not retrieve the object himself. In the case of a visually impaired user asking for help with a visual question [11], the user cannot determine the answer without assistance, and many conversational virtual assistants do not have an alternate input mode. If the user can’t perform the task without assistance, and the model has no oracle to appeal to, we are left with the unsatisfying [47] approach of simply reporting an error and requiring the human to start over.

1.2 Deferred Inference

Our discussion of the oracle assumption, how it is used, and its shortcomings leads to what we call the hazy oracle assumption, and our formulation of the deferred inference problem [48]:

An automated agent is asked to perform a task, such as cropping an image based on a language request or tracking an object through a video. This agent has some probability of solving the task on its own, but may also defer to a hazy oracle that can provide additional information at some cost. The information provided by the hazy oracle may be semantically ambiguous either in truth (e.g., more than one output satisfies the request) or because it is mismatched with the features learned by the agent (e.g., a deep learning model trained in English will not understand a Spanish query, regardless of the information it contains). With the goal of minimizing error subject to constraints on human effort or human effort subject to constraints on error, the agent must determine
whether to defer its decision and request information from the hazy oracle. If the agent chooses to defer its decision, it must additionally determine how best to integrate the additional, potentially noisy, information provided.

We show an abstraction of such an agent in Figure 1.4, based on the motivating scenario shown in Figure 1.3. The abstraction consists of three parts: the task model, the aggregation function and the deferral function. We define these three components here as independent entities, but note that that is not necessarily true: a recurrent neural network with a deferral score similar to SelectiveNet [49] would execute all three functions in a single step.

The goal of our first component, the task model, is to integrate human-provided information with prior knowledge or sensor readings to produce an output. Throughout this work we use pre-existing task models from the literature to demonstrate that task models can be implemented and improved in their relevant sub-fields, then further enhanced via deferred inference. Task models are typically trained under the oracle assumption using a standard supervised learning method and architecture: visiolinguistic models such as UNITER [1] or ViLBERT [50] are trained for applications such as Referring Expression Comprehension [8] or Visual Question Answering [6], lightweight models are trained to enable hand gesture recognition [51], and models such as ToMP [52] or OSVOS [53] are trained to propagate human-provided information—bounding boxes or segmentations—across video frames. Throughout this work, we attempt to place as few assumptions as possible on the task model, since we seek to minimize the amount of additional development required to implement deferred inference on novel architectures. Specific assumptions are discussed in the relevant chapters.
Table 1.1: Error for the task model with No Deferral (Err @ 0) and Perfect Deferral on two applications. A perfect deferral method can reduce error by over 76%. Err @ 0 is reported as Mean and Standard Error of 100 trials. Full setup described in Section 2.1.1.

<table>
<thead>
<tr>
<th></th>
<th>VOT</th>
<th>Referring Expression Comprehension</th>
<th>TestA</th>
<th>TestB</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Deferral</td>
<td>8.82 ± 0.03</td>
<td>8.82 ± 0.03</td>
<td>8.27 ± 0.04</td>
<td>9.67 ± 0.04</td>
</tr>
<tr>
<td>Perfect Deferral</td>
<td>0.276</td>
<td>2.07</td>
<td>1.92</td>
<td>2.82</td>
</tr>
<tr>
<td>Abs. Improvement</td>
<td>0.053</td>
<td>6.75</td>
<td>6.35</td>
<td>6.85</td>
</tr>
<tr>
<td>% Improvement</td>
<td>16.11%</td>
<td>76.53%</td>
<td>76.78%</td>
<td>70.84%</td>
</tr>
</tbody>
</table>

Figure 1.5: Whether a phrase is semantically ambiguous (left) or simply unclear to the model (right), a new human input can change an inference from incorrect (pink) to correct (blue). Best viewed in color.

Our second component, the aggregation function, accepts one or more predictions from the task model and produces a unified prediction. The structure of the aggregation function largely depends on the structure of the task model: if the task model produces outputs such as a discrete bounding box—common in the application of video object tracking [54]—the best aggregation function may be a method that simply picks the best output, while if the output is a softmax distribution—common in visual question answering [6] and referring expression comprehension [8]—the product of the distributions is likely to provide the best output by resolving ambiguities.

Last, the deferral function accepts the output of the aggregation function and determines whether or not the model needs to solicit additional information by assigning a deferral score to the output of the aggregation function and applying a threshold to this score. As we discuss in Chapter 3, the deferral function presents an interesting challenge in that it must not only defer when the output is likely to be incorrect—as in the selective prediction setting described above—but when the output is likely to be incorrect and a new human input is likely to correct it. We address this through a novel, trained method called Dual-loss Additional Error Regression (DAER), but also demonstrate more generally applicable deferral functions based on output distributions.

Motivation We motivate deferred inference through the applications of single-target video object tracking, where the goal is to propagate a first-frame bounding box through all subsequent frames, and referring expression comprehension, where the goal is to draw a bounding box around the object described by a text query. We show the benefit of a perfect deferred inference method—that is, one that is able to select the best human input from the dataset—quantitatively in Table 1.1: for the validation split of the referring expression comprehension task, using the best human input can reduce error by over 76%.

In Figure 1.5 we demonstrate the benefit qualitatively by showing four human inputs and their matching outputs on the application of referring expression comprehension. On the left we see the more intuitive case, where the first expression, *yellow fire hydrant*, can be reasonably thought...
to refer to four objects, while 2nd hydrant is mostly unambiguous.\footnote{While data collection was designed to produce unambiguous referring expressions, we find a non-negligible number of semantically ambiguous examples. This is likely due to the requirement that annotators make a guess for every expression, and is discussed further in Chapter 7.} On the right, we see a case where the referring expression left banana isn’t truly ambiguous, but the model produces the wrong answer due to shortcomings in its understanding of language. Though the latter failure—a human input being outside of the model’s understanding—is typically considered a shortcoming of the model, the fact that a new referring expression can successfully solve both tasks means that both applications would benefit from deferred inference.

1.3 Deferred Inference for Interaction

Having motivated deferred inference from a machine learning perspective, we situate our formulation in the interaction domain. Human–computer interaction operates across many assumption sets, and even perspectives framed as opposites often find commonality [55]. Despite this wide variety of assumption sets, our work embraces two assumptions that, when taken in tandem, are unique among interaction approaches: 1) the human cannot operate in the output space and 2) inference is performed via unmodified task models.

Our first assumption is motivated by the fact that the majority of intelligent interfaces in use today require some form of manipulation in the output space. For example, AI advising [56] and annotation [57] require the human to make the final decision, selective prediction [58] and learning to defer [44] require the human to provide the correct answer if the AI is uncertain, and simple applications such as search allow the human to review answers and revise queries. While effective, this is impractical in some important use-cases: if visual question answering models are used to assist the visually impaired [7] the human cannot provide or confirm the correct answer, an elderly individual instructing a robot to retrieve an object [59] may not be physically capable of getting it without assistance, and conversational virtual assistants such as Alexa [60], do not have a secondary input mode that can be leveraged.

Our second assumption motivates the use of a reformulation-based deferral. While this is not inherently necessary for deferred inference—some works have proposed generative text models for similar problems [61], [62]—this assumption has a number of implementation advantages. First, since we do not have to create novel architectures, we can easily extend our methods to novel task models across a variety of applications, which is important in the rapidly evolving deep learning space. Additionally, generating relevant follow-up queries is difficult even in constrained spaces. In addition to generative models generally being considered more challenging than discriminative models, such methods either utilize a particularly accommodating problem space—such as in Referring Expression Comprehension [61]—or datasets that, while usable for producing follow-up
questions, do not allow for true introspection [62]. Additionally, meaningful follow-up queries may not exist for applications with non-linguistic human inputs such as Visual Object Tracking [54] and Keypoint-Conditioned Viewpoint Estimation [63].

1.4 Contributions

The contributions of this dissertation relate to introducing and motivating a formulation for deferred inference with hazy oracles, then addressing the shortcomings of current work via approaches that simultaneously consider the semantic quality of the human input, the model’s response to specific inputs, and the combined behavior of the human and model across deferrals. To do this, we introduce novel evaluations and solutions that consider both the initial input and the deferral response via four contributions: we learn a deferral function that effectively isolates error caused by the human from fixed error in multimodal inference, consider how best to compensate for the fact that deferral responses are hazy via aggregation functions, develop a general formulation for both evaluation and implementation of deferred inference, and shift the analysis from crowdsourced data to individual user responses.

1.4.1 Learning an Ideal Deferral Function

Due to the cost of acquiring additional information—measured both in dollars and user satisfaction—it is important to defer inference only when it would be helpful. While previous works have deferred or declined inference by locating cases where the human input [12], [16], [17] or the output [42], [49], [58], [64], [65] is incorrect, we show that these approaches are insufficient: the counterintuitive behaviors of deep networks mean that incorrect human inputs may result in performance that is the same or better than the corresponding correct input, and imperfect outputs may not be improved by acquiring a new human input. To address this, we introduce a novel evaluation method, centered around the metric of additional error, that measures not whether the answer is correct, but whether a new human input would be helpful. We use this to evaluate our novel method of Dual-loss Additional Error Regression (DAER), and find that considering the human input in tandem with the model allows us to outperform selective-prediction and input-space optimization inspired baselines, even when given knowledge of the ideal human input.

1.4.2 Development of Aggregation Functions

In addition to deferring inference appropriately, it is important to consider the best course of action after deferral has occurred. We first show that if we naively accept the deferral response—similar to the reformulation strategy of conversational virtual assistants [66]—a local optimum is
reached: beyond a certain deferral rate, error and human effort increase simultaneously. In other words, the current paradigm is such that the more often a rephrase is requested, the worse the overall performance becomes.

To address this shortcoming, we introduce two aggregation functions. The first, *smart replacement*, performs inference using the human input that it believes provides the highest-quality output. We demonstrate that this straightforward method allows us to improve performance effectively on any task for which a confidence measure can be derived. Although it is almost universally generalizable, smart replacement does not allow us to utilize complementary, ambiguous, information. To address this, we perform experiments on the applications of 3D video pose estimation, video object tracking, and referring expression comprehension that demonstrate the benefit of probabilistic aggregations of predictions produced by human inputs. Specifically, we are able reduce error by up to 48% by integrating multiple ambiguous human inputs to produce a high-quality output.

### 1.4.3 A general formulation and evaluation for deferred inference

While a number of deferred inference methods have been proposed in isolation [61], [62], [67], [68] such works have thus far been unrepeatable due to their reliance on human experiments, non-standard datasets, and deferral criteria determined a-priori that may not produce optimal overall performance. To address this, we introduce a general formulation for deferred inference. This formulation formalizes the concepts of task model, deferral function, and aggregation function, as well as an evaluation method for deferred inference that simultaneously considers the error, deferral rate, and maximum deferral depth. We demonstrate the importance of our evaluation by showing that changing the constraint set changes the best methods, even though such constraints are set arbitrarily in previous works.

### 1.4.4 Human-centered deferred inference

Although aggregate evaluation of deferred inference on crowdsourced data can be informative, it does not consider specifically when deferral should occur. In order to do this, we need to consider the individual with whom the model is interacting. This individual is likely to have unique characteristics—such as particular dialects—that must be considered, and is likely to systematically change the query after deferral. For this reason, we perform a user study on deferred inference motivated by a language-powered image cropping task. Through this, we demonstrate various aspects of human interaction with such a model—most notably that the deferral response will typically be less clear to the model—and show that it is necessary to consider the individual user when setting deferral criteria.
1.5 Thesis and Impact Statement

By allowing the human to provide additional information upon request, we can meaningfully improve both quantitative performance and qualitative user experience in a human-AI team. Previous work has considered detection of both low-quality inputs and low-quality outputs, but generally ignored what to do after these failures have been detected. In this work, we consider not only how to detect low-quality predictions, but also what to do afterwards: what is the effect of subsequent information, how do we integrate it with previous inferences, and how does it affect user experience?

By demonstrating evaluations and methods across many applications and architectures, we provide a simple pathway to using state-of-the-art deep models trained via supervised learning in practice. Such models, and therefore deferral methods, will be critical for impactful applications such as assistive visual question answering technologies [11] and service robots for elder care [9].
CHAPTER 2

Related Work

This dissertation focuses on problems in which an AI agent uses human input in tandem with world knowledge and sensor readings to produce a desired output. Such problems span a number of applications and strategies that we describe here. After describing a selection of these problems—both in general and in depth for our exemplar applications—we discuss various strategies used when collaborating with hazy oracles.

2.1 Applications Using Hazy Oracles

A number of works require input from hazy oracles—humans—in order to accomplish their goals. Here, we describe a number of applications that use hazy oracles in tandem with automated procedures. Broadly speaking, we group these works into three categories with different assumptions: techniques for dataset procurement and enhancing human abilities allows the user to directly review putative outputs, while accessibility methods typically do not have this option.

Dataset Procurement Hazy oracles are often used to crowdsourcing datasets, particularly when the gold-standard information is hard to obtain without computational assistance. For example, a task like 3D scene reconstruction is difficult and slow to do manually, but can be made tractable through intelligent aggregation techniques [19], [69] or deep learning [63]. Similarly, segmentation—while not a cognitively difficult task—requires attention to detail and fine motor skills, leading to a variety of collaborative assistants: Uijlings et al. propose a collaborative assistant for panoptic segmentation that allows a human and computer to take turns correcting a putative output, Jain & Grauman [21] allow the human to reduce the hypothesis space by clicking on the target’s output, while Song et al. [70] aggregate imperfect annotations from different, simple, tools to produce a high-quality answer. We provide more details on crowdsourcing techniques in Section 2.2.2.
**Enhancing Human Ability** A well-publicized capability of deep learning is the production of novel visual art: applications such as generating faces [71], [72], style transfer [73], [74] and domain transfer [75] that previously required many hours of work by a trained artist could now be done in seconds by anyone with a web browser. Many of these methods interact with hazy oracles: inpainting techniques for both video [76] and photos (e.g., Google’s *Magic Eraser* [3]) use the human to outline an object that should be removed from the image or video, and Dall-E shows a remarkable ability to produce high-quality drawings based on a text query [4].

Although image manipulation tasks have dominated the public discussion of machine learning, these are not the only ways that deep learned models work to enhance human abilities: Machine translation [77] accepts a natural language human input and produces a translation that can be understood without requiring employment of a highly educated translator. Although the GPT-3 architecture [78] has been the subject of controversy and discussion on the ethics of AI [79], [80], it has proven useful in applications as diverse as feedback summarization, semantic search, and automated dialog [5]. Perhaps more impactful is its ability to power the OpenAI codex [81], which produces executable source code from natural language queries, and has even been used to allow robot control via motion primitives [82].

Not only do generative models have the ability to create art or perform translations from raw human inputs, deep models can help augment the performance of e.g., medical professionals who need to find previous examples to be able to come to a diagnosis. For example, Cai et al. [56] propose a human centered visual search tool for viewing tissue samples and Caruana et al. [83] propose an explainable method for predicting hospital readmission for pneumonia. Although all of the above are important tools, we primarily focus on situations where the human does not have access to the output space, and the model must therefore make the final inference.

**Accessibility Technologies** HIL inference may also be used to increase accessibility. For example: the VizWiz dataset [7] was motivated by allowing visually impaired individuals to operate in a visual world (though the work that originated the VQA problem [6] used this as a motivation, users were asked to *stump a smart robot*, not perform meaningful accessibility tasks). This particular application has spawned various approaches, from early work in crowdsourcing answers to questions posed by visually impaired users [11] to transformer architectures [22] with vision-language pre-training [1], [24], [84]. Other approaches to HIL accessibility include improved image captioning techniques, such as multi-layered exploration [85], that produce varying levels of captions based on human inputs.

Work in robotics also promises to improve the lives of the elderly or physically impaired [9], [86]–[88], particularly when the significant predicted shortfall of elder care workers is considered [10]. As in VQA, these applications require not only an ability to understand the human’s commands,
Figure 2.1: A collection of problems using human inputs, displayed in a Venn diagram of input characteristics.

but also an ability understand them in the context of the robot’s knowledge and sensor readings. Gouravajhala et al. [89] consider these applications from a crowdsourcing perspective, focusing on point clouds, while Lasecki et al. [90] use crowdsourcing to allow an inexpensive robot to understand natural language commands. Due to the intuitive nature of the referring expression comprehension task, many works apply it directly to robots [61], [67], [68], [91], [92]. Similarly, vision-language navigation [14], [93]–[96] combines human input with sensor data to allow a human operator to intuitively send a robot to a desired location.
A Useful Taxonomy It is useful to consider human inputs across two axes: whether they are categorical or continuous, and whether they inform or define the problem. We categorize a number of HIL problems along these axes in Figure 2.1.

If the human input is categorical—for example, in Hierarchical Scene Classification [98], HIL classification [97], and Multi-Label Image Annotation [104]—it can be easily defined as correct or incorrect. Since it can easily be defined as correct or incorrect, there exists a trivial answer to the question of whether or not error can be reduced via a new human input. That is, if the human input is correct, a second human input will not improve the answer regardless of the output confidence. In cases where this is not true, it is less straightforward to determine whether or not a deferral can help. While some explicit definitions of an incorrect continuous input [12], [17] exist, they do not consider the model’s understanding of the world, and therefore a “correct” human input could still be improved by a deferral. We discuss this in Chapter 4.

Similar to problems with categorical human inputs, problems where the human input is used to inform the model—such as keypoint-conditioned viewpoint estimation [63] and hierarchical scene classification [104] allow some shortcuts to be made when determining when to defer. Specifically, we can choose only to defer when the provided human information can change the output which, as we see in Chapter 3, is often not the case.

In the case of defining vs. informing the problem, the distinction is more straightforward: if a model could perform the task with a better-than-chance success rate without the human input, the human input informs the problem, otherwise the human input defines the problem. As an example, we can consider the tasks of visual question answering [6] and keypoint-conditioned viewpoint estimation [63]. In the former case, the task is undefined until the human input (the text question) is provided—the user can’t reasonably expect the task model to provide the correct answer without it. However, in the latter case, the question of “what is the viewpoint?” is defined, and therefore can be answered, prior to the human input being given.

2.1.1 Exemplar HIL Applications

While there are many HIL problems, we perform our evaluations on four specific applications: Keypoint-Conditioned Viewpoint Estimation [63], Hierarchical Scene Classification [104], Single-Target Video Object Tracking [100], and Referring Expression Comprehension [2]. We describe them in detail here.

1While it is possible for an incorrect human input to provide a better result than a correct one, we assume that the user will attempt to provide the correct answer and can never expect the “better” result. We discuss this in Chapter 3.
Keypoint-Conditioned Viewpoint Estimation Keypoint-conditioned viewpoint estimation is an HIL extension of the monocular viewpoint estimation application. In monocular viewpoint estimation, the goal is to produce the rotation between the imaging axis and the (canonical) axis of a target object in terms of azimuth, elevation, and tilt. Early work used multiple images obtained via motion or a stereo pair as input to a closed-form [106] or least-squares [107] solution to the Perspective-n-Point (PnP) problem. As in many computer vision problems, the features used for PnP have shifted from handcrafted features such as SIFT [108], to deep representations [109].

In cases like ours where multiple camera views are not available, some works have attempted to resolve the ambiguity by placing priors on the object’s shape. Broadly, these fall into two categories: deformable parts models (DPMs) and matching approaches. For DPMs, a prior is given in the form of parts and their relationships, and the solver penalizes potential solutions that deviate from the standard relationship. While these constraints were initially proposed for object detection in two dimensions [110], the concept extends easily to the 3D space, where models may be defined by a cuboid [111] or by semantic parts [105], [112], [113]. For matching approaches [114], [115], a detection method and similarity metric are used to locate and align the 3D model most similar to the pictured object.

Another line of work has abandoned the idea of strong priors and focused on training a deep neural network end-to-end. Initial work [116] trained solely on image datasets such as PASCAL3D+ [105], while later work [117] leveraged synthetic renders from the ShapeNet [118] dataset to improve performance. While these end-to-end approaches are attractive due to their simplicity and the general success of learned feature representations, these models generally struggle due to input issues such as occlusion and truncation [105], as well as an inability to compensate for the symmetry of many man-made objects [116]. Keypoint-conditioned viewpoint estimation was proposed by Szeto & Corso [63] to resolve these ambiguities and significantly improve performance by integrating the semantic understanding of humans—the ability to answer questions such as where is the front-left tire?—with the speed and numeric precision of DNNs.
Hierarchical Scene Classification
Hierarchical scene classification is a human-in-the-loop extension of fine-grained visual classification (FGVC), loosely defined as any classification task where differences between classes are small. While this definition is subjective, there is rarely controversy as to whether a benchmark is fine or coarse: where CIFAR10 [119] asks the model to select between the 10 classes such as dog and horse, the Stanford Dogs dataset [120] asks the model to distinguish between a 120 breeds, including those as similar as the Boston Terrier and French Bulldog (Figure 2.3).

This similarity between classes forces the network to learn subtle features instead of relying on shortcuts such as background information [121]. Since the subtle semantic differences between classes are known (e.g., a Boston Terrier has more pointed ears than a French Bulldog [122]), many works in FGVC propose methods that encourage the network to attend to relevant semantic features. Early works that used this approach assumed that part-level bounding boxes were available at training time [123]–[125], while recent work attempts to learn important regions in a semi-supervised manner [126], [127].

While this approach is the most intuitive, it is not the only approach that has been attempted on this problem. One common approach is bilinear pooling [128], [129], which combines feature maps from different trained classifiers to capture a greater diversity of features. Other approaches include lifting the 2D image into a 3D space [130], adjusting losses to prevent overconfidence caused by irrelevant features [131], [132], comparing similar classes during inference [133], and using text descriptions of distinct parts as the human input [134].

Like a number of works in fully automated FGVC [128], [135], hierarchical scene classification (HSC) [98], [104], [136] exploits the hierarchy that is often available in these problems by allowing a user to define if the scene falls into a coarse class like indoor, outdoor natural, or outdoor man-made.

Single-Target Video Object Tracking
In our chosen formulation of Single-Target Video Object Tracking (VOT)—also often referred to as Single-Target Visual Object Tracking—a bounding box is drawn around a semantic object in the first frame of a video and propagated through the remaining frames. The earliest work on this application [137] focus on the ability to measure displacements and, in doing so, produce segmentations of moving objects. Other early work focuses on tracking keypoints [138] or ellipses specifically designed to enclose faces [139]. Because of
long history of this application, evaluation methods and datasets have been inconsistent: under the assumption of per-frame bounding box annotations, evaluations included center error [140], region overlap [141], tracking length [142], failure rate [143], and others [144]. Noting the difficulty of obtaining per-frame annotations, Wu et al. [145] proposed a cycle-consistency metric, while two other works [54], [146] converged to similar solutions still used today: an aggregation of new sequences and previously collected datasets such as Berkeley segmentation [147], FERET [148], VIVID [149], CAVIAR [150], and others [140], [151], [152] measured via robustness (number of lost tracks) and accuracy (mean IoU across valid frames). Both works acknowledge the potential for perturbations in the human-provided initialization, such as a 10% error in bounding box size and variations in the starting frame, but do not consider the effect of individual annotations on the quality of the output.

Similar to the variety of evaluation metrics, a number of solutions for single-target VOT have been proposed. Early work focused on handcrafted local features [137]–[139], while more recent works implement deep learning-based approaches through fine-turning the network at inference time [153]–[155], asking the network to directly regress bounding box location [156], or placing template and search images in a common feature space [157]–[160]. We performed experiments using the Distractor-Aware Siamese Region Proposal Network (DaSiamRPN) [160], which won the short-term real-time category of the 2018 VOT challenge [161] by improving the negative mining strategy used to create the common feature space of the Siamese Region Proposal Network [158], and the ToMP tracker [52], which learns the weights for a tracking model.

Referring Expression Comprehension In referring expression comprehension, a model is asked to identify—via bounding box or segmentation—an object in an image described by a natural language expression. The motivation for this task is straightforward: referring expressions are natural linguistic features that will be needed to communicate with intelligent agents such as robots [61], [67], [91].

While the first work to consider this application [162] referred to it as text-to-image coreference and performed their experiments on the indoor scenes of the NYU-RGBD V2 Dataset [163], most work follows the formulation of Mao et al. [8], which uses referring expressions collected on the COCO dataset [15] via a two-player crowdsourcing mechanism [2]. Under this formulation, the model is correct if the predicted bounding box has an IoU of greater than 0.5 with the target bounding box and incorrect otherwise.

Referring expression comprehension has since become a staple in the visiolinguistic literature, with strategies changing over time. Shortly after the Mao et al. work, Hu et al. shifted from bounding boxes to segmentations, using fully convolutional networks to produce response maps. In addition to the precision @ IoU formulation of Mao et al. this work reports the mean IoU.
Like many early strategies [8], [164]–[168], this work encoded the referring expression using LSTM neurons and, like many language problems, work has since shifted towards attention and transformer architectures. Though early work using attention did allow for some manual feature engineering [22], more recent work [1], [24], [50], [169] has utilized pure transformer models with extensive visiolinguistic pretraining. When the output is a bounding box—which is common due to the challenges of providing visual information to a transformer—most works accept object proposals as their fixed input and treat referring expression comprehension as a classification across these proposals, with the notable exception of MDETR [24] which directly accepts image features from a convolutional network.

### 2.2 Addressing Limitations of Hazy Oracles

We discussed above various applications that utilize hazy oracles, but have not discussed strategies for compensating for hazy oracles. In this chapter, we discuss how different works treat the fact that human inputs are noisy, roughly defined in two groups: machine learning approaches, where the goal is typically to optimize the output under the oracle assumption, and human-centered approaches, where the goal is to improve team performance via methods such as aggregation or explainability.

#### 2.2.1 Machine Learning Approaches

Due to the supervised learning paradigm of machine learning approaches, the oracle assumption is typically used without modification—it is assumed that the input is correct and unambiguous, and the model must produce an answer. There are a handful of exceptions to this paradigm, where human input may be noisy or the model may be uncertain, that we describe here.

**ML Centered HIL Inference** Machine learning approaches have undeniably led to improved performance on meaningful applications: accuracy in Visual Question Answering has improved from 54.06% in the originating work [6], to 84.34% at the time of this writing [170], and similar improvements have been shown on referring expression comprehension [8], text question answering [102], single-target video object tracking [54], and more [76], [96], [100], [171]. The dataset-focused supervised-learning approach of these evaluations is both a blessing and a curse: while performance has undeniably improved, the human input is considered an oracle that can always be interpreted correctly. In other words, there is no understanding of what happens when the human input is incorrect or simply outside of the model’s understanding.

There are, however, a few dedicated problems that consider effects of noisy human inputs in a supervised learning framework: evaluation for single-target VOT [54], [145] often applies
Uncertainty and Selective Prediction Recognizing the importance knowing how confident a prediction is (an autonomous vehicle that has 60% confidence in class road and 40% confidence in class person should stop), a number of methods have been proposed to detect low confidence inferences. The majority of these detect aleatoric uncertainty—uncertainty inherent in the data—
as opposed to epistemic uncertainty—or gaps in the model’s understanding of the world [175] (Figure 2.4). The reason for this is simple: aleatoric uncertainty models the amount of information available in the data, including features such as size and blur, and can therefore learned from the data. Epistemic uncertainty, on the other hand, is related to the knowledge of the model, which is very difficult to estimate in the supervised learning framework.

We begin with a discussion of methods for aleatoric uncertainty. Interestingly, not only does the data-dependent nature of aleatoric uncertainty make it easy to learn, but it is learned implicitly in the softmax loss. Although these outputs are known to be overconfident, this confidence is low dimensional, meaning it can be calibrated via a low-dimensional temperature scaling procedure [13]. A number of other works have proposed more complex or principled calibration procedures: Mozafari et al. [176] extend the work of Guo et al. [13] by learning the scaling coefficient during training instead of during post-hoc calibration, Mukhoti et al. [177] use temperature scaling in tandem with a focal loss, Kull et al. [178] use dirichlet calibration instead of temperature scaling, and Brian Lucena [179] proposes a spline-based calibration method.

While the most common formulation for regression—minimizing the mean squared error—does not implicitly capture the aleatoric uncertainty the way a softmax does, it is trivial to do so by changing to a negative log likelihood loss and adding output neurons to match. Kendall & Gal [175] introduce this for pose estimation, Choi et al. [180], Kraus and Dietmayer [181], and Le et al. [182] use this approach for object detection, with the latter showing the loss adjustment works better than a method that aggregates redundant boxes instead of using non-maximal suppression. Li & Lee [183] incorporate a more challenging formulation—a mixture density network—for the problem of human pose estimation.

Since it can’t be learned, estimating epistemic uncertainty is much more challenging. The most conceptually straightforward techniques—Bayesian DNNs—place uncertainties on the weights and sample from these distributions at inference time. Blundell et al. [184] learn weight distributions explicitly via a method they call Bayes by Backprop, Maddox et al. [185] save weights at various point during training and place a distribution over those checkpoints, and Gal and Gharamani [186] assert that DNN weights are Bernoulli distributions and therefore can be sampled by enabling dropout at inference time. Liu et al. note that this does not properly model uncertainty outside of the support, and propose a sampling-based method using normalized weights and a Gaussian process output [187]. Some sampling free methods have also been proposed: Lakshminarayanan et al. [188] demonstrate that ensembles of networks can estimate both epistemic and aleatoric uncertainty and Postels et al. [189] inject noise into their training to capture epistemic uncertainty.

Though not explicitly treated as uncertainty estimation, a very closely related problem is Out Of Distribution detection (OOD)—in fact, some aleatoric [190] and epistemic [188] uncertainty methods were tested on this problem. In OOD detection, the goal is to determine if the given sample
matches the training distribution which is useful, for example, in determining whether or not to perform inference or locating adversarial inputs [34]. The simplest approach to this task is outlier exposure [191], where the model is trained to compare the target distribution to various out of distribution sets and it is assumed that novel OOD data will be closer to the trained OOD classes than the distribution in the decision space.

Other works follow the intuition that the only available training data is in distribution. Such methods include perturbing inputs and measuring the response [192] and building generative models. When the model maps directly to a likelihood (e.g., Generative Flows [193], PixelCNN [194], Variational Autoencoders [195]), this is straightforward: all inputs are mapped to a location on the distribution, that can be used to divide high probability (in-distribution) and low probability (out-of-distribution) samples. Different strategies improve upon this basic idea: Ren et al. [196] mitigate the effect of the background through addition of noise, Xiao et al. [197] compare the difference between the actual generative model and an optimal generative model, Serrá et al. [198] demonstrate that lower complexity images typically have higher likelihood regardless of whether or not they are in distribution, and Choi et al. [199] use ensembling in tandem with the Watanabe Akaike Information Criterion [200].

Evaluating Uncertainty Measures There are many ways to evaluate uncertainty measures, each of which provides a slightly different framing of the problem. The most straightforward of these are measures such as the log likelihood or brier score [188], which can be applied directly to every prediction and aggregated across a dataset. While these are proper scoring rules (the maximum score is returned if and only if the predicted and true distributions match), they do not distinguish between a method that is overconfident and occasionally correct and a method that is always correct but not confident. For example, consider the log likelihood for a binary classification of 3 inferences:

$$\text{nll} = -\sum_{n=1}^{3} y_n \log(\hat{y}_n) + (1 - y_n) \log(1 - \hat{y}_n).$$  \hspace{1cm} (2.1)

If the model makes two correct classifications with 97% confidence, and one incorrect classification with 86% confidence, the NLL is:

$$-(\ln(0.97) + \ln(0.97) + \ln(0.14)) \approx 2.02 \hspace{1cm} (2.2)$$

whereas if the model makes three correct classifications with 51% confidence:

$$-(\ln(0.51) + \ln(0.51) + \ln(0.51)) \approx 2.02 \hspace{1cm} (2.3)$$
Because of this, a number of works measure calibration directly—if a model predicts 65% confidence, is there actually a 65% chance of it being correct—using the metrics of Expected Calibration Error (ECE) and Maximum Calibration Error (MCE) [13]. While intuitively satisfying, this evaluation results in two major shortcomings: first, confidence can be meaningful without being calibrated, leading to poor ECE for an otherwise useful confidence score. Second, it is fundamentally histogram based, which means that the selection of bin width can produce meaningfully different results. Selective prediction [42], [49], [58], [64], [201], [202] avoids these problems by evaluating the quality of confidence estimates ordinally. This is highlighted by Geifman et al. [203], who proposed using selective prediction to evaluate uncertainty estimation.

Of course, the best evaluation is dependent on the final application. Weather prediction favors the ECE and MCE [204], since the data must ultimately be human interpretable. For medical classification tasks, a selective prediction approach is more appropriate, since the goal is to determine when to request a second opinion: For diabetic retinopathy detection, Raghu et al. [45] use the AUROC metric to evaluate uncertainty performance, while Leibig et al. [46] use the AUROC metric as well as the tradeoff between accuracy and coverage used in selective prediction [58]. For segmentation, the path is less straightforward, but NLL, Brier score, and ECE [205], [206] have all been used with some success. In language tasks, some work simply notes the improvement in the base metric (e.g., mean squared error) when uncertainty is explicitly accounted for [207], while others evaluate ECE [208], or an error-coverage tradeoff similar to selective prediction [209]. For camera relocalization, Kendall & Cipolla [210] illustrated the relationship between uncertainty and error visually, while probabilistic object detection [211] proposed a novel evaluation based on the pairwise Probability-based Detection Quality (PDQ) metric that combines bounding box regression and object classification uncertainties.

Notably, none of these works consider a deferral response. Of works that do consider a deferral response, method and evaluation is inconsistent: many works generate complementary text queries [61], [62], [91], [92], ask for a rephrase [68], or allow the human to identify and resolve local minima in tasks with a long time horizon (e.g., adding instructions to a pick-and-place task [67]). Such methods conduct human experiments with a-priori thresholds, and report the change in accuracy from the deferral-free condition. This is not only unrepeatable, but neglects to address the tradeoff between accuracy and user effort.

### 2.2.2 Human-Centered Approaches

The goals of the machine learning approach are straightforward: increase performance relative to some metric given a problem formulation. In contrast, human-centered work generally chooses between three potential goals: i) measure how the human and AI act as a team, ii) produce the best annotations using many inputs, or iii) measure how satisfied the human is with the interaction.

23
**Improving Team Performance** AI agents in are used in tandem with individual humans to improve performance in a wide variety of domains. In the medical space, Cai et al. [56] introduce novel deep-learning enabled tools for searching tissue images for pathology, while Caruana et al. [83] introduce GA²Ms, a pairwise addition to Generalized Additive Models (GAMs) [212] that allow medical professionals to manually adjust the influence of different factors and their interactions. For fact checking, Nguyen et al. [213] introduce a method that collects supporting evidence and produces sub-inferences that can be adjusted to produce a final output. For a chatbot, Jain et al. [214] propose parsing human text input and providing a visual representation of the model’s understanding.

In most of these teaming works, the AI acts as an advisor and the human makes the final decision. This makes explainability, trust, and accurate mental models the most important components of the interaction. Though some works treat explainability as a machine learning problem [215]–[217], we focus here on cases where explainability’s impact on the human operator is considered. Kulesza et al. [218] allow the human to ask for reasoning behind a decision, and adjust the reasoning when it’s incorrect. Ghai et al. [219] use local explanations to improve active learning performance, while Zhang et al. [220] note some shortcomings with this approach in their evaluation of trust calibration. Wang et al. [221] propose a user-centric framework for explainable AI, while Tjoa and Guan [222] similarly note that explainability must be human-centered. Motivated by the observation that human-AI teams are often worse than just the AI [223], Bansal et al. provide a focus on mental models—how does the human understand the model and how does the team [224]? Interestingly, they find that decision boundaries must account for the human (i.e., the best model is not the best teammate) [225] and that any changes to a model must consider how the human interprets the model and how they will adapt to those

Because the goal is to evaluate qualities such as trust and mental modeling, many teaming works abstract away the deep learning model by using simplified models, Wizard-of-Oz (WoZ) studies, or examining the inputs to characterize interactions. For example, the work of Chang et al. [226], [227] seeks to enable verbal interaction with videos, but uses a finite list of commands (10 main commands, with 17 variants in [226]), whereas Zhao et al. [228] seek the same goal, but use a WoZ study. Rosenblatt et al. [229] evaluate user satisfaction with a WoZ voice-based IDE. Little work considers the human teamed with a modern deep learning system in cases where the deep learning system must make the final inference. For this reason, we examine in-depth the interaction between human inputs and various deep learning models, as well as propose different ways to examine and evaluate this interaction.
Crowdsourcing In crowdsourcing, a number of Human Intelligence Tasks (HITs) are submitted to a central service such as Amazon Mechanical Turk, where a pool of workers can access and perform these tasks without the overhead of hiring and firing workers. This ability to easily access human intelligence as an API call has proven a boon for both real-time processing and dataset collection, but must compensate for unskilled or malicious workers—one study found that 30% of responses were generated by spammers [230]—via simple tasks, heavy training and filtering, or post-hoc review and aggregation.

As examples of simple interfaces, both OpenSurfaces [231] and MSCOCO [15] allow users to produce segmentations by simply drawing on the image, while Song et al. [70] combine four intuitive tools—trace, pin-placing, drag-and-drop, and floodfill—to produce a segmentation. Sorokin et al. [232] propose a pipeline for object grasping based on crowd workers providing object outlines, groupings, and comparisons. Bigham et al. [11] provide a method where workers answer visual questions, while CrowdMask [233] extends this by asking users to determine whether or not sensitive information is present in part of an image, assuming that this information can be removed prior to presenting the full image for processing.

With respect to filtering, some approaches increase the quality of the input by preventing low quality work before it is submitted. For example, determining the optimal way to train workers in a crowdsourced setting [234], making sure workers are qualified via initial [15] or random [235] screening, allowing users to choose not to annotate when they are uncertain [236]–[238], or providing the proper incentive structure [239], [240]. Combining the last two strategies, Shah and Zhou [237] showed the benefit of incentivizing workers to self-filter low-confidence annotations.

Filtering may also be done post-hoc by aggregating different workers’ responses to the same question. This is straightforward when the human input is categorical: Dawid & Skene [241] use the Expectation Maximization algorithm to produce optimal answers for medical diagnoses when patient data is imperfect, while Ipeirotis et al. consider Amazon Mechanical Turk directly and estimate worker quality, making to separate error and bias, the latter of which can still improve performance over ignoring the “bad” annotations if it is accurately modeled [230]. Whitehill et al. [242], Raykar & Yu [243], and Welinder et al. [244] follow a similar strategy of modeling the user. Bragg et al. use simple majority voting to confirm a category [245], as does ImageNet when confirming the results of an image search [246]. Revolt [236] introduced method by which workers were allowed to discuss specific annotations with each other when there is disagreement. When the human input is not categorical, post-hoc filtering is a bit more challenging. Some works use a similar voting technique to confirm the quality of segmentations [15], [231], while Song et al. attempt to use summary statistics to filter bounding boxes and dimension line annotations, but observe that these methods are imperfect and suggest using probabilistic filters [69] or tools with different biases [19], [70] to mitigate remaining errors.
**Human Satisfaction** There are many ways for an individual to interact with an AI agent, but the most commonly surveyed interaction mode is linguistic. This is for two reasons: humans have a natural understanding of this input mode, and such systems are currently both commercially desirable—80% of businesses surveyed in 2016 claimed they would like to implement some form of chatbot to reduce expenses or improve customer experience [247]—and deployed in practice via mechanisms such as tech support phone trees or Conversational Virtual Assistants (CVAs) such as Siri.

Broadly, these studies have shown that people are not happy with such interfaces: a 2016 survey found that Interactive Voice Response (the tech-support phone-tree technology) systems are only satisfactory to 10% of users [248]. Though the technology is advancing, dissatisfaction remains: a 2019 study found that for both IVRs and Smart Assistants (e.g., Siri), users are more likely to express disappointment, confusion, or unease than happiness with an interaction [249]. Generally speaking, this is due to poor or limited performance by the CVA. A 2017 study [250] performed across 54 users in India and the United States found that these chatbots were no better than the baseline condition—searching Google—for most tasks. Further, people were aware of this: 9 out of 17 non-users cited limited utility as their reason for not owning a smart speaker [251]. There were a few exceptions, Zamora et al. [250] and Luger & Sellen [47] both found CVAs to be useful for menial tasks and situations when the user can not be fully engaged with the keyboard (e.g., handsfree scenarios). Put less charitably: voice control is only best when there is no other option.

The fact that such methods result in low quality inferences, in addition to human’s ability to discover the decision boundaries and failure modes of systems such as decision support systems [224], means that humans don’t speak to conversational agents in the same way as they speak to other humans: humans tend to shift from speaking colloquially to simple terms [47], shorter messages [251], [252], or more formal language [253]. Unfortunately, the fact that people expect to be able to learn the model means that they often blame themselves for poor performance that may not actually be their fault [47], [254].

Based on these findings, several guidelines for conversational agents are suggested. The most prominent of these guidelines is that the user should be told about the agent’s capabilities upfront and often [47], [254] and, in doing so, their expectations should be appropriately set [250], [255]. While providing such instruction is outside the scope of this work, some suggestions are directly relevant to deferred inference: Jain et al. [254] suggest that the agent understand when it lacks requisite knowledge and either admit it or cover it up, and proactively asking questions about ambiguous queries to reduce the search space. Both Jain et al. and Luger & Sellen [47] suggest retaining conversational context, which is relevant when considering deferred inference.
2.3 Conclusion

Deferred inference sits at an intersection between deep learning and human-computer interaction. Although capable of remarkable tasks when cooperating with humans, the common use of the supervised learning leads to the prevalence of the oracle assumption during both training and evaluation, even when attempts are made to model uncertainty. Similarly, the simplifications made to accurately explore human behavior and attitudes mean that such work does not adequately consider the role of the deep model in the human-AI team. For this reason, the next chapter explores the often counterintuitive interaction between human inputs and deep learning models.
CHAPTER 3

Training and Evaluating Deferral Functions

The first component of deferred inference is the deferral function, which determines whether or not inference should be performed. Past works generally treat this in one of two ways: locating inferences that are likely to be incorrect [42], [58], [61] or detecting semantically incomplete or incorrect inputs [12], [17], [258]. However, a high-quality deferral function must consider these questions together: is there error and can changing the human-provided component of the input reduce this error. In order to implement this holistic approach, we must therefore understand both the task model’s response to specific inputs and whether or not the cause of error is the human-provided input.

Understanding the Task Model Response: The need to understand the task model’s response requires us to consider how a human’s intuition of input quality differs from its effect on the quality of the output. Consider Figure 3.1: in this figure, the task model uses human-provided keypoint clicks on a semantic location—such as rear seat—to resolve perceptual ambiguities. While the gold-standard click location—shown in green—results in the lowest error (green overlay), many click locations that are incorrect in the input space (e.g., the yellow circle) do not degrade performance, while many that are nearly correct in the input space (e.g., the red circle) perform significantly worse than the gold-standard. It follows that methods that are designed to optimize accuracy in the input space [12], [15], [17], [69], [99], [246], [256]–[258] optimize the wrong objective: they maximize accuracy in the input space at the potential cost of output accuracy.

Figure 3.1: An example from the keypoint-conditioned viewpoint estimation application [63], with a heatmap of error caused by all potential clicks overlaid. Approaches focused on input-space accuracy [15], [19], [69], [99], [246], [256], [257] would select the red keypoint over the yellow keypoint as it closer to the gold-standard (green) keypoint, even though this results in higher error.
**Understanding the Cause of Error:** Since the goal of deferred inference is not to locate incorrect answers but to minimize error by acquiring additional human information, we must consider whether or not the answer can be improved by additional human information. If we inspect Figure 3.2, we can see that this is not always the case: a new human input may not be able to improve the inference because it will be correct even for an incorrect human input (Figure 3.2-left) or incorrect even for a correct human input (Figure 3.2-center). Specifically, this highlights the inadequacy of methods such as selective prediction [42], [58], which only seek to detect low-quality outputs.

**Implementation and Evaluation** To address the challenges of deferral functions, we propose Dual-loss Additional Error Regression (DAER), a novel training method developed for this problem. DAER considers the two challenges discussed above separately during training, and combines them during inference to predict the effect of a candidate human input on the downstream task. We evaluate the performance of DAER on two applications: keypoint-conditioned viewpoint estimation [63], which is a human-in-the-loop extension of the canonical viewpoint estimation task [109], [116], [117], [259], [260], and hierarchical scene classification [104]—a method that improves performance on fine-grained classification [261]–[264] by integrating a coarse scene classification.

To evaluate DAER, we introduce a task-agnostic evaluation method for deferral functions, centered around three metrics designed specifically to assess the ability to detect inferences that would benefit from deferral: Additional Error (AE), Mean Additional Error (MAE), and Area under the Mean Additional Error curve (AMAE). Unlike existing metrics, such as selective risk [203], these metrics focus on the potential benefit of a new human input, instead of an oracle label of the target value that is prohibitively difficult to obtain at crowdsourcing scales, and may be impossible for important applications such as robotic assistance of individuals with mobility impairments.
Figure 3.3: A flowchart of deferred inference on a single sample \((x, h_c) \in \mathcal{D}\). The deferral function, 
\(g(x, h_c) \in \{0, 1\}\) seeks to defer samples for which using the candidate human input results in worse performance than using the gold-standard.

### 3.1 Problem Statement

We show the overall formulation of our problem in Figure 3.3. This formulation is based around a task model, \(\hat{y} = f(x, h)\), that accepts a fixed input, \(x\), and human-provided input, \(h\). Given these inputs, the task model provides an estimate of a target value, \(y\), with the goal of minimizing some task-specific performance measure, \(\ell\).

We refer to the human-provided input as the *candidate input*, \(h_c\), and seek to determine if it degrades performance when compared to corresponding gold-standard human input, \(h_{gs}\). We measure this degradation using the *additional error* (AE), calculated:

\[
AE(\hat{y}_c, \hat{y}_{gs}, y | \ell) = \max(\ell(\hat{y}_c, y) - \ell(\hat{y}_{gs}, y), 0)
\]

where \(\hat{y}_c = f(x, h_c)\) and \(\hat{y}_{gs} = f(x, h_{gs})\).

The \(\max\) operator enforces the constraint that a semantically incorrect candidate input cannot be considered better than the corresponding gold-standard input. This is important in cases such as the one shown in Figure 3.4, where there exist human inputs that result in less error than the gold-standard but we can not expect a human tasked with returning the gold-standard input to provide it.

We seek a deferral function, \(g(x, h_c) \in \{0, 1\}\), such that human inputs with low additional error are accepted \(g(x, h_c) = 1\), and human inputs with high additional error are deferred \(g(x, h_c) = 0\). While an ideal deferral function would perfectly divide human inputs that cause error from those that do not, in practice the goal is to optimize a tradeoff between the proportion of inputs that are not deferred (referred to as *coverage*)\(^1\) and an aggregate measure of the

---

\(^1\)Since there is a limit of one deferral per human input, this chapter uses coverage instead of deferral rate to more closely match the evaluation of selective prediction. We note that coverage is simply \(1 - \text{deferral rate}\).
task model’s performance over the accepted set. The use of coverage is required because deferral budgets will often be limited: the deferral function may need to accept human inputs that cause more error than the gold-standard but less than other human inputs (this is particularly important for continuous performance measures [54], [63], [100]) or may need to balance its confidence that a deferral will improve inference with the cost of deferring. Because of this, the deferral function produces a deferral score that ranks human inputs by the potential benefit of deferral, and coverage corresponds to a normalized ranking of inputs by this score.

**Aggregate Metrics** We now define the aggregate metrics used for both parameter tuning and comparing the performance of deferral functions on a test set, \( D \). We begin with the Mean Additional Error (MAE), which corresponds to the mean of all additional errors across an accepted set of samples:

\[
\text{MAE} = \frac{1}{|D|} \sum_{(x, h_c, h_{gs}, y) \in D} g(x, h_c) \ AE(\hat{y}_c, \hat{y}_{gs}, y | f, \ell).
\]  

(3.2)

Although a target coverage or MAE will be chosen based on an application constraint (e.g., budget), a general comparison of deferral functions requires a single summary statistic. For this, we introduce the Area under the Mean Additional Error-coverage curve (AMAE) metric. This metric is found by calculating the mean additional error at all coverages, then calculating the area under this curve.

To calculate this value, we sort the samples in our test set, \( D \), by the pre-threshold output of \( g(x, s_c) \). This allows us to generalize the mean additional error formula such that we can define an arbitrary coverage as our target: by indexing the sorted set of samples using \( j \), we can interpret our deferral problem as \( g(x, h_c) = (j \leq i) \), where \( \frac{i}{|D|} \) is the target coverage. The mean additional error for coverage \( \frac{i}{|D|} \) is then:

\[
\text{MAE} = \frac{1}{i} \sum_{j=0}^{i} AE(\hat{y}_c^{(j)}, \hat{y}_{gs}^{(j)}, y^{(j)} | \ell).
\]  

(3.3)

We sum the MAE at every potential coverage:

\[
\sum_{i=1}^{|D|} \frac{1}{i} \sum_{j=0}^{i} AE(\hat{y}_c^{(j)}, \hat{y}_{gs}^{(j)}, y^{(j)} | \ell).
\]  

(3.4)
As our deferral function, we propose regressing the additional error directly through a novel method we call Dual-loss Additional Error Regression (DAER), shown in Figure 3.5. Core to DAER is the separation of the additional error regression into two components that correspond to the challenges described in the introduction. The correctness loss, which addresses the subgoal understanding the cause of error, is a binary classifier that estimates the probability that human input is correct. The regression loss, which addresses the subgoal understanding task model response, estimates the additional error given that the human input is incorrect. This conditional is enforced by only updating weights for this loss when the given human input is incorrect.

Mathematically, the correctness and regression outputs can be used to calculate the expected additional error:

$$\mathbb{E}(AE(\hat{y}_c, \hat{y}_{gs}, y|\ell)) = p(\text{human\_correct})\mathbb{E}(AE | \text{human\_correct}) +$$

$$p(\neg \text{human\_correct})\mathbb{E}(AE | \neg \text{human\_correct}) .$$

(3.6)
Since the additional error for a correct human input is zero by definition, this simplifies to:

\[ E(AE(\hat{y}_c, \hat{y}_{gs}, y|\ell)) = p(\neg\text{human\_correct})E(AE|\neg\text{human\_correct}). \quad (3.7) \]

We use this formula to predict the additional error at inference time, but not during training. Instead, we train \( p(\neg\text{human\_correct}) \) and \( E(AE|\neg\text{human\_correct}) \) with separate losses, a method that is the key component of DAER. While DAER’s training method is mathematically equivalent to regressing the additional error directly, we show in Section 3.3.3 that separating the two components significantly improves performance.

### 3.3 Experiments

Our formulation is applicable to a wide variety of problems, as it is fully specified by a task model, a deferral function architecture, a performance measure, and a definition of a correct human input. In this section, we demonstrate this by showing state-of-the-art performance on two disparate tasks: keypoint-conditioned viewpoint estimation and hierarchical scene classification.

#### 3.3.1 Keypoint-Conditioned Viewpoint Estimation

Keypoint-conditioned viewpoint estimation [63] is a human-in-the-loop extension of the canonical computer vision application of viewpoint estimation [109], [116], [117], [259], [260]. In this application, a human annotator is given an image of a vehicle and asked to click a keypoint such as “front right tire.” This human-produced information is then combined with CNN features to estimate the camera viewpoint more accurately than would be possible without the keypoint. Following convention [63], [116], [117], we measure performance using the geodesic on the unit sphere:

\[ \ell(\hat{y}, y) = \frac{1}{\sqrt{2}}||\log(\hat{y}, y^T)||_F, \quad (3.8) \]

where our estimate and ground-truth viewpoints are represented as rotation matrices.

**Architecture** In this work, Click-Here CNN (CH-CNN) [63] is our task model and, with modified output layers, our learned deferral function. CH-CNN consists of two branches that process the image and keypoint mostly independently, then concatenates the resulting features and passes them through two linear layers. Further information on the base architecture is available in the original work [63].

The output of the task model (Figure 3.6-left) is of size 3x3x360, consisting of three vehicle classes (car, bus, motorbike), three angles (azimuth, elevation, tilt) and 360 potential angle values.
Figure 3.6: Prediction layers for the KCVE task model (left) and deferral function (right), which accept the keypoint and image embeddings from [63].

following the common convention of binned cross-entropy instead of regression [116], [117]. For our learned deferral function (Figure 3.6-right) we change the output to be of size 34x(200+1). This output consists of 34 potential keypoint classes, 200 binned outputs per keypoint class to regress the additional error, and one output per keypoint class to estimate the correctness.

**Training** Although we evaluate using the metric of the geodesic on the unit sphere, the computational complexity of calculating the matrix logarithm makes this measure impractical for training. For this reason, our deferral function is trained to predict rotational displacement in terms of Larochelle et al.’s distance [265]:

\[
d = ||I - A_2 A_1^T||_F.
\] (3.9)

While it is intuitive to define a correct human input as one that exactly matches the gold-standard, the Click-Here CNN architecture uses a 46x46 one-hot grid to process the human input, which makes it unlikely that a click randomly selected during training will match the gold-standard. Therefore, defining a correct human input in this way would result in a deferral function whose objective effectively reduces to regressing the additional error directly. Instead, we define a correct human input as one for which the additional error is zero:

\[
p(\text{human_correct}) = \begin{cases} 
0 & \text{AE}(\hat{y}_c, \hat{y}_{gs}, y|\ell) = 0 \\
1 & \text{AE}(\hat{y}_c, \hat{y}_{gs}, y|\ell) \neq 0
\end{cases}.
\] (3.10)
In addition to more effectively balancing correct and incorrect inputs, this encourages the deferral function to take a shortcut by learning the interaction between the task model and primary input prior to considering the human input. For example, the left and center cases in Figure 3.2 can be accepted without considering the human input.

The deferral function was trained in two phases. In the first phase, it was trained on a combination of rendered [63] and real [105] data. Candidate human inputs were generated by randomly selecting an x-y location on the image, an Adam optimizer [266] was used with learning rate $1 \times 10^{-4}$, and early stopping was performed on the validation loss with a patience of 5 epochs. In the second phase, the deferral function was trained exclusively on the PASCAL3D+ dataset [105]. The same optimizer settings were used, but the one-hot additional error target was softened by convolving with a Gaussian kernel with standard deviation 3. Early stopping was performed on the validation loss with a patience of 100 epochs.

Regression and correctness ablations used the same training procedure, where back propagation was only performed on the appropriate loss. For the human-free ablation, a tensor of zeros was given to the deferral function in place of the keypoint map, and no further modifications were made to architecture or training.

Crowdsourcing Keypoint Clicks Performance was evaluated using a total of 6,042 keypoints on the PASCAL3D+ validation set [105] collected from US-based annotators via Amazon Mechanical Turk. Keypoint annotations were collected from US-based annotators using the interface shown in Figure 3.7: workers were shown an image containing one or more vehicles and asked to click all instances of a specific keypoint class. If an annotator responded that the keypoint class wasn’t
present, we provided the query to another annotator up to two additional times. If all three annotators responded that the keypoint class wasn’t present, we assumed the gold standard was incorrect or too difficult, and removed it from the evaluation.

To match the annotated keypoints with the corresponding verified gold-standard keypoint from PASCAL3D+, we used a three-step process: first, we associated all keypoints to vehicle crops that contained them. Next, we matched these keypoints to the gold-standard keypoint of the same class in that vehicle crop. Last, if a vehicle crop contained multiple candidate keypoints of the same class, we selected the one that was nearest to the gold-standard keypoint. Using this process, we receive annotations matching 6,042 of the 6,593 gold-standard keypoints.

Analyzing the distribution of matched keypoints (Figure 3.8), we found that 40% of keypoints were within 5 pixels of the matching gold-standard and 57% were within 10 pixels of the matched gold-standard keypoint. We further found that 6.3% (381) of keypoints caused additional error, while 1.3% (81) caused more than 5° additional error, and 0.5% (30) caused more than 150° additional error. We examine this more closely in Section 3.4.

Baselines For KCVE, we compared DAER to the following baselines:

- Random: A random human input from \( \mathcal{D} \) is deferred at every step.
- Softmax Response (S.R.): The largest value of the softmax output. This was shown to perform best on selective prediction [58], the most similar task to ours.
- Known Distance: Oracle knowledge of the human input’s Euclidian distance from the gold-standard. This simulates approaches that seek to minimize error in the input space.
- Task Network Entropy: The distributional entropy of the output of the task model.
- Task Network Percentile: 10,000 samples are taken from the task model’s output distribution, and the \( n^{th} \) percentile difference between all samples and the mean is used as our deferral function. We evaluated on the 70\(^{th}\), 80\(^{th}\), and 90\(^{th}\) percentiles.

Results We divided the PASCAL3D+ validation set and corresponding crowdsourced clicks into five folds such that no vehicle crop appeared in more than one fold. Results are shown in Table 3.1. While no single method performed best across all folds, DAER performed best on the mean and was the most consistent overall: DAER did not perform worse than 25.3% above its mean on any fold, while the corresponding number for the best baseline (80\(^{th}\) percentile) was 80.4%. Additionally DAER has a better worst-fold AMAE (0.359) than all baselines.
Table 3.1: The AMAE of DAER and baselines across 5 folds. We note that DAER has the lowest mean, never performs worse than 25.3% over this mean, and has the lowest worst-fold AMAE.

As each baseline accurately addresses one of the described subgoals while ignoring the other (e.g., distance only finds the cause of error and sampler only understands model response), this suggests that some folds contain more instances of one source of error, and again highlights the importance of considering the team holistically instead of optimizing the components separately. While focusing solely on one subgoal allowed baselines to perform well on folds where the relevant source of error was more frequent, DAER’s understanding of both subgoals led to more consistent and overall better performance.

We highlight specific examples in Figures 3.9 and 3.10, where the former were hand picked, and the latter were selected quantitatively. In 3.9-(A), the gold-standard was near the decision boundary and there was a high additional error even though the candidate is near the gold-standard. This caused the known distance baseline to fail by accepting the candidate early, while DAER and baselines based on the task model’s output recognized a high probability of error and accepted this candidate late. In 3.9-(B), DAER successfully recognized that while the geodesic error for the candidate is high, the ground-truth will not provide an improved estimate of the camera viewpoint. In 3.9-(C) the gold-standard caused error in the output, but the candidate produced a better output, despite a mismatch between the keypoint label and location. In 3.9-(D) DAER was unable to accurately

<table>
<thead>
<tr>
<th>Fold</th>
<th>Random</th>
<th>Softmax Response</th>
<th>Known Distance</th>
<th>Task Network Entropy</th>
<th>70th Percentile</th>
<th>80th Percentile</th>
<th>90th Percentile</th>
<th>DAER</th>
<th>70th Percentile</th>
<th>80th Percentile</th>
<th>90th Percentile</th>
<th>DAER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.919</td>
<td>0.561</td>
<td>0.419</td>
<td>0.325</td>
<td>0.296</td>
<td>0.310</td>
<td>0.322</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.698</td>
<td>0.999</td>
<td>0.254</td>
<td>0.556</td>
<td>0.739</td>
<td>0.601</td>
<td>0.307</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.935</td>
<td>0.167</td>
<td>0.147</td>
<td>0.112</td>
<td>0.121</td>
<td>0.145</td>
<td>0.109</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.648</td>
<td>1.430</td>
<td>0.757</td>
<td>0.421</td>
<td>0.398</td>
<td>0.370</td>
<td>0.335</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.518</td>
<td>1.496</td>
<td>0.405</td>
<td>0.353</td>
<td>0.182</td>
<td>0.201</td>
<td>0.359</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>1.544</td>
<td>0.930</td>
<td>0.396</td>
<td>0.353</td>
<td>0.347</td>
<td>0.309</td>
<td>0.286</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.9: Select example cases from KCVE. Ideal accept location—the coverage where sorting by additional error would accept a human input—is given by the white star. Overlaid heatmaps are from green (low error) to red (high error).
Figure 3.10: Quantitatively chosen KCVE heatmaps. The gold-standard human input is shown in green, the candidate human input is shown in red, and a red-yellow-green heatmap gives the additional error for that keypoint click. Methods closer to the white “ideal” star are better for that example. (A) The four cases where the gold-standard human input provided the worst absolute performance. (B) The four cases where the candidate human input improved upon the gold-standard human input the most. (C) The four cases with the highest additional error.

estimate the task model’s decision boundary, resulting in early acceptance of a low-quality human input.

In Figure 3.10, we additionally provide four quantitatively chosen cases for each of three conditions: (A) the gold-standard human input results in the highest geodesic error, (B) the candidate human input most improves upon the gold-standard, (C) and the candidate human input causes the greatest additional error. When the gold-standard input results in high geodesic error, the input should be accepted despite poor performance, since a non-adversarial worker would continue clicking locations near the gold-standard. In these cases known distance generally performed best because the goal was to accept gold-standard inputs that produced high error, but DAER outperformed all baselines that attempted to evaluate the output quality. Similarly, DAER and known distance both perform well at detecting high additional error and, while not as catastrophic as in the case of gold-standard inputs that cause error, the various selective prediction-like approaches generally performed poorly. When the candidate human input outperforms the gold-standard (B), there is no method that clearly outperforms the others.
Hierarchical scene classification [98], [104], [136] is an extension of fine-grained classification [261]–[264] where information about the coarse scene categorization—such as “indoor”—is given to a classifier alongside the image to help determine the fine-grained scene classification—such as “ballroom”—of an image. In this work, we train and evaluate on the SUN397 dataset [264], a dataset of over 130,000 images across 397 classes, and use the Plugin Network architecture developed by Koperski et al. [104] as our task model. Since the evaluation set is much larger for HSC than KCVE, we replace human annotators with a deep learned classifier (Coarse Model)—a ResNet-18 pretrained on ImageNet. For this experiment, we treat the coarse model as equivalent to a human, but we discuss the implications of the deferrable information being provided by humans instead of machines in the conclusion of this thesis.

For this problem, we define a correct human input as one that matches the gold-standard coarse classification. The performance measure is given as:

$$\ell(\hat{y}, y) = \begin{cases} 0 & \hat{y} = y \\ 100 & \hat{y} \neq y \end{cases}$$

With this performance measure, the MAE corresponds to the percent difference in accuracy caused by using candidate human input in place of the gold-standard at a given coverage.

**Architecture and Training** The architecture and output layers used for the hierarchical scene classification task are shown in Figure 3.11. As a backbone, we used an ImageNet-pretrained ResNet-18 [246], and truncated the output to 2 elements per coarse class (14 total). Seven of these
Figure 3.12: The MAE-coverage plot for the HSC application. Dark lines represent the mean of all runs, shaded area represents one standard error.

\[ p(h_{gs} \neq \text{class}|x) = 1 - p(h_{gs} = \text{class}|x) \quad \text{(3.12)} \]

while the other seven were trained using a binary cross entropy to find

\[ \mathbb{E}(AE|x, s_{gs} \neq \text{class}, s_{c} = \text{class}) \quad \text{(3.13)} \]

The model was trained for 50 epochs with learning rate $1e^{-5}$ and the model with the best validation AMAE was used for evaluation. The correctness-only deferral functions, regression-only deferral functions used in our ablation, and coarse models were trained identically using only the appropriate outputs, except the learning rate was increased to $1e^{-4}$ and accuracy was used in place of AMAE to select the best coarse model.

We trained five deferral functions and five coarse models, which allowed us to calculate the standard error across 5 runs for the baselines, and 25 runs for the learned deferral functions.

**Baselines** For hierarchical scene classification, we compared DAER to five baselines:

- Random: We defer a random human input at every coverage.
- Fine Softmax Response: We defer based on the softmax response of the task model’s output.
- Fine Entropy: We defer based on the entropy of the task model’s output.
- Coarse Softmax Response: We defer based on the softmax response of the coarse model that is used to simulate the human input.
- Coarse Entropy: We defer based on the entropy of the coarse model that is used to simulate the human input.

<table>
<thead>
<tr>
<th>Method</th>
<th>AMAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>6.17 ± 1.1e^{-1}</td>
</tr>
<tr>
<td>Fine Softmax Response</td>
<td>3.35 ± 4.1e^{-2}</td>
</tr>
<tr>
<td>Fine Entropy</td>
<td>3.29 ± 3.8e^{-2}</td>
</tr>
<tr>
<td>Coarse Softmax Response</td>
<td>1.75 ± 4.6e^{-2}</td>
</tr>
<tr>
<td>Coarse Entropy</td>
<td>1.74 ± 4.8e^{-2}</td>
</tr>
<tr>
<td>DAER</td>
<td>1.62 ± 3.4e^{-3}</td>
</tr>
</tbody>
</table>

Table 3.2: AMAE for baselines and DAER on the HSC application (lower is better). Standard error is calculated across five coarse models and, for DAER, five deferral functions.
**Results** We see in Table 3.2 that DAER significantly outperformed baselines for hierarchical scene classification under the aggregate AMAE metric. Further, we see in Figure 3.12, that DAER outperformed all baselines on the MAE metric at every coverage greater than 0.197, which corresponds to all cases where fewer than 80.3% of human inputs are deferred. At this crossover point, the MAE was approximately 0.45: in about 1 out of every 222 samples an incorrect answer was caused by our coarse model.

To provide an additional perspective on relative performance, we consider the cases where it is acceptable that 1 out of every 100, 1 out of every 40, and 1 out of every 20 inferences are incorrect due to an incorrect human input, corresponding to acceptable MAEs of 1, 2.5, and 5 respectively. The percentage of human inputs that must be deferred (1 − coverage), as well as the corresponding percent reduction in number of deferrals for these cases is shown in Table 3.3. Notably, for a target MAE of 5, DAER reduced the number of deferrals by 23.8% over the next strongest baseline.

<table>
<thead>
<tr>
<th>Target MAE</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine Softmax Response</td>
<td>85.0%</td>
<td>67.0%</td>
<td>24.2%</td>
</tr>
<tr>
<td>Fine Entropy</td>
<td>84.4%</td>
<td>64.3%</td>
<td>22.7%</td>
</tr>
<tr>
<td>Coarse Softmax Response</td>
<td>51.8%</td>
<td>25.7%</td>
<td>6.7%</td>
</tr>
<tr>
<td>Coarse Entropy</td>
<td>51.7%</td>
<td>25.6%</td>
<td>6.7%</td>
</tr>
<tr>
<td>DAER</td>
<td><strong>43.6%</strong></td>
<td><strong>24.2%</strong></td>
<td><strong>5.1%</strong></td>
</tr>
</tbody>
</table>

**Table 3.3:** The percentage of human inputs that must be deferred for various target MAEs on the hierarchical scene classification task, as well as the percent reduction from using DAER over the next-best baseline.

### 3.3.3 Ablation: Importance of Subgoals

In the introduction, we proposed two subgoals: *understanding the task model response* and *understanding the cause of error*, which correspond to regression and correctness losses, respectively, in DAER. While we have shown that DAER outperforms the baselines, we have not yet examined the contributions of each subgoal. To do this, we performed three ablations:

1. **Correctness**: It may be adequate to simply guess whether or not the human input is correct. To test this, we use the correctness loss alone as the deferral criteria. This is analogous to methods that attempt to predict the semantic accuracy of human inputs [12].

2. **Regression**: The way DAER combines its outputs during evaluation is mathematically equivalent to regressing additional error directly. Therefore, we evaluate the value of splitting our loss by training a model to perform regression without the correctness loss. By doing this, we focus solely on understanding the task model’s response to the given inputs.

3. **No Human**: While we encourage simplifying the goal of understanding the task model’s response by learning which images are difficult, we would like to ensure that the model does not rely solely on this shortcut. To test if it does, we regressed the additional error without

---

1 Calculated: \( \frac{\text{Coarse Entropy} - \text{DAER}}{\text{Coarse Entropy}} \)
access to the human input. For KCVE, we provide a click map of all zeros, while for HSC this was implemented by reducing the regression output to a single element.

The results of these ablations—shown in Table 3.4—reveals two interesting phenomena that provide insight into the functionality of DAER: first, in both tasks the correctness loss outperformed the regression loss. Second, even without knowing the human input, understanding the task model’s response to the image was competitive with some baselines.

The fact that the correctness loss outperformed the regression loss suggests that classifying human inputs as correct and incorrect—understanding the cause of error—is easier than estimating the additional error, and that this rough categorization combined with its implicit confidence is therefore a moderately effective deferral function. However, the fact that it is improved by a conditioned version of regressing the additional error shows us both that eliminating cases where the human input is correct results in an easier regression problem, and that a deferral function trained to solve this regression problem can learn to predict the task model’s response.

Further, the fact that performance of a deferral function trained without access to the human input is comparable to baselines on both tasks suggests that it is possible, but not optimal, to defer based on the sensitivity of an immutable input and task model to the human input. We see why this might be the case in Figure 3.13: the best performance can be obtained by regressing the per-pixel additional error but deferring an unknown keypoint on the rightmost image is much more likely to reduce the mean additional error than deferring an unknown keypoint on the other example images.

<table>
<thead>
<tr>
<th></th>
<th>KCVE</th>
<th>HSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctness</td>
<td>0.2937</td>
<td>1.79 ± 2.3e⁻²</td>
</tr>
<tr>
<td>Regression</td>
<td>1.1633</td>
<td>2.05 ± 1.1e⁻²</td>
</tr>
<tr>
<td>No Human</td>
<td>0.8002</td>
<td>2.28 ± 2.1e⁻²</td>
</tr>
<tr>
<td>DAER</td>
<td><strong>0.2864</strong></td>
<td><strong>1.62 ± 3.4e⁻³</strong></td>
</tr>
</tbody>
</table>

Table 3.4: AMAE for DAER and its individual subgoals (lower is better).
Figure 3.14: The sensitivity of Click-Here CNN [63] to click location. The majority of images have few potential clicks capable of causing significant error, and 36.3% do not respond to the keypoint click at all.

Figure 3.15: The sensitivity of plugin networks [104] to coarse classification. For 67.3% of images, an incorrect human input does not result in a correct fine-grained classification becoming incorrect.

3.4 Why Does DAER work?

Though DAER is mathematically equivalent to directly regressing the additional error, our ablation showed that the dual-loss nature of DAER is critical for state-of-the-art performance (Table 3.4). The natural question is, of course, why would this be the case? We begin by examining the distribution of model responses to all potential human inputs in Figures 3.14 and 3.15. In other words, for every potential click location (KCVE) or coarse scene category (HSC) we measure the additional error. We see that for most immutable inputs (images) in the dataset, no human input can produce additional error.

This suggests that regressing additional error is a class-imbalance problem that DAER addresses through hierarchical learning. This is additionally supported by our ablation results: training on correctness likely outperformed regressing the additional error directly due to it being a more balanced problem. For example, the fact that zero is the answer for 36.3% of inputs on the KCVE task, combined with the fine granularity of our deferral function (200 bins) means that a deferral function that always guesses 0 is likely to be more accurate than a deferral function that actually attempts to perform the regression.

This particular use of hierarchical learning is interesting, and likely to be applicable to a number of cases. For example, when attempting to estimate Ground Reaction Forces (GRFs) [267], there are two very common states that do not require numeric estimation: static/standing, where the GRF will be the subject’s weight, and airborne (from jumping), where the GRF will be zero. Using a single classifier for all three states will result in the same problem, whereas training hierarchically
(i.e., $\mathbb{E}(\text{force} | \neg\text{static}, \neg\text{airborne})p(\neg\text{static})p(\neg\text{airborne})$) will more effectively use the training data.

Interestingly, however, there has yet to be a systematic approach to or challenge for this problem. Methods that study class imbalance generally focus on imbalanced training data and balanced test data. For example, current work [31] produces imbalanced training sets for CIFAR 10 and 100 but leaves the validation set balanced, while the commonly used INaturalist Dataset [268] contains a long-tailed training set and a balanced validation set. Because of this, the goal during training is to simulate a balanced training set through strategies like under-sampling the majority class [269], adjusting how much each class contributes to the loss [31], [270], and adjusting the learning rate per class [271]. While meaningful, we believe this would fail in problems like additional error regression, since the test set maintains the imbalance of the train set, and therefore you can not simply seek to remove the effect of the class imbalance in the training data.

### 3.5 Conclusion

To develop an ideal deferral function, we must treat the human-AI team holistically: we cannot ask whether the human input is correct or whether the answer is correct, we must instead ask whether the answer is correct and whether a new human input can improve the answer. We demonstrate this via evaluations on the applications of keypoint-conditioned viewpoint estimation and hierarchical scene classification using the metric of Additional Error (AE)—the amount of error caused by the human input—as well as its aggregate complements of Mean Additional Error (MAE) and Area under the Mean Additional Error coverage curve (AMAE).

These metrics were used to evaluate the performance of various methods as deferral functions, including our novel method of Dual-loss Additional Error Regression (DAER). DAER is a training procedure that mitigates imbalance caused by overreliance on immutable inputs by separating the probability that the human input is correct from the probability of error. We demonstrate that it outperforms strong baselines under the AMAE metric and under the MAE metric at all coverages greater than 0.197, allowing us to effectively detect low-quality inferences caused by the human input.

The evaluation metrics introduced in this chapter, as well as DAER, are applicable in cases where there exists a gold-standard human input to which the candidate human input can be compared. There are two major limitations to this approach, which we address in subsequent chapters. First, while the metric of additional error makes the implicit assumption that the gold-standard human input can be retrieved, there are many cases where the replacement human input is likely to be drawn from the same distribution as an initial human input. Second, many settings—particularly linguistic tasks—can’t compare to a gold-standard human input due to the dimensionality of the input space. We begin addressing these limitations by considering the effect of noisy deferral responses.
CHAPTER 4
Addressing Imperfect Deferral Responses

Figure 4.1: In single-target VOT, the tracker must be initialized with a bounding box to designate which object to follow. Smart replacement minimizes the number of initializations for a target accuracy by allowing the deferral function to accept the first initialization if it performs well, and allowing the aggregation function to choose between the first and second initialization if inference is deferred. We see the importance of these functions above, where nearly identical initializations result in dramatically different performances.

In the previous chapter we saw that a deferral function must separate error caused—and therefore correctable—by the human input from error caused by other sources. However, since this evaluation was focused on locating low-quality human inputs, it did not consider the situations where the deferral response is drawn from the same distribution as the initial query, such as crowdsourcing or interactions with an individual. This is a critical oversight, as it ignores the fact that the deferral response may also cause error. In this chapter, we address this shortcoming via the application of single-target Video Object Tracking (VOT) [54]. In this application, a human provides an initialization in the form of a bounding box drawn around a semantically meaningful object in the first frame of a video. This initialization is then propagated through the remaining video frames despite occlusions, deformations, rotations, and other visual phenomena. Although the initialization
Figure 4.2: Although it is tempting to only examine the quality of the semantic input, the complexity of deep-learned models means that not all high-quality human inputs provide equal performance.

is perturbed for some evaluations, it is generally assumed that these perturbations are low in magnitude and proportional to the size of the object. The latter is incorrect, as error in bounding box annotations tends to be constant in the pixel space, not proportional to the object’s size [272], the former is enforced via heavily controlled data collection (e.g., [273]), and the question of how to compensate for this sensitivity is left unaddressed.

In response to these evaluation shortcomings and the sensitivity of VOT methods to small perturbations in the initialization (Figure 4.2), we examine deferred inference on a crowdsourced formulation of this application. We crowdsource 900 first-frame bounding boxes (9 for each video in the OTB-100 dataset [145]) and measure both their semantic quality and quality when used to initialize a state-of-the-art VOT model [160]. Through this analysis, we show that there is a correlation between semantic accuracy and performance but, as discussed in the previous chapter, it is not definitive: there are many (23.3%) crowdsourced initializations that result in performance equal to the gold standard, and there are many initializations similar to the gold-standard that result in much worse performance.

From there, we find the best deferral function for this application using the AMAE-based evaluation procedure from the previous chapter, then extend it to the case where the deferral response comes from a hazy oracle via the novel evaluation metrics of Replacement Mean Additional Error (RMAE) and Area under the Replacement Mean Error-coverage Curve (ARMAE). Critically, we demonstrate that shifting this assumption changes the relative performance of the proposed deferral functions. Further, using the incorrect assumption results in local minima at relatively high coverages, meaning more deferrals may result in worse performance.

Motivated by this, we introduce the concept of aggregation functions and a straightforward aggregation function called smart replacement that compares the initial query and deferral response, then performs inference using the human input it believes results in the better answer. Despite its simplicity, smart replacement is both generalizable—it can be used with any application with a deferral function—and effective.
4.1 Quality and Effects of Crowdsourced Initializations

We begin by evaluating the quality of inputs collected from the crowd and their effect on the quality of the downstream inference. While some methods used for comparing and evaluating single-target trackers analyze the sensitivity to noise in the initialization [54], [146], no work to our knowledge examines the effect of individual crowdsourced bounding boxes on the video object tracking application. In this evaluation, we discuss the distribution of crowdsourced bounding box initializations, failure modes of crowdsourced bounding boxes, and the initialization’s effect on the output of the task model (DaSiamRPN [160]). Through this, we show that most of the initializations are high quality, many of those of apparent poor quality are actually initializations around an incorrect object, and that an initialization that has a high IoU with the gold-standard on the first frame may not produce a high-quality result (and vice-versa).

4.1.1 Data Collection

Using the interface and instructions shown in Figure 4.3, we asked workers on Amazon Mechanical Turk to provide an initial bounding box based on a text description of the target object (text descriptions are provided in Appendix A). We requested nine annotations for each of
the 100 videos of the OTB-100 dataset [145] and limited each annotator to one bounding box per video, but did not require that every annotator annotate all videos. Annotators were paid $0.06 per bounding box drawn, which is equivalent to approximately $12/hr based on timed data collections performed by the authors. All annotators were located in the United States.

Since bounding box annotations are a common task for crowd workers, we did not perform a qualification task. Instead, we filtered results from inattentive annotators by defining a correct annotation as one that has an IoU of greater than 0.5 with the gold-standard, consistent with designations used in object detection [99], [272], [273]. Since all annotators had an error rate of less than 15% or greater than 49%, we consider annotators for whom more than 15% of annotations were incorrect to be malicious or inattentive and remove them from our evaluation. While filtering through a comparison with the gold-standard initialization is not possible during deployment, this could be emulated via attention checks.

Overall, 26 unique annotators returned 899 of the 900 HITs with bounding boxes. Four annotators annotated more than 90 images, while 14 annotated fewer than 20 images. Our filtering process resulted in the elimination of four annotators who drew a combined 41 initial bounding boxes, resulting in evaluation being performed on 858 annotations.

4.1.2 Semantic Quality of Bounding-Box Annotations

While our filtering method eliminated inattentive or malicious workers, attentive workers still occasionally make mistakes. In Figure 4.4, we show the distribution of agreement between the accepted initializations and gold standard initializations in terms of IoU. Overall, we found that 93.1% of the filtered annotations met our definition of correct by having an IoU greater than 0.5, and most (55.4%) had an IoU with the gold-standard between 0.7 and 0.9. While a relatively small percentage (8.9%) fell within the top range of 0.9-1.0, previous work [54] has suggested that bounding boxes do not need to have an IoU near 1 to be perceptually similar, which we illustrate in Figure 4.5. Of the 858 accepted annotations, we
examined the 59 annotations that met our definition of incorrect to determine the failure modes of the human annotators. Broadly, we find the failure modes fit into the three categories shown in Figure 4.6: misidentified target, wrong region on target, and poorly fit. Overall, 15 (25.4%) were a misidentified target, 28 (47.5%) identified the wrong region of the target, and 16 (27.1%) were poorly fit.

### 4.1.3 Effect of Initialization on Tracker Performance

If we evaluate solely from the semantic perspective, the potential benefit of deferred inference looks low: since 72.9% of our semantically incorrect initializations were semantically correct for a different problem, only 27.1% of our semantically incorrect initializations (and therefore 1.9% of our total initializations) can be improved by deferral. However, the oracle assumption not only asserts that all human-provided information is high-quality, but that all high-quality information is equivalent. As we demonstrated in the previous chapter, this is not necessarily true. We discuss here the agreement—or lack thereof—between input error and output error, and this disagreement affects the deferral process.

**Metric** To quantify the effect of the initialization on subsequent frames, we used the additional error metric described in the previous chapter, with one modification: instead of calculating error across the full inference, we followed a similar procedure to Kristan et al. [54] and designated as valid frames where the track produced by the gold-standard initialization has maintained a continuous overlap with the gold-standard track. That is, all frames prior to the first frame with an IoU of zero are valid. The reason for this is shown in Figure 4.7, where processing on invalid frames results in a relatively low additional error, despite the candidate initialization having zero IoU with the
Figure 4.7: Calculating additional error exclusively on valid frames produces a more meaningful evaluation metric. Despite the candidate initialization (red) tracking a different object than the gold-standard initialization (yellow), additional error is low when all 174 frames are used, but high if only valid frames (frames 0-50) are used.

gold-standard. Put together, this means our performance measure is:

\[
\ell(\hat{y}, y) = 1 - \frac{1}{N_v} \sum_{n=1}^{N_v} \frac{y_n \cap \hat{y}_n}{y_n \cup \hat{y}_n},
\]

where \(y_n\) represents the bounding box in track \(y\) at frame \(n\). \(N_v\) represents the number of valid frames in the video, and we subtract this IoU from one to convert it to an error metric. From the previous chapter, our additional error is:

\[
AE(\hat{y}_c, \hat{y}_{gs}, y; f, \ell) = \max(\ell(\hat{y}_c, y) - \ell(\hat{y}_{gs}, y), 0),
\]

Effect of Initialization on Performance We showed in Section 4.1.2 that the majority of crowdsourced annotations were of acceptable semantic quality and, of those that weren’t, many of them were drawn around an incorrect object. Like the previous chapter, however, the goal is not to detect cases where the input is semantically incorrect, but to detect cases where a new human input can improve the inference. To evaluate this, we examine the relationship between initialization IoU and additional error in Figure 4.8.

This reinforces the finding that a deferral function must consider both whether there is error and whether this error can be reduced by a new human input. We see the need to consider the semantic quality if we inspect the leftmost four bins (initialization IoUs between 0.0 and 0.4): aside from two outliers, none of the initializations in these bins result in an additional error better than the third quartile of the 0.5-0.6 (the lowest IoU we regard as a correct initialization) IoU bin. Although high initialization error does relate to low output performance, this does not justify crowdsourcing techniques that rely on aggregation of multiple annotations (Section 2.2.2): 200 of our 858 (23.3%) of our initializations result in no additional error and, if we allowed one initialization per
video we could accept up to 22.93% ($\sigma = 2.75\%$) of initializations without increasing the additional error.

Although many initializations result in no additional error, it is also not a guarantee that high-quality initializations will result in high-quality outputs due to the sensitivity of the model. For example, the red box in Figure 4.8 shows instances where high-quality initializations result in high additional error. This demonstrates, like the previous chapter, that a deferral function must detect these cases instead of simply relying on the quality of the initialization. For a sufficiently high deferral rate, we would also need to consider the distribution of inliers: the additional error at the third quartile of the 0.7-0.8 IoU bin is near the median of the 0.6-0.7 IoU bin, meaning that it is better to defer the worst quarter of the 0.7-0.8 bin before the best half of the 0.6-0.7 bin.

These two findings support the idea that using crowdsourcing strategies that focus on the quality of the initialization in the input space will not perform optimally when the goal is to produce the best possible output. This is for two reasons: first, *annotations that appear good in the input space may still cause significant error on the downstream task*. Second, requiring multiple touches for every datapoint is an unnecessary expense, as *about 23% of initializations cause no additional error*.

### 4.2 The Importance of Considering the Deferral Response

In the previous section, we reinforced the findings of the previous chapter: we must consider both whether the human input is correct and the effect of that human input on the downstream inference. In addition, we demonstrated an insufficiency in the approach of the previous chapter: we must consider the quality of the deferral response in addition to the quality of the initial query. We do this by comparing performance of four deferral functions under the assumptions of perfect and noisy deferral responses.
4.2.1 Evaluation Method

**Metrics** The evaluation metric we use depends on our assumptions about the deferral response. If we assume that the deferral response comes from an oracle, we use the MAE defined in the previous chapter:

\[
\text{MAE} = \frac{1}{|\mathcal{D}|} \sum_{(x, h_c, h_{gs}, y) \in \mathcal{D}} g(x, h_c) \text{AE}(\hat{y}_c, \hat{y}_{gs}, y | \ell) \cdot \frac{1}{|\mathcal{D}|} \sum_{(x, h_c) \in \mathcal{D}} g(x, h_c) . \quad (4.3)
\]

However, if we assume that the deferral response comes from a hazy oracle, we require a metric that measures not the error from the initial human input, but the error after the deferral response has been received. To do this, we first introduce the *aggregation function*, which accepts multiple human inputs and produces an estimate of the target value. The aggregation function is formalized as:

\[
\hat{y}_c = h(x, h_{c1}, ..., h_{cn}) , \quad (4.4)
\]

and is used to calculate the *Replacement Mean Additional Error* (RMAE):

\[
\text{RMAE} = \frac{1}{|\mathcal{D}|} \sum_{i=0}^{|\mathcal{D}|} \text{AE}(\hat{y}_c^{(i)}, \hat{y}_{gs}^{(i)}, y | \ell) , \quad (4.5)
\]

As in the previous chapter, both MAE and RMAE are dependent on coverage, requiring a summary metric. For MAE, this is the Area Under the Mean Additional Error coverage curve (AMAE)

\[
\text{AMAE} = \frac{1}{|\mathcal{D}|} \sum_{i=1}^{|\mathcal{D}|} \sum_{j=0}^{i} \text{AE}(h_c^{(j)}, h_{gs}^{(j)}, y | \ell) . \quad (4.6)
\]

In this chapter, we set the deferral depth constraint to one deferral per task. For the RMAE, we separate \( \hat{y}_{c1} \), which is the output using only the initial human input, and \( \hat{y}_{c12} \), which is the output using both the initial input and the deferral response. If these are sorted by the initial deferral score, the *Area under the Replacement Mean Additional Error coverage curve* (ARMAE) is calculated:

\[
\text{ARMAE} = \frac{1}{|\mathcal{D}|^2} \sum_{j=0}^{|\mathcal{D}|} \sum_{i=0}^{|\mathcal{D}|} (i \geq j) \text{AE}(\hat{y}_{c1}^{(i)}, \hat{y}_{gs}^{(i)}, y | \ell) + (i < j) \text{AE}(\hat{y}_{c12}^{(i)}, \hat{y}_{gs}^{(i)}, y | \ell) , \quad (4.7)
\]
Since we collect nine initializations for every video, and the AMAE metric requires one initialization for each of the 100 videos, we take 1,000 samples of the approximately $9^{100}$ potential combinations of initializations and select our deferral response without replacement. These samples are then used to calculate the mean and standard error of the evaluated deferral functions.

**Deferral Functions** In this chapter, we evaluate the following four deferral functions:

1. **Tracker Confidence:** The Distractor-Aware Siamese Region Proposal Network architecture [160] that we use for our experiments returns a confidence score, which corresponds to the confidence that a bounding box contains the object which is being tracked. In the tracking algorithm, this score is used to select between potential bounding boxes and to determine when a track has been lost and re-acquired for long-term tracking. We used the mean of this tracking score over all valid video frames to produce a single metric.

2. **Regression of per-frame IoU:** While it is not tractable to train a model to predict the additional error directly due to the large number of non-parallelizable inferences that would need to be performed for a single training step, it is possible to predict the IoU of a bounding box on a given frame, similar to the work of Gurari et al. [275]. We formulated this regression as a classification problem that attempts to predict which of 10 evenly spaced IoU bins the bounding box has with the gold-standard, which is hidden from the classifier. We used a pretrained ResNet-18 [276] backbone, added a fourth input channel that accepts a binary mask representing the candidate initialization, and trained the model using perturbed bounding boxes on the MSCOCO [15] dataset. The predicted IoU on a single frame is the mean of the classifier’s output distribution, while the deferral score is the mean across all valid frames.

3. **Cycle Consistency:** Proposed by Wu et al. [145] to evaluate trackers without a ground-truth annotation, cycle consistency appends the reversed video to the end of the forward video, and runs the tracker across this forward-backward video. The final bounding box is compared to the initial bounding box, and the more they agree, the higher the predicted quality of the track. The original work used the distance between the prior and posterior densities as the comparison, but since this is not compatible with modern methods, we used the IoU between the initial and final bounding boxes.

4. **Cycle Consistency + IoU Regression (Combined C+I):** The cycle consistency score discussed above has a lower bound of zero, which occurs for any initialization that results in a lost track. This means that no distinction is made between tracks that are lost early in the video and tracks that are lost late. To compensate for this, we separated cycle consistency scores into “hit” and “miss” bins based on the previously defined threshold of 0.5. The hit bin is accepted in order of the cycle consistency score, then the miss bin is accepted in the order given by the IoU regressor.
Table 4.1: Performance under the assumption of an oracle deferral response. Mean and standard error are calculated using 1000 sets of the 100 videos where the initialization is randomly drawn.

<table>
<thead>
<tr>
<th>Method</th>
<th>AMAE</th>
<th>Rank</th>
<th>ARMAE (Naive)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined C+I</td>
<td>0.06541 ± 3.88e⁻⁴</td>
<td>1</td>
<td>0.08710 ± 2.61e⁻⁴</td>
<td>1</td>
</tr>
<tr>
<td>IoU Regression</td>
<td>0.08178 ± 4.80e⁻⁴</td>
<td>4</td>
<td>0.08792 ± 2.52e⁻⁴</td>
<td>2</td>
</tr>
<tr>
<td>Cycle Consistency</td>
<td>0.06735 ± 3.79e⁻⁴</td>
<td>2</td>
<td>0.08839 ± 2.65e⁻⁴</td>
<td>3</td>
</tr>
<tr>
<td>Tracker Confidence</td>
<td>0.07070 ± 3.57e⁻⁴</td>
<td>3</td>
<td>0.08896 ± 2.63e⁻⁴</td>
<td>4</td>
</tr>
</tbody>
</table>

4.2.2 Assuming an Oracle Deferral Response

We begin by evaluating under the assumption that the deferral response is perfect both when it is correct (calculating the MAE), and incorrect (calculating the RMAE). To maintain the assumption of a perfect deferral response when using the RMAE (which requires an aggregation function), we assume that an inference can only be deferred once and always use the deferral response. We call this Naive Replacement, and it can be written:

\[
h(x, h_{c1}, h_{c2}|f) = f(x, h_{c2})
\]  

(4.8)

We see the performance under this assumption numerically in Table 4.1, and visually in Figures 4.9 and 4.10. Under the oracle assumption—both when it is correct and when it is incorrect—the Combined C+I method performed best, likely due to the complementary behavior of the IoU regressor and cycle consistency metric. Examining the AMAE plot (Figure 4.9), we see that the cycle consistency metric performed very well at low coverages—it detected when a track was high quality—but it could not distinguish between low quality inferences at high coverages. In contrast, the IoU regressor could determine the exact frame where a track was lost, differentiating between different low-quality tracks in a way that the cycle consistency metric could not, but struggled with accuracy at low coverages.

Examining the behavior when the deferral response is not provided by an oracle, we note first that the ARMAE was substantially higher than the AMAE simply because error contributed by the replacement initializations is not considered when calculating the AMAE. Although both methods had the same best performer, the IoU regressor outperformed cycle consistency on the mean—going from worst to second best—under the updated assumptions. We speculate that this is due to the fact that cycle consistency is excellent at detecting lost tracks that are related to qualities of the video such as occlusion, motion blur, or fast motion. Due to this, there is a high likelihood that replacing an initialization that causes a lost track will still result in a lost track because these methods do not adequately separate the causes of error. The IoU regressor, on the other hand, detects lost tracks less reliably than the cycle consistency metric, but is more sensitive to failure modes that are video independent, meaning the samples it defers first are highly likely to benefit from being replaced. In
other words, when the deferral response is hazy the qualities we need to look for when choosing tasks to defer change.

We also highlight that three of our four methods had minima near a coverage of 0.85 when evaluating with the RMAE. At this high coverage, these methods identified poorly performing initializations well, which resulted in replacement initializations having a high likelihood of outperforming the first initialization. As the coverage decreased (we replaced more and better initializations), it was no longer a near guarantee that the replacement initialization would provide better performance, and the replacement initializations often performed worse than the initialization they were meant to replace. In fact, under the conditions of this experiment the error at zero coverage will always be the same as the error at coverage one. This is further supported by the fact that cycle consistency is the sole deferral function that did not have this minimum, since it does not have any discriminative power within the 20% of samples for which it returned a score of zero.

4.2.3 Smart Replacement: Simple Mitigation of Hazy Deferral Responses

The previous section demonstrated two things: first, the assumptions we make about the deferral response affect which deferral function is best and second, incorrectly assuming a perfect deferral response will cause performance to get worse with more deferrals. The former is important when selecting deferral functions, and the latter is undesirable because it simultaneously increases human effort and decreases performance. To address the former, we simply need to choose our deferral function under the appropriate condition, while for the latter we introduce the aggregation function of smart replacement:

\[
h(x, h_{c1}, h_{c2}|f) = (g(x, h_{c1}) \leq g(x, h_{c2}))(f(x, h_{c1})) + (g(x, h_{c1}) > g(x, h_{c2}))(f(x, h_{c2}))
\]  (4.9)
where \( g(x, h) \) returns the deferral score instead of a deferral decision (that is, \( g(x, h) \in \mathbb{R} \) instead of \( g(x, h) \in \{0, 1\} \)). Put more simply: smart replacement inspects the initial query and the deferral response, and uses the one it thinks is better.

We begin by using the same scoring function for both deferral and aggregation. The results of this are shown in Figure 4.12 and Table 4.11. Notably, IoU regression and cycle consistency did not perform significantly better when using smart replacement in place of naive replacement, while the C+I and Tracker Confidence methods did. The former two cases—where smart replacement does not improve the overall performance—are of particular interest: why would it not be beneficial to use the better of the two initializations?

To answer this question, we inspect Figure 4.12. While these two methods outperformed naive replacement at zero coverage—meaning they were better than random at differentiating between good and bad initializations for a given video—their RMAE never gets as low as that of naive replacement (Figure 4.10. In other words, they were not sufficiently better than random when the quality of the track was poor. A similar inspection shows that Combined C+I converged near the minimum RMAE of naive replacement, while Tracker Confidence converged below the minimum reached by naive replacement, even though it still reaches a local minima prior to zero coverage.

The improved behavior of tracker confidence due to its ability to evaluate different tracks for the same video further reinforces the need to evaluate under the correct assumptions: tracker confidence went from being the worst performer under the oracle assumption (naive replacement) to being the best performer under the hazy oracle assumption (smart replacement).
Table 4.2: ARMAE of various deferral functions where the tracker confidence is used as the aggregation function.

<table>
<thead>
<tr>
<th>Function</th>
<th>ARMAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined C+I</td>
<td>0.08269 ± 2.94e⁻⁴</td>
</tr>
<tr>
<td>IoU Regression</td>
<td>0.08351 ± 2.90e⁻⁴</td>
</tr>
<tr>
<td>Cycle Consistency</td>
<td>0.08294 ± 2.89e⁻⁴</td>
</tr>
<tr>
<td>Tracker Confidence</td>
<td>0.08205 ± 2.91e⁻⁴</td>
</tr>
</tbody>
</table>

Tracker Confidence as Aggregation Function Since tracker confidence had the best ability to select between initializations, we evaluated all four deferral functions using tracker confidence as the aggregation function. Ideally, this combines the best ability to locate low quality tracks (combined C+I) with the best ability to determine the better of two tracks for a video (tracker confidence) to create the best overall performance. However, as we see in Figure 4.13 and Table 4.2, this was not the case.

All of the methods were significantly improved by using tracker confidence as the aggregation function, returning lower ARMAEs and having a lower RMAE at zero coverage, but using tracker confidence as both the deferral function and aggregation function performs significantly better than other deferral functions despite the intuition of inter- and intra-video discrimination being separate. In other words, tracker confidence as a deferral function defers inference only when it can differentiate between high and low-quality initializations.

4.3 Conclusion

While the deferral function is a critical component in deferred inference, it is only the first step: we must consider not only whether the model can benefit from a better human input, but also what happens when the deferral response is also subject to noise. We examined this question on the application of crowdsourced single-target video object tracking and found that while most initializations were semantically correct, it is inefficient to aggregate information to confirm that an initialization is semantically correct and, as in the previous chapter, a semantically correct initialization does not guarantee a high-quality output.

We then evaluated candidate deferral functions under the assumption that the deferral response...
will be of high quality under both the AMAE metric—where it is true—and the RMAE metric—where we consider the deferral response to be subject to noise. Critically, we find that the relative performance of our deferral functions changes when the deferral response is taken into account and that, if care is not taken, error and human effort may rise simultaneously. We address this using the method of smart replacement, which chooses between the best of two potential inputs.

Although our evaluation and method of smart replacement demonstrated the importance of considering the deferral response, it is somewhat incomplete: it does not compensate for deferral depths greater than one, and does not consider cases where incomplete but complementary behavior is provided by the human. In the next chapter, we temporarily ignore the role of the deferral function and focus on a crowdsourced setting, where we must compensate for human inputs that are both ambiguous and noisy by intelligently aggregating them across time and annotators.
CHAPTER 5

Probabilistic Aggregation of Human Inputs

Previous chapters showed the importance of acknowledging that humans are hazy oracles, both with respect to the initial query and the deferral response, and addressed this via smart replacement, an aggregation function that chooses between the deferral response and the initial query based on which it believes will perform better. Although better than naively accepting the deferral response, the approach of smart replacement will be insufficient if both human inputs are ambiguous. In these cases, we must combine complementary pieces of human-provided information to produce an optimal answer.

In this chapter, we set ourselves in the crowdsourcing domain by assuming that multiple human inputs will be available for every task, and a deferral function is not necessary. This approach is a major driver of artificial intelligence: an overwhelming number of deep learning works in computer vision have at least pre-trained on ImageNet [272], while task specific crowdsourced datasets exist for domains as diverse as birds [261], road sign text [27], dialog-based navigation [277], and others [57], [231], [278].

The domain of the data collection proposed in this chapter is rare traffic events. While autonomous vehicles collect large quantities of training data by operating in their target environment [279], uncommon events such as traffic accidents [280] are underrepresented in datasets for two reasons. The first reason is magnitude: in 2018 Waymo’s autonomous research vehicles [281] traveled and recorded approximately 25,000 miles every day on public roads [282], while Americans drive a total of nearly three trillion miles every day [280], a factor of 120 million. Second, autonomous vehicles are specifically designed to avoid such critical roadway incidents, which saves money and maintains public trust, but does not allow us to acquire training and evaluation data.
Fortunately (from a data perspective), while autonomous vehicles avoid traffic accidents, humans collect them for education or entertainment: at the time of writing, a search for traffic accident on YouTube returns approximately 64,000 results. Creating realistic simulated 3D scenes from such an abundant source of existing data is a more reasonable—and safe—method for training and evaluating such rare events at scale, but lifting 2D monocular videos to 3D scenes is a non-trivial challenge: manual annotations are generally still necessary to resolve ambiguities that automated methods cannot resolve on their own, and processes for providing such annotations are time and knowledge intensive. For example, the annotation process of the PASCAL3D+ dataset [105] is as follows:

The annotator first selects the 3D CAD model that best resembles the object instance. Then, he/she rotates the 3D CAD model until it is aligned with the object instance visually. [...] Based on the 3D geometry and the rough pose of the CAD model (after alignment), we compute the visibility of the landmarks. After this step, we show the visible (not self-occluded) landmarks on the 3D CAD model one by one and ask the annotator to mark their corresponding 2D location in the image. For occluded or truncated landmarks [...] we assign a visibility state to landmarks that we identify for each category: 1) visible: the landmark is visible in the image. 2) self-occluded: the landmark is not visible due to the 3D geometry and pose of the object. 3) occluded-by: the landmark is occluded by an external object. 4) truncated: the landmark appears outside the image area. 5) unknown: none of the above four states.

For this reason, we argue that crowdsourced pose estimation requires a task model that can translate intuitive annotations—height, width, and length lines—into a 4D (X, Y, Z, yaw) pose. Although this input modality has a straightforward analytical solution, this analytical solution is quite sensitive to noise: as we see in Figure 5.2, an analytic solution given a three-pixel error in the 2D annotation of vehicle height will return an estimate with a 26-meter error in 3D position estimation.

We therefore implemented several layers of quality control. In the input space, we perform statistical outlier detection and allow workers to selectively skip annotations that they have low confidence in the accuracy of (which we call self-filtering) [236]–[238]. Self-filtering can be particularly useful in annotation of unstructured video, as it may be impossible to generate the correct annotation due to factors such as motion blur, angle of view, or truncation [283]. While increasing the accuracy of collected annotations, this filtering comes at a cost: for example, it will create an under defined problem if all workers self-filter the same input.
Figure 5.2: A small pixel error in 2D can be amplified in 3D, resulting in a severe position error. The vehicle image on the left shows a crowdsourced *height entry* dimension line annotation (in red) and the corresponding ground truth (in green). The z-dimension estimate can be calculated from the focal length and the object’s actual height, which was 721 pixels and 3.59 meters in our experiment, respectively. The three-pixel difference in dimension line leads to a 26-meter difference in 3D location.

To address this, we introduce Popup, a novel hybrid human-AI pipeline for 3D video reconstruction shown in Figure 5.3. Popup is centered around a particle filter-based aggregation function that mitigates ambiguity and noise by aggregating across both annotators and timesteps. Popup consists of three main components: (1) dimension line annotation with self-filtering, (2) outlier filtering of submitted annotation sets, and (3) particle filtering based estimation of the 3D position and orientation.

We validate this method on videos from the KITTI dataset [278], and show that our proposed approach reduces the relative error by 33% in position estimation compared to a baseline condition that does not aggregate human-provided annotations across time. We additionally highlight that this aggregation function is robust to missing annotations, where the baseline method would fail due to the problem being underdetermined. Last, because Popup’s ability to resolve ambiguity enables self-filtering, annotation time for challenging frames can be reduced by 16%.

Figure 5.3: Overview of Popup. From workers’ dimension line annotation input and additional input of real-world dimension values of the target vehicle (looked up from an existing knowledge base), Popup estimates the position and orientation of the target vehicle in 3D.
5.1 Method

Popup consists of three parts: first is the annotation tool, which allows annotators to crop the target vehicle, draw dimension lines, and self-filter uncertain annotations. The second part is a pair of automated statistical filters in the input space that remove low-quality annotators and low-quality annotations from otherwise high-quality annotators. Last, the data that is not removed by the semantic filter data is passed through a particle filter, which allows us to resolve ambiguity by aggregating information across annotators and timesteps.

5.1.1 Dimension Line Annotation Tool and Self-Filtering

The interface of Popup consists of a visualization and annotation web application that allows crowd workers to crop the object of interest from a video frame, then draw length, width, and height lines on the cropped object. This interface allows annotators to operate directly on video frames to capture the 3D state of an object without any complicated three dimensional interactions (e.g., rotation and scaling of a cuboid) that would require familiarity with interactive 3D tools.

When a crowd worker reviews the dimension line annotation task, an explanation of the goal of the task is first given (Figure 5.4-1). Then, step-by-step instructions are provided, along with pictures exemplifying desired and undesired annotations as in Figure 5.4-2. The instructions ask workers to click the “I cannot draw” button whenever they are not confident in their ability to accurately annotate a particular dimension (Figure 5.4-3). Once the worker accepts the task, they can perform the first step: cropping the target object. The worker can click and drag on the given video frame to draw a box, and adjust the size and ratio of the box, as needed. The coordinate information of the box is used in the post-hoc outlier filtering step, as explained in the next section. Once the worker is done cropping the target object, they can click the ‘Done with Step 1’ button and proceed to the next step. Note that a worker annotates one frame at a time. The rate of frames to be annotated can be arbitrarily chosen by the user.

Figure 5.4: Step-by-step instructions with good and bad examples are provided.
The second step is drawing the dimension line entries (length, width, and height) on the cropped vehicle. The interface has buttons that open a pop-up window to allow workers to draw dimension line annotations for each dimension entry. Workers can choose which they want to draw first. The interactive pop-up window is shown in Figure 5.5. After drawing a line, a message appears at the end of the line and asks workers “Is this end closer to the camera than the other end of the line?” The worker can answer this using a radio button. We describe this step because it affects the total time of completing the dimension line annotation task: while we initially asked this question to avoid ambiguity due to the Necker cube illusion [284] that makes it impossible to distinguish the closer ends of the edges of a cube, we found that answers varied too much to use for pose estimation. This variance is likely due to the number of ambiguous cases that arise, such as when a car is nearly 90-degrees to the camera, making it hard to perceive which horizontal end is closer to the camera. The interface asks workers to draw more than one line per dimension in order to proceed to the next step. The interface allows adjusting already drawn dimension lines or redrawing them anytime if needed. Workers are provided with the “I cannot draw” button (Figure 5.5-(2)) which they can click on to self-filter dimension line annotations if they are not sure about their answer.

5.1.2 Automated Outlier Removal

Popup is designed to robustly handle aggressively-filtered annotation sets via two post-hoc filtering modules. The post-hoc modules assume multiple submissions per frame so that distribution statistics can be found.

**Filtering Annotation Sets** The first step calculates the median bounding box location of submissions to filter incorrect annotation sets (all dimension lines from one annotator). For each target object, the worker crops the object of interest from the given frame. Our assumption is that a malicious worker, careless worker, or bot will fail to crop the correct target object. For width and height independently, if a cropped box does not overlap more than 50% with the median of the cropped boxes, we assume the worker annotated the wrong object and drop the annotation set of all three entries (length, width, and height). This is designed to entirely filter poor submissions.
Filtering individual Annotation The second step compares the distance of the length and angle of submitted dimension line annotations from the medians. If a dimension line is outside $1.5 \times$ Interquartile Range (IQR) from the median, it is filtered. This is useful for filtering out low quality annotations and mistakes such as a height entry mistakenly drawn as a length entry. We filter based on relative distances instead of absolute values because the size of an object can differ from 30 pixels to 300 pixels.

Aggregating Annotations via Particle Filter To prevent the AI from amplifying the effect of annotation errors, it is necessary to remove annotations that are low quality in the semantic space. However, removing annotations can lead to semantic ambiguity, meaning we must use an aggregation function that can compensate for this. To do this, we use a particle filter to leverage not only multiple annotators, but also the temporal coherence of video data: while some information may be unavailable in certain cases (e.g., a vehicle driving away has no length), that information may be available in future frames (e.g., when the vehicle turns).

Particle filtering is a recursive Bayesian method that estimates a probability density function across a state space by maintaining a large set of particles, each of which represents a potential state (“hypothesis”) [285]. Particle filters are commonly used in simultaneous localization and mapping (SLAM) systems [286], as well as face [287], head [288], and hand tracking [289] systems. This state estimation method has three main advantages in our setting: first, particle filters can utilize information from neighboring state estimates in tandem with temporal constraints (e.g., the object has a maximum speed) to refine the state estimate. Second, particle filters can support the complex measurement functions that are required to compare 2D annotations and 3D states. Last, the particle filter does not assume an underlying distribution, which allows it to maintain multimodal and non-Gaussian distributions. This is particularly useful for ambiguous data, as incomplete annotations permit multiple correct hypotheses. A particle filter can be thought of in three steps:

1. The previous distribution is the distribution of hypotheses at time $t - 1$.

2. The transition distribution is the distribution of hypotheses at time $t$ given the distribution at time $t - 1$.

3. The measurement distribution is the transition distribution, updated to include evidence obtained at time $t$. 
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Popup embodies these three probability distributions as follows:

(1) **Previous Distribution** The previous state distribution corresponds to the final distribution of the previous time step. As we do not have any information about the vehicle’s initial pose, we set the distribution at $t = 0$ as uniform within the bounds described in Experimental Setting section.

(2) **Transition Distribution** The transition distribution describes the probability of a particle being in a new location given its previous location. This distribution allows the filter to maintain knowledge of potential states across time, which has two important implications: first, it means a fully determined system is not necessary at every time step, so the system is tolerant to both self-and automated filtering with aggressive thresholds. Next, it applies a spatiotemporal constraint by limiting how far the vehicle can move in successive frames, narrowing the solution space. Typically the transition distribution is based on knowledge of the vehicle’s kinematics and control inputs, but we use uncorrelated zero-mean Gaussian noise that spans set of reasonable vehicle motions because our system has no knowledge of the vehicle’s control signals.

(3) **Measurement Distribution** The measurement distribution begins by projecting the cuboid produced by the hypothesis into the 2D space of the image. It then measures how close its endpoints are to an appropriate pair of edges (Figure 5.6). This distance is placed on a normal distribution with a mean of 0 pixels and a standard deviation of 22 pixels. We also calculate the difference between the lengths of the annotation line and corresponding projected hypothesis line, and place that on a normal distribution with a mean of 0 pixels and a standard deviation of 22 pixels. The sum of these two probabilities is used as the probability of an annotation. This function is referred to as $ERR$ in Algorithm 1.

**Implementation** The pseudocode for our particle filtering implementation is shown in Algorithm 1. The state space consists of five dimensions: $x, y, z, \theta,$ and $f$, where $x, y, z$ denote the relative 3D position of an object from the camera and $\theta$ denotes the orientation as illustrated at the bottom of Figure 5.3. The last dimension, $f$, denotes the focal length of the camera. $RESAMPLE(S)$
Algorithm 1 Particle filter algorithm for Popup

Let $S = \{(s_1, w_1), \ldots, (s_N, w_N)\}$ be the set of $N$ particles, where each particle $s_i = \{x_i, y_i, z_i, \theta_i, f_i\}$ is one hypothesis with probability $P(s_i) = w_i$. Let the initial set of particles $S_0$ be sampled uniformly from the given range for $s_i$:

```plaintext
for Every Frame $t$ do
    RESAMPLE($S$)
    for Every $(s_i, w_i)$ in $S$ do
        Next State Step: $s_{i,t} \leftarrow s_{i,t-1} + \mathcal{N}(0, \sigma)$
        $z \leftarrow 0$
        for Every Annotation Line do
            $z \leftarrow z + ERR(AnnotationLine, ParticleState)$
        end for
        $w_{i,t} = w_{i,t-1} \cdot z$
    end for
    $S \leftarrow \text{NORMALIZE}(S)$
    estimate $\leftarrow \text{ARGMAX}(w_i)$
end for
```

generates $N$ particles (potential states) based on the existing particles and their probabilities ($w$). \text{NORMALIZE}(S) normalizes all the updated probabilities ($w$) calculated in the previous for-loop such that the probabilities sum to one. When analyzing across a single frame, we perform the measurement and resampling steps after iterating through every annotation set.

5.2 Evaluation

We perform our analysis on annotations provided by 170 workers recruited from Amazon Mechanical Turk via the LegionTools [290] toolkit. All workers were located in the U.S. and had an approval rate of over 95%. All workers had to first read the instructions to proceed to the task. Evaluation was performed using data from the KITTI dataset [278], which contains traffic scenes recorded from a moving vehicle using multiple sensor modalities. The scenes include occluded, truncated, and cropped objects, as well as ground-truth measurements of distance and orientation of the objects, making it ideal for evaluating Popup on challenging, real-world scenarios. We excluded clips with no vehicle or vehicles that do not span our sampling range, resulting in 17 or the 21 KITTI clips being used. In each video, we targeted one object and sampled 10 frames from each video clip at a rate of two frames per second. For each video clip, we recruited 10 workers to provide annotations. Each worker annotated every other sampled frame, for a total of five frames. That is, for each frame, annotation sets from five different workers were collected. Each worker was paid $1.10 per task, a pay rate of $9/hr. To understand the reason why some annotations were self-filtered, we presented the workers with a multiple-choice question when an annotation was
self-filtered. The choices were: 1) “The object is heavily occluded”, 2) “I don’t understand the instruction”, and 3) “Other”. We asked the workers to still draw the dimension line after reporting “I cannot draw” to directly compare accuracy with and without workers’ self-filtering.

5.2.1 Semantic Analysis and Filtering

Filtering Annotation Sets The first outlier filtering step removed low-quality annotation sets (all dimension lines from one worker) based on bounding box coordinates of each submission. 7% of 850 submissions were filtered in total. We found that few incorrect objects (under 2%) still remained after the filtering step, which occurred when the majority of workers (at least three out of five) annotated an incorrect object.

Result of Self-Filtering After the first step of outlier filtering, 793 annotation sets remained in the collection. Each annotation set has three dimension entries (length, width, and height), resulting in a total of 2379 entries submitted. 176 (7%) of these were self-filtered. Of the self-filtered entries, 34% were filtered for the reason “The object is heavily occluded”, and 66% were filtered for the reason “Other”. There were no instances where the “I don’t understand the instruction” option was chosen. When the “Other” option was chosen, workers could manually enter the reason behind their decision. Most explanations were related to insufficient visual information, e.g., “the object runs off the given image”, “it’s mostly back view”, and “Bad angle, low resolution” as shown in Figure 5.7. We initially expected a higher self-filtering rate because many of our selected scenes contained objects that are hard to annotate (e.g., truncated or occluded).

We believe that this discrepancy between expected and actual self-filtering rate is due to workers
not being properly informed about or incentivized for self-filtering. In our post survey, we asked workers who completed our task if they think it is better to provide an answer or not when they are not confident about the answer being correct. One worker answered, “I think an attempt at an answer is better than none at all. Even if you aren’t sure an attempt at least shows your [sic] trying to help the study and not just wasting everyone’s time”. Another answered, “Try my level best to satisfy the requester”. The survey response tells that crowd workers are willing to help the requester but they might not know what is most helpful, resulting in them submitting low-confidence annotations even when they should be self-filtered. Therefore, providing clear instructions on how to benefit the task would lead to better usage of self-filtering. An appropriate incentive mechanism may also help: Shah et al. [237] gave a clear incentive to the workers, which encouraged them to use the self-filtering option (“I’m not sure”) wisely. This resulted in the highest data quality in their experiments. Thus, requesters should clearly design an incentive mechanism and mention in the task how they would like workers to use the self-filtering option.

**Result of Filtering Individual Annotations** In the final outlier filtering step, we filtered individual annotations based on the dimension line’s length and angular distance from the median. Of the individual annotations, 13% were considered outliers and filtered from the collection. We found
that a few (under 3%) outlier annotations did not get filtered with our method. These were cases where the object was relatively small in the scene, and the variance within good annotations was very close to the difference between good and poor annotations.

**Accuracy of Dimension Line Annotations** We examined the effect of our input-space filters on the average accuracy of dimension line annotations. Since the dimension line ground truth is not provided by the KITTI dataset, we projected the actual vehicle height of the target vehicle onto the image plane, and compared the difference from the projected height line with the annotated dimension line in pixel units. This analysis was not performed on width and length dimension lines as they are not parallel to the image plane. In our experiment, the distributions were all approximately normal, but with positive skew. Because the distributions were skewed, we computed p-values using Wilcoxon Rank-Sum test. As shown in Figure 5.8a, the pre-processing filtering reduced the average error of dimension lines by 20% ($p < .05$) on average. Note that the mean error after filtering is under 10 pixels (9.8 pixels). Given the frame heights are 375-pixel, the average error is under 3% of the full height of a video frame.

**Time Savings from Self-Filtering** We investigated the average latency of partially- and fully-completed sets of annotations. Because the distributions were skewed normal, we computed p-values using Wilcoxon Rank-Sum test. As shown in Figure 5.8b, we found annotations took approximately 16% longer for annotations where at least one worker self-filtered ($p < .005$). The result suggests two things: first, self-filtering can reflect a worker’s confidence level as we intended in the design stage. This can be inferred by the fact that it took significantly more time for those who did not self-filter the entry, implying that it was also more challenging for them. Second, we can reduce total latency in annotation collection if we encourage workers to self-filter the challenging entries, because they can save time on the drawing activity by skipping them. In this experiment, we could save 16% of the annotation time for the hard annotations when workers self-filtered annotations.

**5.2.2 Analysis of Aggregation Function**

In this section, we evaluate our proposed aggregation function under different conditions by comparing it to the ground truth from the KITTI dataset [278]. For all evaluations, we dropped outliers: any data point outside $1.5 \times$ Interquartile Range (IQR) was removed for fair comparison between conditions.

The true 3D dimensions of the annotated vehicles were drawn from the ground-truth information included in the KITTI dataset. In a real-world deployment of Popup, the dimensions would be found online or in appropriate documentation. For our particle filter, we set the following bounds:
Figure 5.9: Estimation error of our baseline and proposed method.

−30 ≤ x ≤ 30, −4 ≤ y ≤ 4, 1 ≤ z ≤ 140, 0 ≤ θ < π, and 500 ≤ f ≤ 1000. Position is given in meters, orientation in radians, and focal length in pixels. We used 50,000 particles for all the particle filtering based conditions.

**Evaluation Metrics** Our evaluation considers separately two errors: distance, measured by the Euclidean distance between the ground truth and the estimate, and angular error, measured as the smallest angular difference between estimated orientation and the ground truth orientation:

\[ \Delta D = \sqrt{(x_g - x_e)^2 + (y_g - y_e)^2 + (z_g - z_e)^2} \]  
\[ \Delta \theta = |(\theta_g - \theta_e) \mod \pi/2| \]

where \( x_g, y_g, \) and \( z_g \) are the 3D ground truth position, \( x_e, y_e, \) and \( z_e \) are the estimate, \( \theta_g \) is the ground truth orientation, and \( \theta_e \) is the orientation estimate.

**Baseline** The baseline method reprojects a 3D cuboid onto a given video frame and compares the corner location of the reprojection with the endpoints of the average dimension lines drawn for the target vehicle. This comparison is used as the cost function, and the L-BFGS-B optimization method [291] is used for minimization. L-BFGS-B is a well-studied optimization algorithm that is used in the state-of-the-art techniques for estimating distributions in various applications, e.g., medical image processing [292] and computer graphics [293]. Critically, the baseline method cannot handle cases where a whole entry (e.g., all height, length, and width annotations) is missing, as the problem is underdetermined. Since the baseline method cannot refer to other frames’ annotations by utilizing spatiotemporal constraints, the baseline was only run for single frame based estimation.
Popup vs. Baseline We begin by comparing performance of Popup with our baseline using a three-frame reference window. Figure 5.9 shows the position and orientation error compared to the baseline. The average position error was reduced by 33% \((p < .001)\), while orientation error was reduced by an average of 54%, but with low confidence, as the results were only approaching statistical significance \((p = .105)\). This result shows that the proposed aggregation and estimation strategy for crowdsourcing image annotations is better than the baseline when annotations are noisy.

Effect of Temporal Aggregation Having shown that our particle filter based aggregation function is better than the baseline, we now seek to show that temporal aggregation is the cause of this performance increase. We do this by comparing the particle filter with a window size of one to the baseline, as we see in Figure 5.10.

In terms of position estimation, the baseline and the proposed particle filtering method perform similarly (no significant difference was observed, \(p = 0.89\), Wilcoxon Rank-Sum). In terms of orientation estimation, we observed a 53% lower mean for our proposed particle filtering method compared to the baseline. However, while the effect size was medium-large \((d = 0.65, \text{Wilcoxon Rank-Sum})\), the results were only approaching statistical significance \((p = 0.11, \text{Wilcoxon Rank-Sum})\). In other words, temporal aggregation is an important component of this method.

Effect of Window Size Our comparison to the baseline was performed with window size three—that is, we use the adjacent frames to calculate the current frames. However, window size can range from one to ten. As shown in Figure 5.11, we evaluated four different window sizes—one, three, five, and ten. The window size of three frames had the lowest average state estimate error. Referencing three frames results in a 37% improvement in accuracy compared to not referencing neighboring
frames in terms of position estimation ($p < .001$). However, orientation estimation accuracy did not improve by referring to neighboring frames. We speculate that the reason we did not observe progressive improvement in accuracy with increased window size is because of propagation of bad annotations. If one frame is poorly annotated, it will affect all other frames within the window. It follows that a larger window size allows local errors to affect more frames, which results in a larger aggregated overall error. For example, a critical error in frame $k$ will affect only frame $k - 1$ and $k + 1$ in a three-frame window, but will affect all 10 frames in a 10-frame window.

### 5.3 Conclusion

Previous chapters showed that we must consider both when to defer inference—deferring our response until more data can be collected—and how to compensate for noisy deferral responses. The aggregation function of smart replacement compensates for many noisy responses by choosing the better of the two human-provided inputs, but ignores the important fact that different human inputs may contain complementary pieces of information.

For this reason we introduced Popup, which probabilistically combines hypotheses across time and annotator using a particle filter. We demonstrated Popup on the application of crowdsourced 3D scene reconstruction from monocular video, where the ability to handle complementary information is particularly important due to the fact that not only are annotators noisy and task models sensitive, but a single frame may truly have insufficient semantic information to solve the problem. Through a
variety of experiments, we show that this ability to aggregate information across multiple frames has consequences with respect to annotation time—allowing the human to ignore difficult annotations speeds up annotation—semantic accuracy—this increased flexibility allows us to more aggressively filter low-quality aggregations—and, of course, output accuracy.

This chapter clearly demonstrated the benefit of aggregating information in a probabilistic manner. However, the amount of human effort—five annotations per frame, ten frames per video—will be intractable if a single user is required to provide all annotations. For this reason, we re-enter the domain of deep learning, and seek to implement probabilistic aggregation in the output space in tandem with a deferral function.
CHAPTER 6

Comprehensive Evaluation and General Method

Thus far, we have demonstrated the importance of using the correct goal when choosing which inferences to defer and the importance of appropriately handling the deferral response. However, these findings are incomplete: our evaluations have focused on individual questions instead of an overall evaluation of deferred inference, and our deferral and aggregation functions have not been sufficiently generalizable across applications.

Motivated by this, we first describe an evaluation that comprehensively considers the tradeoff between error and human effort, where human effort is described in terms of the deferral rate and the deferral depth constraint. This evaluation includes not only a summary statistic that can be used to compare methods, but evaluates the effect of increasing human effort along multiple axes. We then introduce an aggregation function that generalizes the particle-filter based method of the previous chapter, which allows us to use the same fundamental deferral framework on the disparate tasks of referring expression comprehension and single-target video object tracking. This approach outperforms a number of baselines, including the smart replacement approach of Chapter 4.

6.1 A Comprehensive Evaluation

Deferred Error Volume We evaluate the performance of a deferred inference method with respect to three different factors: i) the error, which is a property of the application; ii) the Deferral Rate (DR), which is the expected number of deferrals that will occur for each task; and, iii) the Deferral Depth Constraint (DDC), which is the maximum number of times that a task can be deferred. Since evaluating at only a single DR-DDC pair—as is standard in previous work—does not provide an adequate analysis of a deferral method, we introduce the Deferred Error Volume (DEV), which calculates the volume under the surface produced by plotting the error at every DR/DDC pair.

While both DR and DDC are theoretically unconstrained, calculating the volume under a surface requires bounds to be placed. To produce these bounds, we make the least restrictive assumptions possible: the deferred inference method is capable of deferring every task at least once and the deferral function consists of a deferral score followed by a threshold. The former places an upper
bound on DR at one and a lower bound on DDC at one, and the latter allows a thorough evaluation of the relationship between DR and error. We set an upper bound of ten on the DDC, which captures all practical deferral depths, and divide by ten to scale the width of this dimension to one. We discuss the implications of this upper bound in our results.

Since evaluation will be performed on finite datasets, the volume under the curve when using rectangular integration is the mean of error under all constraint sets:

$$DEV = \frac{1}{10(N+1)} \sum_{DDC=1}^{10} \sum_{n=0}^{N} \ell(DR = \frac{n}{N}, DDC)$$ ,

(6.1)

where $\ell(DR, DDC)$ is the error at a specific DR and DDC, and $N$ is the number of tasks in the dataset. We show the calculation of DEV in Algorithm 2: after an initial error calculation with one randomly drawn human input for every task (\texttt{draw\_tasks}), \texttt{find\_task\_to\_defer} finds the highest deferral score where the DDC constraint is not exceeded, draws another human input from the dataset (\texttt{get\_new\_input}), uses the aggregation function to update the prediction, updates the DEV, and repeats the process.

Such a thorough dataset-based evaluation has only one major requirement: there must be a method by which deferral responses can be provided. This requirement can be satisfied in a number of ways: the deferral response may be of the same form as the initial piece of human information with a dataset containing multiple pieces of human input per task (the approach of this work), the initial query and deferral response may be from a set of pre-defined attributes [97], or an external

---

**Algorithm 2 Calculating DEV**

```
DEV ← 0
DDC ← 1
while DDC ≤ 10 do
    tasks ← draw_tasks()
    DEV ← DEV + \frac{calc_error(tasks)}{10(len(tasks)+1)}
    N ← 0
    while N < len(tasks) do
        cur_task ← find_task_to_defer(tasks, DDC)
        response ← get_new_input(cur_task)
        updated_task ← aggregation_fn(cur_task, response)
        update_tasks(tasks, updated_task)
        DEV ← DEV + \frac{calc_error(tasks)}{10(len(tasks)+1)}
        N ← N + 1
    end while
    DDC ← DDC + 1
end while
```
agent capable of answering additional queries—potentially with access to oracle knowledge—may be developed [62].

**Marginals** To illustrate the effect of individual constraints on a method’s performance, we marginalize out the DR and DDC and plot the result, referring to the measurement as *mean error*. Notably, calculating these marginals requires no inferences beyond those already used to calculate the DEV.

**Error** To provide an intuitive measure of the performance improvement, we report error at two specific locations: deferral rate of zero (deferral-free inference, or err @ 0), which is the base error of the task model, and deferral rate of one (err @ 1), which corresponds to the mean error across DDCs when the number of deferrals is equal to the number of tasks. We note that this does not mean every task will have one deferral, as some tasks will be performed with high confidence without deferring, while others may receive multiple ambiguous inputs. Since these errors correspond to the first and last points on the relevant marginal plot, no additional calculation is required to obtain these values.

### 6.2 Proposed Method

**Formulation** Here, we generalize the probabilistic particle-filter based method developed in the previous chapter to make it applicable to common problems and state-of-the-art task models. Underlying our method are two assumptions: first, we assume the task model output is a distribution. This is trivial for a softmax output, but may require additional consideration for other output formats [294]. Second, we assume the deferral function is based on this distribution. If we treat human inputs \( h_1, \ldots, h_n \) as independent and represent the non-deferrable portion of the input (e.g., an image) as \( x \), the probability of a specific output, \( y \), is:

\[
p(y|x, h_1, \ldots, h_n) \propto \prod_{n=1}^{N} p(y|x, h_n)
\]

where \( p(y|x, h_n) \) is the distribution produced by the task model, \( f(x, h_n) \).

Throughout this work, we formulate the deferral as a request for the human operator to rephrase the initial input. This has two major benefits for general implementation: first, it allows us to use unmodified models and weights to perform inference. Second, it does not require novel datasets or the design of generative architectures.

Implementation of this formulation can be illustrated intuitively for a classification task: an initial \( x \) and \( h_1 \) are given to the task model, resulting in a softmax output. If the deferral function decides that inference should be deferred based on this output, \( h_2 \) is solicited and passed through
Figure 6.1: Our proposed aggregation function quickly combines complementary information to achieve higher certainty and accuracy than previous methods such as taking the mean of two outputs [68] or selecting the better output (Smart Replacement [295]). Target object boxed in blue. Original image cropped vertically for space. View in color.

the task model alongside $x$, resulting in a second softmax output. The two output vectors are then multiplied elementwise, and the resulting vector is normalized. The deferral function is then executed on this normalized vector to determine if another deferral is necessary. In addition to being immediately compatible with supervised training and much simpler than training text generation models [61], [62], we see an example of why this method works well in Figure 6.1: it quickly identifies the target object with high certainty, while aggregation functions such as using the better of the two outputs [295] or taking the mean of the two outputs [68] would perform additional deferrals or return an incorrect answer depending on the given constraints.

**Convergence** Although the ability to aggregate complementary pieces of human-provided information is likely sufficient motivation for our method, combining multiple inferences has an additional, critical, benefit: it reduces the importance of a manually imposed DDC by converging rapidly under simple assumptions. We show this here theoretically, first by defining the set of received human inputs as $\mathcal{H} = \{h_1, h_2, \ldots h_n\}$ and modifying equation 6.2:

$$
    p(y|x, H) \propto \prod_{h \in \mathcal{H}} p(y|x, h) .
$$

(6.3)

We then extend $\mathcal{H}$ to include all possible human inputs, where each human input has some probability, $p(h|x, y)$, of occurring over $n$ human inputs:

$$
    p(y|x, H) \propto \prod_{h \in \mathcal{H}} p(y|x, h)^{np(h|x,y)} .
$$

(6.4)
which trivially reduces to:

$$p(y|x, \mathcal{H}) \propto \left( \prod_{h \in \mathcal{H}} p(y|x, h)p(h|x,y) \right)^n.$$  \hspace{1cm} (6.5)

If we define the set of potential outputs as $\mathcal{Y}$, we can calculate the normalized probability:

$$p(y|x, \mathcal{H}) = \frac{p(y|x, \mathcal{H})}{\sum_{y_o \in \mathcal{Y}} p(y_o|x, \mathcal{H})}.$$ \hspace{1cm} (6.6)

We can see that as $n \to \infty$, the normalized value will converge to an impulse—a one-hot for a classification task—at the output with the largest product of weighted probabilities.

### 6.3 Exemplar Applications

#### 6.3.1 Single-Target VOT

**Goal** In single-target Video Object Tracking (VOT), a human defines the task by drawing a bounding box around an object in the first frame of a video. Using only previous frames (the online tracking setting) the model then propagates this bounding box through the video. Despite the relatively low dimension of the input space, deferred inference is properly motivated for this application: since tracking algorithms are often sensitive to small differences in initialization, perturbation tests are a standard component of evaluation [54], [146].

**Model and Dataset** We perform our analysis using the crowdsourced data from Chapter 4, which consists of nine first-frame annotations for every video in the OTB-100 dataset [146]. Unlike Chapter 4, we assume that all initializations indicate the correct object and remove instances in this dataset where the initialization has an IoU of less than 0.5 with the gold-standard. As our task model, we use the ToMP tracker [52] with a ResNet-50 backbone [276] and weights provided by the original authors.

**Base Error Metric** We measure performance using the mean intersection-over-union (IoU), which is commonly used in evaluation of the VOT task [54], [146]. To maintain the notion of error, we subtract the IoU from its maximum value of one. Unlike previous evaluations, we allow the model’s inference to continue when the object track is lost: resetting the tracker requires a ground-truth box on every frame, which is intractable both in a real-world application and in the context of our implementation of deferred inference.
Deferral Implementation The output of ToMP is a single bounding box at every frame. To convert this to a distribution for our deferral and aggregation functions, we first produce stochastic bounding boxes by performing each inference 100 times with Monte Carlo dropout enabled [186] similar to previous work on object detection [294]. Every bounding box is represented as a tuple of (TLX, TLY, width, height) and expectation maximization [296] is performed on every frame to transform these representations into a Mixture of Gaussians. To determine the number of Gaussians for expectation maximization, we use DBSCAN [297], which relies on two hyperparameters: \( \varepsilon \) and minimum samples. We performed a gridsearch across these two parameters—shown in Table 6.1—to determine that the best parameter set for our experiments was epsilon 10 and minimum samples 20.

Using these distributions, we produced the deferral score by randomly sampling 500 bounding box pairs and measuring the mean IoU between them. For both our method and baselines, we created an output bounding box by taking 10,000 samples from the mixture, and using the one with the highest likelihood. For our method, these samples were scattered by adding a normally-distributed random value with standard deviation 7 to every dimension, which allowed us to combine distributions that were close in Euclidean space but several standard deviations apart.

### 6.3.2 Referring Expression Comprehension

**Goal** In referring expression comprehension, a task is defined by an image and text query, and the task model draws a bounding box around the object described by the text. The high dimensionality of the input space means that there is much room for both semantic ambiguity and gaps in the task model’s knowledge that can be corrected or clarified after a deferral.

**Model and Dataset** For the task model we used the UNITER architecture [1], which formulates referring expression comprehension as classification over a set of externally-provided bounding boxes. We provided ground-truth detections for these bounding boxes to minimize the influence of an external object detector. We trained and evaluated on the RefCOCO [2] dataset because it contains multiple references to all but one target object, which is substantially better than both the RefCOCO+ [2], and RefCOCOg [8] datasets (Table 6.2). Our model was trained on a single GeForce GTX Titan XP GPU using the training settings given by the original authors with a few small modifications: we used full precision floating point operations, adjusted the batch size from 128 to 64, and accumulated gradients over two steps.

<table>
<thead>
<tr>
<th>( \varepsilon )</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3314</td>
<td>0.3304</td>
<td>0.3344</td>
<td>0.3371</td>
<td>0.3391</td>
</tr>
<tr>
<td>3</td>
<td>0.3382</td>
<td>0.3269</td>
<td>0.3240</td>
<td>0.3249</td>
<td>0.3260</td>
</tr>
<tr>
<td>5</td>
<td>0.3375</td>
<td>0.3268</td>
<td>0.4779</td>
<td>0.3234</td>
<td>0.3229</td>
</tr>
<tr>
<td>10</td>
<td>0.3377</td>
<td>0.3278</td>
<td>0.3243</td>
<td>0.3235</td>
<td>0.3228</td>
</tr>
<tr>
<td>15</td>
<td>0.3369</td>
<td>0.3280</td>
<td>0.3250</td>
<td>0.3240</td>
<td>0.3231</td>
</tr>
<tr>
<td>20</td>
<td>0.3364</td>
<td>0.3284</td>
<td>0.3255</td>
<td>0.3246</td>
<td>0.3237</td>
</tr>
<tr>
<td>50</td>
<td>0.3350</td>
<td>0.3295</td>
<td>0.3283</td>
<td>0.3284</td>
<td>0.3277</td>
</tr>
</tbody>
</table>

Table 6.1: The effect of DBSCAN parameters on the deferral-free mean error (1-IoU) of our method. Lower is better.
Table 6.2: Number of expressions for every target object in the three major referring expression comprehension datasets.

<table>
<thead>
<tr>
<th>Expression Count</th>
<th>RefCOCO</th>
<th>RefCOCO+</th>
<th>RefCOCOg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Val</td>
<td>TestA</td>
<td>TestB</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>605</td>
<td>288</td>
<td>354</td>
</tr>
<tr>
<td>3</td>
<td>3197</td>
<td>1667</td>
<td>1498</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>20</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total Objects</td>
<td>3811</td>
<td>1975</td>
<td>1870</td>
</tr>
<tr>
<td>Total Expressions</td>
<td>10834</td>
<td>5657</td>
<td>5275</td>
</tr>
</tbody>
</table>

**Base Error Metric** Performance on this application was measured through the standard method of the inference being classified as correct (error = 0) if the predicted bounding box has an IoU of greater than 0.5 with the ground-truth bounding box, and incorrect (error = 100) otherwise [8]. Aggregate error can then be interpreted as the percent of tasks that are completed incorrectly. We maintain the val, testA, and testB splits from previous works [165], but note our evaluation measures per-task performance instead of per-phrase performance, making it incorrect to directly compare our results to other evaluations.

**Deferral Implementation** Because the UNITER referring expression comprehension model outputs a softmax distribution, we used entropy as our deferral score and implement our proposed aggregation function by multiplying and normalizing the outputs. We improved the model’s ability to detect ambiguity by performing Monte Carlo dropout with 100 passes, matching the number of passes in the original work [186].

### 6.4 Experiments

**Baselines** We compare our proposed method to four aggregation functions adapted from previous work:

- **Naive Replacement**: If a deferral is performed, the second input is always selected over the initial input. If no DDC is specified this is analogous to a selective prediction approach [42], [58], where the user must restart the task if the inference is declined.
- **Mean**: If the inference is deferred, DDC new inputs are taken, and the mean of all responses is used. This is equivalent to the aggregation function of Hatori *et al.* [68], who implicitly defined a DDC of one.
- **Consensus**: If a deferral is performed, DDC new inputs are taken and the consensus of all outputs is returned as the answer. If there is no consensus, an answer is chosen randomly from the potential outputs with equal occurrences. This is a basic approach often used in crowdsourcing [69], [246]. We did not implement this baseline on the VOT application due to the high number of potential outputs.
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Table 6.3: The DEV and Err @ 1 metrics for baselines and our method (Err @ 0 shown in Table 6.4). Our method performs best across all applications and splits by a significant margin.

- Smart Replacement: If inference is deferred, the deferral score between all responses is compared, and the output corresponding to the best deferral score is used. As with the Mean baseline, we extend the approach in Chapter 4 by allowing the DDC to be greater than one.

Results We see in Table 6.3 that deferred inference improves performance over the deferral-free condition under both the DEV, since the DEV of the deferral-free condition is simply the error, and err @ 1 metrics for all methods and problem settings. In other words, any aggregation function is better than the deferral free condition for the evaluated deferral functions. Further, as shown in Table 6.4, our proposed aggregation function outperforms all baselines in all settings on the evaluated metrics, and provides a large reduction in error between the deferral-free condition and deferral rate 1: error decreases by 1.37% for VOT, 40.7% for RefExp-Val, 48.7% for RefExp-TestA, and 40.6% for RefExp-TestB. In other words, our method is effective on two very different applications, and can reduce error by over 48% (from 8.27% to 4.24%) without any change to the model.

Marginals We now consider the effect of individual constraints by marginalizing out the DR (Figure 6.2-Left) and DDC (Figure 6.2-Right). By examining the former, we aim to answer two specific questions: what is the effect of our DDC range on the ordinal results of the DEV metric, and what is the effect of the DDC on performance? For the former question, we see that our method was unambiguously better—that is, best or within one standard error of best at all DDCs—on both applications. However, the improved performance of our method on the VOT task is primarily due to its ability to effectively handle greater DDCs: if our evaluation were limited to DDC \( \leq 2 \), the DEV would be within one standard error of the Smart Replacement and Mean baselines.

Further consideration of the interaction between DDC and mean error provides meaningful insight into both our method and the findings of previous work. First, while other methods began
Figure 6.2: Marginal plots showing the effect of the DDC (left) and DR (right) on the VOT (top) and Referring Expression Comprehension (bottom three) applications. Shaded area represents one standard error across 100 trials. View in color.
Table 6.5: The DEV for all potential deferral functions on the referring expression comprehension application.

Alternate Scoring Functions For simplicity, we focused on one particular method for calculating deferral score for the referring expression comprehension task: entropy with Monte Carlo dropout [186]. For the Referring Expression Comprehension application, we can compare performance when MC dropout is and isn’t enabled, as well as when softmax response or entropy is used. We show this in Table 6.5. We note three things: first, it is still true that all conditions improve over deferral-free inference. Second, conditions with MC dropout enabled performed better, and last, the performance when softmax response and entropy were used as the deferral function was roughly equivalent. Interestingly, smart replacement often matches or outperforms our proposed method when dropout isn’t used, likely because the quality of distributions is more important when belief compounds over sequential human inputs.
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Importance of Deferral Response To show that the semantic changes enabled by deferral occupy meaningfully different locations in the embedding space, we added random Gaussian noise of various standard deviations to the text embeddings for the referring expression comprehension application. For every task we drew 5,000 samples with the same referring expression and combined the output distributions either as the average (averaged outputs) or the product (multiplied outputs). The error under all four conditions is shown in Figure 6.3. Although there is some reduction in error due to these perturbations, it is much less than we showed using deferred inference, meaning the additional user burden of deferral is justified.

Isolating Uncertainty in Text Embeddings Chapter 3 demonstrated that significant performance benefits could be provided by only deferring when the human input is the cause of error. In an attempt to extend this finding to the problem of referring expression comprehension, we additionally calculated the performance of our aggregation function when dropout was applied to only the text embedding layers. As we see in Table 6.6, dropout on only the text embedding layers does perform better than not performing dropout at all, but is still significantly outperformed by using dropout across all layers.

Table 6.6: DEV when only the text embedding is dropped out (text dropout) no dropout (softmax) and full dropout. Deferral score is entropy, aggregation function is belief update.
6.5 Conclusion

Evaluating performance with respect to hazy oracles requires us to simultaneously consider the error, the deferral rate, and deferral depth constraint. In this chapter, we introduced the first evaluation that considers all three of these factors and showed the importance of each of them. Notably, we demonstrated the importance of the previously ignored deferral depth constraint: the conclusions of Chapter 4 on the application of single-target video object tracking were only confirmed for DDC=1.

Using this evaluation, we demonstrated a mathematically simple, yet effective and generalizable method built around updating beliefs across multiple human inputs. This method significantly outperformed baselines under the DEV metric, on the marginals, and using the error @ 1 metric. The last metric has meaningful intuitive impact: by allowing a deferral rate of one, we can reduce error by up to 48.73% on the referring expression comprehension application.

While the error reduction is meaningful and it is important to provide aggregate comparison of deferral methods, such aggregate analyses have a few important limitations. Because the datasets are crowdsourced, our deferral and aggregation functions made several implicit assumptions, such as assuming humans are identical and the deferral response is independent of previous queries. There is additionally the challenge of how to set the threshold on the deferral function such that it targets specific errors or deferral rates. We examine both of these problems through a user study in the next chapter.
CHAPTER 7

Setting Human-Centered Deferral Criteria

In deferred inference, the ultimate goal is to optimize a tradeoff between error and user effort. The first part of this, demonstrated in previous chapters, is the ability to optimally make this tradeoff as measured by aggregate analysis on crowdsourced datasets. The second part of this is setting deferral criteria that targets a specific point on this tradeoff, which cannot be done with such aggregate analysis for two reasons: first, crowdsourced data does not accurately represent the behavior of human-AI team and second, aggregate analysis ignores the fact that the deferral function must make a binary decision—should I defer or not?—instead of simply using the deferral score to rank inputs.

We begin by discussing specific ways in which crowdsourced data is misaligned with the setting of a human-AI team. First, since crowdsourced data is collected as a series of microtasks, datasets that contain multiple human inputs for the same target do not consider how the human input changes after deferral. We will prove later in this chapter that this assumption is incorrect. Second, data collected from the crowd—particularly high-dimensional linguistic data—is typically validated by formulating the data collection as a human-human interaction. For example, the data collection process for RefCOCO [2] (used in our previous experiments) is as follows:

*Player 1:* is shown an image with an object outlined in red and provided with a text box in which to write a referring expression. *Player 2:* is shown the same image and the referring expression written by Player 1 and must click on the location of the described object (note, Player 2 does not see the object segmentation). If Player 2 clicks on the correct object, then both players receive game points and the Player 1 and Player 2 roles swap for the next image. If player 2 does not click on the correct object, then no points are received and the players remain in their current roles.

where the authors “...posted the game online for anyone on the web to play and encouraged participation through social media and the survey section of reddit. [...] also posted the game on Mechanical Turk.”
Figure 7.1: Two notable shortcomings caused by the collection procedure of the RefCOCO [2] dataset are (a) the ability to specify clicks instead of objects and (b) the common practice of backchannel communication. The target bounding box is shown in pink.

Since the data collection uses the proxy goal of telling a human how to localize a click instead of describing a target object to an AI, the distribution of utterances will be meaningfully different in several ways. First, people just talk differently to computers, typically using fewer words (but more messages), shorter words, and more profanity [252]. Next, although the stated goal of ReferItGame is to generate unambiguous referring expressions for segmented objects, success in the game (and therefore payment for crowd workers) requires neither unambiguous information nor a description of the target object. For the former, we see an example of in Figure 7.2 where, although woman and her are semantically ambiguous, the data was included in the dataset. For the latter, we see in Figure 7.1-(a) that annotators were able to specify parts of the object instead of the target object, as would be done in the motivating application. Last, humans have the desire to communicate with their game partners, leading to backchannel communications (Figure 7.1-(b)).

In this chapter, we address these shortcomings by performing a study with 25 participants interacting with a deep learning model to perform a language-based image cropping task. Using the findings of this study, along with newly developed theory on interaction, we consider two objectives for setting deferral criteria: the first seeks the deferral criteria that gets as close as possible to the desired deferral rate, while the other seeks the deferral criteria that produces the highest deferral rate without exceeding the upper-bound deferral rate. For both of these objectives, we compared deferral criteria set based on a brief interaction with the target user to deferral criteria set using interactions from multiple users, and found that using data from only the target user performs as well or better than using large datasets, despite having two orders of magnitude fewer examples for calibration.
7.1 Theory on Thresholds

When we set deferral criteria, we seek to balance error and user burden. Previous work [61], [68] has downplayed that tradeoff by making the assumption that it is sufficient to set deferral criteria based on characteristics of the task model. In this section, we show that it is impossible to set a deferral criteria that targets an error or Deferral Rate (DR) without explicitly considering the user for whom that criteria is being set. Throughout this work, we set the Deferral Depth Constraint (DDC) to one across all evaluations.

**Expected Deferral Rate** We begin by showing how to calculate the expected DR, \( \mathbb{E}(\text{DR}|t, u) \). A deferral occurs if we have a user, \( u \), that user produces a score, \( s_1 \), and that score is greater than the threshold, \( t \). This gives us the formula:

\[
\mathbb{E}(\text{DR}|t, u) = \int_{s_1} p(s_1 > t, s_1, u) ds_1.
\]  

(7.1)

If we expand by chain rule, assume the user is given \( (p(u) = 1) \) and represent \( p(s_1 > t) \) with an indicator function, we get:

\[
\mathbb{E}(\text{DR}|t, u) = \int_{s_1} \mathbbm{1}(s_1 > t)p(s_1|u) ds_1.
\]  

(7.2)

This demonstrates clearly that while previous work often sets deferral criteria in a user-agnostic way [61], [68], we cannot target a deferral rate in a user-agnostic manner if \( p(s_1) \) is dependent on the user. This motivates the research question: do deferral scores differ meaningfully between users?

**Probability of Error** To find the probability of error \( p(e|t, u) \), we evaluate separately the contribution to error when a deferral does and doesn’t occur. When no deferral occurs, we are looking for the condition where the user, \( u \), produces a score, \( s_1 \), that is less than or equal to the threshold, \( t \), and there is an error, \( e \). Written mathematically:

\[
p(e|t, u, s_1 \leq t) = \int_{s_1} p(e, s_1 \leq t, u) ds_1.
\]  

(7.3)

The formulation is similar if deferral has occurred, with the addition of the deferral score after the
Since these two conditions are mutually exclusive ($s_1$ is never simultaneously greater than and less than $t$), we can simply sum these two components. If we invoke the same assumptions as in Equation 7.2, we get:

$$p(e|t, u) = \int \int p(e, s_2, s_1 > t, u) ds_1 ds_2.$$  \hspace{1cm} (7.4)

As when targeting a deferral rate, it is critical to consider the relationship between the deferral score, $s_1$, and the user. Additionally, we note two other questions that should be evaluated: first, if the task model’s responses to the first and second human inputs are identical, we can find $p(s_2|s_1, u)$ using only initial responses ($p(s_1|u)$), significantly reducing calibration time. In other words, we ask how do users respond when an inference is deferred? Second, although works in calibration [13], [176], [179], [298] show a relationship between probability of error and some deferral scores, such works have never considered the role of individual users. If the relationship between probability of error and deferral score is dependent on the individual, we must consider this when finding $p(e|s_1, u)$ and $p(e|s_2, u)$, instead of simply using large datasets. In other words, we ask does knowing the user provide additional information about the mapping between probability of error and deferral score?

Explicitly, this leads us to five research questions:

**RQ1** How is user satisfaction related to error and deferral rate? The goal of this thesis is to provide not only an improved accuracy—as in previous chapters—but also an improved user satisfaction. We measure this here, as well as note that it is only necessary to pursue a specific error or deferral rate—which requires user-specific deferral criteria—if these factors have an effect on overall satisfaction.

**RQ2** What are the time dependencies of error, $e$, and deferral score, $s$? The lack of a time variable in the above formulations implicitly assumes static distributions. However, previous work [299], [300], as well as common sense assert that the users require some time to develop their mental model. Thresholds should only be set after this mental model has converged.

**RQ3** Do deferral scores differ meaningfully between users? By not providing user identities, dataset-focused work in deferred inference [48], [68] implicitly assumes that users are interchangeable, while works that evaluate via human experiments [61], [91] set deferral
criteria a-priori and do not consider qualities of the individual. If the deferral score is different between users, the deferral criteria will need to be calibrated for individuals.

**RQ4** How do users respond when an inference has been deferred? Previous work using our chosen deferral formulation has either accepted deferral responses as is—not comparing qualities of the deferral response to the initial query—or broken time dependency through the use of crowdsourced datasets [48], [68]. If the deferral response is significantly different from the initial response, this dependency should be considered in future work. If not, dataset-like approaches could be used to set deferral criteria for higher deferral depth constraints without collecting many deferral responses for each user.

**RQ5** Does knowing the user provide additional information about the mapping between probability of error and deferral score? Works in model calibration [13], [176], [179], [298] demonstrate a mapping between deferral scores and probability of error, but do not explore if such mapping is consistent across users. If this mapping is not user-dependent, we can construct both $p(e|s_1, u)$ and $p(e|s_2, u)$ prior to interaction with an individual based on large non-user-specific datasets. This would greatly reduce the amount of time required to set deferral criteria.

### 7.2 Experimental Setup

#### 7.2.1 Motivating Application

We used referring expression comprehension [8] as our motivating application. We presented this application to our participants as a language-based image cropping task, which was chosen for two reasons: first, cropping is a commonly performed and easily explainable task, meaning little additional instruction was necessary. Second, unlike other embodiments of referring expression comprehension—such as pick-and-place [61]—cropping can be credibly applied to already existing datasets (i.e., MSCOCO [15]) and therefore does not require additional model training or dataset procurement.

As our dataset, we used a subset of target objects from the RefCOCO dataset [2]. This subset was chosen to mitigate two issues observed in our initial tests: first, there were many cases where the target object was visually ambiguous due to a high degree of overlap with other objects in the image—for example, a person standing in front of another. Second, similar to findings in Chapter 3 and on the VQA application in other works [26], there were numerous instances where the model largely ignored the text. Since our focus is on the effect of human input given a clear intent, we selected a subset of RefCOCO that meets the following criteria:
• The object does not have an Intersection-over-Union (IoU) of greater than 0.5 with any other object in the image.

• Of the referring expressions in the RefCOCO dataset [2] for this object, greater than 32% but less than 68% result in a correct answer.

We additionally iterated through the remaining examples to manually remove images that do not clearly indicate a single object or may be offensive, resulting in a total of 1,107 potential crop targets across 842 images. During evaluation, crop targets were randomly picked and an individual participant never saw the same image more than once.

7.2.2 Procedure

Participants We conducted this experiment with 28 adults (older than 18). All participants were required to have normal or corrected-to-normal full-color vision and described themselves as proficient in English. Participants were solicited via local mailing lists and located in the United States at the time of the study. Participants were asked to use a computer with a mouse and keyboard, and were supervised virtually during the experiment. Three participants were identified as malicious or inattentive actors (error greater than three standard deviations above the mean) and their data was excluded from further analysis.

Of the remaining 25 participants, 12 identified as male, 12 identified as female, and 1 preferred not to state. Mean age was 25.2 ± 2.88, technical competence was reported as 5.76 ± 1.24 out of 7, and experience with conversational virtual assistants was reported as 4.16 ± 1.76 out of 7. Our study was approved by our institution’s IRB, and participants consented to participate in the study before the study started. Participants were compensated $20 for their participation.

Instructions After agreeing to the consent form but prior to any interaction with the system, participants were given a set of instructions for the study. These instructions described the overall goal of image cropping, the interface they would use, the actions the system may take (deferral, correct answer, incorrect answer), and the surveys they would be given. Instructions did not contain any example phrases in order to avoid biasing the user.

Background Survey Participants were asked to provide demographic data (age and gender) as well as their perceived technical competence (1-7 agreement with I consider myself to be technically adept), experience with voice assistants in general (1-7 agreement with I am experienced with voice assistants (Alexa, Siri, etc.)), and experience with the commercially available voice assistants Amazon Alexa, Apple Siri, Google Assistant, Microsoft Cortana, and Samsung Bixby (How often
do you use the following voice assistants: several times a day/ several times a week/ 1-2 times a week/ less) 

**Treatments** Once participants completed the background survey, they were given four treatments corresponding to deferral rates of 0.0, 0.1, 0.2, and 0.3. The 0.0 deferral rate setting was given first to allow the user to gain familiarity with the system without the noise of random deferrals, while the other three deferral rate settings were presented in a randomized order. Prior to each setting, participants were informed of the beginning a new setting, but no information was provided about which variable was changed.

Participants then interacted with the cropping model via the interface shown in Figure 7.3. For every task—30 in total for each treatment—they were given a random, previously unseen image.
with a green box drawn around the target object and the question “what would you like to crop?” (Initial Screen). After giving a referring expression corresponding to the boxed object, the model could defer or perform the inference. If the model chose to defer, participants were presented with the last entered phrase, a prompt stating I didn’t understand “[entered text]”. Could you try again? (Deferred Inference). If the model chose to perform the inference, the identified object was indicated by shading the removed region. If the crop was correct, the screen showed green (Correct Inference), while an incorrect crop showed red (Incorrect Inference).\(^1\) The accuracy (number correct, number attempted, and those values expressed as a percent) for the current setting, as well as the overall progress (number of crops performed and total number of crops), were shown on the upper-right corner.

After each treatment, participants were asked to report their satisfaction by rating their agreement with the following statements on a 1-7 scale, where 1 is strongly disagree, and 7 is strongly agree:

- I was satisfied with the accuracy I was able to achieve.
- The computer asked me to repeat myself on too many pictures.

**Technical Details** We maintain the referring expression comprehension setting of the previous chapter: the UNITER architecture [1] with ground-truth detections and Monte Carlo Dropout [186] with 100 forward passes. We use a belief update—from the previous chapter—as our aggregation function.

We change our deferral function based on the setting. When interacting with our test participants, we seek to precisely target a deferral rate. Since we cannot do this without establishing deferral criteria—a primary goal for this work—we instead defer randomly such that the exact target deferral rate is reached for every treatment:

\[
p(\text{deferral}) = \max(DR, \frac{d_r - d_e}{t_t - t_p}) \mathbb{1}(d_e < d_r),
\]

where \(d_r\) is the number of deferrals required for the target deferral rate (deferral rate times number of tasks in the treatment length), \(d_e\) is the number of deferrals that have been executed in this treatment, \(t_t\) is the number of tasks in the treatment (30, in our experiments) and \(t_p\) is the number of tasks that have been performed. For our analysis, we use the entropy of the output distribution as in previous chapters. This is calculated as:

\[
s = - \sum_{j=1}^{o} p(y_j|x, h_1, ..., h_n) \log(p(y_j|x, h_1, ..., h_n))
\]

\(^1\)Due to the common use of color as an attribute in the training dataset [2], we chose to restrict our study to individuals with full-color vision. Under this constraint, we used the red and green color scheme.
Figure 7.4: Relationship between performance measures—error (A) and deferral rate (B)—and user satisfaction. Error is binned at intervals of 10%. Error bars represent one standard deviation.

7.3 Results

RQ1: Is user satisfaction related to error and deferral rate? One motivation for our investigation is the assumption that error and/or deferral rate strongly influence user satisfaction. We plot the Likert responses of our treatment surveys against the error (A) and deferral rate (B) in Figure 7.4. We found that satisfaction is related to both error and deferral rate: the lower the error and fewer deferrals, the higher the reported satisfaction, suggesting we can increase user satisfaction by optimally controlling these two variables. For both performance measures, there appears to be a plateau: for error, the satisfaction for error rates between 0 and 10% (7.5% mean) was not significantly different than the satisfaction for error rates between 10% and 20% (17.5% mean) (Mann-Whitney U, p > 0.10), but both had a weak significance (p < 0.10) compared to an the 20% to 30% range (24.7% mean), and were perceived as better to a significant degree (p < 0.05) than the next two bins (32.7% and 42.5% on the mean). Significance could not be established for higher error rates due to small sample sizes. For deferral, the results were similar: satisfaction with deferral rate differed significantly (Mann-Whitney U test, p < 0.05) between deferral rates of 0.0, 0.1, and 0.2, but deferral rates of 0.2 and 0.3 both reported a mean response of 3 to the question the computer asked me to repeat myself on too many pictures. Because satisfaction is related to error and deferral rate, the ideal approach for deferral is not to set deferral criteria based on model-centric qualities such as margin [61], [68], but to target a deferral rate or error directly using the formulation described in Section 7.1.

RQ2: What are the time dependencies of error, $\epsilon$, and deferral score, $s$? In order to accurately set deferral criteria, we must be confident that the distributions on which we are working are not changing during the calibration period. If they are—as is likely [224], [299], [301]—any deferral criteria we produce will quickly become inaccurate.

To determine if and when our distributions have settled, we divided the initial queries from all
participants into three groups:

1. The burn-in group consists of the first $n$ tasks, where we assume the user is still learning how to interact with the model.
2. The middle group is the first half of the remaining data.
3. The final group is the second half of the remaining data.

We consider the burn-in period to be over when 1) the burn-in group is significantly different from the middle group, and 2) the middle group is not significantly different from the final group. If either of these conditions are not true, it indicates either that a substantial number of burn-in scores are within the middle group—$n$ is too small—or a substantial number of settled scores are within the burn-in group—$n$ is too large. Using a Fisher Exact test to measure similarity of error distributions and a Mann-Whitney U test to measure the similarity of deferral score distributions, we found that if we regard $p < 0.05$ as significant, the earliest that both of these conditions are met for several consecutive timesteps was at 45 tasks. For this reason, we use 45 as a burn-in period throughout this work. This is represented visually in Figure 7.5. We additionally show the mean values for deferral score, errors, and expression length against time in Figure 7.6, with this burn-in period indicated.
Figure 7.6: The relationship between task number and deferral score, probability of error, and expression length. Mean across the five adjacent task numbers shown in pink. Burn-in period shown with a dashed vertical line. Shaded area is one standard error.

RQ3: Do deferral scores differ meaningfully between users? We compared the deferral scores of all users together, and of pairs of individual users to determine whether the distribution of deferral scores caused by the initial query is dependent on the user. Based on our previous results, we used a 45 task burn-in. We found using a Kruskal-Wallis test that there was a significant effect of user on deferral scores ($p < 0.05$) and a Mann-Whitney U test showed that the distributions were significantly ($p < 0.05$) different for 79 of the 300 user pairings.

As we see in Figure 7.7, the distributions of scores may be different even if the final achieved accuracy is the same: the solid pink line has many more high-certainty examples balanced by more low-certainty examples, while the dashed pink line is more evenly distributed. A Mann-Whitney U test revealed that both pairs are significantly different ($p < 0.05$). This finding shows that, whether or not we control for error, users can produce significantly different deferral scores. When this is considered together with the formulation described in Section 7.1 and the relationship between error, deferral rate, and satisfaction shown in RQ1, it shows that **deferral criteria must be set based on the individual who is using the AI agent.**
Figure 7.7: Kernel Density Estimate plots of deferral scores frequency for four different users. Despite the pink and blue users having the same overall accuracy, both pairs are visibly and statistically (p < 0.05 by Mann-Whitney U) different. Kernel Bandwidth set by Scott’s rule.

RQ4: How do users respond when an inference has been deferred?

Analysis of Model Response We begin by analyzing the interaction of the user and deep-learned model after deferral in terms of deferral score and error. Since the data are paired and deferral only begins after the 30th task, we evaluated all deferral responses without regard to the burn-in. Although the standard approach of reformulation used in conversational virtual assistants [60], [66] makes the implicit assumption that the human would provide a better utterance after deferral, we found that the deferral response was of lower quality (from the model’s perspective) than the initial query: the mean output entropy in aggregate increased from 0.204 to 0.239 with significance (Wilcoxon Signed-Rank test, p < 0.05) and two users showed a statistically significant difference in output entropy between the initial query and deferral response, both of whom had a higher entropy after deferral (Wilcoxon Signed-Rank test, p < 0.05). Although we could not show significance, the error in aggregate for the first input (19.82%) was lower than the error for the second input (23.39%).

Although the deferral response was of lower quality than the initial input, we found that by using an aggregation function we could still reduce error over the deferral free condition: error decreased from 19.82% to 17.37% after deferral, 30 out of 89 (33.71%) incorrect answers were corrected, and 19 out of 360 (5.28%) correct answers were made incorrect. The results were similar when data from the burn-in was included: error decreased from 19.45% to 18.01%, 25 out of 72 (34.72%) incorrect inferences were made correct, while 18 out of 289 (6.23%) correct inferences were made incorrect. Although this reduction in overall error suggests the importance of a well-chosen aggregation function, McNemar’s test did not reveal significance (p > 0.05).

This finding provides two important insights into these kinds of problems. First, since the
deferral response is generally of lower quality than the initial query, the naive reformulation approach [60] is insufficient: not only will error increase with an increased deferral rate after reaching a minimum [295], but deferral rates greater than this minimum may actually have a higher error than the deferral free condition. Therefore, it is critical to maintain state and use a meaningful aggregation function. Second, \( p(s_2|s_1, u) \) can not be approximated using \( p(s_1|u) \), meaning that prior to being able to target an error via deferral using Equation 7.5, we must perform multiple deferrals to characterize \( p(s_2|s_1, u) \).

**Input-Space Analysis** In addition to examining how the model responds to initial queries and deferral responses, it is informative to characterize how users respond in the input space. On an individual basis, there were three users with a statistically significant difference in sentence length (Wilcoxon Signed-Rank test, \( p < 0.05 \)), none of whom also had a statistically significant difference in deferral score. All of these users had a greater length for their deferral response. To provide further understanding of deferral responses, we grouped all 449 examples\(^2\) into five broad categories: *Identical*, where the first phrase was re-used without change; *Rephrase*, where the semantic meaning and detail remained unchanged despite a change in wording; *Same Detail*, where there were meaningful semantic differences but roughly the same amount of overall information; *More Detail*, where the second input either added data to the previous phrase or used a clearly more detailed independent phrase; and *Less Detail*, where the deferral response contained less information than the initial query.

We show the number of times each category occurred in Table 7.1: most of the deferral responses were of equivalent detail, with users slightly preferring to modify semantics (same detail) over syntax (rephrase). This large proportion of rephrasing events (25.8% of deferral responses) suggests that methods used for extracting deferral responses from datasets, such as random sampling [48] or minimum word overlap [68], are likely insufficient for many settings. Although no participant systematically produced shorter responses to a statistically significant degree, aggregate analysis suggests that users believe it to be more likely that the model will understand less information better than more, consistent with previous findings that humans use shorter messages with chatbots [252].

\(^2\)Due to a connectivity error, one user had one fewer deferral, leading to 449 responses instead of 450.
Interestingly, we did not find any cases where the deferral response was ambiguous without the initial referring expression (e.g., the leftmost flowers → the yellow ones), meaning the increased entropy after deferral was likely to be due to the aforementioned shortening of messages or the fact that training data [2] consisted entirely of initial requests. Additionally, since we did not explicitly state that the AI remembered the previous interaction, this suggests that users assume the AI agent does not remember previous queries, and any deferral method with memory should therefore make this feature explicit to the user.

**RQ5: Does knowing the user provide additional information about the mapping between probability of error and deferral score?** From the formulation described in Equation 7.5, we see that it is important to consider the relationship between deferral score and the probability of error—\(p(e|s_1, u)\) and \(p(e|s_2, u)\)—if we want to target an error. Due to the large number of samples required to build this distribution, it would meaningfully reduce the calibration time required to set deferral criteria if these distributions were independent of the user (i.e., \(p(e|s_1) = p(e|s_1, u) \forall u\)). To determine if this is the case, we measured whether the deferral score gives us more information about the probability of error if it is conditioned on a user. We measured this using Mutual Information (MI), which describes the dependency of two random variables and has been used for tasks such as measuring the quality of fused images [302] and choosing network weights to prune [303], and compared the strength of this relationship when it is and isn’t conditioned on an individual user using a permutation test:
1. Draw 10,000 random sets of 75 score-error pairs (120 tasks less the 45 task burn-in) and calculate the mutual information of each one using the EDGE estimator [304].
2. For every individual user, calculate the mutual information between the deferral score and the error.
3. Compare every individual user’s MI to the distribution of randomly generated MIs.

We see the results of this in Figure 7.8. We see that none of our 25 evaluated users allowed us to reject the null hypothesis that knowing the user does not increase mutual information ($p > 0.05$). Though this phenomenon would benefit from further study, this finding suggests that $p(e|s_n)$ is independent of the user and we can use dataset-based model calibration to estimate the probability of error given a deferral score. Doing this would dramatically decrease the time required to set deferral criteria over characterizing the model based on individual user interactions.

### 7.4 Setting Deferral Criteria

Our work has thus far shown that user satisfaction is dependent on both deferral rate and error and that users are unique, but has not been explicitly shown that it is better to set deferral criteria based on the data from individual participants. To investigate this, we set deferral rate and threshold based on two objectives:

1. Bring the deferral rate closest to the target value. (*Minimizing Absolute Error*)
2. Produce an upper bound on the deferral rate. (*Upper Bounding*)

We considered three calibration datasets, all of which are evaluated on the final 38 human inputs (half of the tasks remaining for an individual after burn-in):

- **RefCOCO**: set deferral criteria using phrases from the RefCOCO dataset [2]. This dataset was constructed using a crowdsourced two-player human-to-human game, where the benefit of increased size may be outweighed by the difference in human-to-human communication described in the introduction. We used only images that met the criteria defined in our experimental setup, and removed all images that were seen by the user for whom we are setting deferral criteria.

- **Multi-User**: set deferral criteria using phrases collected from other users in the experiment. This dataset is slightly smaller than RefCOCO, but collected in the same setting as the test data. We remove from the calibration set all phrases from prior to the burn-in (the first 45), as well as all images that were seen by the target user.

- **Individual**: set the deferral criteria based on the first half (37) of phrases after the burn-in. Although the calibration set is much smaller, it will also capture the user’s behavior much more accurately.
Table 7.2: Mean absolute error when targeting deferral rates of 0.1, 0.2, and 0.3. Displayed tolerances are standard error.

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RefCOCO</td>
<td>3.82 ± 0.63</td>
<td>5.66 ± 0.88</td>
<td>8.41 ± 0.90</td>
</tr>
<tr>
<td>Multi-User</td>
<td>4.22 ± 0.67</td>
<td>5.94 ± 0.88</td>
<td>6.97 ± 1.14</td>
</tr>
<tr>
<td>Individual</td>
<td>3.97 ± 0.70</td>
<td>6.95 ± 0.91</td>
<td>6.79 ± 1.09</td>
</tr>
</tbody>
</table>

Table 7.3: Number of violations when upper bounding deferral rates of 0.1, 0.2, and 0.3.

<table>
<thead>
<tr>
<th></th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>RefCOCO</td>
<td>7</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>Multi-User</td>
<td>10</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Individual</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

**Minimizing Absolute Error** The method for minimizing the absolute error with respect to a deferral rate is to find the value of the appropriate percentile in the calibration set. We see the result of this in Table 7.2: no method has a mean greater than one standard error from another. Although the performance of RefCOCO and Multi-User deferral criteria is likely stable—having approximately 2,900 and 1,650 samples, respectively—deferral criteria based on an individual may improve with a longer calibration period. In other words, while setting deferral criteria using an individual does not improve over aggregate datasets in this analysis, a longer interaction period may change this finding.

**Upper Bounding** Given our finding that user satisfaction is linked to both deferral and error rates, it makes sense to set an upper bound on the the respective value (i.e., I want the user to be at least this happy) instead of simply attempting to match the desired value as closely as possible at the risk of great dissatisfaction for some users. This is particularly critical for faster calibrations, as minimizing the absolute error does not consider the number of examples in the calibration set.

To upper bound the error rate, we use the finding of Gascuel & Caraux [305] that when $\bar{p}$ verifies:

$$
\delta = \sum_{i=0}^{k} \binom{n}{i} \bar{p}^i (1 - \bar{p})^{n-i}, \tag{7.8}
$$

then

$$
p(p - \bar{p} \geq 0) \leq \delta, \tag{7.9}
$$

where $p$ is the true probability of deferral for the proposed criteria, $n$ is the number of examples, $k$ is the number of deferrals for a given deferral criteria, and $\delta$ is our desired confidence. Like Geifman & El-Yaniv [58] do for the selective classification task, we solve this using a binary search across deferral criteria (the threshold, $t$) with $\delta = 0.05$. 
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For this goal, deferral criteria produced by only examining the individual unambiguously performs better (Table 7.3). For RefCOCO and Multi-User, the deferral criteria is set with high confidence due to the size of the calibration set, but is incorrect due to the differences in score distributions between individuals. In other words, thresholding based on an individual’s score distribution is necessary for producing accurate upper bounds, regardless of the calibration set size.

7.5 Conclusion

This chapter addressed the shortcomings of dataset-based works in deferred inference and provided a human-centered method for setting deferral criteria. Through a study of 25 users, we examined not only whether accuracy improves with the addition of a deferral mechanism—as in previous chapters—but also the nuances of the interaction between individual users and deep learning models. Most broadly, we report two major findings: 1) satisfaction is dependent on both error and deferral rates (RQ1), and 2) we must consider the individual user when we set deferral criteria (RQ3). The second finding is reinforced in practice by an evaluation of different methods for setting deferral criteria: despite having two orders of magnitude less data, deferral criteria set with user-specific data perform the same or better than those set on large datasets containing many individuals. We additionally find that it is critical to characterize the deferral response separately from the initial query (RQ4) but that we can characterize the model’s calibration—the relationship between score and error—independently from the individual (RQ5).

Though deep neural networks are inherently unpredictable, we believe these findings of are sufficiently general to extend to other relevant applications. Many are likely to be model-agnostic: people have subtly different linguistic preferences, and the ways in which they change their language after deferral is a function of the human’s perception of the model, not the model itself. The broad concepts for setting deferral criteria as a threshold on a deferral score is also likely to generalize, though the deferral function itself will have to change if the output format is different: Visual Question Answering [6] often uses a softmax output [1], [26], [306], but there is no trivial equivalent to entropy in, for example, the bounding box output of a visual object tracker [54].

This chapter concludes the work presented in this dissertation. Throughout this work, we have proposed and examined the benefit of deferring inference in human-AI teams. We have demonstrated that the high dimensionality of deep neural networks makes it more difficult than simply determining if either the input or the model is correct—we must simultaneously consider both. Having shown this, and demonstrated a method that does so, we propose a general framework and evaluation, then use it to evaluate several proposed deferral functions, reducing error by up to 48.7% at a reasonable level of effort. We then shifted from the crowdsourced setting and evaluated how humans truly interact with deep learned models. Not only does this show that improving
accuracy and deferral rate can improve human satisfaction, but it also gave us information as to the best method for determining when to defer. Though this presents a complete view of one deferred inference implementation, there is still much opportunity to increase performance and overall experience through the mechanism of deferred inference.
CHAPTER 8

Conclusion

Deep neural networks are powerful tools, capable of combining multiple sources of high-dimensional data to produce accurate results. However, the use of the oracle assumption during training and evaluation makes them sub-optimal for interaction between humans and AI agents. For this reason, this work formalized and explored the concept of deferred inference with hazy oracles. Deferred inference allows the human to provide additional information upon request, leading to improvements in both quantitative performance and qualitative user experience in a human-AI team. While pursuing this goal, we learned many lessons, which we summarize here, alongside practical uses, ethical concerns, and avenues for future work.

8.1 Lessons Learned

We must consider the human-AI team holistically. Approaches to similar problems attempt to detect either low-quality human inputs—defined a-priori based on semantic quality—or outputs that are likely to be erroneous. However, the relationship between input quality and error in such problems is complex when deep models are asked to combine human inputs with other input modalities. Because of this, there is no guarantee that a low-quality human input will result in a low-quality output nor that a new human input will improve a low-quality output. Instead, we must set deferral criteria and evaluate holistically—is the model output incorrect and will a new human input improve performance?

The deferral response must be treated as imperfect. Under current paradigms, a deep model that has performed a low-quality inference will do one of two things: it will return the result with the assumption that the human will recognize the failure and try the inference again, or it will return a failure message and—again—expect the human to try again. In addition to the time cost of receiving an incorrect answer, these methods typically ignore information contained in previous queries. Not only is this undesirable from a human-AI interaction standpoint [307], but it can result in degraded quantitative performance: the deferral response is typically worse than the initial query (Chapter 7),
and naively accepting the deferral response may result in simultaneous increases of human effort and error (Chapter 4).

We additionally show that if we treat the deferral response as imperfect, we can mitigate both of these phenomena and choose the best method overall through the aggregation functions of smart replacement, which chooses the better of the two inferences, and a method based on multiplying subsequent probabilities. The former—smart replacement—has the benefit of being applicable in any situation where a confidence measure exists, while the latter requires the task model output to be a distribution, but is capable of combining complementary information across human inputs.

**Deferral constraints play an important role in overall performance.** Generally speaking, previous works set deferral constraints a-priori based on technical factors. For example, Uehara et al. [62] assume that every inference receives a deferral, while other works [61], [68] arbitrarily choose a margin above which deferral occurs. We find, however, that factors such as the deferral depth constraint and deferral rate meaningfully affect the performance. In other words, not only can we improve overall performance by addressing these components—most methods perform best at a DDC greater than one—but the best deferral methods change as the DDC or DR changes.

**The behavior of individuals must be considered during evaluation.** The choice of previous work to set deferral criteria a-priori is also consequential when the behavior of individual users is considered. Specifically, because different users have different distributions of deferral scores, any attempt to target a deferral rate or error must be customized instead of set arbitrarily or based on large datasets. Further, dataset-based evaluation breaks temporal relationships between deferrals and, in doing so, ignores the fact that deferral responses are of significantly lower quality when evaluated with the model in the loop.

### 8.2 Benefits and Ethical Concerns

**Deployment of Deep-Learned Architectures** While research continues to improve the performance of task models under the supervised paradigm, a model for human-in-the-loop inference that can be operated under the oracle assumption will most likely never be achieved. Not only is it unrealistic to expect every human input to be high quality [17], but high-quality inputs may still be misunderstood by the model due to high-dimensional decision boundaries of such models [308]. Deferred inference, therefore, can serve as a way to make models trained with the oracle assumption operate in a human-friendly way, bridging the gap between academic research and meaningful applications such as answering visual questions for the visually impaired [7], enabling service robots for the elderly [9], or simply improving reformulation handling in conversational virtual assistants [60].
Deployment of Smaller Models While current work in deep learning often focuses on improving performance relative to benchmarks by increasing the number of parameters and training data-points [309], such large models can be undesirable for many reasons. One such reason is the environmental impact of large deep-learned models: one work [310] estimates that the powerful GPT-3 model [78] required the equivalent of 703,808.01 vehicle-kilometers of energy to train. Another reason is privacy: large models generally cannot be run on edge devices, meaning the data is sent to remote servers. Not only does this make systems fail under poor connectivity, it potentially exposes personally identifying information [311]. Both of these concerns can be addressed by smaller models, at the cost of lower accuracy. Deferred inference could be used to mitigate the effect of this trade-off by increasing the effective accuracy of the smaller models.

Fairness The fairness concerns of deferred inference are closely tied to those of deep learning in general, and can be broadly grouped into two categories: biased features and underrepresented users. Biased features are a well documented phenomena: deep models often capture culturally insensitive or otherwise undesirable correlations [312]–[314] or amplify bias present in the dataset [315]. Because works in this area typically seek to detect and address bias in the classifier [316], [317], it is difficult to predict the effect of deferred inference on models that have already been trained in a biased fashion. Given some exploration in this direction, however, there is potential for novel deferral functions that can detect and defer inferences that are likely to produce undesirable results.

A similar problem is the experience of users who are underrepresented in the training and evaluation data. For example: while we use elder-care robots as a motivating application, the 50-69 age bracket is underrepresented in the population of Amazon Mechanical Turk workers, and males are additionally underrepresented within that group [318]. If there are relevant differences between the language used in the overrepresented (ages 18-39) and underrepresented (ages 50-69, male), the experience of these groups will be substantially different.

Unlike issues related to bias, however, failures due to this kind of distribution shift are likely to be detectable using the out of distribution or uncertainty methods discussed in our related work. Because of this, deferred inference would most likely improve the experience of such underrepresented users. While deferred inference is likely preferable to inference under the oracle assumption—confidently returning the wrong answer—or selective prediction—returning no answer for these users, it is not a substitute for model improvements and more representative datasets, as the need to provide deferral responses represents an additional burden.
8.3 Limitations and Future Work

**Application-Aligned User Studies** Our user study focused on the difference between how the model responded to individual users and how those differences affected the deferral criteria. Because of this, no great care was taken to procure participants that represented a target demographic. Though we recruited an even number of male and female participants, age was lower and technical competence likely higher than the general adult population. The effect of this varied based on the particular research questions: the relationship between satisfaction and error, the fact that score distributions differ between users, and the mapping between probability of error and deferral score are unlikely to be affected by demographic shifts, while the particulars of how deferral responses differ from initial queries may be related to the demographics of the study group.

Additionally, the short-term nature of the study leaves a few technical questions unanswered: 1) can deferral with custom criteria reduce error to a statistically significant degree? Our choice to use random deferral instead of basing our deferral criteria on entropy led to many high-certainty (and correct) answers being deferred. Although we found that it was much more likely that the post-deferral answer was correct given an incorrect pre-deferral answer (33.71%) than the opposite (5.28%), the low quality of our deferral function resulted in a small—about 2.5%—decrease in error that could not be established as significant. 2) Can we target an accuracy? Our evidence suggests that we can use datasets to estimate the probability of error given a deferral score—mitigating some concerns about interaction length—but the nature of Bernoulli variables makes it difficult to produce meaningful evaluations at small sample sizes. 3) Is there a longer-term shift in user behavior that was not captured in our study? In other words, we may need to re-calibrate the deferral criteria over time to maintain our target value. For these reasons, we believe it will be beneficial to run longer-term analyses on the target subgroups of specific applications.

**Separating Sources of Input Error** While Chapter 3 showed that it is important to consider not only whether error has occurred, but whether the error can be corrected by a deferral, subsequent chapters used methods such as output entropy—which does not account for whether or not error can be corrected—as a deferral score. This was for technical reasons: to our knowledge, no work other than DAER focuses on determining the source of error in multimodal problems, and DAER is limited to cases where human inputs can easily be designated as correct or incorrect. Because of this limitation, DAER has no straightforward analogue for high-dimensional human inputs such as language.

Future work should address this shortcoming, as it has a meaningful effect on the AI agent’s behavior. For example, performance can be improved in the visual question answering application.
by requesting new questions, requesting new photos, or both [17]. A question-photo pair where
the photo is blurry should result in a request for a new photo, while a pair where the question is
ambiguous should result in a request for a rephrase. This becomes more challenging when the issue
is not an input-space shortcoming that can be trained via a labeled dataset, but instead related to the
training distribution and decision boundary.

Alternate Deferral Modalities Throughout this work, we used the deferral modality of *please try
again* because it is familiar to the standard user of technology [60] and is compatible with the current
supervised learning paradigm. However, naively requesting a reformulation is not necessarily the
best way to prompt the user after deferral. This is perhaps most evident in Table 7.1, where users
often shortened their utterances without providing complementary information that could be used
by the model, but it also has an intuitive motivation: a human that is uncertain will typically ask
specific questions related to their understanding of the request, not just ask their conversational
partner to repeat the utterance.

Some works in both deferred inference [61], [62] and crowdsourcing [97], [99], [319] propose
alternate query modalities such as generating questions that are easily answered by the human, but
such approaches hold their own set of challenges: generating text descriptions of target objects [61]
is a meaningful challenge that does not extend to other applications, while methods that generate
follow-up questions for visual question answering [62] represent the same architectural challenges,
and are based on explainability datasets—leading to trivial follow-up questions that do not reflect
the model’s true internal state. Future work should explore how to modify the form of the follow-up
questions to increase both the intuitiveness of the interaction and the ability to solicit the most
effective information.

Datasets for Deferred Inference In this work, we evaluated across a variety of datasets, but
the evaluation in our penultimate chapter demonstrated that any interaction that takes place with
individuals must consider both characteristics of the individual and the way deferral responses
change across the number of deferrals. Since our evaluation datasets—as well as large-scale datasets
in general—are crowdsourced, these factors are currently ignored. To make the evaluation realistic
for interactions with individuals, future work must procure a dataset that contains multiple deferral
responses—up to ten—for every potential task, sorted by user.

Integrating Human Confidence to Deferral One interesting finding for the hierarchical scene
classification task in Chapter 3 was that deferral based on the confidence of the coarse model is
more effective that deferral based on the confidence of the task model. It is intuitive that this would
apply to human-provided input as well: if the human communicates indicates uncertainty when
providing their input, we may benefit more from using that signal than only the model confidence. In our evaluated applications this is not that straightforward, as crowdsourced datasets for our applications do not measure any signal that meaningfully represents emotion. However, our ultimate goal is not simply a text-based cropping application: consumer-level tools such as CVAs and, in the future, home service robots, will be operated by voice. Although we are unaware of any work that specifically targets certainty, auditory emotion recognition is an active area of research [320] that can be leveraged to incorporate human confidence into the inference.

8.4 Conclusion

Deep learning has the potential to improve lives in meaningful ways via novel interaction modalities. However, the formulation of supervised learning is particularly unsuitable for working with humans: by expecting the human to provide one input for every output, such formulations force the user to perform incorrect inferences even when the correct answer can be easily obtained via a follow-up query. To address this, we formalized the concept of deferred inference and implemented it across a variety of applications and assumptions. Not only does this formulation allow for an interesting perspective on inference and human interaction with deep models, but it is effective: we can reduce error by over 48% in some settings. Although opportunity for improvement exists in isolating causes of error, considering multiple input modes, and examining how humans interact with deep-learned models over longer timescales and different interaction modalities, this work presents the first formalization of this problem and provides the opportunity for significant, meaningful, future work in impactful tasks such as human support robots.
APPENDIX A

Crowd Queries Used for VOT

When collecting the crowdsourced bounding boxes for our evaluation, we provide the crowd worker with a text query and ask them to produce a bounding box around the object. This appendix contains the first-frame images, gold-standard bounding boxes, and text queries used.

Figure A.1: Please draw a bounding box around all parts of the person in the white shirt, but not their backpack.

Figure A.2: Please draw a bounding box around the head and helmet of the bicyclist.
Figure A.3: Please draw a bounding box around all parts of the skier.

Figure A.4: Please draw a bounding box around the head of the tiger toy.

Figure A.5: Please draw a bounding box around the head and neck (above the shoulders) of the person.

Figure A.6: Please draw a bounding box around the white car following the black van.
Figure A.7: Please draw a bounding box around the helmet of number 59 on the blue team.

Figure A.8: Please draw a bounding box around the circuit board connected to 3 wires.

Figure A.9: Please draw a bounding box around the head of the person holding the trophy.

Figure A.10: Please draw a bounding box around all parts of the person in the far right of the image.
Figure A.11: Please draw a bounding box around the black pickup truck with its brake lights off.

Figure A.12: Please draw a bounding box around all parts of the person, excluding their front leg and foot.

Figure A.13: Please draw a bounding box around the white sports utility vehicle (SUV).

Figure A.14: Please draw a bounding box around all parts of the female figure skater.
Figure A.15: Please draw a bounding box around all parts of the male figure skater, except the hidden arm.

Figure A.16: Please draw a bounding box around the white car.

Figure A.17: Please draw a bounding box around all parts of the person, except the front foot.

Figure A.18: Please draw a bounding box around all parts of the dancer, excluding their hands and feet.
Figure A.19: Please draw a bounding box around the box which holds the pencils, but not the pencils themselves.

Figure A.20: Please draw a bounding box around the parts of the large bird that are covered in feathers.

Figure A.21: Please draw a bounding box around the body (not the wings or legs) of the rightmost bird.

Figure A.22: Please draw a bounding box around the Clif bar.

Figure A.23: Please draw a bounding box around the head of the person standing up.

Figure A.24: Please draw a bounding box around the head of the person.
Figure A.25: Please draw a bounding box around all parts of the figure skater on the left, except their hands.

Figure A.26: Please draw a bounding box around the animal toy hanging from the string.

Figure A.27: Please draw a bounding box around all parts of the person dressed in all black, except their back leg.

Figure A.28: Please draw a bounding box around all parts of the person in the black shirt.

Figure A.29: Please draw a bounding box around the head of the guitarist closest to the pianist.

Figure A.30: Please draw a bounding box around all parts of the sprinter in lane 4.
Figure A.31: Please draw a bounding box around all parts of the doll except its hands.

Figure A.32: Please draw a bounding box around the white car.

Figure A.33: Please draw a bounding box around the body and head of the fish statue.

Figure A.34: Please draw a bounding box around the light-colored car on the left.

Figure A.35: Please draw a bounding box around the minivan.

Figure A.36: Please draw a bounding box around all parts of the pole vaulter.
Figure A.37: Please draw a bounding box around the silver car.

Figure A.38: Please draw a bounding box around all parts of the diver, excluding their arms.

Figure A.39: Please draw a bounding box around the person’s head.

Figure A.40: Please draw a bounding box around all parts of the panda.

Figure A.41: Please draw a bounding box around the person’s head.

Figure A.42: Please draw a bounding box around the head of the person in the trenchcoat.
Figure A.43: Please draw a bounding box around the body of the white SUV.

Figure A.44: Please draw a bounding box around the person’s face.

Figure A.45: Please draw a bounding box around the character on the poster.

Figure A.46: Please draw a bounding box around all parts of the person.

Figure A.47: Please draw a bounding box around all parts of the person.

Figure A.48: Please draw a bounding box around all parts of the person with the bag.
Figure A.49: Please draw a bounding box around all parts of the person closest to the crosswalk.

Figure A.50: Please draw a bounding box around all parts of the person.
Figure A.51: Please draw a bounding box around all parts of the person in the street.

Figure A.52: Please draw a bounding box around all parts of the person.

Figure A.53: Please draw a bounding box around the head of the surfer.

Figure A.54: Please draw a bounding box around the athlete wearing green surrounded by athletes wearing white, from the top of their head to their knees, excluding their arms.
Figure A.55: Please draw a bounding box around all parts of the sprinter in lane 4, except their arms.

Figure A.56: Please draw a bounding box around the head of the kite surfer.

Figure A.57: Please draw a bounding box around the box labeled “PENTAX”

Figure A.58: Please draw a bounding box around the person’s head.

Figure A.59: Please draw a bounding box around the toy cat.

Figure A.60: Please draw a bounding box around the person’s face.
Figure A.61: Please draw a bounding box around all parts of the person in the sleeveless shirt.

Figure A.62: Please draw a bounding box around all parts of the person in the white shirt.

Figure A.63: Please draw a bounding box around the coupon.

Figure A.64: Please draw a bounding box around the person’s face.
Figure A.65: Please draw a bounding box around the toy tiger’s head.

Figure A.66: Please draw a bounding box around all parts of the dancer, from the top of their head to their knees.

Figure A.67: Please draw a bounding box around the person’s head.

Figure A.68: Please draw a bounding box around the body and head (no ears or arms) of the toy.
Figure A.69: Please draw a bounding box around all parts of the ice skater, excluding the straight leg.

Figure A.70: Please draw a bounding box around the baby’s head.

Figure A.71: Please draw a bounding box around the bicycle and its rider.

Figure A.72: Please draw a bounding box around the bottle.
Figure A.73: Please draw a bounding box around the can of diet coke.

Figure A.74: Please draw a bounding box around the head of the person standing up.

Figure A.75: Please draw a bounding box around all parts of the two people crossing the street together, except the back foot.

Figure A.76: Please draw a bounding box around the person’s face.
Figure A.77: Please draw a bounding box around all parts of the person in pink pants.

Figure A.78: Please draw a bounding box around all parts of the person in light pants, except their arms.

Figure A.79: Please draw a bounding box around the robot.

Figure A.80: Please draw a bounding box around the head of the dog toy.

Figure A.81: Please draw a bounding box around the head of the deer, from the base of its ear to the tip of its nose.

Figure A.82: Please draw a bounding box around the singer, from the top of their head to the end of their jacket.
Figure A.83: Please draw a bounding box around all parts of the singer in the white dress.

Figure A.84: Please draw a bounding box around the red vehicle.

Figure A.85: Please draw a bounding box around all parts of the figure skater, except their arms and feet.

Figure A.86: Please draw a bounding box around all parts of the person, except the arm closer to the trash cans.

Figure A.87: Please draw a bounding box around the box of tea.

Figure A.88: Please draw a bounding box around the rubik’s cube.
Figure A.89: Please draw a bounding box around all parts of the gymnast, except their arms.

Figure A.90: Please draw a bounding box around the helmet of the player holding the ball.

Figure A.91: Please draw a bounding box around the vehicle.

Figure A.92: Please draw a bounding box around the motorcycle and its rider.

Figure A.93: Please draw a bounding box around all parts of the pedestrian in blue pants.

Figure A.94: Please draw a bounding box around the person’s face.
Figure A.95: Please draw a bounding box around the head of the red superhero.

Figure A.96: Please draw a bounding box around the person’s head.

Figure A.97: Please draw a bounding box around the person’s face.

Figure A.98: Please draw a bounding box around the body (not head, legs, or tail) of the dog.

Figure A.99: Please draw a bounding box around the car with its brake lights on.

Figure A.100: Please draw a bounding box around the person’s head.
APPENDIX B

DR-Error Plots Conditioned on DDC

While the analysis of Chapter 6 contained the performance for every aggregation function when the deferral rate or depth constraint were marginalized out, further insight can gained by inspecting the relationship between deferral rate and error at every deferral depth constraint independently. We provide that information here.

B.1 Video Object Tracking

Figure B.1: Deferral rate against error for the VOT application and DDC=1.

Figure B.2: Deferral Rate against Error for the VOT application and DDC=2.
Figure B.3: Deferral rate against error for the VOT application and DCC=3.

Figure B.4: Deferral rate against error for the VOT application and DCC=4.

Figure B.5: Deferral rate against error for the VOT application and DCC=5.

Figure B.6: Deferral rate against error for the VOT application and DCC=6.

Figure B.7: Deferral rate against error for the VOT application and DCC=7.

Figure B.8: Deferral rate against error for the VOT application and DCC=8.
Figure B.9: Deferral rate against error for the VOT application and DDC=9.

Figure B.10: Deferral rate against error for the VOT application and DDC=10.
## B.2 Referring Expression Comprehension

Figure B.11: Deferral rate against error for the val split of the RefExp application and DDC=1.

Figure B.12: Deferral rate against error for the val split of the RefExp application and DDC=2.

Figure B.13: Deferral rate against error for the val split of the RefExp application and DDC=3.

Figure B.14: Deferral rate against error for the val split of the RefExp application and DDC=4.
Figure B.15: Deferral rate against error for the val split of the RefExp application and DDC=5.

Figure B.16: Deferral rate against error for the val split of the RefExp application and DDC=6.

Figure B.17: Deferral rate against error for the val split of the RefExp application and DDC=7.

Figure B.18: Deferral rate against error for the val split of the RefExp application and DDC=8.
Figure B.19: Deferral rate against error for the val split of the RefExp application and DDC=9.

Figure B.20: Deferral rate against error for the val split of the RefExp application and DDC=10.

Figure B.21: Deferral rate against error for the testA split of the RefExp application and DDC=1.

Figure B.22: Deferral rate against error for the testA split of the RefExp application and DDC=2.
Figure B.23: Deferral rate against error for the testA split of the RefExp application and DDC=3.

Figure B.24: Deferral rate against error for the testA split of the RefExp application and DDC=4.

Figure B.25: Deferral rate against error for the testA split of the RefExp application and DDC=5.

Figure B.26: Deferral rate against error for the testA split of the RefExp application and DDC=6.
Figure B.27: Deferral rate against error for the testA split of the RefExp application and DDC=7.

Figure B.28: Deferral rate against error for the testA split of the RefExp application and DDC=8.

Figure B.29: Deferral rate against error for the testA split of the RefExp application and DDC=9.

Figure B.30: Deferral rate against error for the testA split of the RefExp application and DDC=10.
Figure B.31: Deferral rate against error for the testB split of the RefExp application and DDC=1.

Figure B.32: Deferral rate against error for the testB split of the RefExp application and DDC=2.

Figure B.33: Deferral rate against error for the testB split of the RefExp application and DDC=3.

Figure B.34: Deferral rate against error for the testB split of the RefExp application and DDC=4.
Figure B.35: Deferral rate against error for the testB split of the RefExp application and DDC=5.

Figure B.36: Deferral rate against error for the testB split of the RefExp application and DDC=6.

Figure B.37: Deferral rate against error for the testB split of the RefExp application and DDC=7.

Figure B.38: Deferral rate against error for the testB split of the RefExp application and DDC=8.
Figure B.39: Deferral rate against error for the testB split of the RefExp application and DDC=9.

Figure B.40: Deferral rate against error for the testB split of the RefExp application and DDC=10.
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