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ABSTRACT

Deep learning is overhauling a plethora of applications, and we can see its impact in our

day to day experiences-including voice assistants, autonomous vehicles and driving assist

technologies, and e-commerce. With such a huge impact on human daily life, researchers

are pushing towards better deep learning models with higher quality and better performance.

However, the trend of training bigger and higher quality models, potentially could lead

to higher demands of the hardware resources to be able to process and service the daily

applications in an efficient and timely manner. While there are also significant efforts

going on in the hardware domain to adapt with the future and more expensive models and

applications, considering the at-scale inference performance while designing novel deep

learning architectures could also have a vital impact on the efficacy and practicality of these

deep learning models.

On the other hand, Deep neural networks (DNNs) are also now starting to emerge

in mission critical applications including autonomous vehicles and precision medicine.

Therefore another important question is the dependability of DNNs and trustworthiness of

their predictions. Considering the irreparable damage that can be caused by mispredictions,

assessment of their potential misbehavior is necessary for safe deployment.

In this research dissertation, I am aiming to tackle both of these problems. The goal

is to optimize different deep learning applications with respect to the reliability of their

predictions, and improve their inference performance by reducing their latency and energy

requirements. In the first two parts of this dissertation, I focus on vision models which

have a wide function in mission critical applications, such as self-driving cars and precision

medicine, for their efficient and safe deployment. And in the final part, I will be mainly

x



focusing on the performance and efficiency of the at-scale inference of recommendation

systems, which are widely used in e-commerce and online advertisement, and are getting a

significant attention due to their large financial impacts on the industry.

In Chapter II, I will be focusing on the dependability of image classifiers as the first

vision application. First, I characterize the modern image classifiers and explore the root

reasons for the misclassification cases that they exhibit. Then, I analyze the traditional

confidence threshold checking as a reliability metric, and show its deficiencies. Next,

traditional hardware reliability solutions such as modular redundancy are explored for their

practicality in the deep learning domain. And finally, I propose a heterogeneous solution

based on modular redundancy to detect up to 50% of the mispredictions while preserving

the original accuracy levels of the baseline model.

In chapter III, I will be extending the learnings from image classification space to

object detectors as the second vision application. I analyze the state of the art object

detectors for different causes of unreliability. It is observed that nearly 40% of objects are

completely missed without even being detected. Next, I modify the modular redundancy

based heterogeneous system proposed in Chapter II to adapt for the low-latency and high

throughput requirements of the object detectors. In addition, a new fusion algorithm is also

proposed to combine the predictions of individual modules in the system with the goal of

dependability and recovering the undetected objects of the baseline model. The resulting

solution, which is called intra-sensor fusion, is shown to improve the average precision of

the baseline by 3.45% with less than 25% overhead on the latency.

Finally in chapter IV, I will be focusing on designing hardware-aware and efficient

Transformer architectures for the language modeling tasks. First, I will discuss the significant

performance costs of the multi-head attentions. Then I will introduce the PLANER optimizer

which takes an existing Transformer-based network and a user-defined latency target and

automatically produces an optimized, sparsely-activated version of the original network that

tries to meet the latency target while maintaining baseline accuracy.
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CHAPTER I

Introduction

There is a diverse set of applications for deep learning in many different fields. Due

to their critical role and immense functionality, substantial research is being done on deep

learning in different domains. We have the deep learning researchers focusing on designing

higher quality models and applying deep learning to new applications, as well as focusing

on side effects of the deep learning in practice, including their execution performance or

their resiliency against adversarial attacks [3, 135, 86, 87]. In hardware domain, the main

focus is to design new hardware architectures/infrastructures or optimizing the existing ones

to better suit for the computation demands of these models [20, 45, 65]. All of these efforts

are necessary to enable efficient, reliable, and practical deployment of deep learning in real

life.

In this dissertation, the main focus is to propose systematic solutions to optimize the ex-

isting deep learning solutions with two different targets: First, to improve the computational

efficiency and inference performance of these models, and second, to introduce the concept

of dependability in deep learning and facilitate reliable inference predictions.

Computational Efficiency and Inference Performance: Due to the significant num-

ber of applications that are deploying deep learning models, researchers are pushing towards

models with higher accuracy levels by creating more complex and capable architectures.

Figure 1.1 represents the accuracy improvement over the past decade on the image classifi-

1



Figure 1.1: Progress of deep learning models in ILSVRC-2012 Image Classification task over the
past decade.

cation task. We can see that classification accuracy on ImageNet dataset has been improved

by more than 20% with the introduction of the new architectures. However, this accuracy

improvement does not come free of cost, Figure 1.1 also depicts an exponential growth in

the computational demands of these models. As a result, the cost of running these models for

inference tasks is getting more expensive, which could also end up limiting the deployment

of these models in time sensitive applications due to their extensive cost. We can see similar

trends in other machine learning domains as well. For example, the number of parameters in

the proposed architectures for language modeling domain has been increased by more than

300× in less than three years, e.g., 1.5B parameters in GPT-2 [92] and 450B parameters in

PaLM [19].

My first goal in this thesis is to optimize deep learning models with respect to their

inference figures, which would make them more efficient and facilitate bigger and better

models to be deployed in industry. All of the projects discussed in the next chapters share

this efficiency optimization target.
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(a) Training (b) Baseline Inference

(c) Dependable Inference

Figure 1.2: Definition of dependability concept in deep learning inference.

Some of the common practices for optimizing the inference runtime of the deep learning

models could be categorized in two different groups. The first group consists of the

network compression techniques [34] such as pruning, quantization and tensorization.

The common goal in this set of solutions is to enable architectures with lower performance

and memory footprint by shrinking down the necessary computations while achieving a

similar function as the baseline. The second group of the techniques is composed of the

compiler optimization solutions [17]. This group includes approaches such as layer/tensor

fusion, kernel configuration tuning, dynamic memory mapping/allocation. The main idea

with this group is to perform the exact computations as the baseline in a more efficient

manner according to the underlying hardware platform.

Most of these common practices rely on post-design/train optimization of the system.

However, a question that I want to explore during this thesis is: Can we further improve the

efficiency by also considering hardware-awareness in our design/train process?

Dependability in Deep Learning and Inference Prediction Reliability: With the

emergence of the deep learning solutions in the mission critical applications such as au-

tonomous vehicles or medical imaging, a key question is faced which is how to ensure the

3



Figure 1.3: Confidence checking with Softmax probability outputs for accepting a reliable prediction.

reliability of the predictions made by these probabilistic algorithms. To be able to safely

deploy deep learning models in the mission critical systems, we need to introduce the con-

cept of dependability in the inference pipeline of these algorithms. Figure 1.2 illustrates the

concept of dependability: during the training phase of a deep learning model(Figure 1.2a),

we know the ground truth labels associated with the training samples fed to the system,

therefore, we can easily evaluate the correctness of the predictions and optimize the model

towards higher accuracy levels. However in a baseline inference pipeline(Figure 1.2b),

both input samples as well as the ground truth outputs will be unknown. As a result, the

deep learning model is treated as a black box, where the prediction outputs are blindly

used without validating their correctness status. This introduces the dependability problem

considering that deep learning models are a probabilistic approaches with limited accuracy

levels, as a result, it is guaranteed for these algorithms to output incorrect predictions. What

we need in a dependable inference pipeline, is the functionality for the deep learning system

to prohibit making a blind prediction when it faces challenging inputs, or when a guaranteed

reliable and correct prediction can not be made depending on the current status of the system

and environment(Figure 1.2c).

A prominent example of introducing dependability in a deep learning inference pipeline,

is to use the probability output of the Softmax layer as a metric of network confidence [35,

36]. Figure 1.3 presents the formulation of this approach, in which the probability output of

the final prediction is associated with the confidence level of the network in the correctness

4



of its prediction. And to validate the reliability of a prediction, a scalar threshold value could

be used in which the output is assumed correct and reliable if the corresponding confidence

value is higher than the threshold, and is considered an unreliable prediction vice versa. I

will discuss the deficiency of this solution in detail in Section 2.2.2.

Another common practice to improve the dependability, is to introduce redundancy

in the system. A perfect example of this approach is sensor fusion in the AV systems, in

which multiple physical sensors are used in order to capture and process the surrounding

environment. However, a notable problem with the redundancy is the runtime and energy

cost of the system, which could easily surpass the limits if not designed carefully.

In this dissertation, my second target is to answer the following question: How can we

efficiently improve the reliability of predictions made by the probabilistic deep learning

systems?. The goal is to come up with systematic solutions to tackle the inherent inaccuracy

of the deep learning models, and to design deep learning systems in which we have the

ability to efficiently tell apart when the networks are making incorrect predictions, rather

than treating them as black boxes and blindly relying on their raw results. The first two

projects in this thesis are mainly aligned with this goal, each optimizing different deep

learning solution in computer vision, i.e., image classification and object detection.

1.0.1 Enhancing the Reliability of Image Classifiers

In the first part of the thesis, the main focus is going to be on the reliability and de-

pendability of the image classifiers. In this project, I first show the deficiency of current

confidence-based methods as reliability measurement, and assess the effectiveness of tradi-

tional architecture reliability methods such as modular redundancy (MR). Then, I propose

PolygraphMR and show that the combination of input preprocessing, smarter decision poli-

cies, and inclusion of prediction confidences can substantially improve the effectiveness of

MR for DNNs. Next, I show how to prohibit explosive growth in the cost of MR by the help

of reduced-precision designs and staged activations. Across six benchmarks, PolygraphMR

5



detects an average of 33.5% of the baseline mispredictions with less than 2× overhead.

1.0.2 Enhancing the Reliability of Object Detectors

Object detection is another important deep learning solution that is being deployed

in mission critical applications such as autonomous vehicles. Ensuring the reliability of

detections made by these models play an essential role in safety and robustness of these

applications. By analyzing the available object detectors, I observe a significant number of

objects being missed by the detector, which is a sign of unreliability. Being inspired by the

sensor-fusion systems in AVs, I propose SoftFusion in this paper. SoftFusion introduces the

concept of intra-sensor fusion wherein a diversity of inputs is efficiently synthesized during

runtime to be evaluated by the original object detector. The predictions are then intelligently

combined to realize more robust detections compared to the baseline detector. SoftFusion is

evaluated across 7 different benchmarks over 2 different datasets, and is shown to achieve

3.45% gain in average precision with less than 24% latency overhead in comparison to the

baseline.

1.0.3 Enhancing the Inference Efficiency of Transformer Architectures

In my last project, I will be focusing on optimizing the inference time and quality

of Transformer architectures. These models are the backbone of many different tasks in

natural language processing and computer vision. Recent developments in transformer

architectures are scaling them towards higher accuracy levels [105, 14]. However, the result

of this parameter scaling could be seen in significant increases in resource demands, both in

memory footprint as well as computation, of Transformers. For instance, both Megatron-LM

and GPT-3 deploy parameters in the scale of billion, and require 100s of GPUs for both

training and inference.

In this project, I will present PLANER, a systematic search methodology to design latency-

aware transformer models. The inputs to the system consist of a baseline transformer-based
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architecture, as well as the user’s latency target, e.g., 60% latency of the baseline model. The

output of the system includes the proposed optimized architecture that meets the runtime

goals of the user, while maximizing the achievable accuracy levels. PLANER is evaluated

across three different tasks in language modeling domains, and an speedup of over 2× is

achieved across the board while still maintaining the baseline accuracy levels.

1.0.4 Road Map

Throughout the remainder of this dissertation, I first elaborate on my major contributions

towards efficiently improving the reliability and trustworthiness of computer vision domain

in Chapters II and III. I then discuss my two-step optimization solution for decreasing the

inference latency of the transformer architectures in Chapter IV. Finally, I summarize this

dissertation in Chapter V and describe how we can extend the learnings in this dissertation

to other tasks and deep learning domains.
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CHAPTER II

PolygraphMR: Enhancing the Reliability and

Dependability of CNNs *

2.1 Introduction

There is no doubt that Deep Neural Networks (DNN) have revolutionized many domains

of applications including computer vision [96, 47], natural language processing [133],

speech recognition [4] and handwriting recognition [122]. More and more products and

services such as smart speakers, mobile photography, and social networks are integrating

these algorithms to facilitate and enhance their usability and functionality. Many different

types of DNNs are proposed each targeting different kinds of tasks, for instance, recurrent

neural networks (RNNs) are available for tasks like speech recognition, or convolutional

neural networks (CNNs) are well-established for image classification problems. Our target

in this project are CNNs for image classification tasks.

CNNs are now moving from non-critical tasks such as gaming and labeling personal pho-

tos to mission critical tasks such as pedestrian identification for autonomous vehicles [129],

steering commands generation for self-driving cars [12], and patient diagnoses with pre-

cision medicine [74, 94]. With mission critical tasks, incorrect answers can be disastrous.

While CNN accuracies will continue to rise, robust and reliable CNNs must be realized

*Published in the 50th Annual IEEE/IFIP International Conference on Dependable Systems and Networks
(DSN’20) [61]
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with imprecise networks. Furthermore, CNNs may never achieve acceptable accuracies for

mission critical tasks due to inherent limitations of their mathematical models. Constraints

on computation, storage, and energy consumption may also place practical limits on growing

CNN sizes, thereby limiting accuracy particularly for energy-constrained environments.

Despite the widespread use of deep learning, there are few metrics to determine the

reliability of predictions made by CNNs. When a CNN assigns a label for an input image,

there is not any established solution to determine correctness of the prediction and tell apart

the correct ones from unreliable wrong answers. This phenomenon leads to an uncertain

and unreliable environment when deploying CNN algorithms.

The most apparent solution to this problem is to design networks with higher accuracy.

Considering the recent trends in the ImageNet image classification task [98], deeper models

with more layers and parameters greatly improve the accuracy of these CNNs [56, 34, 40].

But, unless we have networks with 100% accuracy, which may not be possible to achieve,

this solution is not sufficient by itself. Considering the vital demand for a practical solution,

alternative approaches are necessary to assure reliable operation of CNNs.

In prior works [35, 36, 32], it is argued that the output of the last layer (Softmax) in

CNNs can be used as a confidence meter for the network result. The output of the Softmax

layer is a vector with size equal to the number of classes in the classification problem,

which computes exponentially normalized values of the final fully-connected layer outputs.

The final network prediction is the class number with the maximum value in this vector.

Therefore, it is possible to interpret the vector values as the probability of assigning the

input to the corresponding class, and if the probability value of predicted class is higher,

we can make the statement that network is more confident about the generated result. We

investigated the use of network confidence for reliability and show that DNNs produce

substantial numbers of high-confident wrong answers, thus this metric does not solve the

reliability problem by itself (see Section 2.2.2).

The machine learning community proposed network calibration [83] to improve confi-
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dence metric credibility. According to network calibration, the reason for high-confidence

wrong answers comes from two sources: miscalibration of the CNNs; and, confidence values

are not well-correlated with the actual accuracy of predictions [32]. In other words, if a

CNN generates an output which has a confidence of 90%, we cannot make the statement that

the probability of answer being correct is also 90%. Network calibration tries to solve this

problem by correlating the confidence values with accuracy. Unfortunately, we demonstrate

that even with well-calibrated networks, using confidence as a reliability metric still results

in considerable mispredictions with high confidence (see Section 2.4.5).

In this project, our goal is to develop a practical method to design and realize systems of

CNNs that can increase robustness and reliability of classification results with imprecise

and currently available CNNs as the building blocks. The goal is not to increase accuracy

but rather focus on the dependability of results. PolygraphMR uses input preprocessing

techniques to develop different variations of a CNN and combines them as a modular

redundant (MR) system of heterogeneous CNNs. It also employs a tunable decision policy

engine that uses outputs of the networks and user’s reliability demands to make decisions on

the trustworthiness of each prediction. However, MR systems are notoriously expensive in

terms of area and energy consumption. Thus, the footprint of each CNN variant in the MR

system is reduced by scaling down the data precision and intelligently staging activations of

individual CNNs so that most of the time only a subset of the MR system is active.

PolygraphMR enhances reliability by leveraging variations in behavior of each CNN

that is trained in different circumstances and environments. It takes advantage of behavior

diversity to detect symptoms of unreliability from the predictions of different CNN variants.

A systematic approach is used to develop an efficient PolygraphMR system for any bench-

mark using the initial CNN as the basic building block. The functionality of PolygraphMR

is orthogonal to the accuracy and topology of baseline CNN and can be applied to the future

networks with higher accuracy levels for further reliability enhancement.

This project makes the following contributions:

10



• We demonstrate that high confidence, but wrong answers are a problem for most

CNNs. We also show that current solutions such as using a confidence threshold or

calibrating the network confidence do not satisfactorily solve the reliability problem.

• We introduce PolygraphMR, a heterogeneous MR system of CNNs that detects

unreliable predictions by recognizing the symptoms of unreliability in the behavior

variation among the constituent CNNs. Behavior diversity is synthesized by using a

set of simple image preprocessing techniques for training/inference.

• We eliminate a large fraction of traditional MR overheads by scaling down the data

precision of individual CNNs and deploying a resource-aware decision engine to

activate only a subset of CNNs for each inference. We show that more aggressive

data precision scaling without sacrificing prediction accuracy is possible with a

PolygraphMR system than for a standalone CNN.

• We evaluate PolygraphMR system across three well-known image classification

datasets and six CNNs and show that it is capable of detecting an average of 40.8% of

mispredictions in a non-constrained resource environment, or 33.5% of mispredictions

with less than 86.5% overhead on energy and latency.

2.2 Motivation

2.2.1 High-Confidence Wrong Answers

In order to better understand the reliability problem of current CNNs, we analyze errors

of the six well-known networks for ImageNet dataset [23]. Benchmarks and their top-1

accuracies for the validation set are presented in Figure 2.1. The output of Softmax layer is

used as the probability/confidence values of labels as suggested by previous works [35, 32].

Figure 2.1 presents the distribution of wrong predictions made by CNNs across the entire

validation set. To ease the analysis, wrong answers are grouped into four categories based
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Figure 2.1: Histogram of normalized wrong answers generated by AlexNet [56], VGG16 [108],
GoogleNet [110], ResNet 152 [34], Inception V3 [111], and ResNeXt 101 [128].

on their prediction probabilities: low (0−30%), medium (30−60%), high (60−90%) and

very high (90−100%) confidence. All bars are normalized by the total number of samples

in the validation set, so the distributions can be compared to each other.

It is clear that the low and medium confidence wrong answers are the largest for most

CNNs, which is intuitive. But, nearly 10% of the answers are wrong with high or very

high confidence for each CNN. From a reliability perspective, 10% high confidence wrong

answers is quite large. Figure 2.1 also exposes a more subtle, but concerning trend. As the

CNNs become more accurate, severity of problem increases and there are a higher fraction

of high confidence mispredictions. This shows that the higher accuracy is mainly coming

from correctly predicting low confidence wrong answers of less accurate CNNs, and overall,

confidence values for majority of predictions, whether correct or wrong, are shifted higher

which makes them less reliable.

2.2.2 Limitations of the Confidence Metric

To explore the use of confidence as a reliability metric more deeply, one approach is to

choose a minimum threshold for the prediction probability in order to consider it reliable.

When the prediction probability falls below the threshold, the CNN output is unreliable.

Figure 2.2 demonstrates the rate of undetected mispredictions, or False positives (FP), and

correct predictions, or True positives (TP), as a function of the confidence threshold. At a
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(b) False Positives

Figure 2.2: Effect of the probability threshold on the network predictions. (a) Distribution of true
positives over threshold value. (b) Distribution of false positives over threshold value.

threshold of 0, none of the predictions are affected and the rate of FP and TP matches the

original accuracy. As the threshold increases, the FP rate is decreased but at the same time,

TP rate goes down as a portion of correct predictions are lost due to their low confidence.

As depicted in Figure 2.2a, the change in TP rates for different CNNs tends to be similar,

thereby maintaining a relatively constant difference in TP values regardless of threshold.

Conversely, Figure 2.2b demonstrates the higher vulnerability of more accurate CNNs to

the high confident wrong answers. Although the FP rate is initially lower in more accurate

CNNs, the curves cross and the less accurate CNNs get lower FP rates at higher thresholds.

This result again reinforces a somewhat counter-intuitive result that as accuracies go up, it is

more difficult to eliminate the FPs and overall we have more high-confident wrong answers.

2.2.3 Misclassification Analysis

To get a better understanding of CNN behavior, we analyzed the wrong predictions

of AlexNet over the validation set of ImageNet. The highest confidence wrong answers,

i.e, mispredictions with confidence of 90% or more, which corresponds to about the top

5% of wrong answers, were manually examined to determine if any trends were apparent.

Figure 2.3 summarizes the top 3 characteristics. The first characteristic is having poor image
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(a) Image Details (b) Multiple Objects (c) Class Similarity

Figure 2.3: Misclassification analysis on ImageNet dataset.

detail which includes obstruction, obfuscation, blur, etc. Figure 2.3a presents an example

where the crocodile is obstructed by leaves in the foreground. The second characteristic

is to have multiple objects in the image as shown by Figure 2.3b. This picture contains

two objects, a seashore in the front and a mountain in the back. In this example, network

incorrectly predicted the mountain whereas seashore was the correct label. Finally, the third

characteristic is the similarity between classes as shown in Figure 2.3c. The right image is

labeled as bald eagle in the dataset, while it is mispredicted as a kite, and the left image is a

sample of kite class, which shows its similarity.

The critical problem is not that these images are mispredicted, but rather the wrong

prediction is made with very high confidence (e.g., over confident predictions). Humans may

also classify these images incorrectly, but in contrast would likely have lower confidence due

to the image characteristics. This points out one of the limitations of machine learning that

the underlying mathematical models do not differentiate hard versus easy to classify images

nor utilize confidence as an input to the training process. Rather, training designates a

ground truth class for each sample. During training, weights of the network are continuously

updated until the probability outputs are converged toward the ground truths. So, the network

is forced to get the probability of the output corresponding to the label class number to

100%, making it more sensitive and reducing the generality of the trained model [87]. And

as a result, the network ends up making over confident predictions.

We hypothesize that this limitation can be alleviated by creating a system of networks

14
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Figure 2.4: General design of a PolygraphMR system: Layer 1 is responsible to preprocess input
image and inject diversity to system, layer 2 provides redundancy by making prediction on individual
inputs, and layer 3 generates final prediction and decide on output reliability.

that provides both multiplicity and diversity. Multiplicity enables multiple independent

predictions on the same input and can be used to adjust confidence based on agreement of

answers. And diversity further enhances multiplicity by differentiating individual learners,

thus increasing overall comprehensiveness of prediction space. We believe combination of

these two characteristics can help our system to perform better at approaching and resolving

more demanding inputs. The challenges are then to systematically create heterogeneous

systems of multiple networks so the user is not burdened with this task and mitigate the

multiplicative factors of energy/cost that deploying multiple networks will seemingly require.

Evaluating the merits of this hypothesis while overcoming these challenges is the focus of

PolygraphMR and the rest of this project.

2.3 PolygraphMR

2.3.1 Overall Design

PolygraphMR (PGMR) uses available imprecise CNNs as building blocks and leverages

behavior diversity between them as symptoms of unreliability and likelihood of unreliable

predictions. Figure 2.4 shows an overview of the system for single discrete inputs, still

images in the illustration. The design consists of three layers: preprocessing units (Sec-

tion 2.3.2), modular networks (Section 2.3.3), and decision making engine (Section 2.3.5).
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For inference, the system operates as a group of heterogeneous DNNs (Layer 2) that

are driven by a diverse set of real and synthetic inputs crafted from the original input by

the available preprocessors (Layer 1). The goal of creating such a wide input diversity is

to provide more information in order to render more confident predictions. Outputs of the

heterogeneous group are analyzed to determine the final prediction and also whether or not

the answer is reliable (Layer 3). The decision making portion is configurable and users

can specify the target reliability for the system. The final output of this system could land

in one of the following three domains: True Positives (TP) which are correct and reliable

answers, False Positives (FP) which are undetected mispredictions, and Unreliable answers

which are composed of detected wrong answers (false negatives) and correct answers that

are undesirably marked as unreliable (true negatives). Our reliability goal in this project is

to reduce FPs as much as possible by marking them as unreliable predictions, while keeping

the desired TPs unchanged.

2.3.2 Layer 1: Pool of Preprocessors

Traditionally, diversity in CNNs is created by random initialization of weights in the

training phase. However, as expected, the amount of diversity is very limited as will be

shown in Section 2.3.3. Instead, we turn to prior work that has studied image preprocessors

and shown they are helpful in improving the overall accuracy of CNNs [21, 53, 126]. Our

goal of preprocessing is instead to create a group of CNNs with diversity in behavior. We

hypothesize that diversity will help us identify inputs where the prediction should be treated

as unreliable due to behavior variation across the CNNs.

Each CNN in layer 2 will be fed by transformed images generated by one of the prepro-

cessors. We can use simple linear transformations like flipping, or more complex nonlinear

functions like histogram equalization or contrast normalization as preprocessors. Each of

these preprocessors introduces a different level of diversity to the system depending on the

dataset or functionality of the preprocessor itself. We examine the effectiveness of each
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Table 2.1: Image preprocessors and their functionality.

Preprocessor Functionality
AdHist Locally adjusts image intensities to enhance contrast

ConNorm Locally normalizes image contrast
FlipX Flips image in the horizontal axis
FlipY Flips image in the vertical axis

Gamma Gamma correction, controls the overall brightness
Hist Adjusts image intensities to enhance contrast

ImAdj Maps image intensity values to a new range

preprocessor and compare them together in Section 2.3.7. Table 2.1 presents the preproces-

sors that are used across our benchmarks in Section 2.9. Among these preprocessors, FlipX

and FlipY are used more frequently. On the other hand, ImAdj is used only by one of the

benchmarks. Overall, we observed that the preprocessors which preserve the vital features

of the inputs while providing sufficient diversity to the system, are more frequently used

across different datasets. Whereas a preprocessor like ImAdj, which heavily modifies the

input features, like pixel colors, is less useful.

2.3.3 Layer 2: Heterogeneous Modular Redundancy

The base of layer 2 is Modular Redundancy (MR), which is well recognized as a standard

solution for building mission critical computer systems [58]. With this approach, multiple

copies of the unreliable module are instantiated and activated with a majority vote taken to

decide the final answer. If the modules operate correctly most of the time, then the majority

are likely correct for any single input. For probabilistic models including CNNs, the goal of

using MR is separating reliable and unreliable answers rather than increasing the accuracy.

Therefore, when the CNNs agree, the output is labeled as reliable and when they disagree

then unreliable. To assess the success of MR, FP rates are measured.

We extend the traditional MR design with two modifications to account for the proba-

bilistic behavior of CNNs:

1. We change the decision policy from majority voting to require a specific number of
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Figure 2.5: Different modular redundancy methods applied to ConvNet on CIFAR10.

networks to agree on the final prediction. We call this number the frequency threshold

(T hr Freq).

2. We include a confidence threshold for accepting the prediction result from each

network. If the confidence of a specific prediction is below the threshold, it will be

neglected. For the rest of the chapter, we call this value the confidence threshold

(T hr Con f ).

To evaluate traditional MR, we run an experiment using ConvNet on the CIFAR-10

dataset [55]. This dataset contains 10k images which are classified into ten categories (1k

images per category) with a baseline accuracy of 74.7%. The degree of MR varies from 2 to

30. MR networks are created by instantiating n copies of the baseline CNN, randomizing

the starting weights, and training each on the original dataset. Each CNN ends with different

weights and thus behaves differently. Figure 2.5 shows the impact of redundancy degree on

the number of wrong answers predicted by the MR system with different decision policies:

1) Traditional MR with majority voting (Majority Vote), 2) MR with a T hr Freq equal

to the number of CNNs, which will require all networks to predict the same label and is

the most restrictive threshold (All identical), 3) the previous MR design plus a T hr Con f

of 75% (All identical with Threshold). The T hr Con f is chosen somewhat arbitrarily, but

which corresponds to a relatively high confidence threshold. Note that for the design with
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majority voting if two classes share the same highest frequency, the result is considered

unreliable.

From Figure 2.5, majority voting does not provide a significant decrease in FPs regardless

of the redundancy degree. The FP rate flattens at about 20%, after starting at 25.2% with a

single CNN. MR with the T hr Freq is much more successful, reducing the FP rate down to

1%. MR with both T hr Freq and T hr Con f decreases the FP rate even further to 0.18%.

However, the latter two solutions have an undesirable side effect of substantially decreasing

the number of TPs. For example with the All Identical method, to achieve a 1% FP rate,

TPs reduce from 74.7% with a single network to 40.4% because a large number of correct

predictions are considered unreliable.

We make three conclusions based on these results:

First, traditional MR is incapable of effectively reducing the FP rate regardless of the

redundancy degree, whereas they are shown to be practical while applied to other computer

reliability problems such as transient faults [106, 7]. The reason is that with traditional

computer systems, execution of applications is flawless in a fault-free setting and faults are

relatively rare. However, CNNs are inherently faulty regardless of the hardware, and errors

are much more common due to the inherent inaccuracy of the mathematical models. This

results in a significant disagreement between individual CNNs and poor results.

Second, from the majority voting results, the effect of behavior diversity reduces the FP

rate by 5% without any loss of TPs. Conversely, the all identical voting has much larger

drops in FPs, but loses too many TPs. Thus, it is important to have less restrictive voting

mechanisms like majority while at the same time injecting larger amounts of diversity than

simply random initial weights, which led to our decision to use input preprocessing.

And finally, single CNNs are expensive in terms of computation, storage, and energy

consumption. Thus, the multiplicative cost increase of CNNs in an MR system could easily

become infeasible. Thus, we need to deploy an resource-aware implementation of our MR

system.

19



10 15 20 25 30
Precision

0

20

40

60

80

100

No
rm

al
ize

d 
TP

[%
]

Baseline
PolygraphMR

12 13 14 15 16 17 18
97

98

99

100

Figure 2.6: Effect of precision reduction on original and PolygraphMR system using AlexNet.

2.3.4 Resource-aware MR (RAMR)

Due to inherent redundancy in Layer 2, computation of PolygraphMR introduces new

energy and latency overheads per inference. To mitigate a portion of these overheads, we

explore narrow-precision floating-point representation for each CNN in the system.

We follow a similar implementation introduced in [46, 38] and reduce the overhead of

data transfer by precision reduction. We assume all weights and intermediate values are

using a lower precision. Hence, it is possible to pack them together during both on-chip and

off-chip data transfer. As a result, the reduced traffic on memory hierarchy leads to higher

utilization of compute units and higher performance.

Although there is an opportunity to reduce the cost of PolygraphMR by using narrow-

precision computation, we should acknowledge that this solution is not unique to our system

and can be applied to any CNN for energy saving purposes. To analyze the effect of lower

precision, we run an experiment using AlexNet [55] on the ImageNet [23] dataset. The goal

is to compare the degree of precision reduction on a PolygraphMR system with a baseline of

an individual AlexNet. We hope that the combination of diverse CNNs in our system would

be more resilient against the negative effects of lower precision on accuracy. Therefore, we

would be able to further reduce the precision of each individual CNN in comparison to the

baseline.
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Figure 2.6 presents the accuracy of both PolygraphMR and the baseline CNN with

respect to the precision they are using. We focus on maintaining the accuracy level of the

baseline CNN, which is 57.4% for AlexNet, and investigate the possibility of achieving this

accuracy at each precision level. At the first glance, both designs seem to be responding

equally to the reduction of precision. But in a closer look, we can see that the baseline

AlexNet starts to lose its accuracy passing 17 bits precision level. On the other hand,

PolygraphMR can still tolerate lower precision levels of up to 14 bits. In fact, the accuracy

of each individual CNN in PolygraphMR also follows a similar trend to the baseline AlexNet,

but combining their predictions and then making decision performs similar to ensembles

and compensates for the individual accuracy drop. As a result, we can further reduce the

precision on PolygraphMR system and mitigate a portion of the multiplicative energy and

latency overhead.

2.3.5 Layer 3: Decision Engine

The last layer of PolygraphMR is responsible for collecting the outputs from layer 2,

generating the final prediction of the system, and determining whether or not the prediction

is reliable. This happens in two steps during the system inference phase. First, the decision

engine compares the probability vectors generated by the softmax layer of each network,

with the designated T hr Con f value and forms a histogram of acceptable votes for each

class. As a result, all labels in individual output vectors, which meet threshold restrictions,

are recorded in the histogram. Next, the decision engine reports the class label with the

highest frequency as the final prediction of the system and reports the reliability of the label

by comparing the respective frequency with the preselected T hr Freq.

The appropriate values for T hr Freq and T hr Con f are determined after training the MR

networks and during an offline profiling stage. First, the value space for the set of thresholds

is swept, and the respective TP and FP rates of the design points over the validation dataset

is recorded. This process is not time consuming and has a negligible overhead compared
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Figure 2.7: Histogram of prediction agreements in a system with 4 CNNs, profiled on LeNet-5,
ConvNet, and AlexNet.

to the actual training of the MR networks. Next, a Pareto frontier for the threshold values,

which maximizes the TPs and minimizes the respective FPs, is formed. And finally, a set

of T hr Con f and T hr Freq values is selected from the Pareto frontier based on the user

demands, which might be a specific TP or FP limit.

The threshold values selected in the profiling stage, will be fixed during the inference

phase of the system. But, if the user demands are updated at any point, a new set of threshold

values can be selected from the Pareto frontier to meet the new requirements.

2.3.6 Resource-aware Decision Engine (RADE)

To further reduce the performance overhead of Layer 2, we deploy a resource-aware

decision policy. Unlike the traditional MR with majority voting which requires all prediction

outputs from every network to be present in order to make the final decision, PolygraphMR

can decide on the reliability of the prediction if a subset of the networks provide the same

label with a minimal confidence.

To analyze the number of networks that need to be activated, we run an experiment

using a PolygraphMR with four networks on three benchmarks: LeNet5 [63] on MNIST

[64], ConvNet [54] on CIFAR-10 [55], and AlexNet [55] on ImageNet [23] dataset. Our

goal from this experiment is to gain a general idea about how often we need to activate all

networks to get a reliable prediction. We collect the prediction results of each network to
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see how often they are in agreement with each other. To simplify the experiment, we do

not use any Thr Conf and just gather the top prediction from each network regardless of its

confidence. Figure 2.7 presents histogram of network agreements for our benchmark. The

x-axis shows the number of agreements among the four CNNs, and the y-axis represents

the corresponding normalized frequency over test samples. We can see that in more than

50% of times, we don’t need to activate all the CNNs since their prediction results are in

harmony with each other. This gives us the opportunity to activate just a portion of CNNs

and reduce the performance overhead. But, the key point is to decide on which network(s)

to activate, since there is a possibility that we would face an input where predictions from

the selected networks might conflict with each other. An oracle decision engine would be

the one which activates the single reliable CNN per input sample. But even if it is possible

to design such an engine, it is likely complex and would consume considerable energy.

In order to design a resource efficient decision engine, we use a priority scheme on CNN

activations. In this case, we can stage activation by activating a batch of high priority CNNs

first to check their predictions, and only continue to execute other CNNs if we are not able

to determine the final answer after the first round of invocations. This approach can give

us the opportunity to have early detection of TP or unreliable answers, and result in lower

energy consumption.

To come up with a priority scheme, we statistically analyze the contribution of each

CNN in the system. In other words, we record the frequency of instances that each network

provides a correct label to the decision engine over a specific number of test cases during

training. Next, we use the measured frequency numbers to give priority to each network. In

the inference phase, we first execute the top Thr Freq networks to see if we can determine

the final answer. Next, we move to other networks based on their contribution until we’re

ready to generate the output. Energy saving results and latency improvement of this decision

engine are discussed in Section 2.4.3.
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Figure 2.8: Comparing effects of AdHist and Scale 80% on confidence changes with respect to
original CNN.

2.3.7 PolygraphMR System Design

We use a two-step procedure to select the best preprocessors and form a PolygraphMR

system for each individual application and dataset. First, we compare the relative perfor-

mance of preprocessors regarding the potential behavior diversity each can introduce. Next,

a set of candidate preprocessors is used in a greedy approach to select the final preprocessed

networks. As discussed in Section 2.3.2, a wide range of linear and non-linear preprocessors

are available to use. But, not all of them provide sufficient behavior diversity to justify their

energy overhead. Hence, the first step is to compare preprocessors and select the best ones.

For each input instance, we profile the difference between prediction confidence of the

baseline CNN and each preprocessed CNN, called delta. The delta values are then used to

compare pairs of preprocessors. Figure 2.8 presents a comparison between AdHist (in which

image intensities are locally adjusted to enhance contrast) and Scale 80% (where input image

is scaled down and up by 20% to soften noise levels) on ConvNet. The x-axis presents delta

values, and y-axis projects the corresponding cumulative distribution. Figure 2.8a displays

the distribution of delta values for inputs that are initially mispredicted by the baseline CNN.

As shown, AdHist has a higher probability in negative deltas. Even though the difference
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Dataset CNN Accuracy # of Layers # of Classes
MNIST LeNet-5 [63] 99.01% 5 10

CIFAR10
ConvNet [54] 74.70% 4 10
ResNet20 [34] 91.50% 20 10

DenseNet40 [41] 93.07% 40 10

ImageNet
AlexNet [55] 57.40% 8 1000

ResNet34 [34] 71.46% 34 1000

Table 2.2: Benchmark set used to evaluate PolygraphMR.

is relatively small, the likelihood of having lower confidence for mispredicted results with

the AdHist is higher. Thus, the probability of getting the same misprediction with AdHist

is lower than Scale 80%, and AdHist would be a better preprocessor to introduce behavior

diversity for this network. In addition to Figure 2.8b, Scale 80% has higher probability in

negative deltas, which means there is a higher chance of getting a lower confidence for

samples that are correctly predicted by the baseline. Hence, the probability of predicting the

same correct answer is lower compared to AdHist. This comparison shows that the AdHist

has a higher potential for introducing behavior diversity to our system. In our experiments,

preprocessors listed in Table 2.1 are the most frequently selected ones.

The second step is to run an iterative greedy approach on candidate preprocessors to

select the final networks for PolygraphMR. First, it starts by selecting a baseline CNN as

the first network in layer 2. It also gathers the respective TP and FP rates to be used as

baseline. Next, each of the preprocessed CNNs is separately selected and added to the

current configuration and reduction in FP rate is recorded. Then, the best preprocessor for

the current iteration is added to the final design. We keep iterating through this algorithm

until a predefined maximum number of CNNs is reached.

2.4 Evaluation

We evaluate PolygraphMR in two stages. First, we focus solely on reliability improve-

ments without considering any performance optimizations in Section 2.4.2. Next, we apply

RAMR and RADE to reduce the overheads in Section 2.4.3.
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Figure 2.9: Comparison of normalized FP rate for each design on different benchmarks (TP rate of
all design points are matching baseline accuracy level).

2.4.1 Methodology

Benchmarks: Three datasets are selected for evaluation: MNIST [64], CIFAR-10 [55],

and ImageNet [23] dataset. As for the CNNs, we choose six networks with different ranges of

accuracies and topologies to show that our solution is independent from the original network

correctness level and architecture. Table 2.2 presents the accuracies and specifications of

each benchmark.

Comparisons: To evaluate reliability of optimal configurations proposed for each

benchmark, two comparisons are made. We compare PolygraphMR with N networks

(N PGMR) with the original baseline network (ORG), and with an MR system composed of

N networks (N MR).

Evaluation Metrics: For the reliability comparison metric, we use FP rate of design

points where no desirable correct predictions are lost. Therefore, the FP rates included in

the rest of the results section correspond to design points with normalized TP of 100% of

the baseline network. FP rates are also normalized with respect to the ORG FP rate.

We also use latency and energy of original CNNs for each benchmark as our performance

measurement baseline.

Preprosseing: We use OpenCV library and MATLAB for preprocessing of the datasets

during training and testing.

Reliability Modeling: We use Caffe [44] framework to implement, train and test our

CNNs. To evaluate the accuracy of low-precision networks used in RAMR, we modify the
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Dataset CNN Configuration
MNIST LeNet-5 ORG, ConNorm, FlipX, Gamma (γ = 2)

CIFAR10
ConvNet ORG, AdHist, FlipX, FlipY (γ = 2)
ResNet20 ORG, FlipX, FlipY, Gamma (γ = 1.5)

DenseNet40 ORG, ImAdj, Gamma (γ = 1.5), Gamma (γ = 2)

ImageNet
AlexNet ORG, FlipX, FlipY, Gamma (γ = 2)

ResNet34 ORG, FlipX, FlipY, Gamma (γ = 2)

Table 2.3: 4 PGMR configuration selected for each benchmark (ORG stands for original baseline
network).

Caffe library by replacing default cuDNN framework with our custom CUDA kernels that

support variable precision. This enables changing inference precision by truncating values

of load and store instructions to the desired settings. We use a unified precision throughout

the network and for all layers.

Performance Modeling: Energy and latency of PolygraphMR are measured on a

machine with Intel Core i7-5930K CPU and an NVIDIA TITAN X (Pascal) GPU. Inference

of each CNN in PolygraphMR is done sequentially, and at the end, decision policy is

deployed to get the final result. In this pipeline, preprocessing and CNN inference are

executed on GPU, whereas decision policy is based on CPU.

To measure the performance of low-precision CNNs, we model data packing and

unpacking in software which is then integrated in our kernels. Next, GPGPUsim v4.0 [6]

and GPUWattch v1.0 [66] are used with TITAN X configuration [50] to run the simulation

on individual benchmarks.

2.4.2 Reliability Results

In this section, we assess the reliability results of PolygraphMR without including any

side effects of performance optimization. We evaluate two configurations of PolygraphMR,

one with four networks (4 PGMR) and another with six networks(6 PGMR) to show the

scalability.

Figure 2.9 shows the evaluation results for all six benchmarks. We compare the normal-

ized FP rate of the PolygraphMR system with other designs. The y-axis displays FP rate
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which is normalized to the FP rate of the corresponding baseline CNN. All design points

also have a normalized TP of 100%. One can see that on average, 4 PGMR can reduce the

FP rate of the baseline CNN by 40.8%. This value is also 16.6% lower compared to MR

configuration with the same number of CNNs. Table 2.3 summarizes the preprocessors

selected for each benchmark in 4 PGMR configuration.

Figure 2.9 also shows that PolygraphMR designs are orthogonal from the baseline accu-

racy. For example in CIFAR10, three benchmarks with different accuracy and complexity

levels are evaluated. We can see that 4 PGMR is successfully reducing FPs in all three

benchmarks. The same observation can be made on the ImageNet based benchmarks. In

conclusion, PolygraphMR can work in harmony with future more accurate networks to

enhance their reliability.

Another interesting point is the selection of FlipX preprocessor in the benchmarks

that are evaluated on ImageNet. During the training of AlexNet and ResNet34, samples

are randomly flipped and fed to the network to introduce robustness towards the rotation

of objects in the image. Hence, there was not any gain expectation by addition of this

preprocessor, since we believed that the intended diversity was already introduced to the

system during the training. But as the result of final configuration depicts, we still get

benefits by deploying FlipX. This shows the sensitivity of the network to minor changes in

the input and the explanation for this phenomenon is discussed in Section 2.3.

Figure 2.9 also presents FP rates for 6 PGMR configurations. On average, 6 PGMR

designs can detect 48.2% of baseline FPs, which is 12.5% improvement over 4 PGMR.

Among all benchmarks, ConvNet on CIFAR10 and AlexNet on ImageNet benefit the most

from increased diversity by, respectively, detecting 27.3% and 14% more FPs over their

4 PGMR counterparts. But, we observe that for the majority of benchmarks, 4 PGMR

provides the sweet spot in reliability and cost trade-off. For the rest of chapter, 4 PGMR

designs are used for further analysis.
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Figure 2.10: Energy, latency, and FP rate trend during cost-oriented optimization.

2.4.3 Energy/Latency Optimizations

To alleviate performance overhead of PolygraphMR, we deploy a two-step optimization

procedure. First, we reduce the precision of each individual CNN in the 4 PGMR as

discussed in Section 2.3.4. Next, we replace the decision engine of the new system with a

resource-aware version.

In our evaluation, we assume that the proposed design is executed on an average hardware

setup including only one GPU. This is the worst case scenario which requires PolygraphMR
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Figure 2.11: Pareto frontier comparison of precision reduced AlexNet on ImageNet dataset.

to execute individual networks sequentially. Therefore, the latency and energy overhead

will grow linearly with the number of networks. If a more advanced hardware setup with

multiple GPUs is available, such as the NVIDIA DRIVE AGX self-driving compute platform

equipped with two TensorCore GPUs [85], latency overhead can be scaled correspondingly

down. The latencies of the preprocessing and decision engine are also measured, but their

overhead is negligible compared to CNN computation, e.g., 2.5% for AlexNet and 0.6% for

ResNet34.

4 PGMR + RAMR: For each benchmark, we reduce the precision of both the baseline

CNN as well as all CNNs in the 4 PGMR. As shown in Section 2.3.4, the PolygraphMR

system is more resilient to precision reduction than a single CNN. Therefore, we can reduce

the precision of individual CNNs in the 4 PGMR more aggressively. Figure 2.11 presents

the precision reduction results on AlexNet benchmark. We compare the Pareto frontier of

baseline and 4 PGMR in full precision and reduced precision settings. To get the Pareto

frontier of ORG, it is coupled with a confidence threshold. In this figure, the x-axis represents

the TP rate and y-axis stands for FP rate, both normalized to corresponding baseline rates.

In this experiment, the precision of ORG is reduced to 17bits without any accuracy loss. As

for 4 PGMR, precision is further decreased to 14bits again with no accuracy loss. But, as

shown in Figure 2.11, the FP rate of 4 PGMR system is little changed with RAMR, and still
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Figure 2.12: Distribution of number of networks activated in 4 PGMR system over test set of
individual benchmarks.

offers 28.1% FP detection rate. We observe a similar behavior for other benchmarks and

precision of each CNN is further-decreased by two to four bits.

The second bars in Figure 2.10 summarize the effect of RAMR on energy, latency,

and normalized FP rate. On average, we can reduce the energy consumption and latency

overhead by 76.5% and 75.0%, respectively. Whereas, FP rate is modestly increased by

5.4%.

4 PGMR + RAMR + RADE: Next, we deploy the resource-aware decision engine

described in Section 2.3.6. Figure 2.12 presents distribution of the number of networks

activated by RADE for individual benchmarks over test set. We observe that the majority of

samples only require two CNNs to get the prediction. We only need to activate more net-

works for more demanding and complicated inputs. Figure 2.12 also shows that benchmarks

with a higher accuracy baseline, less frequently require the activation of extra networks.

The third bars in Figure 2.10 present the energy and latency reductions as well as FP rate

changes. By applying both performance optimization, we reduce average energy overhead

to 185.5% and normalized average latency to 186.3%. On the other hand, normalized FP

rate is increased by 7.2%.

Although RADE is effective on reducing the average latency, the tail latency is left

unaffected. This might be problematic on real-time applications that have a latency budget

per input. As an important example, self-driving car systems are required to have a tail
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latency threshold of 100ms [71]. But, considering the overall low latency of baseline

networks, it is still possible to satisfy the latency requirements while providing predictions

with higher reliability. For example, ResNet34 as the most demanding network in our

benchmark suite, requires less than 17ms on TITAN X (Pascal) to do a forward pass on

single input.

Optimized 4 PGMR is also evaluated on a hardware with two GPUs similar to NVIDIA

DRIVE AGX platform. In this scenario, CNNs are activated in a batch of two over available

GPUs. As shown in Figure 2.12, the majority of inputs only require two networks to get the

expected reliability. Therefore as shown in Figure 2.10b, the average latency can be reduced

to baseline levels.

Discussion: To give perspective on the significance of these results, we consider an

example of reliability improvement achieved by using networks with higher accuracy

and complexity. We compare accuracy and cost of ResNet20 and DenseNet40 on the

CIFAR10. Based on Table 2.2, DenseNet40 reduces FP rate of ResNet20 by 18%. Whereas,

MAC operations are increased from 41 MFLOPs to 267 MFLOPs, more than 6× extra

computation. This shows the inevitable trade-off between reliability and cost. In comparison,

4 PGMR on ResNet20 reduces FPs by 49.0% with 4× cost, or by 46.3% with 1.6× cost

after optimizations. We observe that in this case, 4 PGMR is more cost effective to get

higher reliability. It is good to mention that we are not suggesting to use PolygraphMR as a

replacement for more accurate networks. Instead, our preference is to deploy PolygraphMR

on top of them to achieve even a higher reliability as discussed in Section 2.4.2.

2.4.4 Preprocessing and Decision Engine

To show the impact of preprocessors and decision engine used in PolygraphMR, two

separate experiments are run on CIFAR10 dataset with ConvNet. First, 6 PGMR is compared

to a modified version of traditional MR, which deploys the smart decision policy proposed

in Section 2.3.5. We call this new system 6 MR DE. By analyzing the changes in FP
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Figure 2.13: System configuration optimality analysis.

rates by moving from 6 MR to 6 MR DE and from 6 MR DE to 6 PGMR, we can observe

the effect of decision engine and preprocessing, individually. Next, the 6 PGMR system

is challenged by an extension of the modified MR used in the first experiment, which is

assembled by training 100 copies of the baseline ConvNet.

Figure 2.13 compares the Pareto frontier of different designs. To get the Pareto frontier

of baseline CNN and 6 MR, they are coupled with a confidence threshold(T hr Con f ). It can

be seen that both modified MRs are outperformed by PolygraphMR system. By comparing

6 PGMR with 6 MR DE, we can see the extra gain of 18.5% in robustness introduced by

preprocessing. We can also observe the gains from decision engine by comparing 6 MR DE

and 6 MR. The former provides 4.1% more normalized FP detection which is the result of

using a smarter decision engine instead of just taking majority vote.

As for comparison of 6 PGMR and 100 MR DE, even though the number of networks

used in modified MR is 16 times more compared to 6 PGMR, the diversity introduced by

using only 5 preprocessors is still higher. As a result, the reduction that 6 PGMR offers in

the normalized FP rate is still 15.3% more than what 100 MR DE can do.
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Figure 2.14: Temperature scaling results

2.4.5 Comparison with Network Calibration

Finally, we analyze network calibration as a solution to unreliability of confidence

metric [130, 82, 90, 83]. As an experiment and to see the effects of calibration on the

high confidence wrong answers, we implement the temperature scaling method proposed in

the recent works [32]. Temperature scaling uses a scalar parameter to scale the output of

softmax layer. The desired value of scaling for each benchmark is derived by solving an

optimization problem [32].

The temperature scaling method is implemented and tested on 4 benchmarks over

ImageNet dataset. Figure 2.14 shows the result prior to and after the temperature scaling.

The dashed lines are for the original CNN and the solid lines report the results for scaled
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CNNs. The effect of confidence as a reliability metric is studied through Figure 2.14. Both

Figure 2.14a and 2.14b show the effect of temperature scaling on FP or TP rate, with respect

to the selected confidence threshold. If we compare FP and TP rate of the scaled and

original network for each threshold value, we can see a reduction in both parameters. This

gives the intuition that confidence of the undesired overconfident predictions is decreased

which would make the confidence metric an appropriate reliability metric. But based on

Figure 2.14c, we can see that Pareto frontier of TPs and FPs is unchanged after scaling.

In other words, since the scaling is done by using the same parameter for all confidence

values regardless of the correctness of answers, the final Pareto chart of the TPs and FPs is

kept untouched. The only change is that for accessing a specific set of TP and FP, a lower

confidence threshold is required for the scaled network. Hence, the initial reliability problem

of confidence is still in place.

2.5 Related Work

We focus on different areas which target the reliability or security aspects of CNNs, or

target to better understand the irrational behavior of CNNs.

Model uncertainty and Bayesian NNs are a closely related area of research [30, 49,

51, 58]. The idea is to add uncertainty to the predictions of NN models, and to be able

to understand when the network is not confident with the generated results. Although the

concept of model uncertainty is highly promising for reliable CNN inferences, but current

solutions mainly target regression tasks [49, 30], or add a very high execution overhead,

e.g., 10× to 100× in solutions based on the ensembles [58] or dropout sampling [30, 51].

However in PolygraphMR, we target improving classification reliability in CNNs, while

considering the performance overhead implications of the proposed solution.

Researchers are also focusing on corner-case behaviors of the CNNs. They try to come

up with systematic approaches and testing tools to detect erroneous behaviors [113, 88]. A

number of works are also attempting to detect the anomalies in CNN applications. Their
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goal is to make CNNs more resilient against out-of-distribution examples that have not been

seen before [36, 70, 25, 37, 126].

Security researchers are also focusing on the robustness of CNNs. They seek to find new

techniques of generating adversarial inputs, to fool the network and induce their desired

results. They add perturbations to the inputs, which in some cases is not even visible to

the naked eye, leading to mispredictions [86, 80, 112]]. In contrast, they try to make the

network robust against the state of the art adversarial generation methods [31, 87, 39].

A number of works are also focusing on the understandability and interpretability of

CNNs in order to add more transparency to these algorithms. Samek et al. [99] try to explain

the predictions of CNNs by measuring the sensitivity of the outputs to the individual input

variables. Turner [115] proposes a general model for explaining the output of the classifiers.

Zeiler et al. [131] propose a visualization technique to get an insight into the functionality

of the intermediate features and operations of the classifier.

There are also numerous works on the reliability of CNNs against the transient faults

and soft errors [68, 9, 89]. These works study fault injection in the CNN executions and

analyze the response of the network to the faults. The solutions proposed for these reliability

issues include modular redundancy in the level of application, instruction, and transistors.

Our work however, focuses on the internal reliability problems of the DNNs which are also

very vital considering that unlike transient faults, DNN prediction faults are quite common

and happen frequently regardless of the hardware system that they are executed upon.

To the best of our knowledge, reliability problem of deep learning algorithms is a new

topic for research in this area. Considering the increasing utilization of these algorithms

in real world and vital applications such as autonomous vehicles, assuring their reliability

needs to be well studied.
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2.6 Conclusion

CNNs are extensively utilized in mission critical applications such as autonomous

vehicles. These applications require high levels of robustness since any error can cause

irreparable damages. In this work, we demonstrated that current CNNs are failing to

meet the reliability requirements of such applications by exposing a significant number

of high confident mispredictions. We find that recent solutions that utilize confidence

values as a metric of reliability are faulty and can lead to a significant number of false

positives. We propose a new system called PolygraphMR composed of a number of CNNs

as building blocks. Each network is accompanied by a specific preprocessor to provide

behavior diversity among the CNNs and detect the unreliable wrong answers based on the

contradictions observed due to the behavior variations. An energy efficient version of the

system is also proposed that deploys precision reduction and staged activation to reduce

the multiplicative costs of MR. As a result, our solution is capable to provide an average

of 33.5% reduction in false positives of the original CNN, while requiring less than 2×

performance overhead.
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CHAPTER III

SoftFusion: A Low-Cost Approach to Enhance Reliability

of Object Detection Applications *

3.1 Introduction

Deep Neural Networks (DNNs) are now being deployed in mission-critical applica-

tions such as object detection in Autonomous Vehicles (AVs) [129, 12] and computational

medicine [74, 94]. Ensuring the reliability, security, and safety of predictions made by

DNNs plays an essential role in deploying these solutions in critical domains. For example,

there have been numerous reported failures in object detection models deployed in AVs,

which further underscores the requirement of reliability assurance in these applications [28].

A common solution to develop more accurate object detection models used in AVs is

sensor fusion, which is based on the traditional modular redundancy methods. Sensor fusion

combines the strengths of individual physical sensors for more reliable perception [101],

and provides resilience against sensor failures [81]. Figure 3.1 depicts an example of fusion

which deploys multiple physical sensors like cameras, LiDAR, and radar. Each sensor has its

own positives and negatives. For example, cameras are capable of capturing high-resolution

RGB data, but in contrast, they are not as powerful to capture depth information. On the

other hand, LiDAR can effectively receive depth information from long range, but it can get

*Published in the 40th IEEE International Conference on Computer Design (ICCD’22) [62]
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Figure 3.1: Multi-sensor fusion setup in modern self driving cars [95]

degrade in bad weather conditions, in which radar comes into play. This inter-sensor fusion

scheme helps by gathering input data from individual sensors and processing them through

individual models for more robust object detection. Multiplicative cost is the primary

negative of this approach that includes additional physical sensors as well as the computing

and memory requirements for the DNNs associated with each sensor.

In this paper, we present intra-sensor fusion, referred to as SoftFusion. A complementary

approach to traditional sensor fusion is to examine intra-sensor fusion wherein a diversity

of inputs is synthesized at runtime, e.g., image/video filtering, to feed the original object

detector. Intelligent combination of the output data from individual inputs can identify

unreliable answers as well as potential adversarial attacks. Intra-sensor fusion can be applied

to individual physical sensors available in an AV, and can deploy any off-the-shelf object

detector. This could increase the reliability of predictions from individual physical sensors,

leading to overall more robust object detection systems, or reduce the need for traditional

fusion, lowering the cost of providing a target level of robustness. Moreover, as the newer

and more accurate detection architectures are designed, they could be swapped in for further

robustness.

The goal of SoftFusion is to achieve higher detection accuracy and reliability, with the
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least amount of overhead introduced in latency and cost. With careful design of synthesized

inputs, it is possible to run inference in a batched fashion on GPU systems and eliminate the

multiplicative cost of multiple inferences as in traditional modular redundancy solutions.

Furthermore, with intelligently processing the data from individual inputs, we can achieve

more precise bounding box proposals with fewer objects left undetected.

This paper makes the following contributions:

• We demonstrate that with the current object detection models, there are still a large

number of objects that are left undetected, which are clear safety concerns.

• We propose SoftFusion based on the concept of intra-sensor fusion, which synthesizes

a group of images from the original input at runtime. Moreover, by effectively

combining the bounding boxes from individual predictions, it composes more precise

and reliable outputs.

• With the systematic selection of online augmentation techniques, we can minimize the

runtime overhead of the system by deploying the underutilized hardware resources,

prohibiting the multiplicative costs of multi-sensors.

• A proposal engine is introduced to combine the generated bounding boxes based on

the confidence levels of each individual prediction to increase the precision and recall

of the detector.

• SoftFusion is evaluated across a wide range of benchmarks with different baseline

accuracy levels, and is shown to provide 3.45% gains in the mAP with less than

23% overhead on baseline latency. For context comparison, prior research on hard

sensor fusion of camera and LiDAR achieves on average 4.02% gain in mAP in

similar object detection tasks while leading to an approximately up to 2× computation

overhead [69, 119].
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Figure 3.2: A performance overview of object detection models proposed for COCO dataset from
2016 to 2020

3.2 Motivation

3.2.1 Design Trends of Object Detectors

To get familiarized with the design space of object detectors and see what has been the

focus on creating novel architectures, we analyzed the recent object detectors emerged in

the recent years. We gathered the reported data for their inference time and accuracy values

on COCO test-dev 2017 [73] from multiple sources [11, 2, 120].

Figure 3.2 represents the summary of design points for 87 different object detectors

from 2016 to 2020. The x-axis represents the inference time for a single image, and the

y-axis shows the mean Average Precision (mAP). By analyzing this graph, two trends can

be observed. The first trend is the push for more accurate network architectures, which is

absolutely expected. The second trend, on the other hand, is more interesting. We can see

a higher emphasis on the latency of models. In other words, we can find a design point

in 2020 which has a similar accuracy to the earlier models, but with a lower latency. In
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fact, the absolute accuracy improvement over models from 2019 is marginal in 2020. This

pattern could be reasoned by considering that object detection models are mainly deployed

in time-sensitive domains such as self-driving cars, which require making decisions in a

timely manner.

This sets our first goal in designing SoftFusion which should induce the least amount of

latency overhead over the baseline.

3.2.2 Reliability Analysis of Available Object Detectors

In another experiment, we analyze the reliability of predictions made by the object

detection models. We choose 5 different models from Figure 3.2 with mAP values varying

from 31.4% to 47.2% in order to cover the full spectrum of the accuracy space. Next, we

evaluate these models over the 2017 validation set of the COCO dataset.

We analyzed individual objects in each image to see if there was a matching Bounding

Box (BB) generated for it by the detector. We calculated the Intersection over the Union

(IoU) of the ground truth BB with respect to all bounding boxes proposed by the detector

for that specific image. An acceptance threshold of 75% was used for IoU result to mark

an object as detected (the IoU threshold used in literature varies from 50% to 95%, so we

used 75% as a middle ground). As a result, we could have three possible outcomes for each

ground truth object: First, no matching BB is discovered (Wrong BB). Second, a matching

BB is detected, but the predicted label for the output BB is different from ground truth

(correct BB, wrong label). In the final case, there is a matching BB and label in the detector

outputs.

Figure 3.3 presents the distribution of all objects in the validation set across the three

possible output categories. The key observation is the large share of the objects that are

missed by each detector. On average, 44.4% of the objects are missed across the 5 evaluated

models. Therefore, we set our second goal to increase the reliability of detections in

SoftFusion by reducing the number of undetected objects. Our primary goal is to generate
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Figure 3.3: Evaluation of the reliability of prediction made by 5 different benchmarks on COCO
dataset with diverse accuracy levels

correct BB and label for the originally missed objects. However, even by having a correct

BB detected for an object and incorrectly classifying its label, we would have a more robust

design compared to completely missing it.

3.3 Proposed Work

3.3.1 Overall Design

We propose SoftFusion based on the concept of intra-sensor fusion. Figure 3.4 represents

the general inference pipeline of SoftFusion. At step 1, the input image is passed through a

hierarchical augmenter to generate different variants of the input image. Next, the baseline

detector is deployed to run a batched inference on the set of augmented inputs. In the next

step, the proposed bounding boxes for each augmented input is post-processed to invert

the effect of respective augmentation, and map the location of generated proposals to the

original input . At the last step, all bounding boxes are gathered and passed through the

proposal engine for analysis. During this step, overlapping bounding boxes are merged

according to their confidence values into a more accurate proposal. Finally, each proposed

bounding box is examined based on the number of received votes in order to decide on its

reliability.
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Figure 3.4: General design of SoftFusion system: In step 1 we synthesize a diverse set of inputs for
object detection. In step 2, we run a batched inference on the augmented list of inputs. During step 3,
the impact of individual augmentations on the proposed bounding boxes is reversed. In step 4, object
proposals from individual images are fused for the final set of bounding boxes.

3.3.2 Step 1: Hierarchical Augmentation

The goal of augmentation is to generate a diverse set of inputs for intra-fusion. This

would provide the opportunity for the detector to analyze the same input from different

synthetic viewpoints. To achieve this goal, we are deploying a hierarchical scheme of aug-

mentation. Each level of hierarchy would double the number of images in the augmentation

set. As a result, if we have an N-level hierarchy, we would end up with 2N samples of

augmented images.

We start by initializing the augmentation set with the original input. Next, at each level

of the hierarchy, a different image processing technique is applied to individual samples of

the current set, and the result is appended back to the set.

The hierarchical scheme provides us the opportunity to generate the desired number

of augmented samples with the least number of image processing techniques. This would

significantly reduce the search space for selecting the image processors. For example, we

would need to search for 7 different image processors to generate an augmented set of size

8 in the exhaustive approach. However with hierarchical scheme, we would only need to

search for 3.

Figure 3.5 compares the mean average precision(mAP) gains for hierarchical and tra-

ditional augmentation methods, both using total number of 4 images in the augmentation
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Figure 3.5: Comparison of hierarchical and exhaustive augmentation over YOLOv3 and v4 bench-
marks on Pascal VOC and COCO datasets

list, on YOLO family of object detectors across two datasets. The y-axis presents the mAP

values normalized with respect to the baseline values. We observe that the differences in the

mAP gains are similar on both augmentation methods.

Since one of the goals in SoftFusion is to limit the overhead of latency, the selection

of image processing techniques is limited to linear transformations that do not alter the

original distribution of the input images. This ensures achieving similar accuracy levels on

the inference of augmented images, without requiring any retraining or fine-tuning of the

detector. Image processors such as flipping the image, scaling, and translation, all meet the

mentioned criteria. On the other hand, non-linear techniques, such as histogram equalization,

alter different features of the image like brightness intensity, and are prone to significant

accuracy drops with the original detector.

3.3.3 Step 2: Batched Inference

Due to the careful selection of augmentation techniques, SoftFusion can use the same

detector to do inference on all samples. This gives us the opportunity to deploy batch-

processing of the inputs. As a result, the overhead of the multi-inference approach is

significantly reduced compared to running inference on individual samples sequentially.

To further analyze the effect of batched inference on latency, we run an experiment on

the YOLOv4 [11] using the validation set of the COCO [73], in which the number of inputs

45



1 2 4 8 16
Number of Inputs

N
or

m
al

iz
ed

 L
at

en
cy

0
5

10
15

1 2 4 8 16

0
5

10
15 Batched Inference

Sequential Inference
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YOLOv4 and COCO dataset.

for inference is changed from 1 to 16. We use the Ultralytics [116] framework and NVIDIA

Tesla V100 [1] to run the inference. Figure 3.6 presents the average latency of sequential

and batched inference, which is normalized with respect to single input inference. Based on

Figure 3.6, batched inference causes very low overhead over single image inference with

varying size of inputs. To be more specific, the overhead of batched inference for input

size of 4 is 22%, which is also the same number that majority of the benchmarks use in

Section 3.4.

3.3.4 Step 3: Proposal Post-processing

Since the augmentations used in Section 3.3.2 would affect the location of objects in the

original image, we need to post-process the proposed bounding boxes to revert the impact

of augmentation before passing them to the proposal engine.

Figure 3.7a presents the required post-processing for scaled up bounding boxes. First,

we need to reverse the center cropping by shifting the center of the bounding box. Next,

each bounding box is scaled down with respect to the scaling factor. Figure 3.7b also shows

the required post-processing for the samples that are both scaled-up and flipped. First, the

bounding boxes are scaled down, and then, they are mirrored in order to map them to the
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Figure 3.7: Post-processing the proposed bounding boxes by inference engine

original image.

3.3.5 Step 4: Proposal Engine

At the final step, proposal engine gathers all bounding boxes (BBs) from individual

inferences to generate the final set of predictions. Each input BB includes three different

features: The first one is the location with respect to the image. The second feature is the

confidence of the detector about the existence of an object in the generated BB. Finally, the

last feature is the label of the object.

Algorithm 1 describes the proposal function that is called for each set of bounding boxes

that have the same label. First, the BBs are sorted based on their confidence levels (line

3). Next, starting from the most confident prediction, each prediction is compared with the

remaining ones with respect to their Intersection over Union (IoU) (line 13). If the IoU

is bigger than the provided threshold (IOU thr), the two BBs are overlapping with each

other and can be merged (line 17). The merging function receives the location of BBs and

their confidence levels as input (line 18), and merges them together by taking a weighted

average according to their confidence values. The confidence value for the merged BB is
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Algorithm 1: Proposal engine called for each class
Input: BBs, BBs len, IoU thr, Vote thr
Output: BBs out
Sort(BBs)
visited = [ f alse]×BBs len
for i = 0 to BBs len do

if visitedi then
continue

end if
visitedi = True
cur votes = 1
cur BB = BBsi.BB
cur con f = BBsi.con f
for j = i to BBs len do

if visited j then
continue

else
if IoU(cur BB,BBs j.BB)> IOU thr then

cur BB = Merge(cur BB,BBs j.BB,
cur con f × cur votes,BBs j.con f )

cur votes++
visited j = True

end if
end if
if cur votes >Vote thr then

BBs out.append([cur BB,cur con f ])
end if

end for
end for

further emphasized with respect to the number of votes that it has received so far. Finally,

the merged BB is appended to the output list if it has received sufficient votes (line 24).

The proposal engine results in more accurate and reliable predictions in two different

ways:

• It makes the originally detected BBs more accurate, thereby improving the overall

precision of predictions.

• It improves the reliability of predictions by detecting the originally missed objects,

thereby increasing the overall recall of objects by the detector.
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3.3.6 SoftFusion System Design

To configure SoftFusion for a provided detector, there are two sets of decisions to be

made. The first decision is the number of levels and the choice of image processors to

be used in hierarchical augmentation. The second design point is the threshold values to

be selected for the proposal engine. Configuring both of these settings is done offline by

evaluating the accuracy of different setups over the validation set.

We tried hierarchical augmentation setups with different number of levels and choice

of linear image processing solutions. Based on our preliminary experiments, we saw that

a hierarchy of up to 2 levels gives us the sweet spot in the accuracy gains and speed. As

for the augmentation methods, flipping horizontally was giving us the maximum accuracy

improvements. Therefore, the first level of hierarchy is fixed with horizontal flipping. The

second level is also using either scale up plus center cropping, or translation in both x

and y dimensions. The selection of the second image processor and the corresponding

transformation factor, e.g., how much the input image should be scaled up or translated,

is decided based on the profiling experiment. We further discuss the decision choices for

individual detectors in Section 3.4.

After the augmentation hierarchy is fixed, we profile the threshold values of IoU thr

and Vote thr offline for the maximum accuracy gains. Based on our experiments over

different detectors and datasets, an IOU thr in the range of 50% to 70%, and a Vote thr of

N
2 (N being the total number of images of the augmentation set), was giving us the desired

accuracy improvements. However, these threshold values could be configured more/less

aggressively depending on the tolerance of false positives in the corresponding application.

3.4 Evaluation

We evaluate SoftFusion in multiple aspects. First, we evaluate its impact on overall

accuracy of detections on two different datasets. Next, we analyze the performance overhead
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Dataset Detector Level 1 Preprocessor Level 2 Preprocessor

Pascal VOC
YOLOv3 Horizantal Flip Scale Up

YOLOv4 Horizantal Flip Scale Up

COCO

EfficientDet-D0 Horizantal Flip Translation

YOLOv3 Horizantal Flip Scale Up

RetinaNet Horizantal Flip Translation

Faster-RCNN Horizantal Flip Translation

YOLOv4 Horizantal Flip Scale Up

Table 3.1: Benchmark set used to evaluate SoftFusion.

Detector Backbone Input Size mAP
YOLOv3 Darknet53 416 x 416 78.83

SoftFusion YOLOv3 - L1 Darknet53 416 x 416 81.34
SoftFusion YOLOv3 - L2 Darknet53 416 x 416 81.72

YOLOv4 CSPNet 416 x 416 80.17

SoftFusion YOLOv4 - L1 CSPNet 416 x 416 81.6
SoftFusion YOLOv4 - L2 CSPNet 416 x 416 82.17

Table 3.2: Average precision results on Pascal VOC dataset.

of the proposed solution. Then, we analyze the impact of individual components of the

SoftFusion in terms of accuracy gain. And finally, we evaluate the overall impact of

SoftFusion on the robustness of the predictions.

3.4.1 Methodology

Benchmarks: We use two different datasets on object detection. The first one is the

Pascal VOC [27] which includes 20 different classes of objects. We use Pascal VOC 2007

and 2012 for training purposes, and the test set of Pascal VOC 2007 to evaluate the accuracy.

The 2007 validation set is used to configure the SoftFusion system. The second dataset is

COCO [73] which is composed of 80 different object classes. The 2014 training set is used

to train the models, and the 2017 validation set is used for evaluation purposes. We also

use 20% of the validation set to configure the SoftFusion system on COCO benchmarks.

Table 3.1 summarizes the 7 different benchmarks and the proposed SoftFusion configuration.

Frameworks: Darknet [5] framework is used to train and evaluate the YOLO bench-
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Detector Backbone Input Size FPS (V100) AP AP0.5 AP0.75 AR1 AR10 AR100

EfficientDet-D0 EfficientNet-B0 + BiFPN 512 x 512 62.5 31.4 46.1 34.3 26.8 38.2 40.3

SoftFusion EfficientDet-B0 - L1 EfficientNet-B0 + BiFPN 512 x 512 54.4 32.1 47.5 34.6 27.6 39.3 41.5

SoftFusion EfficientDet-B0 - L2 EfficientNet-B0 + BiFPN 512 x 512 51.8 32.1 47.6 34.7 27.7 39.5 41.8

YOLOv3 Darknet53 416 x 416 54 38.1 67.8 39.2 30.5 47.9 51

SoftFusion YOLOv3 - L1 Darknet53 416 x 416 50.1 40.1 69.4 41.6 31.6 49.8 53.3

SoftFusion YOLOv3 - L2 Darknet53 416 x 416 42.5 40.4 69.9 42 31.7 50.1 54

RetinaNet ResNet-101 + FPN 800 x 800 19.6 40.4 60.2 43.2 33.6 53.2 56.3

SoftFusion RetinaNet - L1 ResNet-101 + FPN 800 x 800 12.55 41 60.4 44 34.2 54.5 58.3

SoftFusion RetinaNet - L2 ResNet-101 + FPN 800 x 800 5.9 41 60.2 44.2 34.1 55.1 59.7

Faster-RCNN ResNeXt-101 + FPN 800 x 800 9 43 63.7 46.9 34.1 53 53.3

SoftFusion Faster-RCNN - L1 ResNeXt-101 + FPN 800 x 800 6.2 43.9 64.3 48.2 34.6 54.5 57.1

SoftFusion Faster-RCNN - L2 ResNeXt-101 + FPN 800 x 800 2.9 44.1 64.3 48.3 35 55.3 58.5

YOLOv4 CSPNet 416 x 416 96 47.2 71.3 51.1 35.7 56.6 59.8

SoftFusion YOLOv4 - L1 CSPNet 416 x 416 82.1 48.5 72 52.6 36.5 0.5 61.6

SoftFusion YOLOv4 - L2 CSPNet 416 x 416 78.6 48.9 72.3 53.7 36.5 58.3 62.7

Table 3.3: Average precision, recall, and speed comparison results on COCO val-2017 dataset.

marks. Detectron2 [127] and Pytorch frameworks are used for the pre-trained models of

EfficientDet-D0, RetinaNet and Faster-RCNN.

Performance Analysis: We use NVIDIA Tesla V100 GPU for speed evaluation. Ultra-

lytics [116] framework is used for YOLO benchmarks, while Detectron2 and PyTorch are

used for speed evaluation of RetinaNet and Faster-RCNN. EfficientDet-D0 is also evaluated

on TensorRT [117].

3.4.2 Accuracy Results

First, we analyze the effect of SoftFusion on the accuracy of the benchmarks. Table 3.1

includes the detail for the image processing techniques used in each level of the hierarchy.

We evaluate two versions of the SoftFusion designs. The first version only includes a single

level of hierarchy for the augmentation (SoftFusion-L1). All benchmarks used horizontal

flipping as the augmentation method in L1. The second version of SoftFusion deploys two

levels of augmentation (SoftFusion-L2). Benchmarks use scaling up or translation in L2

depending on the offline profiling results.

Table 3.2 presents the mean average precision(mAP) gains on Pascal VOC benchmarks.
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On average, we can achieve 2.48% normalized mAP improvement over baseline with single

level of augmentation. In addition, by deploying a 2-level hierarchy, the mAP gains can

further be improved to 3.08%.

Next, we analyze the accuracy gains on COCO benchmarks. Two groups of metrics

are used to evaluate SoftFusion. The first group is average precision which includes three

different configurations with respect to the IoU threshold used: AP0.5 uses an IoU threshold

of 50%, whereas AP0.75 uses a threshold value of 75%. On the other hand, AP is the mean of

average precision evaluated with different IoU threshold values ranging from 50% to 95%

with a step of 5%. The second group of metrics analyzes the average recall of the detector,

i.e., how many objects it successfully detects in each image. AR is measured according to

the top-k detections for each image based on the confidence values of the proposals.

Table 3.3 presents the results for both average precision and recall. By applying

SoftFusion-L1, we achieve an average of 3.16% normalized improvement on AP com-

pared to the baseline. By moving to a higher level of hierarchy we can get an additional

0.53% of gains in AP. The highest gain is achieved in the YOLOv3 benchmark which

achieves 6.3% improvement with SoftFusion-L2. Whereas RetinaNet receives the lowest

amount of gain. By inspecting the AR values we can also see a higher recall factor with

increasing hierarchy level, which leads to lower number of undetected objects.

3.4.3 Performance Analysis

Table 3.3 also presents the performance evaluation results for COCO benchmarks. For

each benchmark, we compare the speed of baseline model on a single image inference with

the speed of SoftFusion designs. Due to low overhead of the batch-processing of the inputs,

we can still maintain the real-time performance of the baseline models with the SoftFusion

applied. On average, SoftFusion-L1 reduces the FPS of the real-time applications by less

than 12.9%. By increasing the hierarchy level to 2, we observe 22.6% reduction in the

number of frames processed per second.
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Figure 3.8: Comparing the reliability of predictions made by SoftFusion-L2 with the baseline detector
across 5 different benchmarks on 2017 COCO validation set

3.4.4 Reliability Analysis of Object Detections

Finally, we compare the robustness of the predictions made by SoftFusion to the baseline

by running a similar experiment as described in Section 3.2.2. Each object in individual

images of the COCO validation set is cross checked with respect to baseline and SoftFusion-

L2 proposed bounding boxes.

Figure 3.8 compares the distribution of all objects across the three possible categories of

outputs for baseline and SoftFusion-L2. In every benchmark, we can observe the reduction

in undetected objects, and increase in the other categories. SoftFusion-L2 results in 9.70%

reduction in the number of undetected objects, and achieves 5.96% increase in the correct

bounding box and label detections.

Overall, SoftFusion results in more robust predictions by reducing the number of unde-

tected objects and either correctly predicting the labels and bounding boxes for them, or at

least realizing their existence.

3.5 Related Works

A set of related works includes the robust fusion of available perception sensors which

plays a vital role [57, 104, 18] in the functional safety of AVs. An important aspect of

fusion is to deal with noisy inputs from individual sensors and generate a probabilistically

reasonable estimate of the environment [100, 97]. [16, 10] discuss how combining vision
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camera systems with radars can improve the detection rates with decreased false detection in

different climate conditions. Radars benefit from lateral resolution and cameras from feature

richness, and the absence of sensing range of cameras is compensated by radars [48, 13, 123].

[18] evaluated a two-layer sensor fusion system consisting of 14 on-board sensors to achieve

93.7% detection rate. [69, 119] fuses LiDAR and camera data to improve the accuracy

of object detection on KITTI dataset. While the hard fusion results in significant gains in

precision of detectors, they are also susceptible to higher runtime overheads due to the need

to process both image and LiDAR data.

Another set of prior works attempts to improve the accuracy of object detectors by fusing

the intermediate semantics representations that are generated throughout the object detection

models. Feature Pyramid Networks (FPNs) is an example for these line of techniques, which

are applied to different baseline object detectors for accuracy gains [72, 76, 134]. Unlike

multi-sensor counterparts, the FPN fusion techniques cause minimal runtime overhead,

since the semantics representations used in fusion are already computed throughout the

baseline object detection procedure. While FPNs are the most related to SoftFusion in

terms of deploying intra-sensor fusion, we can further improve their average precision by

deploying SoftFusion on top of them. This orthogonality effects can be observed in three

of the evaluated benchmarks (EfficientDet-D0, RetinaNet, and Faster-RCNN) which are

deploying FPNs and also benefit in accuracy by addition of SoftFusion.

Sensor fusion also provides the system redundancy, both in spatial domain (different

available sensors) and also time domain(different instances from the same sensor in continu-

ous frames). Space redundancy and time redundancy are recognized standard solutions to

increase the reliability of computer systems. In time redundancy the computation or data

transmission is repeated and the result is compared to the previous result [68, 43, 109]. A

well-known technique to increase the reliability based on replication is n-modular redun-

dancy [106, 8]. Dual modular redundancy (DMR) requires two replications of each element.

It can only detect a mismatch by voting and is not able to help with recovery. To help the
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recovery issue, triple modular redundancy (TMR) uses three replications of each element to

output the correct result when one of the replications fails [77, 107].

Another group of related works focuses on the deployment of image processing tech-

niques with the goal of increased accuracy and reliability [53, 126, 61]. Ensemble methods

for object detection is analyzed by recent work [15], which also proposes the test time

augmentation. But, the solution requires retraining of the networks which eliminates the

possibility of batched inference.

3.6 Conclusion

DNNs are getting deployed in mission critical applications such as object detection in

self-driving cars, or computational health. However, an important question is how reliable

available object detection models are. A widely deployed solution in the AV domain, is

sensor fusion, which introduces redundancy into the system by incorporating different

physical sensors, and results in resiliency against individual sensor failures. In this paper,

we propose SoftFusion which is inspired by the sensor fusion. SoftFusion introduces the

concept of intra-sensor fusion, in which the input for individual sensors could be processed

to generate a diverse set of augmented samples with the goal of adding redundancy per

sensor. In SoftFusion, a hierarchical augmentation unit is proposed to produce the desired

diversity levels for the detector without any implication of retraining required. As a result,

the augmented set of input could be processed in a batched-inference fashion to minimize

the overhead of the multiple inferences. Next, SoftFusion deploys the proposal engine to

effectively combine the bounding boxes proposed for individual samples by taking into

account the confidence level and the number of votes that each prediction receives. With the

combination of augmentation module and proposal engine, SoftFusion can lead to a more

robust object detection in a cost-effective manner. The proposed solution is evaluated on 7

benchmarks and 2 datasets, which shows that SoftFusion can increase the average precision

of the predictions by 3.45% with less than 23% overhead on the baseline latency.
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CHAPTER IV

Efficient Sparsely Activated Transformers * †

4.1 Introduction

Attention-based deep neural networks (DNNs) such as Transformer [118] and BERT [24]

have been shown to exhibit state-of-the-art performance across a variety of machine learning

domains, including natural language processing [124] and computer vision [26]. Due to

their size and complexity, they are expensive to train and deploy, especially on resource-

constrained hardware. In particular, attention layers, which form the building blocks of

such networks, account for the majority of network runtime. Figure 4.1 illustrates this using

the Transformer-XL network [22]; here, we show the proportion of inference latency that

each layer type is responsible for on two different GPUs: the NVIDIA V100 and NVIDIA

A100. We notice that on both GPUs, attention layers (shown in red) account for over 80%

of total inference latency, with the rest coming from feed-forward (blue) and embedding

layers (yellow). Due to their outsize influence on total inference latency, recent work has

explored various approaches for runtime performance optimization that specifically target

attention layers; this includes work such as PAR Transformer [78], where attention layers are

re-distributed within the network to optimize performance, and various papers on pruning

either attention heads and/or entire attention layers [121].

*Published in the 1st Workshop on Dynamic Neural Networks, International Conference on Machine
Learning (ICML’22) [59]

†Submitted to 6th Conference on Machine Learning and Systems (MLSys’23) [60]
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Figure 4.2: Exploration results for Transformer-XL Base model on the enwik8 dataset for different
latency targets. The width of the attention layer blocks represent the relative number of heads.

A separate body of work has explored the addition of sparsely activated layers to

Transformer models to improve task performance [102]. In particular, mixture-of-expert

(MoE) Transformer variants such as Switch Transformer [29] have demonstrated state-

of-the-art task performance while simultaneously improving training and inference costs.

While most work in this direction has focused on improving task accuracy, in this paper

we attempt to answer the following question: can the addition of sparsely activated layers

help preserve accuracy in the face of latency-optimizing network transformations such as

skipping/pruning attention layers? And if so, to what extent?

To help answer this question, we present PLANER, a novel system for designing latency-
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aware sparsely activated Transformer networks. Given a Transformer-based model as input,

along with an inference latency target expressed as a percentage of the baseline model’s

latency, PLANER produces a sparsely-activated Transformer model that fulfills the latency

objective while preserving baseline accuracy. PLANER employs an efficient two-phase

gradient descent-based neural architecture search (NAS) strategy with a dynamic loss

formulation to achieve this. During the search process, PLANER efficiently explores the large

number of alternative architectures arising from different combinations of feed-forward,

attention (with varying number of heads), and mixture-of-expert layers; as a concrete

example, PLANER considers over 68 billion unique architectures for the Transformer-XL

model in our evaluation. The optimized architecture obtained from NAS is then fine-tuned

using a load-balancing loss term to produce the final network. Figure 4.2 demonstrates

how PLANER infers different architectures depending on the user-provided inference latency

targets. Here, each of the inferred architectures matches baseline accuracy, but has different

inference latencies. Depending on the latency target, we notice that PLANER progressively

reduces the number of attention layers and their widths, while using additional MoE and/or

feed forward layers to compensate for potential accuracy drops.

We evaluate PLANER on three different Transformer-based networks drawn from lan-

guage modeling, and demonstrate an inference latency reduction of at least 2× for each

network while maintaining baseline accuracy. We also compare PLANER with prior work

such as PAR Transformer [78] and Sandwich Transformer [91], and with parameter-matched

non-MoE implementations of the final optimized networks.

4.2 Background and Motivation

Mixture-of-expert (MoE) networks [79] dynamically partition the input domain so

that each sub-network or “expert” specializes in one or more input partitions, yielding a

sparsely activated network. Recent work has explored the application of MoE layers to

efficiently increase the model capacity of Transformer-based architectures [102, 67, 29,
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Figure 4.3: General overview of MoE layers and gate function.

33]. These sparsely-activated architectures are shown to achieve similar accuracy gains

without the proportional increase in computation compared to traditional scaling of network

parameters [93]. In this work, we focus on applying MoE layers to improve inference

latency while maintaining baseline accuracy.

Figure 4.3a depicts a general implementation of an MoE layer with three experts. The

sequence of input tokens are distributed among the experts for processing, where each token

is processed by one or more experts. The number of experts per token is denoted as TopK

in this work. In Figure 4.3a, TopK is two. A single-layer linear classifier called a Gate

(Figure 4.3b) decides which expert(s) to use to process a specific token. The Gate generates

a probability distribution across the experts per token, which will then be used to select the

TopK experts.

Layer-wise Performance Analysis: To better understand the performance behavior of

Transformer-based networks, we present layer-wise profiled latencies for the Transformer-

XL Base network in Figure 4.4. Here, each bar represents the latency of a network block

normalized to the latency of default multi-head attention with 8 heads. Note that the default

FFL inner dimension in the Transformer-XL Base network is 2048. Profiling is performed

with a model dimension of 512, sequence length of 192, and batch size of 64 on an NVIDIA

A100 GPU. We observe three key points from the figure: (1) the significant cost of the
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Figure 4.4: Latency comparison of attention, FFL, and MoE layers normalized w.r.t. attention
with 8 heads, profiled on NVIDIA A100 GPU with batch size of 64, sequence length of 192, and
half-precision.

default attention configuration, amounting to a 6.2× higher runtime compared to the default

feed-forward layer (FFL) with an inner dimension of 2048, (2) the approximately linear

scaling of the attention cost with respect to the number of heads (pruning attention heads

and/or blocks could thus play a significant role in improving network performance), and (3)

the compute efficiency of the MoE blocks compared to both attention and iso-parametric

FFL blocks (iso-parametric FFL blocks are obtained by scaling up an FFL block according

to the number of experts to match the number of parameters in a corresponding MoE block),

signifying the promise of using MoE blocks as a cost-effective solution to scale the learning

capacity and compensate for the potential accuracy loss caused by aggressive attention

pruning.
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4.3 Searching for Efficient Transformers

In this section, we provide a thorough description of PLANER’s two-phase NAS method-

ology for finding optimal latency-aware Transformers.

4.3.1 Phase 1: Search Space Exploration

Transformer-based models are composed of multiple blocks, where each block consists

of multi-head attention (MHA) and feed-forward layers (FFLs) [118]. MoEs could thus

be applied to either MHA or FFLs, or both. In this work, we only explore MoE FFLs

in the design space; this is primarily due to the runtime overhead introduced by dynamic

behavior, which we found to be prohibitively high for the already expensive attention layers.

PLANER’s first phase explores the large design space composed of different configurations

of MHAs, FFLs, and MoE layers (see Section 4.4.1 for the full search space). The inputs to

the first phase are the design space, the backbone of the baseline network architecture, and a

target latency, expressed as a ratio with respect to the baseline latency.

For real-world networks, the design space of alternative architectures often gets pro-

hibitively large; for instance, the Transformer-XL Base network on the enwik8 dataset yields

a search space size of over 68 billion architectures. To keep the search tractable, we deploy

a differentiable NAS strategy, which has been shown to be significantly more efficient than

reinforcement-learning-based approaches [135]. We follow a NAS algorithm similar to the

one proposed by [125].

Phase 1 first composes a search architecture using the baseline network’s backbone

as depicted in Figure 4.5. The backbone includes details on the number of blocks (MHA

or FFLs) and their configuration (number of heads or hidden dimension). Using the input

backbone, each of the MHA or FFL blocks in the baseline network are replaced with Super

Blocks (SB), which includes all the search options in the design space. The goal is to find

the best option for each block so that overall accuracy is maximized and the latency target is

achieved. Figure 4.6 depicts the formulation of super blocks. Each of the search options
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Figure 4.6: Formulating super blocks from the search space.

Blocki is accompanied by corresponding architectural weights αi, which are trained using

gradient descent to represent the benefit factor of the search option [125]. To make the

optimization graph differentiable with respect to the architecture weights, the output of the

super block is formulated as:

Out put =
n

∑
i=0

Pi×Blocki(Input)

s.t. Pi = GumbelSo f tmax(αi, [α0, ...,αn]) (4.1)

Where the GumbelSo f tmax generates probability values by sampling the Gumbel distribu-

tion based on α weights.

This formulation yields two sets of parameters to be trained in Phase 1. The first group

contains the actual network weights (Blocki), and the second group the architectural weights
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(αi). Training of each parameter group is done sequentially in each epoch, using separate

optimizers. Thus each epoch of training in phase 1 consists of optimizing the network

weights using 100% of the training samples, and then training the architecture weights using

20% of the randomly sampled training data. We use soft sampling for GumbelSo f tmax

during architecture optimization, and hard-sampling while training the network weights to

reduce the overheads associated with the super blocks. To ensure that neither of the network

weight sets are starved due to the hard-sampling of GumbelSo f tmax, the architecture

optimization is initially disabled for 10% of the epochs, and an annealing temperature

scheduling is used for later epochs. These settings allow the blocks to be randomly sampled

for the appropriate number of search epochs.

4.3.2 User-defined Latency Optimization

PLANER supports the specification of a latency target to provide more flexibility to users

in exploring the performance-accuracy trade-off curve. To incorporate latency optimization

in the search phase, we formulate an auxiliary loss based on the latencies of the search and

baseline network, as well as the target latency. We use an estimation for the end-to-end

latency of the search network as well as baseline in phase 1, using lookup tables filled with

individual block latencies similar to prior work [125]. Equation (2) presents the formulation

for the estimated latency which is composed of accumulating the latencies of each super

block (Lat SB).

Lat =
B

∑
b=0

Lat SBb,

s.t. Lat SBb =
n

∑
i=0

Pbi×Lat i (4.2)

Here, Lat i represents the profiled latency of Blocki in isolation, and Pbi values correspond to

the probability values for super block of b as sampled in Equation (1) with respect to the

architecture weights.
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The latency loss LatLoss is implemented as the ratio of the estimated latency of the search

network (Lat) over the normalized baseline latency with respect to the target latency.

Loss =CELoss +β ×LatLoss

s.t. LatLoss = Lat / (LatBaseline×TargetLat)

s.t. β = 1 i f (LatLoss > 1) else 0 (4.3)

During the training of the architecture weights, the latency loss will be automatically

activated depending on whether the estimated latency of the search network is meeting the

target latency requirement. For example, if the target latency is set to 50% of the baseline,

the latency loss will only get included if the estimated latency is higher than 0.5×LatBaseline.

Otherwise, the scalar factor of β would be 0 in Equation 3, leading the optimizer to adjust the

architecture weights solely in the direction of minimizing the CELoss. This novel dynamic

functionality helps the search progress towards the user latency target without the need for

additional hyper-parameter tuning.

4.3.3 Phase 2: Architecture Sampling and Retraining

The optimized architecture obtained from Phase 1 is now instantiated for retraining.

Since the weights of this final architecture were shared with other search points during Phase

1, a retraining step is necessary to avoid under-fitting and to obtain optimal accuracy. We

construct the optimized architecture by selecting the blocks with the highest architecture

weight values in each super block; from our empirical evaluation, this sampling strategy

best balances additional training overheads with accuracy compared to other approaches

such as the one described in [75]. We retrain the sampled architecture from scratch using

the same settings as the baseline.
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Figure 4.7: Impact of relaxing or enforcing the balance loss on training flow as well as MoE runtime.

4.3.4 Balancing Load Across Experts in MoE Layers

Since MoE blocks may be part of the final architecture, we incorporate an auxiliary loss

during Phase 2 to enforce a balanced load across the experts. We follow the same imple-

mentation of the auxiliary loss for load balancing (BalanceLoss) as Switch Transformer [29].
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Consider an MoE layer with E experts:

Loss =CELoss +BalanceLoss

s.t. BalanceLoss = E×
E

∑
e=0

Fe×Ge (4.4)

Here, Fe represents the fraction of the tokens processed by expert e, and Ge measures the

average gate score received by expert e across the input tokens.

The BalanceLoss provides an approximation for the load balancing score across experts.

If the tokens are distributed uniformly across the experts by the gate function, we can

expect each expert to process 1
E of the input tokens, while receiving an average score of

1
E from the gate. This would result in BalanceLoss having an ideal value of 1 in a fully-

uniform distribution of tokens across the experts. If there is more than one MoE layer in

the architecture, the BalanceLoss is the average of the individual loss values across the MoE

layers.

Figure 4.7a compares the Phase 2 training progress of a Transformer-XL architecture

with multiple MoE layers under two scenarios: (1) when the BalanceLoss term is excluded

from the loss function (Relaxed Load Balancing), and (2) when the loss function includes

the BalanceLoss term (Enforced Load Balancing). From the figure, we notice that trends for

the CELoss term are similar in both scenarios, highlighting the fact that overall accuracy of

the network is unaffected by load balancing constraints. From our experiments, we also

notice that a balanced load improves the runtime of MoE layers by reducing tail latency -

we illustrate this in Figure 4.7b. Here, we notice a runtime speedup of up to 1.16× for MoE

layers when load balancing is enforced.

4.4 Evaluation

We evaluate PLANER on three real-world language modeling tasks and compare the

performance of the latency-optimized networks to other state-of-the-art efficient Transformer
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models. We also provide a detailed analysis of the impact of using our dynamic loss

formulation.

4.4.1 Methodology

We use Transformer-XL (TXL) Base on the WikiText-103 (WT103), enwik8, and text8

datasets as our baseline networks. WT103 is a large word-level language modeling dataset

composed of more than 100M training tokens and a vocabulary size of 267735 words.

enwik8 and text8 are both character-level language modeling benchmarks with more than

90M training characters. While enwik8 treats the data as a sequences of bytes and has a

vocabulary size of 204 Unicode symbols, text8 is composed of English characters and spaces

(vocabulary size of 27 characters).

The backbone architecture for all datasets uses a model dimension of 512 and an

interleaved pattern of multi-head attention (MHA) with 8 heads and feed-forward layer

(FFLs) with an inner dimension of 2048. The total number of blocks (MHA/FFL) is 24 for

enwik8 and text8, whereas WT103 uses 32 blocks‡. The search space for phase 1 includes:

(1) Skip connection, (2) MHA with 1, 2, 4, or 8 heads, (3) FFL with inner dimension of 2048,

and (4) MoE FFL with inner dimension of 2048, 8 experts, where each token is processed

by either 1 or 2 experts (TopK = 1 or 2).

To evaluate the performance of PLANER, we compare the latency and accuracy of

the optimized models with the baseline TXL model and two prior papers: Sandwich

Transformer [91] and PAR Transformer [78].

We explore the design space for WT103 and enwik8 using PLANER’s 2-phase method-

ology (described in more detail in Section 4.3) with target latencies ranging from 50% to

95%. Due to its similarity to the enwik8 dataset, we only perform phase 2 retraining for

text8 using the same network architecture found by PLANER for enwik8 [22].

All training is performed on a node with 8 NVIDIA V100 GPUs. Inference evaluation

‡The number of MHA/FFL blocks is 2× of the number of Transformer blocks.
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Model WT103 (PPL) enwik8 (BPC) text8 (BPC)
Dev Test Dev Test Dev Test

Transformer-XL Base 22.7 23.4 1.114 1.088 1.128 1.194
Sandwich Transformer-XL 22.6∗ - 1.107 1.083 1.122 1.188

PAR Transformer-XL 22.7∗ - 1.121 1.119 1.129 1.197
PLANER Transformer-XL 22.5 23.5 1.109 1.083 1.127 1.191

Table 4.1: Accuracy comparison of PLANER with prior work and baselines (scores marked with ∗ are
referenced). Lower is better for both PPL and BPC metrics.

and look-up table generation done on A100. We use the settings published by NVIDIA for

hyper-parameters [84]. The exact hyper-parameters used for each dataset are:

• WikiText-103 - Network Weights (Phase 1 and 2): JITLamb optimizer, learning

rate of 0.01, batch size of 256, target and memory length of 192, dropout rate of 0.1

for non-MoE layers and 0.2 for MoE layers, and 40000 iterations.

• WikiText-103 - Architecture Weights (Phase 1): Adam optimizer, learning rate of

0.01, initial temperature of 5 for the Gumbel Softmax, and temperature annealing rate

of 0.6.

• enwik8 - Network Weights (Phase 1 and 2): JITLamb optimizer, learning rate of

0.004, batch size of 64, target and memory length of 512, dropout rate of 0.1 for

non-MoE layers and 0.3 for MoE layers, and 120000 iterations.

• enwik8 - Architecture Weights (Phase 1): Adam optimizer, learning rate of 0.01,

initial temperature of 5 for the Gumbel Softmax, and temperature annealing rate of

0.7.

• text8 - Network Weights (Phase 1 and 2): Learning rate of 0.003, other settings

same as enwik8.

• text8 - Architecture Weights (Phase 1): Same as enwik8.
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Figure 4.8: Layer-wise breakdown of each evaluated architecture for WT103 (top) and enwik8 and
text8 (bottom).

4.4.2 Accuracy and Performance Trade-offs

Table 4.1 lists the accuracy numbers obtained by PLANER and compares them with

the baseline architectures across both validation and test sets (columns labeled ‘Dev’ and

‘Test’, respectively, in Table 4.1). Here, PPL and BPC denote model perplexity and bits-

per-character, respectively. For the WT103 dataset and Sandwich/PAR Transformer-XL, we

reference the reported PPL numbers in the literature for the Dev set (entries labeled with

asterisks). For enwik8 and text8, all the architectures are re-trained and evaluated across both

Dev and Test sets. We notice that all the TXL variants, including ones produced by PLANER,
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Figure 4.9: Speedups obtained by PLANER w.r.t. various baselines across different batch sizes and
sequence length of 64, profiled on NVIDIA A100. For each task, the PLANER target latency was in
the range of 50% to 65%.

maintain baseline accuracy levels. Figure 4.8 provides a deeper dive into the various network

architectures we evaluate for the individual datasets. We notice that PLANER aggressively

prunes/skips attention layers, while intelligently introducing sparsely activated layers for

accuracy recovery.

Figure 4.9 shows the speedups obtained by PLANER and the various baselines (described

in Section 4.4.1) across all three datasets and varying batch sizes. For each task, the PLANER

target latency was in the range of 50% to 65%. From the Figure, we notice that PLANER
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provides speedups of over 2× at larger batch sizes. On smaller batch sizes, PAR Transformer

outperforms PLANER; this is primarily due to the non-optimized MoE layers used in our

current implementation. Specifically, our current implementation computes the outputs

of each expert sequentially, where a batch of sequences with N tokens are sequentially

processed in mini-batches of size TopK×N
Experts . This consequently leads to under-utilization of

the compute units.

Figure 4.10 provides a more detailed overview of the current deficiencies in the sequential

implementation of the MoE layers; here, we provide a runtime comparison of the FFL,

MHA, and MoE layers across different batch sizes normalized with respect to FFL runtime.

At lower batch sizes, MoE layers have an overhead of 7× over FFL, which is also higher

than the MHA layers. However, as batch size increases, GPU resource utilization goes

up, consequently decreasing the overhead of MoE layers to less than 3×. The oracle

implementation (dashed orange line in Figure) shows the theoretically optimal runtime of

the MoE layer. Since we use a Topk value of 2 (viz., each input token is processed by

2 experts), we notice a corresponding 2× runtime overhead over the baseline FFL. Note

that the oracle runtime does not take overheads related to gate function evaluation and the

gathering/scattering of tokens across experts into account - the real-world runtime is thus
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for MoE and Iso-parameter scaled FFL setups. Profiled on NVIDIA A100 with batch size of 64 and
sequence length of 64.

likely to be higher. We are currently working on a more optimized parallel implementation

of MoE layers, which will help plug this performance gap across various batch sizes.

4.4.3 Comparison to Iso-parametric Setting

We also compare PLANER to an iso-parameter setup, which replaces the MoE with a

scaled FFL in the search space. The scaled FFL has an inner dimension of 16384, which

results in the same number of parameters as the MoE with 8 experts. The goal of the

iso-parameter experiment is to analyze the effectiveness of different model scaling solutions

in compensating for accuracy drops caused by aggressive attention pruning.

Figure 4.11 presents the comparison of the Pareto frontiers of the architectures obtained

by PLANER with different latency targets on the WT103 dataset. From the Figure, we clearly

notice that the use of MoE layers results in higher performance architectures across the

board at different accuracy levels. Further performance benchmarking reveals that scaled

FFL layers are at least 2× slower than our (relatively unoptimized) MoE layers and actually

approach the runtime of the much slower MHA layers with 8 heads. Naively scaling up the

size of FFLs is thus not an ideal option for either improving accuracy or performance.
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Figure 4.12: Correlation between target, estimated, and end-to-end latency.

4.4.4 Validating Estimated and End-to-end Runtime

In this section, we analyze the performance of the dynamic latency loss used in Phase 1.

Figure 4.12a shows the correlation between input target latency and the estimated latency of

the architectures sampled at the end of Phase 1, while Figure 4.12b shows the correlation

between estimated latency and profiled end-to-end latency. We make two important observa-

tions from the figures: (1) our dynamic latency loss formulation successfully steers the NAS

towards architectures that match the input target latency, and (2) the latency estimated in

Equation (2) is highly correlated with real-world latency, making it an appropriate option

for PLANER’s Phase 1 search.

4.4.5 Repeatability Evaluation

To evaluate and validate the reproducibility of our experiments, and observe any po-

tential variations in the final architectures, we also repeat the PLANER optimization of the

architectures evaluated in Section 4.4.2. For this experiment, we keep all hyper-parameters

fixed, but repeat PLANER’s search process four times. Figure 4.13 presents the achieved
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Figure 4.13: Speedup and accuracy results for the repeatability experiment.

accuracy and speedup numbers from our experiment. We notice that all the accuracy values

are within 0.5% of the baseline, with speedups consistently over 2×.

Figure 4.14 illustrates the variations in the final architectures explored at the end of

phase 1 for both the WT103 and enwik8 datasets. Although the architectures do not match

exactly, we notice a strong similarity in the total number of heads in the attention layers

(14± 0 heads for WT103 and 20± 2 heads for enwik8, across all four repeats). We also

notice that MoE layers tend to be concentrated towards the end of the networks across both

datasets.

4.5 Related Work

The introduction of the Transformer family of networks has overhauled the domain

of NLP. These attention-based architectures have been shown to outperform their LSTM-

based counterparts both in terms of effectively capturing time dependencies [118] as well

as inference latency [103]. The general architecture of these models consists of multiple

Transformer blocks, where each Transformer block consists of multi-head attention(s) and
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Figure 4.14: Explored architectures through repeatability experiment on WT103 and enwik8 dataset.

feed-forward layers.

Recent work has introduced Mixture-of-Expert (MoE) layers within networks to de-

compose tasks into sub-tasks, where experts could be trained on individual sub-tasks [79].

One motivation behind this idea is to dynamically partition the input space, with experts

getting specialized on individual partitions. Recent work has also studied the application

of MoE layers to efficiently increase the model capacity of Transformer-based architec-

tures [102, 67, 29, 33]. These sparsely-activated architectures have been shown to achieve

accuracy gains without the proportional increase in computation compared to traditional

scaling of network parameters [93]. While MoE layers have been applied for accuracy
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improvement and training speed-ups, their use in designing latency-aware architectures have

not been explored as thoroughly.

A separate body of work has also focused on optimizing the performance of Transformer

models. In particular, [91] show that it is possible to achieve better accuracy by redistributing

multi-head attention and FFL layers across the network while maintaining the original

runtime. PAR [78] deploys NAS to explore the number and distribution of attention layers

(while keeping the same head count) for improved latency. [121] prune attention heads

and reduce the width of FFLs (while keeping the same backbone as the baseline) using an

evolutionary NAS algorithm to design hardware-aware Transformers. While these works

have explored the distribution or configuration of individual (non-MoE) layers in isolation,

none of them consider both aspects simultaneously as part of a larger NAS search space.

Additionally, as we demonstrate in this paper, the inclusion of MoE layers in the design

space can help reduce inference latency further by removing/pruning attention layers more

aggressively while maintaining baseline accuracy.

Finally, [42] explore the possibility of employing sparsely activated layers for designing

more computationally efficient Transformer architectures. While this work shares some

of the the same goals as PLANER, it primarily targets floating point operation (FLOP)

reduction, which has been demonstrated to have little to no correlation with actual measured

runtime, especially on parallel hardware [132]. Additionally, [42] limit the NAS space by

constraining the location of attention and MoE layers to those in the baseline Transformer

architecture. While this could potentially help reduce search complexity, it also significantly

limits performance gains and speedups [91].

4.6 Conclusion

This paper has presented PLANER, an automated system for optimizing the inference

latency of Transformer-based networks. PLANER employs a two-phase NAS methodology

to systematically introduce sparsely activated layers into the given network, and uses a
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dynamic loss formulation to achieve user-provided latency targets while preserving accuracy.

On three real-world NLP models, PLANER achieves inference latency reductions of over 2×

at iso-accuracy.
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CHAPTER V

Conclusion

5.1 Summary

The overarching goal of my research is to optimize deep learning applications both in

the efficiency of executing them on various hardware platforms, and also trustworthiness

of the outputs predicted by them. My work was aiming diverse domains in deep learning

such as computer vision and natural language processing, including applications including

autonomous vehicles such as self-driving cars, machine learning in healthcare such as

precision medicine, and many other mainstream deep learning applications both in servers

and also mobile platforms such as language modeling, machine translation, image processing,

and etc.

In Chapters II and III, my focus was to improve the reliability aspects of deploying deep

learning modules in the mission critical applications. The goal was to provide systematic

solutions to efficiently identify the unreliable behaviors in the deep learning inference due to

the inherent inaccuracy problems of these probabilistic models. In both of theses chapters,

my optimizations were targeting both the reliability and efficiency of the deep learning

systems. In Chapter IV, the goal was to optimize the compute efficiency of the Transformer

architectures in the means of reducing the inference latency of these architectures. The

reliability aspect of this project was on the lines of maintaining the baseline accuracy levels,

in order to preserve the original quality of the Transformer architecture.
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During the Chapter II, the goal was to develop a practical method to design and realize

systems of CNNs that can increase robustness and reliability of classification results with

imprecise and currently available CNNs as the building blocks. During the initial reliability

assessment, I observed that regardless of the baseline accuracy of the CNN, nearly 10% of

the predictions made by are wrong with a high confidence, which is a significant number.

Next, inspired by the modular redundancy techniques in hardware reliability domain, I

proposed the PolygraphMR system. PolygraphMR uses input preprocessing techniques to

develop different variations of a CNN and combines them as a modular redundant system

of heterogeneous CNNs. PolygraphMR enhances reliability by leveraging variations in

behavior of each CNN that is trained in different circumstances. It takes advantage of

behavior diversity to detect symptoms of unreliability from the predictions of individual

CNN variants. Different performance optimizations were also applied to reduce the overhead

of the system by: First, by reducing the energy consumption of the individual CNNs in the

system by compressing the network weights using precision reduction. Second, by activating

only a portion of the CNNs by default and activating other CNNs in case the reliability status

could not be determined by the initially activated CNNs. Across six benchmarks evaluated,

PolygraphMR detects an average of 33.5% of the baseline mispredictions with less than 2x

overhead.

In Chapter III, I extended my learnings from image classification to the object detection

domain. I studied intra-sensor fusion as complementary approach to traditional sensor fusion

to increase both the precision as well as recall of the object detectors. With intra-sensor

fusion, a diversity of inputs is synthesized at runtime, e.g., image/video filtering, to feed

the original object detector. Intelligent combination of output data from individual inputs

can lead to improvement in the precision of detections in the original objects as well as

detection of the new objects that were missed by the original detector. My goal in this

project was to achieve higher detection accuracy and reliability, with the least amount of

overhead introduced in latency and cost. With careful design of synthesized inputs, it is
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possible to run inference in a batched fashion and stay away from the multiplicative cost of

multiple inferences as in traditional modular redundancy. Furthermore, with intelligently

processing the data from individual inputs, we can achieve more precise bounding box

proposals with fewer objects left undetected. The evaluatation results show an improvement

of 3.45% in the average precision of the predictions, with less than 23% latency overheads

over the baseline.

Finally in Chapter IV, I targeted the efficiency of the Transformer architectures that

are getting widely deployed both in natural language processing and computer vision

domains. I discovered that main bottleneck in the inference of these models correspond to

the multi-head attention layers. So a systematic optimization methodology is proposed to

automatically alter the baseline Transformer architecture to satisfy user’s latency targets.

PLANER dynamically decides on the distribution of attention layers and their number of

heads in order to comply with the latency requirements, and it employs mixture-of-expert

layers when necessary throughout the network architecture to compensate for potential

accuracy loss caused by attention pruning. PLANER achieves more than 2× reduction in the

inference latency of three language modeling tasks, while preserving the original accuracy

levels.

5.2 Future Directions

Based on the solutions proposed in this dissertation, there are different new directions

that could be explored as future directions.

PolygraphMR and SoftFusion adapt the idea of modular redundancy in computer vision

domain for improved reliability. The proposed systems target image inputs in image

classification and object detection tasks. However, there are two main directions that we

could explore as future directions. First, we could extend the modular redundancy idea

to other tasks in computer vision that are also being deployed in mission-critical tasks.

An example for this is the Image Segmentation that has applications in the self-driving
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cars. Compared to image-classification, in segmentation we need to do the classification

task for each individual pixel of the input image. This could provide new challenges and

opportunities for us. For instance in the decision engine, we should consider the additional

computational costs due to the scope of the problem. On the other hand, continuity of the

objects in the neighboring pixels of an image, could provide us new opportunities to be

explored in the decision policy for improved reliability.

Another direction that we could follow in the scope of reliability, is to adapt the idea of

intra-sensor fusion proposed in SoftFusion to other input domains, i.e., LIDAR and Radar

data. Considering the availability of LIDAR and Radar sensors in the self-driving cars, we

could ask the question of what preprocessing techniques we could apply to these non-image

input domains in the augmentation step.

Finally, the optimization methodology proposed in PLANER could be employed for

any deep learning task using the Transformer architectures. This includes other tasks such

as machine translation in the natural language processing domain, as well as the recently

emerging applications in the computer-vision domain that are also based on these attention-

based architectures [114, 52]. A future direction for PLANER, is to extend it to other domains

in deep learning and assess the potential achievable speedup rates. On the other hand, the

optimizations in the PLANER is hardware-aware, and I have only targeted GPU platforms.

Therefore, analyzing the explored architectures by PLANER for other hardware platforms

such as mobile accelerators, is another potential direction.
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