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Abstract 

Accurate estimates of land carbon fluxes at continental and regional spatial scales require 

increased understanding of site-to-site differences in seasonal carbon exchange and robust 

benchmarks against which to evaluate model performance. In this thesis, we use measurements 

of atmospheric CO2 to develop a new observationally-based metric related to the land carbon 

flux against which to evaluate model performance and we probe land-atmosphere carbon 

exchange across spatial and temporal scales to increase understanding of the spatial distribution 

of carbon sources and sinks.  

First, the northern extratropical growing season net flux (GSNF) is estimated using aircraft 

profiles of CO2 measured over the remote oceans. This GSNF is shown to be a robust model 

benchmark. The northern extratropical GSNF is estimated to be 5.7 ± 0.3 Pg C and coupled 

model intercomparison project phase 5 (CMIP5) and phase 6 (CMIP6) models are shown to 

underestimate the GSNF and overestimate the growing season length on average when compared 

to the observations. This result provides a new and robust observational target of large-scale land 

carbon flux for prognostic model evaluation.  

Second, an emergent constraint approach is applied to prognostic model GSNF to estimate 

northern extratropical annual fluxes for gross primary productivity (GPP), heterotrophic 

respiration (RH), and net primary productivity (NPP). Our GSNF-constrained value of 56 ± 15 

Pg C for GPP is 8 Pg C larger than a commonly used estimates derived from upscaled flux 



 x 

towers. Our larger hemispheric GPP estimate in comparison to that from upscaled flux towers 

indicates that estimates for global GPP may be on the higher end of the current range.  

Third, we estimate the northern hemisphere seasonal cycle by upscaling the Total Carbon 

Column Observing Network (TCCON) to determine how representative the network is of the 

northern hemisphere. The results indicate that the TCCON is not yet representative of the 

northern hemisphere. This is likely due to sparse coverage in the high-latitudes. Increasing the 

coverage and of the network may improve the representativeness of the network.  

Lastly, to understand spatial heterogeneity in seasonal cycle amplitudes, we delved into 

diurnal cycle information from TCCON sites and spatially resolved variations in productivity 

from space-based data. We saw that saw that nearly all of the variability in the seasonal cycle can 

be explained by mean March potential temperature at 700 hPa, mean December diurnal cycle 

amplitude, and maximum annual solar induced chlorophyll fluorescence at a given site.  
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 : Introduction 

1.1 Climate Change 

Climate change, the long-term increase in global temperatures and associated 

modification in weather patterns due to the emission of greenhouse gasses (GHGs) to the 

atmosphere, is one of humanity's most significant challenges. Climate change has already 

negatively impacted ecosystems, biodiversity, and people beyond natural climate variation 

(Pörtner et al., 2022). Many lifeforms and ecosystems struggle to adapt to the changing climate 

leading to an increased rate of extinction (Aitken et al., 2008; Bellard et al., 2012; Halsch et al., 

2021; Poloczanska et al., 2013; Raven and Wagner 2021; Reid et al., 2019; Visser 2007; Walsh 

et al., 2019) and one study by Thomas et al. (2004) predicts 15-37% of species in their sampled 

regions will go extinct by 2050 under mid-range climate-warming scenarios.  

The change in climate causing these extinctions is driven by what is known as the 

“greenhouse effect”. Shortwave radiation from the Sun is transmitted through the atmosphere 

and absorbed by the Earth. Outgoing longwave radiation emitted by the Earth is partially 

absorbed by atmospheric GHGs, such as water vapor, carbon dioxide (CO2), and methane in the 

Earth’s atmosphere. This radiation is then re-emitted, increasing the amount of radiation 

absorbed at Earth’s surface. To achieve energy balance, the surface temperature must increase to 

increase the total emitted energy consistent with the Stefan-Boltzmann law. Water vapor is 

Earth’s dominate greenhouse gas and is naturally occurring. Other greenhouse gases, such as 

CO2, may occur naturally or may be anthropogenic (human caused).  
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Figure 1.1 Monthly average atmospheric CO2 concentration at Mauna Loa, Hawaii. The 

monthly data are from surface measurements from NOAA and the data can be found at 

https://gml.noaa.gov/ccgg/trends/data.html.( Dr. Pieter Tans, NOAA/GML 

(gml.noaa.gov/ccgg/trends/) and Dr. Ralph Keeling, Scripps Institution of Oceanography 

(scrippsco2.ucsd.edu/). 

Without the greenhouse effect, the planet would be too cold to sustain life; however, 

human activities, such as the burning of fossil fuels, have increased the amount of GHGs in the 

atmosphere at a rapid rate. The rate of increase is determined not only by fossil fuel emissions, 

but also by the removal from the atmosphere by the land and oceans. Measurements by the 

National Oceanic and Atmospheric Administration (NOAA) have shown an increase of 

atmospheric CO2 concentration of approximately 100 ppm over the past 60 years (Figure 1.1).  

CO2 is the primary anthropogenic GHG (Bruhwiler et al., 2018; Hansen et al., 1981). The 

impact a GHG, such as CO2, has on the climate can be quantified by its radiative forcing. The 
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Intergovernmental Panel on Climate Change (IPCC) define radiative forcing as the measure of 

influence a particular factor has on the amount of downward directed radiant energy impacting 

Earth’s surface. The 2013 IPCC assessment estimates a total of approximately 2.3 W/m2 of 

radiative forcing due to human activity since pre-industrial times (Ramaswamy et al., 2019). The 

increase in atmospheric CO2 between 2000 and 2010 alone was responsible for an increase of 0.2 

W/m2 of radiative forcing (Feldman et al., 2015). This radiative forcing contributes to increasing 

temperatures and according to the 2022 Global Climate Report from NOAA’s National Centers 

for Environmental Information, the global average temperature in 2022 was 1.55°F above the 

average global temperature for the 20th century. 

1.2 Carbon Cycle 

Atmospheric CO2 has a large impact on climate through radiative forcing. The total 

amount of CO2 in the atmosphere is determined by emissions as well as uptake by the land and 

ocean. Thus, understanding when, where, and why carbon enters and leaves the atmosphere is 

necessary for understanding and simulating climate. On geologic timescales of hundreds of 

millions to billions of years, the geosphere acts as a reservoir of carbon (Berner 1999, Dasgupta 

2013). Carbon enters and exits the geologic reservoir on timescales of millennia unless perturbed 

by human activity (Pearson and Palmer 2000). On timescales of tens to thousands of years, 

carbon cycles through the atmosphere, biosphere, and oceans (Berner 1999, Dasgupta 2013). 

This cycling is governed by processes at the interplay of physics, biology and chemistry. For 

example, carbon enters the atmosphere at the Earth’s surface through respiration of living 

organisms and exits the atmosphere when dissolved at the ocean’s surface. 
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In the context of anthropogenic climate change, we are primarily concerned with the 

relatively fast exchange of carbon between the atmospheric, biospheric, and oceanic reservoirs, 

and we seek to understand the processes that move carbon within and between these reservoirs 

(Fig 1.2, Ciais et al., 2013). Since the Industrial Revolution, humans have been perturbing the 

carbon cycle by burning fossil fuels, which rapidly moves carbon from the geologic reservoir 

into the atmosphere. Around half of the CO2 released by the combustion of fossil fuel stays in the 

atmosphere. Friedlingstein et al. (2022) estimate the atmospheric CO2 growth rate was 47% of 

total emissions for 2011-2020. The remaining CO2 is taken up and stored in the biospheric and 

oceanic sinks, which were estimated in the same study to take on 29% and 26% of total 

emissions respectively for that decade.  

The magnitude of exchange, or what we call strength, of the ocean and land carbon sinks 

may change as atmospheric CO2 rises and climate changes. The land is estimated to be a net sink 

of over 3 PgC yr-1 (Fig. 1.2, Friedlingstein et al., 2022). The size of this flux is largely 

determined by photosynthesis, the primary way the land removes carbon from the atmosphere, 

and respiration, the primary way the land emits carbon into the atmosphere. It is estimated that 

approximately 130 PgC enters the atmosphere each year due to respiration and fires (Fig. 1.2, 

Friedlingstein et al., 2022), and 130 PgC is removed from the atmosphere each year due to 

photosynthesis (Fig. 1.2, Friedlingstein et al., 2022). 
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Figure 1.2 Simplified diagram of the global carbon cycle adapted from Figure 2 of 

Friedlingstein et al., 2022. Numbers represent annual carbon fluxes in PgC yr-1 and arrows 

indicate the direction of the flux. 

 

As emissions have increased over the past century, so too has the strength of the land and 

ocean sinks, maintaining uptake of approximately half of total emissions. However, previous 

studies have shown that the current trend of increasing CO2 uptake by the land and ocean sinks 

may not continue indefinitely (e.g. Ballantyne et al., 2012; Friedlingstein et al., 2014; Green et 

al., 2019).  Elevated concentrations of CO2 in the atmosphere can enhance rates of 

photosynthesis and lead to an increase in land uptake. For example, up to 60% of the present 

land sink may be due to increasing atmospheric CO2 (Schimel et al., 2015). However, this 
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“fertilization effect” may be limited in the future by factors such as nutrient availability (Norby 

et al., 2010), drought (Cooley et al., 2018), and temperature (Yin et al. 2018). The potential 

change in the land sink under a changing climate highlights the need for an increased 

mechanistic understanding of the spatial and temporal distribution of CO2 sources and sinks in 

order to accurately estimate atmospheric CO2 and forecast climate. 

On the global scale, the land is currently a net sink for CO2. However, there are large 

regional variations in carbon fluxes. For example, a regional study by Piao et al. (2012) showed 

an increase in carbon storage in southern China from 1990-2009 but a decrease in carbon storage 

in northern East Asia over the same time period. 

These fluxes also exhibit seasonal and diurnal variations due to changes in factors such as 

temperature, light availability, and moisture. For example, the net uptake of CO2 by terrestrial 

ecosystems in the Northern Hemisphere is greatest in the summer months when photosynthesis 

rates are highest. Northern Hemisphere terrestrial ecosystems act as a net source of CO2 in the 

winter months when photosynthesis is limited by cold temperatures and shorter days (Baldocchi, 

2008; Zhang et al., 2015). Similarly, carbon fluxes will vary over the course of the day. During 

the daytime, there is ample sunlight available for photosynthesis and plants take up more CO2 

from the atmosphere than they release through respiration. However, at night, photosynthesis 

ceases while respiration continues and the ecosystem becomes a net source of CO2 into the 

atmosphere (e.g. Baldocchi, 2008; Zhang et al., 2015). 

These spatial, seasonal, and diurnal variations in land carbon fluxes have important 

implications for understanding the global carbon cycle and how it will change under a changing 

climate. A variety of methods are used to measure and model carbon fluxes at different spatial 
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and temporal scales, providing a comprehensive picture of the global carbon budget and allowing 

for prediction of future climate. 

1.3 Climate modeling 

Earth system models (ESMs) are valuable tools that can be used to simulate the behavior 

of the climate system, allowing quantification of natural and human-caused variations to Earth’s 

climate historically and into the future. ESMs represent an advance over climate models in that 

that fully couple important components of the climate system, including atmosphere, oceans, and 

terrestrial ecosystems, including by simulating movement of carbon through the Earth system in 

accordance with feedbacks such as those described above. While many early climate models had 

the goal of predicting physical climate, current ESMs attempt to predict future climate by 

accurately simulating all physical, chemical, and biological processes relevant to the carbon 

cycle. Prognostic climate models must accurately simulate carbon exchange (Bonan & Doney, 

2018; Friedlingstein, 2015) to ensure the simulated amount of CO2 and resulting radiative 

forcing, are internally consistent and a reasonable expectation for a given scenario (Rogelj et al., 

2012; Wigley et al., 1992); however, large differences exist between model projections. For 

example, the ensemble of Coupled Model Intercomparison Project phase 5 (CMIP5) models 

shows biases in historical atmospheric CO2 increase as large as 20%, likely due to differences in 

the simulation of ocean and land fluxes (Friedlingstein et al., 2014).  

This uncertainty can be reduced by assimilating knowledge of previous and current fluxes 

of carbon dioxide. Observed fluxes provide data for model calibration and targets against which 

models can be benchmarked. For example, when Friend et al. (2007) used flux measurements 

made over four vegetation types to calibrate the land-surface scheme of a global climate model, 
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they saw a significant improvement in simulated climate by that model. More recently, Keppel-

Aleks et al. (2013) compared atmospheric CO2 simulations from the Community Earth System 

Model-Biogeochemisty (CESM1-BGC) to surface, aircraft, and column observations. They 

found that the model underestimated the atmospheric CO2 mean annual cycle in the Northern 

Hemisphere over the historical period, indicating that the net flux in the land component of 

CESM during the growing season was too weak. One large-scale effort to reduce model 

uncertainty is the International Land Model Benchmarking (ILAMB) system, which assesses 

model performance by comparing model output to observational data sets (Collier et al., 2019). 

The ILAMB system compares multiple models with observations simultaneously which allows 

relative differences among models and model versions to be quickly identified. Improving 

models requires fully understanding the spatial and temporal distribution of carbon sources and 

sinks, as-well-as the factors that influence the strength of those sources and sinks, so that there 

are good data to use in model calibration and evaluation. 

1.4 Measuring and Estimating Carbon Fluxes 

Considering that atmospheric CO2 is dependent on surface fluxes, it is possible to gain 

information about land-atmosphere carbon exchange from atmospheric CO2 observations. 

Measurements of atmospheric CO2 can be decomposed into three components, a long-term trend, 

a seasonally-varying component, and a residual. Keeling (1960) found that the long-term trend in 

atmospheric CO2, discussed above and shown in figure 1.1, is primarily driven by anthropogenic 

fossil fuel emissions and that the seasonally-varying component of atmospheric CO2 is largely 

driven by terrestrial biospheric carbon fluxes. There is an increase in atmospheric CO2 during 

winter months as respiration outpaces photosynthesis. During summer, the net exchange from 

respiration and photosynthesis is reversed as plants grow, resulting in a decrease in atmospheric 
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CO2. As a result of this relationship between atmospheric CO2 and terrestrial uptake during the 

growing season, the study of the seasonal cycle can give insight into land surface fluxes. For 

example, Bolin and Keeling (1963) analyzed the meridional seasonal cycle of atmospheric CO2 

and showed the atmospheric growth rate was smaller than expected from fossil fuel emissions, 

which they attributed to an ocean carbon sink and which made way for the proposal of a land 

carbon sink (Tans 1990). A 1985 study by Bacastow et al. concluded that the observed increase 

in the seasonal amplitude of atmospheric CO2 at Mauna Loa, Hawaii was most likely due, at 

least in part, by an increase in plant activity. More recently, a mass-balance analysis 

incorporating the global mass rate of increase of atmospheric CO2 and emissions estimates 

verified that land and ocean sinks have increased in strength over the last 50 years (Ballantyne et 

al., 2012). 

Ideally, we could measure the flux of CO2 at the atmosphere-ocean interface and at the 

atmosphere-land interface; however, the vastness and heterogeneity of the Earth’s surface make 

it challenging to get these types of measurements or to robustly interpolate between sites where 

fluxes are measured (Bastviken et al. 2022). For example, the technique of eddy-covariance, 

which directly measures net terrestrial ecosystem-atmosphere CO2 exchange by analyzing high-

frequency wind and scalar atmospheric data series (Baldocchi 2003; Goulden et al., 1996), is 

limited to small spatial scales (Wang et al., 2016). One method of upscaling eddy-covariance 

flux measurements is presented by Kumar et al. (2016) but the accuracy of the estimates were 

closely tied with how well sampled an ecoregion was, with regions where sampling was sparse 

or nonexistent having low accuracy and high uncertainty. Another approach has been to use 

machine learning to upscale flux measurements made at sites within the FLUXNET network of 

eddy covariance towers to the globally gridded FLUXCOM product (Jung et al., 2019). While 
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the FLUXCOM product is able to successfully reproduce the carbon cycle at the global scale, the 

spatial distribution and interannual variability of carbon fluxes found using the FLUXCOM 

product are not yet reliable (Jung et al., 2020). The difficulty in making reliable observations of 

carbon fluxes at regional and hemispheric spatial scales motivates the use of models in 

estimating carbon fluxes. 

1.5 Inverse Modeling 

The atmospheric concentration of CO2 at any location is modified both by surface fluxes 

and atmospheric transport. If atmospheric transport can be well simulated, measurements of 

atmospheric CO2 taken in the boundary layer can be used to infer surface fluxes.  Previous 

studies have inferred fluxes on regional and continental scales by observing the concentration 

distribution of atmospheric CO2 and assuming information about atmospheric transport (e.g. 

Bolin and Keeling, 1963; Enting and Mansbridge, 1989; Hyson and Pearman, 1980). Beginning 

in the 1980s, 3-D CO2 tracer transport studies were performed (e.g. Fung et al., 1983; Keeling et 

al., 1989; Tans et al. 1990), with many aiming to evaluate estimated biospheric fluxes by 

comparing simulated and measured values of atmospheric CO2. Keeling et al. (1989) found that 

the model which they evaluated tended to overestimate the seasonal cycle compared to 

observations and Tans et al. (1990) concluded there must be a northern land carbon sink, 

spurring a search for said land sink.  

These tracer transport studies were the precursor to inversion studies which aimed to 

estimate land and ocean fluxes. Under an inversion system, models start with some previously 

assumed information about fossil fuel emissions, ocean flux, and residual (representing the land 

flux).  They then simulate CO2 concentrations forward in time at the resolution of the 
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atmospheric transport model, typically 1-5 degrees in latitude and longitude.  These simulated 

concentrations are compared to observations and the fluxes are adjusted so that the simulated 

spatial and temporal variations in CO2 reasonably match those in the observations (Ciais et al., 

2010). 

Unfortunately, these optimized fluxes have been shown to be sensitive to the way 

transport is simulated (e.g. Baker et al., 2006; Gerbig et al., 2008; Gurney et al., 2003; Gurney et 

al., 2004; Schuh et al., 2019; Verma et al., 2017).  The Atmospheric Carbon Cycle Inversion 

Intercomparison (TransCom 3) project allowed for the comparison of results from an ensemble 

of models that used the same observations but different atmospheric transport. One result from 

the TransCom 3 project showed that uptake of CO2 in large regions, such as the Northern 

Hemisphere, differed across models due to differences in the simulation of seasonal terrestrial 

exchange of CO2 (Gurney et al., 2002).  Another result of the TransCom 3 project showed that 

flux estimates depended on vertical CO2 gradients, which led to differences in the partitioning of 

the northern extratropical (NET) and tropical (Tr) land sinks (Stephens et al., 2007). A more 

recent model Intercomparison project showed that while models are converging on the 

partitioning of the land exchange, there are still large disagreements on ocean-land flux 

partitioning (Gaubert et al., 2019).  While these models are improving, the differences among 

transport models remain the largest source of uncertainty in flux estimates made using these 

models (Schuh et al., 2019). 

1.6 Summary and Thesis Overview 

Despite the current limitations, we have learned quite a lot over the last 60 years since the 

first reliable measurements of atmospheric CO2 were made by Keeling (1960). We now 
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understand that atmospheric CO2 is increasing due to anthropogenic fossil fuel emissions and 

that the increase is not as fast as expected due to uptake by land and ocean sinks (Bolin and 

Keeling, 1963; Bacastow et al., 1985). Land-atmosphere carbon exchange leaves an imprint on 

atmospheric CO2 in the form of a seasonally varying component of observed CO2 (Keeling, 

1960). Models have been created that are able to reasonably simulate the Earth’s climate 

(Randall et al., 2007; Flato et al., 2013). Reasonably accurate estimates of carbon fluxes at the 

local scale can be made using techniques such as eddy-covariance, and at the hemispheric and 

global scale using atmospheric CO2 measurements and transport models.  

Yet, even with the advancements that have been made, there is still a lot to learn. There is 

currently difficulty in reliably estimating carbon fluxes at continental, regional, and subregional 

scales, especially in the tropics (Bruhwiler et al., 2011), and there are still large uncertainties in 

model simulations of land carbon fluxes (Friedlingstein et al., 2014). One way to address these 

issues is to use measurements of atmospheric CO2 to develop new metrics related to the land 

carbon flux against which to evaluate model performance and to probe land-atmosphere carbon 

exchange across spatial and temporal scales to increase understanding of the spatial and temporal 

distribution of carbon sources and sinks.  

Integrating CO2 observations into analyses of flux estimates and model benchmarking is 

needed to improve climate simulations. In the last 15 years, there has been an increase in 

measurements of the total abundance of CO2 in the atmospheric column using both ground-based 

and space-based instruments. Including measurements of the column-averaged dry-air mole 

fraction of CO2 (XCO2) in inversion studies decreases uncertainty in land flux estimates (e.g. 

Basu et al. 2018; Byrne et al., 2020). Vertical profiles from aircraft campaigns also provide an 

opportunity to decrease uncertainty in flux estimates when assimilated into inversion systems 
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(e.g. Verma et al., 2017). Here, we propose that these observations of atmospheric CO2 can be 

used to increase understanding of seasonal land-atmosphere carbon exchange and to create 

meaningful metrics against which to evaluate model performance without relying heavily on the 

use of inverse models, which introduce uncertainty. The aims of this work are as follows:  

 We use CO2 profiles measured over the remote oceans to infer the Northern extratropical 

growing season net flux (GSNF) and show that this flux can be used to benchmark model 

performance.  

 We employ an emergent constraint approach to estimate Northern extratropical annual 

fluxes for gross primary production (GPP), due to photosynthesis, heterotrophic 

respiration (RH), due to decomposition of organic matter by microorganisms, and net 

primary production (NPP), which is GPP minus plant respiration.  

 We investigate the representativeness of a network of ground-based instruments 

measuring column-averaged dry air mole fractions of CO2 (XCO2). 

 We utilize ground-based and space-based measurements of XCO2 to connect across 

temporal and spatial scales to explain differences in site-to-site seasonal cycles and gain 

understanding of sub-regional carbon fluxes. 
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 : Evaluating Northern Hemisphere Growing Season Net Carbon Flux in Climate 

Models Using Aircraft Observations 

 

This chapter has been previously published at Global Biogeochemical Cycles.  
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Keppel-Aleks, Gretchen. (2023). Evaluating Northern Hemisphere Growing Season Net Carbon 

Flux in Climate Models Using Aircraft Observations. https://doi.org/10.1029/2022GB007520 

 

Key Points: 

 Aircraft observations of atmospheric carbon dioxide concentrations are used to infer the 

northern extratropical growing season net flux.  

 The observations suggest a larger net flux and shorter growing season than simulated in 

Earth system models. 

 An emergent constraint approach is used to estimate productivity and respiration fluxes.  
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Abstract 

Understanding terrestrial ecosystems and their response to anthropogenic climate change 

requires quantification of land-atmosphere carbon exchange. However, top-down and bottom-up 

estimates of large-scale land-atmosphere fluxes, including the northern extratropical growing 

season net flux (GSNF), show significant discrepancies. We develop a data-driven metric for the 

GSNF using atmospheric carbon dioxide concentration observations collected during the High-

Performance Instrumented Airborne Platform for Environmental Research (HIAPER) Pole-to-

Pole Observations (HIPPO) and Atmospheric Tomography Mission (ATom) flight campaigns. 

This aircraft-derived metric is bias-corrected using three independent atmospheric inversion 

systems. We estimate the northern extratropical GSNF to be 5.7 ± 0.3 Pg C and use it to evaluate 

net biosphere productivity from the Coupled Model Intercomparison Project phase 5 and 6 

(CMIP5 and CMIP6) models. While the model-to-model spread in the GSNF has decreased in 

CMIP6 models relative to that of the CMIP5 models, there is still disagreement on the magnitude 

and timing of seasonal carbon uptake with most models underestimating the GSNF and 

overestimating the length of the growing season relative to the observations. We also use an 

emergent constraint approach to estimate annual northern extratropical gross primary 

productivity to be 56 ± 17 Pg C, heterotrophic respiration to be 25 ± 13 Pg C, and net primary 

productivity to be 28 ± 12 Pg C. The flux inferred from these aircraft observations provides an 

additional constraint on large-scale, gross fluxes in prognostic Earth system models that may 

ultimately improve our ability to accurately predict carbon-climate feedbacks. 
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Plain Language Summary 

The exchange of carbon between the land and atmosphere is an important part of the 

Earth’s climate, and this exchange might change due to human-caused climate change. However, 

estimates of land-atmosphere carbon fluxes made using different techniques do not agree with 

each other. We use atmospheric carbon dioxide observations collected during two flight 

campaigns to show that 5.7 Pg C are exchanged between the atmosphere and the land in the 

northern hemisphere during the summer growing season. This estimate is used to evaluate the 

performance of two generations of climate prediction models. The newer generation of models 

show less spread than the older generation, but there is still significant disagreement on the 

magnitude and timing of land-atmosphere carbon exchange among models. Most models 

underestimate the growing season net flux and overestimate the length of the growing season. 

We also use our observational estimate to reduce the spread on component fluxes of carbon 

exchange, namely uptake by photosynthesis and release by respiration. 

2.1 Introduction 

Approximately half of the carbon dioxide (CO2) released annually by the combustion of 

fossil fuels stays in the atmosphere (Keeling et al., 1976; Schimel et al., 2001; Friedlingstein et 

al., 2021). The remaining CO2 is taken up by the terrestrial biosphere and ocean in roughly equal 

proportion (Khatiwala et al., 2009, Keeling et al., 2014; Sabine et al., 2004). The efficiency of 

the ocean and land sinks varies with both climate and atmospheric CO2, representing an 

important feedback in the climate system (e.g. Ballantyne et al. 2012; Fung et al., 2005; 

Fernandez-Martinez et al., 2019). The strength of the land sink may be related to the amplitude 

of the seasonal cycle of atmospheric CO2 (e.g. Keeling et al., 1996; Randerson et al., 1997) via 

annual and seasonal imbalances between photosynthesis and respiration. However, the 
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magnitude, and spatial and temporal distributions of gross primary productivity (GPP) and net 

primary productivity (NPP) vary noticeably among Earth system models (ESMs) (e.g. Hu et al., 

2022). Furthermore, models typically underestimate the change in amplitude of seasonal CO2 

exchange in northern land ecosystems over time (e.g. Graven et al., 2013) or underestimate CO2 

uptake in the Northern Hemisphere mid-high latitudes. (e.g. Canadell et al., 2021, fig 5.24).   

Multi-model ensembles of coupled carbon-climate models show large differences in their 

land sink projections, especially for terrestrial carbon uptake (e.g. Arora et al., 2020; Cadule et 

al., 2010).  For example, Friedlinstein et al. (2014) showed that the Coupled Model 

Intercomparison Project phase 5 (CMIP5) models range between -173 and 758 Pg C in 

simulations of cumulative land carbon uptake for 1850 to 2100 when forced by RCP8.5. This 

uncertainty exists in historical simulations where models both overestimate and underestimate 

the historical atmospheric CO2 increase by over 20%. These differences are mainly due to 

uncertainties in the land carbon cycle response, with differences in their cumulative land flux 

estimates of 214 Pg C for 1850-2005, more than double the differences in their cumulative ocean 

flux estimates (Friedlingstein et al., 2014). 

Quantifying the exchange of carbon between the atmosphere and the land surface at 

hemispheric and global scales is challenging because the heterogeneity of Earth’s surface makes 

it difficult to upscale local flux measurements (e.g. Friend et al., 2007; Kumar et al., 2016). 

Atmospheric inversion, wherein carbon fluxes are estimated from atmospheric CO2 observations 

using atmospheric tracer transport models, provides a method to infer large-scale carbon fluxes 

(e.g. Tans et al., 1990; Ciais et al., 2010; Thompson et al., 2016); however, this method has been 

shown to be sensitive to uncertainty due to the simulation of vertical transport (Schuh et al., 

2019; Stephens et al., 2007; Verma et al., 2017). Atmospheric inversions that rely only on 
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surface observations must accurately represent vertical mixing to estimate CO2 concentrations 

aloft. Uncertainty in atmospheric inversion flux estimates can be characterized through the use of 

observations of the vertical profile of atmospheric CO2 (e.g. Peiro et al., 2022; Stephens et al., 

2007). 

Global-scale aircraft observations, such as those made during the High-Performance 

Instrumented Airborne Platform for Environmental Research (HIAPER) Pole-to-Pole 

Observations project (HIPPO, 2009-11) and the Atmospheric Tomography Mission (ATom, 

2016-18), are representative of large regions and capture the vertical profile of atmospheric CO2 

(Wofsy et al., 2011; Thompson et al, 2021). These campaigns measured the vertical structure of 

CO2 in the atmosphere across a range of latitudes and over the full seasonal cycle, and allow for 

analysis of seasonal changes in hemispheric-scale atmospheric CO2 (e.g. Jin et al., 2021), which 

are dominated by land exchange.  We use the seasonal cycle of atmospheric CO2 concentrations 

measured during the HIPPO and ATom flight campaigns to develop a metric for evaluating the 

simulation of terrestrial CO2 exchange in prognostic ESMs. 

We derive estimates of the northern hemisphere net land flux integrated over the growing 

season, or growing season net flux (GSNF), as a benchmark for model evaluation (e.g. Collier et 

al., 2018). The creation of flux benchmarks allows for a direct comparison of observations and 

model simulations at the flux level rather than at the concentration level (e.g. Keppel-Aleks et 

al., 2013), which requires either using an atmospheric transport model or emulator (Liptak et al., 

2017) to translate fluxes into atmospheric mole fraction variations. This research explores an 

alternative approach to formal inverse modeling to constrain net land-atmosphere carbon fluxes 

at hemispheric scale.  We use CO2 measurements from the HIPPO and ATom flight campaigns 

to infer the GSNF with only minimal reliance on atmospheric transport models. Thus, our 
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estimated flux is less sensitive to errors in transport simulation and gives more robust insight into 

prognostic model inconsistencies. 

We describe the data sets and methods used to derive GSNF in Section 2.2.  We discuss 

the GSNF and compare to ESM estimates of net biosphere productivity (NBP), GPP, 

heterotrophic respiration (RH), and net primary productivity (NPP), using output from the 

Coupled Model Intercomparison Project phase 5 and 6 (CMIP5 and CMIP6) in Section 2.3. This 

is followed by a discussion of those results in Section 2.4 and conclusions in Section 2.5. 

2.2 Data and Methods 

2.2.1 Aircraft Observations 

We used dry air mole fractions of CO2 measured in the free troposphere during the 

HIPPO and ATom aircraft campaigns. HIPPO (Wofsy, 2011; Wofsy et al. 2017) used the 

NSF/NCAR HIAPER Gulfstream V aircraft to make measurements primarily over the remote 

Pacific from 87° N to 67° S (Fig. 2.1a) during five campaigns that spanned all four seasons 

between 2009 and 2011 (Table 2.1). The aircraft flew vertical profiles from near the surface to an 

altitude of 14 km; typically, a full profile was completed over ~2.2° of latitude (Fig. 2.1b). 

During these flights, measurements were made of greenhouse gasses and related tracers. CO2 

mole fractions were measured using three different in situ instruments and two whole air 

samplers: the Harvard Quantum Cascade Laser System (QCLS, Santoni et al., 2014), the 

Harvard Observations of the Middle Stratosphere (OMS, Daube et al., 2002) instrument, the 

National Center for Atmospheric Research (NCAR) Airborne Oxygen Instrument (AO2, 

Stephens et al., 2021), the National Oceanic and Atmospheric Administration (NOAA) Portable 

Flask Packages (PFP, Sweeney et al., 2015), and the NCAR/Scripps Medusa Whole Air Sampler 

(Stephens et al., 2021). For our analysis, we used the recommended CO2.X variable, which is 
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derived primarily from QCLS measurements with calibration periods gap-filled using OMS 

measurements, reported as part per million dry air mole fraction (Wofsy et al., 2017). We used 

the 10-second merge data product and all CO2 measurements are reported to be within 0.2 ppm 

with respect to the WMO X2007 scale (Santoni et al., 2014). The mean bias between QCLS and 

NOAA flask measurements across all five HIPPO campaigns is 0.11 ppm (Santoni et al., 2014). 

We used comparisons to the other 4 systems as a measure of analytical uncertainty. We also used 

observations of N2O made by QCLS to identify stratospheric samples. 

 

Figure 2.1 Flight paths for (a) HIPPO-2, which flew over the remote Pacific in November 2009, 

and (c) ATom-1, which flew over the Pacific and Atlantic in August 2016. All other campaigns 

followed similar flight paths. Flight path with continuous vertical profiling for flight 3, which 

flew from Anchorage, AK to Kona, HI for (b) HIPPO-2 and (d) AToM-1. All other flights flew a 

similar path. 

ATom (Wofsy et al., 2021; Thompson et al., 2022) is a more recent series of flight 

campaigns that used the NASA DC-8 aircraft to measure atmospheric trace gas concentrations 

by traveling south over the Pacific and north over the Atlantic (Fig. 2.1c) and which included a 

much larger scientific payload. As with HIPPO, a full annual cycle was measured, with flights 
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that occurred in each of the four seasons over a three-year period from 2016 to 2018 (Table 2.1). 

Flights spanned 83°N to 86°S and sampled vertical profiles from 0.2 to 12 km in altitude (Fig. 

2.1d). ATom measured CO2 using the QCLS, AO2, Medusa, and PFPs similarly to HIPPO but 

also included a NOAA Picarro instrument. For our analysis, we used the CO2.X variable, which 

consists of NOAA Picarro measurements gap-filled using QCLS measurements. However during 

the first two flights of ATom-1, the NOAA Picarro measurements were not reported due to an 

inlet problem. Similar to HIPPO, we used the 10-second merge data product (Wofsy et al., 

2021). To identify and remove stratospheric samples, we used observations of N2O from QCLS 

and the NOAA PAN and Trace Hydrohalocarbon ExpeRiment (PANTHER, ATom-1 only). 

While the WMO CO2 scale has been recently updated, both the HIPPO and ATom observations 

used here have been calibrated with respect to the previous, WMO X2007, scale. 

Table 2.1 Aircraft data used in this study 

Deployment Northern Hemisphere (Southbound) 

Dates and Ocean Basin 

Northern Hemisphere (Northbound) 

Dates and Ocean Basin 

HIPPO-1 1/8/09-1/16/09, Pacific 1/28/09-1/30/09, Pacific 

HIPPO-2 10/31/09-11/7/09, Pacific 11/16/09-11/22/09, Pacific 

HIPPO-3 3/24/10-3/31/10, Pacific 4/10/10-4/16/10, Pacific 

HIPPO-4 6/14/11-6/22/11, Pacific 7/4/11-7/11/11, Pacific 

HIPPO-5 8/9/11-8/24/11, Pacific 9/3/11-9/8/11, Pacific 

ATom-1 7/29/16-8/6/16, Pacific 8/17/16-8/23/16, Atlantic 

ATom-2 1/26/17-2/3/17, Pacific 2/15/16-2/21/17, Atlantic 

ATom-3 9/28/17-10/6/17, Pacific 10/19/17-10/28/17, Atlantic 

ATom-4 4/24/18-5/1/18, Pacific 5/14/18-5/21/18, Atlantic 
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2.2.2 Curtain Averages from Atmospheric Concentrations 

The CO2 observations from all flight campaigns are combined to estimate the average 

northern extratropical tropospheric CO2 seasonal cycle (Bent, 2014). We then use a set of 

transport models to convert the time derivative of this cycle into estimates of northern 

extratropical terrestrial CO2 flux. We refer to this process as “bias correction.”   

To isolate tropospheric CO2 signals, we define an upper cutoff of 300 hPa and remove 

any remaining observations with detectable stratospheric influence using the measured 

concentration of nitrous oxide (N2O) and a cutoff value of 319 parts per billion (ppb) after 

detrending the data to 2009; samples whose N2O concentration falls below this threshold are 

removed from the observations (Bent, 2014). We also manually remove outlying samples 

primarily obtained during takeoffs and landings, to avoid strong local influences from biospheric 

exchange or fossil emissions. The flights and times filtered are identified in Data Sets S1 and S2. 

We filter output at the same locations and times for the transport model CO2 mole fractions 

simulated along the flight tracks, discussed in section 2.2.3. This stratospheric and local 

influence filtering removes 2.8% of the observations within the defined domain from the HIPPO 

and ATom datasets. We do not use observations from the northbound leg of HIPPO-1 because it 

only extended to 40°N, and both QCLS and OMS have been filtered for altitude-dependent 

biases on these flights.  

We then detrend the filtered data by removing the long-term trend in the NOAA Mauna 

Loa in situ CO2 mole fraction record (Thoning et al., 2022), found by Seasonal-Trend 

decomposition using locally estimated scatterplot smoothing (STL, Cleveland et al., 1990) with a 

2-year smoothing window. By detrending, the overall annual mean level of flux is removed, 

leaving only the (relative) seasonal cycle. 
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We calculate the extratropical mean drawdown by first aggregating the detrended data in 

latitude and pressure bins. We discretize the atmosphere into bins of 5° in latitude and 50 hPa in 

pressure, for the latitude range 20°N to 90°N  and the pressure range 300 hPa to 1000 hPa. 

Observations at latitudes south of 20°N are excluded because of the differences in the phasing of 

the tropical seasonal cycle to that north of 20°N, and observations at pressures below 300 hPa 

were excluded because measurements were sparse and frequently in the stratosphere. Within 

each bin, we average all data collected for a given day of the year and then fit a second-order 

harmonic as a function of day of the year with an offset due to the difference in the annual mean 

relative to Mauna Loa (Fig. S1).  We then generate seasonal time series at daily resolution from 

the harmonic fits and take the pressure-weighted average of these values for each latitude bin. 

These partial columns are then integrated over latitude from 20°N to 90°N (Eq. 1), using 

cosine(lat) weighting to reflect the influence on the zonal volume below 300 hPa at latitudes 

where observations were made. We call the result of this integration the “curtain average” 

concentration of atmospheric CO2 (Bent, 2014).  

𝐶𝑢𝑟𝑡𝑎𝑖𝑛𝐴𝑣𝑔 =  
∫ ∫ 𝑎𝑣𝑒𝐶𝑂2(𝜑,𝑃) 𝑑𝑝 cos 𝜑𝑑𝜑

1000 ℎ𝑃𝑎
300 ℎ𝑃𝑎

90°𝑁
20°𝑁

∫ ∫ 𝑑𝑝 cos 𝜑𝑑𝜑
1000 ℎ𝑃𝑎

300 ℎ𝑃𝑎
90°𝑁

20°𝑁

      (1) 

The curtain average is shown in black in Figure 2.2, and is compared to northbound and 

southbound legs of each HIPPO and ATom mission where each point is found by filtering, 

detrending, interpolating and extrapolating to get a full altitude and latitude slice, then taking a 

pressure and cosine of latitude weighted average (Akima, 1978). 

The derivative, found as a finite-difference, of the curtain average concentration fit line 

with respect to time, then gives the rate of change of CO2 of this atmospheric volume as a 

function of the day of the year. 
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Figure 2.2 Two-harmonic fit to detrended average carbon dioxide concentration in ppm as a 

function of day of year for HIPPO and ATom flight campaigns in the atmospheric curtain 

between 20°N and 90°N in latitude and between 1000 hPa and 300 hPa in pressure. The points 

are found by filtering, detrending, interpolating and extrapolating to get a full altitude and 

latitude slice, then taking a pressure and cosine of latitude weighted average. The black line is 

the average of all fits to individual latitude-pressure bins with the annual mean removed. The 

direction of flight (southbound or northbound) is shown with filled and unfilled symbols because 

southbound flights occurred 2-3 weeks earlier than northbound flights. 

We convert from a rate of change in dry air mole fraction to a rate of change in mass 

balance (MB) by multiplying the mole fraction by the mass of dry air north of 20°N and between 

the surface and 300 hPa in pressure. This mass is found using the ERA5 reanalysis fields used by 

Tracer Model 5 (TM5) within CarbonTracker 2019 (Krol et al., 2005; Jacobson et al., 2020). We 

use the time mean mass of 1.21087452 × 1018 kg within the domain across the HIPPO and 

ATom time periods, neglecting annual and seasonal variations, which are less than 0.2%. 
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2.2.3 Flux Estimates Using Atmospheric Transport Models 

Although the HIPPO and ATom observations over the remote ocean provide 

representative estimates of background values, the sampling and discretization method, zonal 

gradients, and mixing out of the domain result in differences between our MB time derivatives 

and zonal fluxes. Also, fossil fuel emissions and air-sea gas exchange make small contributions 

to the observed cycles. We use atmospheric transport models to account for the cumulative effect 

of: 1) atmospheric mixing across the southern boundary and above the pressure boundary; 2) 

spatial sampling biases associated with specific flight tracks; 3) zonal sampling bias; 4) temporal 

sampling biases associated with synoptic variability, subseasonal sample distribution, and 

interannual variability; and 5) contributions from fossil-fuel emissions and ocean uptake.  

Atmospheric inversions provide optimal estimates of surface-atmosphere CO2 exchange 

derived from both atmospheric CO2 mole fraction data and initial estimates for land-atmosphere 

and ocean-atmosphere exchange in the context of an atmospheric transport model. We use 

posterior concentrations from three different inversions (Table 2.2) to reduce the uncertainty that 

may arise due to biases present in the choice of transport model as differences in transport have 

previously been shown to lead to large differences in optimized fluxes (Gurney et al., 2002; 

Schuh et al., 2019; Stephens et al., 2007). 

CarbonTracker is a data assimilation system consisting of the TM5 atmospheric transport 

model coupled to an ensemble Kalman filter (Jacobson et al., 2020; Peters et al., 2007). TM5 is a 

global two-way nested transport model driven by 3-h meteorological forcing from the ERA5 

operational forecast model (Krol et al., 2005). We used output from the most recent Carbon 

Tracker release (CT2019B, Jacobson et al., 2020), which includes optimized carbon fluxes 

through the HIPPO and ATom time period, and CO2 mole fractions simulated along the flight 
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paths for the HIPPO and ATom campaigns, which match the dates, times, and locations for the 

HIPPO and ATom data included in the GLOBALVIEWplus v5.0 ObsPack product (Cooperative 

Global Atmospheric Data Integration Project, 2019). CT2019B assimilated 460 time series 

datasets including data from the HIPPO and ATom campaigns. The datasets assimilated in 

CT2019B were mostly surface in situ, surface flask, and tower in situ observations from sites 

around the world. 

The Model for Interdisciplinary Research on Climate version 4 atmospheric general 

circulation model based chemistry transport model (MIROC4-ACTM) provides posterior 4-D 

CO2 fields and optimized surface fluxes through the HIPPO and ATom period (Chandra et al., 

2022). Atmospheric CO2 transport in MIROC4-ACTM is simulated by the Japan Agency for 

Marine-Earth Science and Technology’s ACTM, a transport model driven by meteorological 

parameters from the Japanese 55-year Reanalysis (JRA55, Patra et al., 2018). We used the 2020 

version of MIROC4-ACTM output and MIROC CO2 mole fractions simulated along the flight 

paths for the HIPPO and ATom campaigns matching the dates, times, and locations for the 

HIPPO and ATom data included in the GLOBALVIEWplus v5.0 ObsPack product. MIROC4-

ACTM assimilated surface flask data from 50 sites around the world (Chandra et al. 2022). 

We used a third set of inverse modeling output from the Copernicus Atmosphere 

Monitoring Service (CAMS; Chevallier et al., 2005). Within CAMS, transport of atmospheric 

CO2 is simulated by the global climate model of the Laboratoire de Météorologie Dynamique, 

zoom capacity (LMDZ) driven by meteorological parameters from ECMWF (Chevallier et al., 

2005). We used CO2 mole fractions simulated along the HIPPO and ATom flight paths matching 

the dates, times, and locations for the HIPPO and ATom data included in the  

GLOBALVIEWplus v5.0 ObsPack product, and posterior carbon fluxes from CAMS v20r1, 
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which contains output through the HIPPO and ATom period. CAMS v20r1 assimilated surface 

air-sample data from 159 sites around the world. 

Table 2.2 Inverse models used in this study. 

  CT2019B MIROC4-ACTM CAMS 

Years 

Available 

2000-2018 1996-2018 1979-2020 

Years Used 2009-2018 2009-2018 2009-2018 

Transport TM5 ACTM LMDZ 

Meteorology ERA5 JRA55 ERA5 

Resolution 

(lat x lon in 

degrees) 

Globe 2x3, N America 1x1 Glb2.8x2.8 Glb1.9x3.75 

Fossil Fuels Miller and ODIAC EDGARv432 GCP-GridFEDv2021.2 

Reference (Jacobson et al., 2020) (Chandra et al., 2022) (Chevallier et al., 2005) 

 

For each model, we calculate the annual cycle of the northern extratropical net land flux 

by removing the long-term annual mean of the posterior land flux, which excludes fossil fuel 

emissions and ocean fluxes, from 2000 - 2018 at each grid cell and then taking an area-weighted 

average north of 20°N.  We linearly interpolate between monthly means to get an annual cycle at 

daily resolution to allow for direct comparison to the aircraft-observation-derived MB.  
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To correct for bias, we match the model ObsPack output date, time, and location to the 

10-second merge files for HIPPO and ATom, then repeat the analysis described in Section 2.2.2 

using posterior CO2 mole fractions simulated along the HIPPO and ATom flight tracks to 

calculate the curtain average and MB for each atmospheric inversion system. The averaged 

posterior land flux is then subtracted from the MB to derive a seasonal correction. The MB found 

using posterior CO2 mole fractions simulated along the HIPPO and ATom flight tracks is the MB 

that would be observed if transport and fluxes in our world perfectly matched transport and 

fluxes in the model, with a time delay between the two curves due to the time takes the signal of 

land fluxes to reach the location where measurements are made. Thus, in each model, we assume 

the difference between the MB for each model (solid lines in Fig. 2.3a) and northern 

extratropical average posterior land flux (dashed lines in Fig. 2.3a) is due primarily to mixing 

outside the domain, model fluxes, and time delay, with additional influences listed above. We 

determine the correction for each model and subtract it from the observationally derived MB 

(dotted black line in Fig. 2.3b) resulting in transport-model specific flux estimates (solid color 

lines in Fig. 2.3b). The average difference across the three models (dashed black line in Fig. 

2.3b) is subtracted from the observationally derived MB to estimate the seasonal cycle of the 

average net flux, hereafter referred to as the “flux cycle”, into the atmosphere (solid black line in 

Fig. 2.3b).  

We find that the contribution of atmospheric transport uncertainty for the large spatial 

scale over which we average is small. In particular, noted variations in representations of vertical 

mixing (Stephens et al., 2007; Schuh et al. 2019) may change the distribution of CO2 within our 

domain but not the domain average. 
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2.2.4 Growing Season Net Flux from Seasonal Flux Cycles 

We then calculate the net atmospheric carbon exchange during the growing season, or 

GSNF, as the integral of the flux cycle during the growing season, defined to be when the bias 

corrected flux cycle is negative, which is nominally equivalent to the period when detrended 

atmospheric CO2 is declining, primarily due to additional uptake by the biosphere as GPP 

outpaces respiration.  

By detrending the observations, this estimate excludes the annual mean flux of CO2, 

which itself includes fossil fuel emissions and terrestrial and oceanic sinks. Thus, our estimate of 

GSNF reflects the seasonal-only component of terrestrial exchange; the actual net uptake by the 

terrestrial biosphere during the growing season is larger when the annual component (long-term 

sink) is included. This approach is consistent with prior use of GSNF (e.g. Fung et al., 1983; 

Yang et al., 2007). Seasonal variations in fossil-fuel emissions and air-sea exchange contribute to 

seasonal variations in atmospheric CO2, but these influences are small at about 3% and 5% of 

land exchange respectively on average for the three inversion systems, and have been removed 

by our use of the land flux in our model-based bias correction. 

Earth System Models (CMIP5 and CMIP6) 

The Coupled Model Intercomparison Project (CMIP) is an international, multi-model 

research intercomparison project whose purpose is to compare a coordinated set of simulations 

from ESMs in order to gain a better understanding of our ability to model climate change and 

associated feedbacks (Friedlingstein et al., 2006). The ESMs that participate in the CMIP 

simulate relevant physical, chemical, and biological processes within the coupled Earth system 
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(Eyring et al., 2016) using models developed by individual modeling centers worldwide, with the 

goal of including the most important processes that feed back into the climate system. 

 

Figure 2.3 (a) Time derivative of concentrations from observations and inverse models, along 

with model fluxes. The dashed lines the area weighted average of posterior land fluxes from each 

inversion system in the domain 20°N-90°N. The solid lines are found by using the carbon dioxide 

mole-fractions along the flight track for each model to calculate the MB as described in Section 

2.2. The solid black line is the time derivative of concentrations using the HIPPO and ATom 

observations. The estimated flux for the observations is bias corrected by finding the difference 

between the dotted and solid lines for a given model and applying that difference to the time 

derivative of the concentration. (b) Estimated flux after bias correction. The colored lines are 
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found by calibrating using only the model indicated and the solid black line is found using the 

average correction. The dotted black line is the time derivative of concentration before the 

correction. 

Here, we analyzed the historical simulations for CMIP5 and CMIP6 (Table 3) that span 

the period from 1850 to 2005 for CMIP5 and to 2014 for CMIP6. We analyzed the CO2-

concentration driven historical simulations in which environmental forcing, such as greenhouse 

gas concentrations and solar forcing, are prescribed. Land and ocean fluxes are allowed to evolve 

prognostically in response to greenhouse gasses and other forcings (Eyring et al., 2016).  

 

The northern extratropical seasonal land flux for CMIP5 and CMIP6 models is calculated 

by removing the long-term annual mean and taking the area-weighted average of each model's 

NBP output north of 20°N, linearly interpolating between monthly mean values, similar to the 

method used on the inversion posterior fluxes (Section 2.2.3). In addition, we fit a second-order 

harmonic to the NBP seasonal cycle to find seasonal timing within the models.  We define the 

growing season in each model as the period for which the model simulates net terrestrial uptake, 

which allows us to evaluate each model’s growing season start and end dates against those 

inferred from the aircraft observations. In ESMs, NBP reflects the balance of gross 

photosynthetic uptake, ecosystem respiration, and disturbance and harvest fluxes, and 

corresponds to the land-atmosphere carbon exchange, making it comparable with our 

observationally derived flux. We note that ESMs generally do not represent lateral carbon fluxes 

in rivers, but we expect these to have a relatively minor contribution to our observed seasonal 

variations. We average multiple years of NBP output from the CMIP models to derive a 

climatology; for CMIP6, we average over 2009 - 2014, and for CMIP5, we average over 2000-

2005 because the output is not available through the HIPPO and ATom timeframe. We evaluate 
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the ensembles as a whole by taking the median of each ensemble of models. We also evaluate 

area-weighted averages of three major component fluxes: GPP, RH, and NPP. Instead of 

analyzing the fluxes integrated over the growing season, we analyze the fluxes integrated over 

the entire year for GPP, RH, and NPP, which still correlate with the GSNF and are more useful 

than the seasonal fluxes when analyzing the carbon budget (e.g. Ballantyne et al., 2015; Tans et 

al., 1990). For the flux analysis, we use a subset of the models (9 of 12 CMIP5 models and 13 of 

17 CMIP6 models, Table 2.3) for which historical NBP, GPP, RH, and NPP are available. 
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Table 2.3 Earth system models used in this study. Models in bold are included in the subset used 

to analyze GPP, RH, and NPP 

Model Generation Land Component Ocean 

Component 

Institution 

ID 

Reference 

ACCESS-

ESM1-5 

CMIP6 CABLE2.4 ACCESS-

OM2 

(MOM5) 

CSIRO Ziehn et al., 

2019 

CanESM5 CMIP6 CLASS3.6/CTEM1.2 NEMO3.4.1 CCCma Swart et al., 

2019 

CESM2 CMIP6 CLM5 POP2 NCAR Danabasoglu 

et al., 2019 

CESM2-

FV2 

CMIP6 CLM5 POP2 NCAR Danabasoglu 

et al., 2019 

CESM2-

WACCM 

CMIP6 CLM5 POP2 NCAR Danabasoglu 

et al., 2019 

CESM2-

WACCM-

FV2 

CMIP6 CLM5 POP2 NCAR Danabasoglu 

et al., 2019 

CMCC-

CM2-SR5 

CMIP6 CLM4.5 NEMO3.6 CMCC Lovato et al., 

2020 

CMCC-

ESM2 

CMIP6 CLM4.5 NEMO3.6 CMCC Lovato et al., 

2021 

GISS-E2-1-

G 

CMIP6 GISS LSM GISS NASA-

GISS 

NASA/GISS 

2018 

GISS-E2-1-

H 

CMIP6 GISS LSM HYCOM NASA-

GISS 

NASA/GISS 

2019 

IPSL-

CM6A-LR 

CMIP6 ORCHIDEE NEMO-

OPA 

IPSL Boucher et 

al., 2018 

MPI-ESM-

1-2-HAM 

CMIP6 JSBACH3.2 MPIOM1.63 HAMMOZ-

Consortium 

Neubauer et 

al., 2019 

MPI-

ESM1-2-

LR 

CMIP6 JSBACH3.2 MPIOM1.63 MPI-M Wieners et 

al., 2019 
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NorCPM1 CMIP6 CLM4 MICOM1.1 NCC Bethke et al., 

2019 

NorESM2-

LM 

CMIP6 CLM MICOM NCC Seland et al., 

2019 

NorESM2-

MM 

CMIP6 CLM MICOM NCC Bentsen et 

al., 2019 

TaiESM1 CMIP6 CLM4 POP2 AS-RCEC Lee et al., 

2020 

CanESM2 CMIP5 CLASS2.7 and 

CTEM1 

CanOM4 

and 

CMOC1.2 

CCCma Chylek et 

al., 2011 

CCSM4 CMIP5 CLM4 POP2 NCAR Gent et al., 

2011 

CESM1-

BGC 

CMIP5 CLM BEC NSF-DOE-

NCAR 

Long et al., 

2013 

GFDL-

ESM2G 

CMIP5 LM3 TOPAZ NOAA 

GFDL 

Dunne et al., 

2013 

HadGEM2-

CC 

CMIP5 MOSES2 and 

TRIFFID 

HadGOM2 MOHC Collins et al., 

2011 

HadGEM2-

ES 

CMIP5 MOSES2 and 

TRIFFID 

HadGOM2 MOHC Collins et al., 

2011 

INM-

CM4.0 

CMIP5 - - INM Volodin et 

al., 2010 

IPSL-

CM5A-LR 

CMIP5 ORCHIDEE ORCA2 IPSL Dufresne et 

al., 2013 

IPSL-

CM5A-MR 

CMIP5 ORCHIDEE ORCA2 IPSL Dufresne et 

al., 2013 

MIROC-

ESM 

CMIP5 MATSIRO COCO MIROC Watanabe et 

al., 2011 

MIROC-

ESM-

CHEM 

CMIP5 MATSIRO COCO MIROC Watanabe et 

al., 2011 

NorESM1-

M 

CMIP5 CLM MICOM NCC Tjiputra et 

al., 2013 
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2.3 Results 

Observations of atmospheric carbon dioxide from the HIPPO and ATom aircraft 

campaigns are used to estimate a GSNF of 5.7 ± 0.3 Pg C out of the atmosphere north of 20°N 

averaged over the period 2009-2018 (Fig. 2.5). This value is equivalent to the net CO2 exchange 

between the land and atmosphere during the growing season after removing the annual mean. 

The growing season is defined as the period when seasonal fluxes are negative (net uptake by 

land greater than the annual mean) and occurs between day 117 in late April and day 248 in early 

September. This corresponds to the day when the curtain average is maximum to the day when 

the curtain average is minimum (Fig. 2.2). The flux cycle shows maximum uptake on day 196 

(Fig. 2.3b).  

We conducted sensitivity tests to ensure that our choices for the latitudinal boundary of 

the domain, vertical boundary of the domain, and bin size did not have a large influence on the 

calculated GSNF. Expanding the region north (south) of 20°N  by 5°N resulted in a decrease 

(increase) in the strength of the GSNF of just under 1%. The GSNF was also generally robust to 

the choice of pressure ceiling for the aircraft observations, increasing by just over 1% when we 

instead used 350 hPa as a ceiling. The relative standard deviation for all boundary combinations 

tested (all possible combinations of pressure cutoffs of 300 hPa, 325 hPa, 350 hPa, 375 hPa, and 

400 hPa with latitude cutoffs of 20°N and 25°N) was 2%. Similarly, we saw just over a 1% 

increase in GSNF magnitude for a doubling of latitude or pressure bin size. The relative standard 

deviation for all bin sizes tested (all possible combinations of pressure bin sizes of 25 hPa, 50 

hPa, and 100 hPa with latitude bin sizes of 5 ° and 10 °) was 1%. 

Given the small differences that the choice of boundary and bin size make on the 

magnitude of the calculated GSNF, most of the uncertainty in GSNF results from the transport 
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model bias correction process. We see a spread of 0.2 Pg C or 4% when using CT2019B alone to 

bias correct vs. using CAMS alone to bias correct. Additionally, the interannual variability, 

calculated as the standard deviation of the GSNF estimated from the average of the three 

inversion fluxes for each year over the period 2009-2018, is less than 0.2 Pg C or just over 3%. 

When adding the uncertainty from bin size, boundary choice, bias correction, and interannual 

variability in quadrature, assuming uncorrelated errors, the 1-sigma error on GSNF is 0.3 Pg C 

and on the start and end of the growing season is 2 days.  

Considering the extensive altitude-latitude coverage of the aircraft observations, the 

inferred flux represents a unique and robust hemispheric estimate of terrestrial biosphere 

exchange and its seasonal phasing.  We used the observationally inferred GSNF metric to 

evaluate NBP and its seasonal phasing from the CMIP5 and CMIP6 ensembles (Fig. 2.5). 

CMIP6 models (mean GSNF:  5.3 ± 1.6 Pg C, range: 1.5 - 6.9 Pg C) on the whole have less 

spread than CMIP5 models (mean GSNF: 5.7 ± 2.4 Pg C, range: 2.5 - 10.0 Pg C) (Fig 2.5). Three 

of the 13 CMIP6 ensemble members evaluated, CESM2, CESM2-WACCM, and MPI-ESM1-2-

LR, were within 0.3 Pg C of the observed value, and most of the models with a large bias 

underestimated the GSNF.  
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Figure 2.4 Corrected flux estimated from the HIPPO and ATom campaigns in comparison to 

area-weighted average NBP in the same domain from the (a) CMIP5 and (b) CMIP6 models.  

The bias corrected observation error is the standard deviation between correction using the 

three different inverse models. While the spread in magnitude and timing of the flux in CMIP6 

models is smaller than that of CMIP5 models, there is still disagreement between models. 
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Figure 2.5 GSNF plotted against the (a) start of the season, defined to be the first day when the 

seasonal component of atmospheric CO2 is decreasing (seasonal component of flux changes 

from positive to negative), (b) end of the season, defined to be the last day when the seasonal 

component of atmospheric CO2 is decreasing (seasonal component of flux changes from 

negative to positive), (c) length of the season, and (d) max of season, defined to be the day when 

flux is most negative. The black point is the number inferred from the observations with the gray 

lines showing uncertainty. CMIP5 models are shown in blue and CMIP6 models are shown in 

orange. The blue and orange points are the multi-model mean for the CMIP5 and CMIP6 

ensembles respectively. The surrounding ellipses show the covariance to one standard deviation. 

Only models where GPP, RH, and NPP output was available are included. 
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We note that some modeling centers showed substantial improvement in capturing GSNF 

between CMIP5 and CMIP6 (Fig. 2.6) by decreasing the absolute value of their z-score, which 

indicates how many standard deviations away from the observed value a model falls. For 

example, the two versions of the IPSL model overestimate GSNF by more than 4 Pg C in 

CMIP5, which improved substantially in CMIP6 to underestimate the GSNF by less than 1 Pg C. 

In both CMIP5 and CMIP6, the majority of ensemble members underestimate the seasonal flux, 

falling below the horizontal gray bar in Fig. 2.5. 

 

Figure 2.6 CMIP5 and CMIP6 model absolute value of z-score calculated for all models. The 

color gray and the label none has been used when one generation of a model is not used or not 

existent. 
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A decrease in GSNF model spread in the newer generation has not necessarily led to an 

improved agreement between models and observations on the phasing of the seasonal cycle. For 

example, The CMIP5 ensemble median start day (Julian day 119 ± 17) is closer to the observed 

start day (Julian day 117 ± 2) than the CMIP6 ensemble mean start day (Julian day 98 ± 14) (Fig. 

2.5a). None of the 13 CMIP6 models evaluated fell within 2 days of the observed start day while 

three of the 9 CMIP5 models evaluated fell within the 2-day uncertainty range (Fig. 2.5a). The 

observations suggest that the growing season onset has become more biased in CMIP6. 

However, the CMIP6 ensemble did show a smaller bias than CMIP5 for the model-median end 

day, which was Julian day 241 ± 16 for CMIP6 and 258 ± 18 for CMIP5, in contrast to day 248 

± 2 in the observations (Fig. 2.5b). At 143 ± 9 days, the CMIP6 ensemble median growing 

season length is 12 days longer than the observed length of 131 ± 2. In comparison, the CMIP5 

ensemble median growing season length is 11 days longer at 140 ± 12 days (Fig. 2.5c).  While 

the CMIP6 ensemble median end day compares more favorably with the observed end day than 

does the CMIP5 ensemble median end day, in both cases, the simulated growing season is longer 

than what is observed (Fig. 2.5c). 

Seasonal phasing in general does not appear to be correlated with GSNF in the model 

ensembles, suggesting that phasing is not a dominant driver of GSNF spread among models.  No 

correlation was seen (r2 < 0.2, p > 0.05) between GSNF magnitude and the start day, end day, 

length, or max day across models (Fig. 2.5). This suggests that factors other than the phasing of 

the growing season may explain inter-model differences. 

We analyzed GPP, RH, and NPP for the subset of CMIP5 and CMIP6 ensemble members 

which include these outputs to see if these component fluxes might explain model disagreement 

on GSNF (Fig. 2.7). We found that in both the CMIP5 and CMIP6 ensembles, GSNF was 
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correlated (r2 = 0.68, p < 0.05) with GPP, where models with larger GPP generally had larger 

GSNF. Models with large GPP also tend toward higher respiration values with an r2 value of 0.77 

between GPP and RH, as GPP provides the inputs to support RH. RH showed a weaker 

correlation with GSNF than did GPP, however, the correlation is still moderately strong (r2 = 

0.52, p < 0.05). As expected, models with higher GPP values also tend toward higher NPP 

values, and the correlation between NPP and GSNF is moderately strong with an r2 value of 0.66 

and a p-value less than 0.05.  

We see a large range for GPP, RH, and NPP across the CMIP5 and CMIP6 ensembles. 

The range in GPP is smaller for the CMIP6 ensemble (median = 51 ± 9 Pg C, spread = 37 Pg C) 

than for the CMIP5 ensemble (median = 60 ± 17 Pg C, spread = 47 Pg C) where the error on the 

median is one standard deviation. However, this decrease in the model range between ensemble 

generations is not seen for RH or NPP. The spreads for RH were 23 Pg C (median = 27 + 8 Pg 

C) for CMIP5 and 27 Pg C (median = 21 ± 7 Pg C) for CMIP6. NPP from CMIP5 and CMIP6 

had median values of 32 ± 9 Pg C and 24 ± 7 Pg C respectively and a spread of 28 Pg C for both 

CMIP5 and CMIP6. We note that two models in the CMIP6 ensemble have GSNF values 

consistent with the observational constraint, MPI-ESM1-2-LR and IPSL-CM6A-LR, but the GPP 

values spanned by these models are over 10 Pg C, the RH values spanned by these models are 10 

Pg C, and the NPP spanned by these models are 9 Pg C. 

The strong correlations and large ensemble spread enabled us to indirectly constrain 

northern extratropical GPP, RH, and NPP through an “emergent constraint” (EC) approach (e.g. 

Eyring et al., 2019, Williamson et al., 2021; Simpson et al., 2021). ECs are correlations between 

some observable element X that varies across the ESM ensemble and some important variable Y 

assuming a physically meaningful relationship exists between X and Y. Here, we assumed GSNF 
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to be X and assumed a physically meaningful relationship between the net flux and its 

component fluxes GPP, RH, and NPP (Fig. 2.7). The CMIP5 and CMIP6 ensembles can be 

analyzed separately to estimate GPP, RH, and NPP. The CMIP5 ensemble EC estimate for GPP 

is 58 ± 23 Pg C, for RH is 28 ± 13 Pg C, and for NPP is 31 ± 12 Pg C where the error is the 95% 

prediction interval from a hypothetical sample generated using a Monte Carlo simulation of n = 

10000 and assuming a Gaussian distribution (Williamson and Sansom 2019). Similarly, the 

CMIP6 ensemble EC estimate for GPP is 54 ± 13 Pg C, for RH is 24 ± 13 Pg C, and for NPP is 

26 ± 10 Pg C. However, we can also combine the two ensembles to create a larger sample size as 

the estimates agree within error and the modeled relationship does not change substantially 

between the two generations. The combined EC estimate for GPP is 56 ± 17 Pg C, for RH is 25 ± 

13 Pg C, and for NPP is 28 ± 11 Pg C. Although we did not constrain autotrophic respiration 

(RA) explicitly, the constraint on GPP and NPP imply RA is 28 ± 20 Pg C where the error has 

been propagated by summing the errors in quadrature. Applying an emergent constraint to RA 

explicitly would likely give smaller errors. 
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Figure 2.7 GSNF plotted as a function of (a) integrated GPP and (b) integrated RH, and (c) 

integrated NPP for the CMIP5 and CMIP6 models. The estimated GSNF from the HIPPO and 

ATom observations is shown in gray, CMIP5 models are shown in blue, and CMIP6 models are 

shown in orange. Only models where GPP, RH, and NPP data was available are included. 
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2.4 Discussion 

Here we derive an observational constraint on northern extratropical GSNF from two 

novel aircraft campaigns that measured the atmospheric CO2 curtain over remote oceans. Our 

estimated GSNF of 5.7 ± 0.3 Pg C is significantly smaller in magnitude than the GSNF of 7.9 Pg 

C yr-1 out of the atmosphere estimated north of 30°N by Yang et al. (2007) based on total column 

observations and spatially sparse aircraft profiles in North America. These differences are most 

likely due to differences in methodology, as Yang et al. used a combination of total column and 

aircraft measurements at 8 locations between 30°N and 70°N to scale fluxes from a terrestrial 

ecosystem model (TEM), while we used aircraft data that sampled nearly continuously between 

our cutoff of 20°N and roughly 87°N to estimate GSNF without using a specific TEM. When our 

cutoff is changed from 20°N to 30°N, our estimate increases to 5.8 Pg C. Fung et al. (1983) 

quantified GSNF in the Northern Hemisphere using a three-dimensional tracer transport model. 

When our cutoff is changed to the Equator, our estimate increases to 6.1 Pg C, which falls within 

the 3.4 - 10.7 Pg C range given by Fung et al. (1983). However, the range given by Fung et al. 

(1983) is large. The uncertainty on northern hemisphere GSNF could likely be reduced with 

application of multiple transport models to existing records. 

We may expect to see an increase in GSNF over time due to the observed increase in the 

CO2 seasonal cycle amplitude (SCA). Graven et al. (2013) saw an increase of 32-59 % in the NH 

seasonal cycle amplitude in the 50-year period from 1958-1963 to 2009-2011. This equates to an 

increase of 0.56 - 0.93 % yr-1. If this trend continued through the HIPPO and ATom time period, 

we would expect to see a 4.0 - 6.7% increase across the 7 years between these two missions. 

Applying the methodology to HIPPO alone, which covers 2009-2011, gives a value of 11.2 ppm 

for the SCA of the curtain average versus 10.7 ppm when using ATom alone, which covers 
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2016-2018. This corresponds to a more than 1% decrease, contrary to the increase expected from 

Graven. However, this may not be accurate as there may not be enough data in either mission 

alone to fully constrain the seasonal cycle (Fig. S3) and account for interannual variability in 

CO2 fluxes, which were shown by Jin et al. (2021) to be non-negligible.  

Despite any interannual variability, the expected increase in GSNF is not apparent when 

comparing the flight-based estimates to previous estimates. Yang et al. (2007) estimate a larger 

GSNF despite covering an earlier time period. The large range given by Fung et al. (1983) means 

that the increase in GSNF may be seen if the true GSNF in 1982 fell within the range of 4.6 - 5.2 

Pg C. Looking at surface records, Keeling and Graven (2021) saw an increase in the amplitudes 

at Mauna Loa and Barrow between 2010 and 2017 equating to 10.9% at Mauna Loa and 1.1% at 

Barrow using 5-year running means, suggesting possibly a shift to less SCA growth at high 

latitudes. These results should be interpreted with caution as large interannual variability may 

dominate when looking at the short time period of 2010-2017.  

The HIPPO and ATom observations reflect the atmospheric mass of carbon integrated 

over a large latitudinal and altitudinal extent, thus, our estimate is less sensitive to specific 

representations of atmospheric transport than are other estimates. For example, the GSNF 

estimated over our domain, bias corrected with the three inverse models individually, only varied 

by just 0.2 Pg C or less than 4% (Fig. 2.3b), even while previous research has reported the 

relative spread of 10 simulations for the posterior annual mean northern extratropical land flux to 

be 13 % (Gaubert et al., 2019). Additionally, inverse models seem to be converging on the land 

flux as the GSNF estimated from the posterior inversion land fluxes averaged 5.8 Pg C, slightly 

larger than the observationally based estimate of 5.7 Pg C, and varied by just 0.2 Pg C. The small 

differences among the inverse models at the hemispheric scale mean that, even though it 
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represented the largest source of uncertainty, the bias correction process imparted minimal 

uncertainty on our ultimate GSNF value.  

Use of the transformed coordinate, Mθe, introduced by Jin et al. (2021) may further 

reduce uncertainty. Mθe is defined as the dry air mass under a given equivalent potential 

temperature surface within a hemisphere and its relationship with latitude and altitude is nearly 

fixed over the seasonal cycle. When integrating to find the curtain average, Jin et al. (2021) show 

that using the transformed coordinate as an alternative to latitude reduces error in the curtain 

average due to sparse sampling and synoptic variability.  

The low uncertainty on the hemispheric integral makes GSNF and its phasing robust 

targets for evaluating TEMs and the land components of ESMs. Although direct comparison with 

atmospheric CO2 mole fraction has been used to evaluate ESMs previously, these comparisons 

rely on simulation of the three-dimensional atmospheric CO2 mole fraction within the ESM (e.g., 

Keppel-Aleks et al., 2013) or require estimating CO2 using an offline transport model or operator 

(e.g., Liptak et al, 2017).  In contrast, our GSNF constraint can be used to evaluate ESMs at the 

flux level rather than relying on comparisons at the concentration level. Compared to our metric, 

the CMIP6 ensemble has shown some improvements relative to the CMIP5 ensemble, namely a 

reduction in the spread between models (5.5 Pg C vs. 7.3 Pg C) and a more favorable simulation 

of the timing of the end of the growing season (7 days early vs. 10 days late) when considering 

the ensemble median values (Fig. 2.5 b, c). However, there are still large disagreements, and in 

some ways, CMIP5 models perform better in relation to the observationally inferred flux than do 

CMIP6 models. For example, CMIP5 models outperform CMIP6 models in simulating the start 

of the growing season (2 days late vs. 19 days early) and the GSNF magnitude (5.7 ± 2.4 Pg C vs 

5.3 ± 1.6 Pg C compared to observational value of 5.7 ± 0.3 Pg C) when considering the 
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ensemble median values (Fig. 2.5). The models tend to underestimate the magnitude of GSNF on 

the whole with 3 of the 9 CMIP5 models and 8 of the 13 CMIP6 models underestimating the flux 

(falling below the horizontal gray lines in Figure 2.5), only 2 CMIP5 and 3 CMIP6 models 

falling within the uncertainty range, and 4 CMIP5 models and 2 CMIP6 models overestimating 

the net flux. This is consistent with previous results from Keppel-Aleks et al. (2013) suggesting 

that the Community Land Model version 4 (CLM4), a version of which is used as the land model 

for over one-third of the ESMs evaluated, underestimated GSNF. Three of the models with the 

largest underestimate of GSNF (NorCPM1, NorESM1-M, and TaiESM1) utilize CLM4 as their 

land model; however, we note that two of the best performing models (CESM2 and CESM2-

WACCM) both utilize the Community Land Model version 5 (CLM5) as their land component, 

reflecting major improvement in CLM5 compared to CLM4 in simulating CO2 seasonality 

(Lawrence et al., 2019). Correlations between GSNF and seasonal phasing were weak or 

nonexistent, meaning that the improvements in CLM5 are more likely due to improvements in 

simulations of the overall magnitude of photosynthesis and respiration than to improvements in 

simulations of the timing of the growing season. 

The methods chosen to define the growing season have some effect on model-observation 

comparisons. We could have chosen to prescribe the growing season dates for calculating model 

metrics from the observations rather than allowing the dates to vary from model to model. The 

primary difference in the results using this approach is a slight reduction in the magnitude of the 

GSNF for most of the CMIP5 and CMIP6 models, a less strong correlation between GSNF and 

GPP, RH, and NPP, and a slight increase in the inferred values of northern GPP, RH, and NPP 

(Fig S2).  
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Although the aircraft CO2 data provide a constraint on GSNF, this benchmark is also 

useful for constraining component fluxes that are difficult to infer observationally at large spatial 

scales. We examine the GPP, RH, and NPP of the ESM ensembles in relation to GSNF.  GPP, 

RH, and NPP are components of the net flux, and we see moderate correlations between 

simulated GSNF and simulated productivity (both GPP and NPP) and RH. It is noteworthy that 

correlations between GSNF and the various annual fluxes are stronger than those between GSNF 

and seasonal timing, which may indicate that the magnitudes of photosynthesis and respiration 

are more dominant drivers of GSNF than seasonal phasing is (e.g., Valentini et al., 2000, 

Baldocchi et al., 2017). Cadule et al. (2010) analyzed three CMIP models and concluded that 

models generally underestimate the seasonal amplitude due to shortcomings in vegetation 

phenology and heterotrophic respiration response to climate. Our results generally support this 

role for discrepancies in component fluxes as driving a discrepancy in the resulting GSNF.  

These correlations between GSNF and its component fluxes provide an opportunity to 

constrain GPP, RH, and NPP using an emergent constraint approach. Previous estimates of 

northern extratropical GPP are highly uncertain, with large disagreements between estimates. For 

example, Mao et al., (2012) used the Moderate Resolution Imaging Spectroradiometer (MODIS) 

GPP product to estimate Northern Hemisphere GPP averaged over 2000-2009 as 64.75 ± 0.97 Pg 

C yr-1. In contrast, the FLUXCOM product, based on upscaled observations from FLUXNET 

sites using various machine learning approaches (Jung et al., 2019), estimated GPP north of 

20°N averaged over 2009-2014 to be 48 Pg C yr-1. Our GSNF-constrained value of 56 ± 15 Pg C 

for GPP is consistent with both of these estimates, given the larger error bars on the emergent 

constraint approach, and indicates that GPP falls between these two estimates. The large value 

for GPP relative to FLUXCOM is interesting in light of the uncertainty in global GPP. The range 
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in global mean GPP magnitudes for 2008–2010 from FLUXCOM members is 106 - 130 Pg C yr-

1 (Jung et al., 2020). This range covers the observation-based estimate of global mean GPP of 

123 ± 8 Pg C yr-1) found using eddy covariance flux data and various diagnostic models (Beer et 

al., 2010) but is smaller than the GPP magnitudes of 150–175 Pg C yr-1 derived from an isotope-

based study (Welp et al., 2011). Our results may indicate a higher global mean GPP than the flux 

tower upscaling yields; however, we are constraining extratropical GPP which may be affected 

by different factors than tropical GPP. These results therefore need to be interpreted with 

caution. 

2.5 Conclusions 

Earth system models disagree in their simulation of large-scale carbon fluxes, making it 

crucial to evaluate models to contextualize their climate predictions. We have presented an 

approach to constrain the seasonal land flux using aircraft data from the HIPPO and ATom flight 

campaigns. The northern extratropical GSNF of 5.7 ± 0.3 Pg C derived from these observations 

can be used to evaluate prognostic model fluxes for net flux, directly, and for component fluxes 

via an emergent constraint approach. We note that this constraint is tied to atmospheric transport 

models because the flux is bias corrected by comparing posterior mole fractions from inverse 

models with their fluxes. We found, however, that at the hemispheric scale, the constraint is 

robust to the choice of atmospheric transport model since common transport errors tend to cancel 

out at this scale. 

When compared to CMIP5 and CMIP6 models, the inferred GSNF suggests a larger net 

flux and shorter growing season than simulated in both model ensembles. This gives modelers an 

additional observation to target during model development and could be added to a 

benchmarking system such as the International Land Model Benchmarking (ILAMB) System 
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(Collier et al., 2018). While there is decreased model spread between CMIP6 models, this 

benchmark also highlights some of the ways in which CMIP6 models have not improved from 

CMIP5, such as in simulating the start of the growing season.   

Correlations within the CMIP5 and CMIP6 ensembles allowed us to apply an emergent 

constraint approach to estimate northern hemisphere GPP, RH, and NPP. We found that the 

GSNF-constrained value for GPP is at the higher end of a range of estimates from FLUXCOM, a 

commonly used ensemble of data products of upscaled biosphere-atmosphere fluxes.  

Overall, the HIPPO and ATom inferred GSNF provides a robust metric that allows for 

the evaluation of large-scale fluxes in flux space and sheds light on component fluxes, filling a 

need highlighted by Collier et al. (2018) for land model benchmarking. More regular global scale 

airborne tomography could resolve GSNF at higher time resolution and leverage carbon cycle 

interannual variability for improved tests of ESM process representations. 
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2.7 Supporting Information  

 

 

Figure 2.8 (S1) Diagram of bin fitting process. Atmospheric CO2 observations from the HIPPO 

and ATom campaigns are averaged by day, then we take only measurements north of 20° and 

with pressures greater than 300 hPa. This data is binned by 5° in latitude and 50 hPa in 

pressure. A second-order harmonic is fit to all data within a given bin. The seasonal cycle of a 

bin depends on both latitude and pressure. 
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Figure 2.9 (S2) Calculating the GSNF from each CMIP model by prescribing the start and end 

day from the observations, we are able to evaluate how well the models match the observations. 

The primary difference in the results using this approach is a slight reduction in the magnitude 

of the GSNF for most of the CMIP5 and CMIP6 models, a less strong correlation between GSNF 

and GPP, RH, and NPP, and a slight increase in the inferred values of northern GPP, RH, and 

NPP. 
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Figure 2.10 (S3) HIPPO and ATom curtain averages. Two-harmonic fit to detrended average 

carbon dioxide concentration in ppm as a function of day of year for HIPPO (blue) and ATom 

(orange) flight campaigns in the atmospheric curtain between 20°N and 90°N in latitude and 

between 1000 hPa and 300 hPa in pressure. Blue squares are each HIPPO campaign, with the 

southbound leg being empty and the northbound leg being filled. Orange circles each ATom 

campaign, with the southbound leg being empty and the northbound leg being filled. The blue 

squares and orange circles are found by filtering, detrending, interpolating and extrapolating to 

get a full altitude and latitude slice, then taking a pressure and cosine of latitude weighted 

average. The lines are the average of all fits to individual latitude-pressure bins with the annual 

mean removed for each campaign individually.  
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 Representativeness and Variation of Seasonal Total Column CO2 

3.1 Introduction 

Understanding likely feedbacks between climate and the carbon cycle requires accurate 

inferences of net carbon fluxes and the processes that control them over a range of spatial scales. 

At the broadest spatial scales, we must be able to accurately partition the fate of anthropogenic 

carbon among atmosphere, ocean, and land. Yet in the most recent accounting of the global 

carbon budget, there was an imbalance between estimated total emissions and estimated changes 

in carbon stored in the atmosphere, ocean, and land of -0.8 Gt C yr-1 for 2020 (Friedlingstein et 

al., 2022). At finer spatial scales, knowledge of surface-atmosphere carbon exchange may 

provide insight about how ecosystems respond to heterogeneous patterns of temperature, 

precipitation, and other environmental factors.  

 While many methods are used to estimate land-atmosphere carbon fluxes at various 

spatial scales, there are spatiotemporal gaps in our knowledge of carbon fluxes. At hemispheric 

scales, atmospheric measurements of carbon dioxide (CO2) can constrain biospheric carbon 

exchange. For example, in chapter 2, aircraft measurements of atmospheric CO2 were used to 

infer the growing season net flux (GSNF) for the northern extratropics. However, this approach 

is limited to large spatial scales and to periods in time when aircraft campaigns are flown.  

Atmospheric CO2 observations can be used to infer fluxes at regional to continental 

spatial scales using atmospheric inversion or data assimilation techniques. In inversion systems, 

carbon fluxes are optimized so that the resulting CO2 fields, produced by running those fluxes 

through an atmospheric transport model, match a distribution of measured values of atmospheric 
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CO2. However, the estimates of carbon exchange found using inversion systems tend to be 

highly uncertain at sub-continental spatial scales. An experiment (TransCom 3) undertaken to 

explore inversion estimates of carbon fluxes showed that the spread between model estimates 

was larger than the average of their estimated flux uncertainty in the northern extratropics, with 

the spread being largest during the growing season (Gurney et al., 2004). Tolk et al., (2011) used 

four different inversion methods to estimate the spatiotemporal distribution of NEE in the 

Netherlands and found that all four methods struggled to reproduce the true distribution. Another 

study by Xiao et al., (2014) sought to quantify the uncertainty of mean NEE estimates for 2001-

2007 in the upper Midwestern United States and found an uncertainty of over 25%. The variation 

in estimated fluxes in the northern hemisphere is primarily due to the response to background 

biosphere exchange (Gurney et al., 2003).  

 While inferences about fluxes from atmospheric CO2 tend to stall at the regional spatial 

scale, direct observations of net carbon fluxes can be made on the scale of a few kilometers using 

eddy covariance flux towers. Eddy covariance provide continuous measurements of net 

ecosystem exchange (NEE) (Baldocchi 2001), but  scaling these observations up can be 

problematic because of the sparseness of the network and small spatial footprint of each tower 

(Baldocchi et al., 2003). Efforts have been made to scale up the flux tower measurements to 

global-scale estimates of NEE using machine learning (Jung et al., 2019). However, current 

estimates of NEE using machine learning do not accurately capture regional-scale carbon sinks. 

For example, Jung et al. (2020) showed that FLUXCOM overestimated mean annual NEE in the 

tropics by hundreds of grams of carbon per square meter compared to inversion-based and 

dynamic global vegetation model-based estimates and in Chapter 2 we showed that NH annual 
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GPP was on the high end of FLUXCOM estimates. Thus, the biases in FLUXCOM call into 

question its trustworthiness at grid scale to regional-scale carbon exchange. 

Remote sensing observations may provide insights that allow us to scale from 

hemispheric to grid scale level. The Orbiting Carbon Observatory 2 (OCO-2) retrieves XCO2 at 

dense spatial coverage but is sparsely sampled in time with retrievals at any location only 

obtained once every 16 days or so. OCO-2 also measures solar induced chlorophyll fluorescence 

(SIF) which has been used as a proxy for ecosystem productivity and may shed light on site-to-

site variation in seasonal carbon exchange.  

Comparing atmospheric measurements of CO2 taken at different frequencies and locations 

can help increase understanding of local and regional carbon seasonal cycles. The Total Carbon 

Column Observing Network (TCCON) of ground-based Fourier transform spectrometers 

retrieves column-averaged dry-air mole fractions of CO2 (XCO2). The TCCON has sparse spatial 

coverage with only about 30 locations worldwide but is densely sampled in time with retrievals 

obtained every few minutes. The dense temporal sampling of TCCON observatories allows for 

analysis of the diurnal carbon cycle, which may shed light on local carbon exchange.  

In addition to XCO2 measurements, vertical profiles of atmospheric CO2 have been obtained 

during the HIPPO and ATom aircraft campaigns. These profiles are sampled at each latitude 

over the remote oceans within each season. Comparison of these three types of observations can 

shed light on how differences in spatial and temporal sampling of atmospheric CO2 affect the 

northern extratropical (NET) seasonal cycle.  

In this study, we explore whether remote sensing observations of XCO2 can provide 

hemispheric constraints consistent with that from HIPPO and ATOM, and whether we can 

account for site-level or grid scale-level patterns of seasonal carbon exchange using ancillary 
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data such as the diurnal cycle or productivity from SIF. Our ultimate goal is to work toward the 

ability to have robust and self-consistent constraints on carbon exchange across scales -- from 

hemispheric to grid scale. We describe the data and methods used to address these questions in 

section 3.2. Section 3.3.1 will present the results related to the hemispheric seasonal cycle and 

section 3.3.2 will present the results related to local and regional seasonal cycles. Section 3.4 will 

discuss the broader implications of the results presented in sections 3.3. 

3.2 Data and Methods 

3.2.1 TCCON 

The TCCON is a network of ground-based Fourier transform spectrometers. The network 

provides multi-year, nearly continuous sunlit observations at about 30 sites located around the 

globe (Wunch et al., 2011). Sites within the network retrieve total column average, dry air mole 

fractions (DMFs) of numerous gases including CO2.  Total column abundances are retrieved 

from direct solar absorption spectra taken by ground-based Bruker 125HR (high resolution) 

Fourier transform spectrometers (FTS) using optimal estimation via the GGG2020 algorithm 

(TCCON Team, 2022; Laughner et al., 2022). The column-average DMF is then calculated by 

dividing the total column abundance of the gas of interest with that of atmospheric oxygen (O2), 

whose mixing ratio is well known (0.2095) and whose column abundance correlates with surface 

pressure (Wunch et al. 2010). Our study focuses on CO2, which is retrieved every few minutes in 

the near infrared (Wunch et al., 2011) during daylight hours. The reported TCCON column 

average DMF (XCO2) data are calibrated to the World Meteorological Organization (WMO) 

standard with absolute uncertainty of ~0.3% (Washenfelder et al., 2006; Wunch et al., 2010) 

using aircraft profile data. 
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We use XCO2 retrievals from 15 sites located in the northern hemisphere, spanning 18.5 

°N to 67.37 °N (Table 1). The sites we used are all part of the TCCON GGG2020 dataset and 

the data used in this study was downloaded from the TCCON archive at https://tccondata.org/. 

In addition to the XCO2 retrievals from TCCON, we use the TCCON prior vertical 

profiles. These profiles are calculated using the GGG2020 algorithm. The reported prior profile 

is such that the RMS fitting residuals between the observed spectra and the modeled spectra are 

minimized. We focus on the stratospheric portion of the prior. 

3.2.2 OCO-2 

NASA’s first dedicated CO2 observing satellite, OCO-2, was launched in 2014. The 

satellite flies in a sun-synchronous polar orbit at an altitude of 705 km. OCO-2 has an overpass 

of roughly 13:30 local time and repeats on a 16-day cycle (Eldering et al., 2017). Measurements 

from OCO-2 are made using three grating spectrometers which measure reflected sunlight in the 

near infrared at 0.765, 1.61, and 2.06 µm. OCO-2 has a swatch width of 10.4 km and obtains 8 

across track footprints, resulting in a sampling footprint of 1.29 x 2.25 square kilometer. OCO-2 

observes in three scanning modes, nadir, glint, and target, but we only use data obtained while in 

nadir and glint modes. The nadir mode is used over land as it provides slightly higher spatial 

resolution and better signal-to-noise ratio over land. The glint mode maximizes reflected light 

over water surfaces by pointing the instrument at the glint angle and is used over both land and 

water. The target mode allows for validation of data with a ground-based sites by adjusting the 

instrument angle to point toward a specific location, such as the TCCON sites described above.  

 

 

 

https://tccondata.org/


 

 96 

Table 3.1 Location, observational periods, and data references for TCCON sites analyzed in this study. 

TCCON site Site 

id 

Location Observational Period Data Reference 

Bremen, Germany  br 53.10°N, 8.85°E 2009/01/06-

2021/06/24 

Notholt et al. 2019 

Burgos, Ilocos 

Norte, Philippines 

bu 18.53°N, 120.65°E 2017/03/03-

2021/04/30 

Morino et al. 

2017a 

California Institute 

of Technology, 

Pasadena, 

California, USA 

ci 34.14°N, 

118.13°W 

2012/09/20-

2022/03/01 

Wennberg et al. 

2017a 

East Trout Lake, 

Canada 

et 54.35°N, 

140.99°W 

2016/10/03-

2022/05/28 

Wunch et al. 2020 

Garmisch, Germany gm 47.48°N, 11.06°E 2007/07/16-

2021/10/18 

Sussmann et al. 

2017 

Izana, Tenerife, 

Spain 

iz 28.31°N, 16.49°W 2014/01/02-

2022/04/27 

Blumenstock et al. 

2017 

Saga, Japan js 33.24°N, 130.29°E 2011/07/28-

2021/06/30 

Shiomi et al. 2022 

Karlsruhe, Germany ka 49.10°N, 8.44°E 2014/01/15-

2021/12/22 

Hase et al. 2017 

Lamont, Oklahoma, 

USA 

oc 36.60°N, 97.49°W 2008/07/06-

2022/05/01 

Wennberg et al. 

2017b 

Orleans, France or 47.97°N, 2.11°E 2009/08/29-

2021/03/03 

Warneke et al. 

2017 

Park Falls, 

Wisconsin, USA 

pa 45.94°N, 90.27°W 2004/05/26-

2022/02/28 

Wennberg et al. 

2017c 

Paris, France pr 48.85°N, 2.36°E 2014/09/23-

2021/06/16 

Te et al. 2017 

Rikubetsu, 

Hokkaido, Japan 

rj 43.46°N, 143.77°E 2014/06/24-

2021/06/30 

Morino et al. 

2017b 

Sodankyla, Finland so 67.37°N, 26.63°E 2018/03/05-

2021/10/18 

Kivi et al. 2017 

Tsukuba, Ibaraki, 

Japan 

tk 36.05°N, 140.12°E 2014/03/28-

2021/06/28 

Morino et al. 

2017c 
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The OCO-2 XCO2 product is produced using a Bayesian optimal estimation retrieval 

algorithm (Atmospheric CO2 Observations from Space (ACOS), O’Dell et al., 2018) which 

estimates the vertical column of both CO2 and O2 while adjusting other elements of the retrieval 

state vector, similar to the approach used in the GGG2020 algorithm. Soundings are bias 

corrected based on their relationship with TCCON validation data (Wunch et al., 2017), resulting 

in errors that are generally less than 1 ppm for retrieved XCO2 (Eldering et al., 2017). In this 

study, we use the bias corrected XCO2 values reported in the version 10 Level 2 Lite files. 

In this study, we also analyzed the Solar-Induced Chlorophyll Florescence (SIF) reported 

by OCO-2. SIF is a proxy for gross primary productivity. The OCO-2 SIF product is found by 

in-filling of solar Fraunhofer lines around 757 nm and 771 nm (Sun et al., 2018). We average the 

SIF values at 757 nm and 771 nm multiplied by a factor of 1.5 because the value at 757 nm is 

typically ~1.5 times larger than that at 771 nm.  

3.2.3 Seasonal cycle and SCA calculation 

The TCCON and OCO-2 XCO2 retrievals are used to calculate the seasonal cycle of 

XCO2. We first filter the data to ensure high quality soundings are used by removing 

measurements taken at each TCCON site when the solar zenith angle is larger than 75 degrees to 

minimize spectroscopic errors (Fig. 3.2). For OCO-2 the data is then aggregated to a 5° by 5° 

global grid, and grid cells where data is collected for fewer than 6 months out of the year are 

removed to ensure there are enough soundings in each grid cell to fully constrain the seasonal 

cycle in that cell.  

We additionally calculate seasonal cycles and seasonal cycle amplitudes using the most 

recent Carbon Tracker release (CT2019B, Jacobson et al., 2020), described in section 2.2.3. The 

CT2019B output is not filtered, but it is aggregated to a 5° by 5° global grid, similarly to OCO-2. 
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This global grid is then sampled in multiple ways. We sample CT2019B at the locations of 

TCCON sites and at the locations HIPPO and ATom measurements were taken over the period 

2009-2018. These are referred to as CT2019B sampled like TCCON (CT like TCCON) and 

CT2019B sampled like HIPPO and ATom continuously (CT like HIPTOM cont.). In addition to 

these, we also use the full CT2019B dataset between 25 and 55 degrees north, referred to as 

CT2019B (CT) and the CT2019B obspack output for HIPPO and ATom, referred to as CT2019B 

sampled like HIPPO and ATom (CT like HIPTOM). 

For both TCCON and OCO-2 retrievals, as well as for CT2019B, the next step in the 

process of finding the seasonal cycle is to average the data to monthly means, resulting in a time 

series at monthly resolution. The data are then detrended by removing the long-term trend found 

by applying seasonal and trend decomposition using Loess (STL) to the NOAA Mauna Loa 

record. STL decomposes a time series into trend, seasonal, and remainder components through 

application of the loess smoother (Cleveland et al., 1990). We use STL because it is generally 

robust to outliers and allows for decomposition of time series with missing values (Cleveland et 

al., 1990). The detrended time series is then binned by month of the year and the mean is taken 

for each monthly bin resulting in the mean seasonal cycle. A second-order harmonic is fit to the 

mean seasonal cycle, and he seasonal cycle amplitude is found by subtracting the minimum 

value from the maximum value of the harmonic fit of the seasonal cycle. 

3.2.4 Stratospheric adjustment 

To calculate a seasonal cycle that is comparable to the seasonal cycle obtained using 

HIPPO and ATom measurements, the TCCON column must be adjusted to account for the 

influence of stratospheric CO2 on the column average. We estimate the stratospheric component 

of the total column using the TCCON prior profile. The prior profile is integrated according to 
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equation 6 (𝑉𝐶𝐺,𝑎𝑘 = ∫
𝑓𝐺

𝑑𝑟𝑦
(𝑝)∙𝑎(𝑝)

𝑔(𝑧(𝑝),𝜙)∙𝑚
𝑎𝑖𝑟
𝑑𝑟𝑦

∙[1+𝑓𝐻2𝑂
𝑑𝑟𝑦

(𝑝)∙(𝑚𝐻2𝑂 𝑚
𝑎𝑖𝑟
𝑑𝑟𝑦

⁄ )]
𝑑𝑝

𝑃𝑠

0
) from Wunch et al. (2010) but 

integrated between 300 hpa and 0 hpa in pressure, instead of from the surface to zero pressure, to 

estimate the stratospheric contribution. The partial vertical column (VC) of CO2 is divided by the 

partial column of O2 to get the stratospheric column-averaged dry-air mole fraction (Eq. 1), 

whose seasonal cycle is shown by the dotted blue line in figure 3.1. 

𝑠𝑡𝑟𝑎𝑡𝑋𝐶𝑂2 = 0.2095
𝑠𝑡𝑟𝑎𝑡𝑉𝐶𝐶𝑂2

𝑠𝑡𝑟𝑎𝑡𝑉𝐶𝑂2

     (1) 

The stratospheric XCO2 is removed from the total column XCO2 to get a resulting 

adjusted XCO2 according to equation 2, 

𝑡𝑟𝑜𝑝𝑋𝐶𝑂2 =
𝑋𝐶𝑂2−

𝑃𝑠𝑡𝑟𝑎𝑡
𝑃𝑠

(𝑠𝑡𝑟𝑎𝑡𝑋𝐶𝑂2)

1−
𝑃𝑠𝑡𝑟𝑎𝑡

𝑃𝑠

    (2) 

where XCO2 is the total column value, Pstrat is the pressure at the floor of the stratosphere, and Ps 

is surface pressure. The ratio of Pstrat and Ps is representative of the percent of the atmosphere that 

is contained in the stratosphere. Note, we use 300 hPa for Pstrat for the analysis but did vary the 

pressure floor as part of the sensitivity analysis, described in section 3.4.1. The resulting adjusted 

column is then detrended and the seasonal cycle is found as described above (dashed orange line 

in figure 3.1).  
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Figure 3.1 Second-order harmonic fit to the seasonal cycle of XCO2 for full column (solid 

green), stratosphere (dotted blue), and troposphere (dashed orange) at Park Falls, Wisconsin 

TCCON site. 

The northern extratropical mean seasonal cycle is found by first removing data from sites 

south of 25 °N and north of 55 °N. These latitude bounds were chosen because all three data 

types used in the analysis are available within these bounds, allowing for direct comparison. The 

data are then aggregated into 5° latitude bins and the seasonal cycle is found within each bin as 

described above. We then take the area-weighted average of these zonal mean data, where 

weighting is by cosine of latitude. Again, a second-order harmonic is fit to the mean seasonal 

cycle and the seasonal cycle amplitude is found by subtracting the minimum value from the 

maximum value of the harmonic fit. 

3.2.5 Diurnal cycle and DCA calculation 

TCCON XCO2 is temporally dense allowing for measurements of diurnal changes in 

atmospheric CO2. When finding the diurnal cycle, we start by filtering anthropogenic fossil fuel 

emissions from urban TCCON sites (Paris, France; Saga, Japan; Pasadena, California, USA; and 
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Bremen, Germany) to remove the influence of local emissions on the diurnal cycle. Local 

pollution results in a diurnal covariation of CO2 with CO, as documented by Wunch et al. (2009). 

This correlation is used to remove anthropogenic emissions as described in Appendix A of 

Keppel-Aleks et al. (2012), using the following equation: 

𝐶𝑂2𝑐𝑙𝑒𝑎𝑛
= 𝐶𝑂2 −  

𝐶𝑂 −  (𝐶𝑂̅̅ ̅̅ − 0.015 𝑝𝑝𝑚)

𝐸𝐹
 

where EF is the emission factor between CO and CO2 found as the slope when CO2 is regressed 

against CO. We found EF to be 0.04, resulting in a decrease of ~ 0.5 ppm for clean air relative to 

the unfiltered retrieval (S 1). The data are also filtered by solar zenith angle and the long-term 

trend is removed as described above in section 3.2.3. 

The seasonal cycle obtained after filtering and detrending the data from a particular site is 

primarily due to terrestrial exchange (Tucker et al., 1986; Knorr and Heimann, 1995; Erickson et 

al., 1996). The data need to be deseasonalized to remove the known seasonal cycle, which is 

larger in amplitude and might otherwise obscure the smaller amplitude diurnal cycle. For each 

site, the entire time series is binned by day of the year and the mean value across all years is 

taken. The result is the mean seasonal cycle at daily resolution. This cycle is smoothed by taking 

a 7-day rolling average, and this rolling average is removed from the detrended XCO2, leaving a 

residual that contains diurnal variation. The diurnal cycle (Fig. 3.2) is found by binning the 

residual by month of the year and hour of the day and taking the mean within each bin, removing 

any bin with less than 100 measurements. The diurnal cycle amplitude is then found by fitting a 

line to the slope of the diurnal cycle (Fig. 3.2). The slope of the line is multiplied by the average 

number of daylight hours for that month at that location, found at weatherspark.com, to give the 

diurnal cycle amplitude. 
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Figure 3.2 Plot of mean diurnal cycle in January, April, July, and October at Park Falls, 

Wisconsin. Spectroscopic errors can be seen at solar zenith angles larger than 75 degrees. 

3.2.6 Equivalent Latitude 

We also use an equivalent latitude of potential temperature at 700 hPa. To find potential 

temperatures we use the temperatures and pressures from the Modern-Era Retrospective 

Analysis for Research and Applications, Version 2 (MERRA-2) reanalysis data. Similarly to 

OCO-2, the MERRA-2 data is aggregated to a 5° by 5° global grid. Within each grid cell, the 

monthly mean is taken, resulting in a time series at monthly resolution. The potential temperature 

at 700 hPa in each bin is found according to equation:  

𝜃 = 𝑇 (
700

𝑃
)

0.286
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The data is then binned by month and a mean taken in each bin to find the mean monthly 

potential temperature at 700 hPa. 

3.3 Results  

We compared curtain average seasonal cycles of atmospheric CO2 calculated using 

column-average TCCON and OCO-2 measurements with those calculated using HIPPO and 

ATom aircraft measurements to determine the viability of using the TCCON to monitor the 

growing season net flux of carbon in the northern hemisphere. The results of these comparisons 

are reported in section 3.3.1 and discussed in section 3.4.1. 

To better understand the site-to-site variation in the carbon seasonal cycle, we also 

analyzed the relationships between seasonal cycle amplitude, potential temperature, solar 

induced chlorophyll fluorescence, and diurnal cycle amplitude. The results of this analysis is 

reported in section 3.3.2 and discussed in section 3.4.2. 

3.3.1 Hemispheric Seasonal Cycle 

Figure 3.3 shows the curtain average seasonal cycles and SCAs between 25° N and 55° N 

for TCCON (both total column and adjusted column), OCO-2, and HIPPO/ATom. The total 

column TCCON seasonal cycle is similar in phase and amplitude to the OCO-2 seasonal cycle. 

There are only slight differences in the shape of the seasonal cycles, and the SCA of 6.9 ± 0.4 

ppm for TCCON is only 0.1 ppm larger than the SCA of 6.8 ± 0.1 ppm for OCO-2. The TCCON 

seasonal cycle first crosses zero on day 173, just 3 days before the day 176 zero crossing for 

OCO-2.  

In contrast, the adjusted-TCCON seasonal cycle does not show good agreement with the 

HIPPO/ATom seasonal cycle. The SCA of 8.3 ± 0.4 ppm for adjusted-TCCON is at least 0.7 
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ppm lower than the SCA of 10.0 ± 0.6 ppm for HIPPO/ATom. There is also significant 

disagreement in the day of first zero crossing with the first crossing occurring on day 171 for 

TCCON and on day 181 for HIPPO/ATom.  

 

Figure 3.3 Curtain average seasonal cycles and SCA for 25-55 degrees north for TCCON, OCO-

2, and HIPPO and ATom observations. Adjusted-TCCON has been adjusted to remove the 

stratospheric influence on the total column, leaving the tropospheric column. 

To determine the reason for disagreement in the seasonal cycles for 25° N to 55° N 

calculated using the adjusted-TCCON observations and calculated using HIPPO and ATom 

measurements, we compare seasonal cycles calculated using atmospheric CO2 simulations from 

CT2019B in figure 3.4. When CT2019B is sampled at the times and locations along the HIPPO 

and ATom flight tracks, the resulting seasonal cycle has a similar shape to the seasonal cycle 

resulting from taking the full zonal mean CO2 from CT2019B but begins decreasing and reaches 

its minimum value slightly later in the year. The CT2019B sampled like HIPPO and ATom SCA 

of 9.6 ppm is 0.4 ppm larger than the 9.2 ppm SCA found when using the full zonal mean. This 

disagreement is decreased when CT2019B is sampled continuously between 2009 and 2018 

along the HIPPO and ATom flight tracks. The shape, timing, and amplitude of the seasonal cycle 

for CT using the full zonal mean is nearly identical to the seasonal cycle for CT sampled like 
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HIPPO and ATom continuously, and there is only 0.2 ppm difference in their SCA with the 

continuously sampled CT2019B seasonal cycle having an amplitude of 9.4 ppm compared to the 

9.2 ppm SCA of CT2019 using the full zonal mean. 

In contrast, when CT is sampled like TCCON, the resulting seasonal cycle has similar 

shape and timing to the full zonal mean, but has a significantly smaller amplitude. Taking the 

tropospheric column at TCCON sites results in a SCA of 8.1 ppm, 1.1 ppm smaller than the SCA 

for the full zonal mean. We saw the same underestimate of the SCA from CT2019B sampled like 

TCCON when compared to the full zonal average when integrating the total column. The SCA of 

5.9 ppm for CT2019B sampled like TCCON is 0.7 ppm smaller than the SCA of 6.6 ppm for 

CT2019B. These results indicate that the HIPPO and ATom seasonal cycle, while biased slightly 

high due to interannual variability, is reflective of the full zonal average. These results also 

indicate that TCCON is biased low and is not reflective of the full zonal average. 
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Figure 3.4 Curtain average seasonal cycles and SCA between 25 and 55 degrees north 

calculated using CT2019B. (a,b) Integration of the partial column below 300 hPa in atmospheric 

pressure and (c,d) integration of the total column. 

3.3.2 Site-to-site Seasonal Cycles 

The sparse spatial sampling of the TCCON might be leading to the difference seen when 

the seasonal cycle calculated using TCCON observations is compared to the seasonal cycle 

calculated using HIPPO and ATom measurements. To better understand the site-to-site variation 

in carbon seasonal cycles, we overlaid SCAs calculated from TCCON observations on the SCAs 

calculated from OCO-2 observations aggregated to a 5 degree by 5 degree grid (Fig. 3.5, a). In 

general, the TCCON-derived site SCA agrees well with the OCO-2-derived SCA within the 

region in which the TCCON site lies and we see a similar pattern of increasing SCA with latitude 
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in both datasets. However, the TCCON-derived site SCA is always larger than the OCO-2-

derived SCA, and 10 of the 14 TCCON sites analyzed had a SCA that is at least 1 ppm larger 

than the OCO-2 SCA in that grid cell (Fig. 3.5, b). The largest differences, which are as large as 

2-3 ppm or around 30% of the SCA, are seen for the sites at Park Falls, USA; Paris, France; 

Orleans, France; and Rikubetsu, Japan. 

 

Figure 3.5 (a) SCA for TCCON and OCO-2. (b) Predicted SCA from multiple-linear regression 

with mean potential temperature at 700 hPa in March and maximum annual SIF. (c) SCA from 

TCCON site minus SCA for corresponding OCO-2 grid cell. (d) Predicted SCA minus observed 

SCA. 

We also analyzed correlations between the SCA, equivalent latitude (potential 

temperature at 700 hPa), and maximum annual SIF for the OCO-2 5 degree by 5 degree northern 

hemisphere grid and created a multiple linear regression model for SCA. Figure 3.6 shows that 

there exists a moderately strong correlation between SCA and mean March potential temperature 

at 700 hPa. With an r-squared value of 0.57 for OCO-2 and 0.59 for TCCON, over half of the 

variation seen between SCAs calculated over small spatial scales can be explained by mean 

March potential temperature. 



 

 108 

 

Figure 3.6 SCA from OCO-2 correlated with (a) mean potential temperature at 700 hPa in 

March and (b) maximum annual SIF, colored by latitude. SCA from TCCON correlated with (d) 

mean potential temperature at 700 hPa in March and (e) mean diurnal cycle amplitude in 

December with urban sites colored red. SCA anomaly correlated with maximum annual SIF for 

(c) OCO-2 and (f) TCCON.  

To determine the contribution of ecosystem productivity on SCA at a given location, we 

analyzed the relationship between SCA and maximum annual SIF calculated at a given location 

(Fig. 3.6). We see weaker correlations, and the r-squared value of 0.30 for OCO-2 and 0.46 for 

TCCON indicates that at least 30% of the SCA measured at a location is explained by SIF within 

the same area. However, the maximum annual SIF does not explain much of the SCA anomaly, 

calculated as the difference between the observed SCA and the predicted SCA at that equivalent 

latitude. Completing multiple linear regression with equivalent latitude and maximum annual SIF 

shows a 10% increase in ability to predict the SCA over using equivalent latitude alone, with an 

r-squared of 0.62 for both OCO-2 and TCCON.  

As a test of the impact of local exchange on the total column averaged SCA in a given 

location, we analyzed the correlation between SCA and DCA for each TCCON site (Fig. 3.7). 

We see the largest correlation for December. The r-squared value of 0.35 indicates that over 30% 
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of the variation in SCA between TCCON sites can be explained by local exchange. DCA is able 

to explain some of the variation in the SCA anomaly and we see an r-squared of 0.30 when 

relating SCA anomaly to mean December DCA. There is a substantial 20% improvement in 

ability to predict SCA using multiple linear regression with equivalent latitude and mean 

December DCA compared to using equivalent latitude alone.  

 

Figure 3.7 (a) SCA from TCCON correlated with mean diurnal cycle amplitude in December 

with urban sites colored red. (b) SCA anomaly from TCCON correlated with mean diurnal cycle 

amplitude in December with urban sites colored red. 

 We also compared how the predicted SCA using the multiple linear regression results at a 

location compared to the observed SCA for OCO-2 (Fig. 3.5 b,d) and TCCON (Fig. 3.8). For 

OCO-2, we are only able to compare over land, where SIF occurs. The multiple linear regression 

model is able to reproduce much of the spatial distribution on land, aside from Equatorial Africa 

where observed SCA are nearly twice as large as the results using multiple linear regression. In 

general, MLR both underestimates and overestimates the SCA, but the largest differences are 

underestimates. In addition to Equatorial Africa, we also see significant underestimates in India 

and Northeastern Asia.  
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Figure 3.8 Observed and predicted SCA at TCCON sites. 

Similarly to OCO-2, for TCCON we see that while the prediction may overestimate or 

underestimate the SCA, and the largest differences are seen when the predicted SCA is smaller 

than the observed. However, the SCA is overestimated at the majority of TCCON sites but was 

overestimated and underestimated over roughly equal areas of the map for OCO-2. This is likely 

because most of the TCCON sites included in this analysis lies between 30°N and 60°N, where 

the OCO-2 SCA is also generally smaller than predicted. The exception in this region is 

Northeastern Asia, where there is a large underestimate of the SCA relative to observations. This 

is also true for TCCON, where the Rikubetsu, Japan site also shows a large underestimate of the 

SCA relative to observations.  

There is no significant improvement in the estimate when including equivalent latitude, 

mean December DCA, and maximum annual SIF over using equivalent latitude with just SIF or 

just DCA. In general, multiple linear regression with mean December DCA and equivalent 

latitude is able to change the prediction more relative to single linear regression with equivalent 

latitude than multiple linear regression with maximum annual SIF and equivalent latitude. 
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3.4 Discussion 

3.4.1 Hemispheric Seasonal Cycle 

The seasonal cycle obtained by taking the area-weighted average of the data retrieved 

from TCCON sites between 25° N and 55° N compares favorably with the seasonal cycle 

obtained using OCO-2 observations. The shape, timing, and amplitude of the seasonal cycles for 

TCCON and OCO-2 agree reasonably well with each other and the SCA of 6.9 ± 0.4 ppm for 

TCCON is just 0.1 ppm higher than the SCA of 6.8 ± 0.1 ppm for OCO-2 (Fig. 3.3). The 

agreement between the spatially dense but temporally sparse OCO-2 measurements and the 

spatially sparse but temporally dense TCCON measurements indicates that the network may be 

able to be representative of the latitude band analyzed. A recent study by Labzovskii et al. (2021) 

showed the promise of TCCON to capture the global CO2 growth rate. Labzovskii et al. (2021) 

found the estimated global Annual Growth Rate of CO2 using aggregated TCCON measurements 

was independent from differences in the time series between TCCON stations and the location of 

the stations used relative to neighboring CO2 sources. The consistency between the TCCON and 

OCO-2 northern seasonal cycles, along with the results of Labzovskii et al. (2021), highlights the 

potential usefulness of TCCON in monitoring and understanding carbon exchange in northern 

ecosystems.  

A note of caution is due here because while TCCON and OCO-2 agree well with each 

other, neither agree with the cycle found using measurements from the HIPPO and ATom 

campaigns. After adjusting for stratospheric contribution to the seasonal cycle, the adjusted-

TCCON SCA of 8.4 ± 0.3 ppm is still at least 0.7 ppm lower than the HIPPO and ATom SCA. 

The method of defining the stratosphere has some effect on the adjusted-SCA value inferred 

from the TCCON retrievals. The boundary of 300 hPa was chosen to be consistent with the 
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methodology applied to the HIPPO and ATom observations. Moving this boundary up to 250 

hPa decreases the adjusted-SCA to 8.3 ppm and moving the boundary down to 350 hPa increases 

the adjusted-SCA to 8.7 ppm. Additionally, the tropopause is defined in the TCCON prior 

profiles. When using the tropopause altitude to define the cutoff, the adjusted-SCA decreases to 

8.3 ppm. All of these methods results in a SCA that falls within the uncertainty bounds and none 

of these methods brings TCCON into agreement with HIPPO and ATom.  

Furthermore, the analysis using CT2019B revealed that when sampled like TCCON, the 

SCA is 0.7 ppm too low when considering the total column and over 1 ppm too low when 

considering the tropospheric column. This explains the mismatch between the adjusted-TCCON 

seasonal cycle and the HIPPO and ATom seasonal cycle and indicates that TCCON is not yet 

extensive enough to fully capture the average northern hemisphere seasonal cycle.  

3.4.2 Site-to-Site Seasonal Cycles 

Site-to-site differences in the seasonal cycle of atmospheric carbon can largely be 

explained by the location of the site. It is known that the SCA of atmospheric CO2 is positively 

correlated with latitude in the Northern Hemisphere because of increased seasonality in light 

availability, temperature, and photosynthesis at higher latitudes (Barnes et al., 2016; Forkel et al., 

2016; Jacobs et al., 2021; Randerson et al., 1997), giving latitude some predictive power on 

SCA. We see a moderately strong correlation between SCA of atmospheric CO2 and equivalent 

latitude for the northern TCCON sites evaluated (r2 = 0.59, p < 0.05) as well as for OCO-2 (r2 = 

0.57, p < 0.05), consistent with these prior results (Fig. 3.6). This indicates that roughly half of 

the variation seen in SCA can be explained by equivalent latitude. However, this relationship is 

not as strong in the mid-latitudes indicating that there are other sources of variation present. For 

example, Jacobs et al. (2021) found significant longitudinal gradients in SCA spanning latitudes 
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from 47 °N to 72 °N driven primarily by atmospheric transport. We also see significant 

differences at small spatial scales. Five sites in Europe (Bremen, Germany; Karlsruhe, Germany; 

Garmisch, Germany; Orleans, France; and Paris, France) are all contained within a circle of 

radius 500 km and yet the SCA measured at these sites ranges from 7.9 ppm in Garmisch to 10.2 

ppm in Paris.  

Local ecosystem productivity will impact the SCA measured at any location and SIF can 

be used as a proxy for local productivity as it has been shown to correlate with GPP (e.g. 

Frankenberg et al., 2011; Guanter et al., 2014; Li et al., 2018; Magney et al., 2019). The 

correlation between the SCA and the maximum annual SIF can be used to explain around 30% of 

variation in OCO-2 SCA (Fig. 3.6) and 46% of variation in TCCON SCA. Taking correlations 

with equivalent latitude and SIF, 62% of the variation in SCA can be explained. 

 The mean diurnal cycle amplitude (DCA) in December of each TCCON site is also 

correlated with the SCA. With an r-squared value of 0.35 and a p-value less than 0.05, it is 

revealed that over 30% of the site-to-site variation can be explained by the diurnal cycle (Fig. 

3.6). The diurnal cycle occurs on a short timescale and the diurnal flux in a region has been 

shown to depend on local NEE (Zhang et al., 2015) and seasonal circulation (Metya et al., 2021). 

The DCA improves the predicted SCA when applying a multiple linear regression compared to 

using SIF, indicating the importance of NEE and seasonal circulation in determining the SCA at 

a given location. This is interesting in light of the anomalously large SCA at the Rikubetsu, 

Japan TCCON site, thought to be largely due to atmospheric transport, being accompanied by a 

large DCA.  

  We saw that using multiple linear regression results to predict SCA for OCO-2 and 

TCCON underestimates the SCA in Equatorial Africa, Northeastern Asia, and India. Palmer et 
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al., (2019) also see an unexpectedly large CO2 seasonal cycle over Northern Tropical Africa 

using satellite data. They saw the largest uptake over the Congo basin, as expected, and also saw 

large emissions during March and April over Western Ethiopia and Western Tropical Africa. 

Palmer et al., (2019) were able to rule out systematic errors as a reason for the large carbon 

seasonal cycle in that region. The large SCA in Northeastern Asia was also seen in Asian Boreal 

Forests by Jacobs et al., (2021). They conclude that the longitudinal gradient of increasing SCA 

seen as you move eastward across Europe and Asia highlight the importance of global 

atmospheric transport in determining spatial patterns in XCO2 seasonal variations. Tiwari et al. 

(2012) extensively studied variation in atmospheric carbon dioxide over India. They saw that the 

seasonal cycle is heavily affected by rainfall during the monsoon seasons, showing both a 

summer and winter minimum that correlates with the summer and winter monsoon. However, it 

is unclear if this double minimum would lead to a larger SCA over the region. 

3.5 Conclusions 

This study set out to answer the questions: 

1. Can remote sensing observations of XCO2 provide a hemispheric constraint that is 

consistent with that from HIPPO and ATom?  

2. Do we understand site-level and grid scale-level patterns in seasonal carbon exchange? 

In response to the first question, comparison of the seasonal cycle found using TCCON 

retrievals to those found using OCO-2 retrievals and HIPPO and ATom measurements revealed 

that while the existing TCCON is consistent with the OCO-2 zonal mean, the TCCON network 

biased low in comparison to HIPPO and ATom measurements. In response to the second 

question, linear regression analysis revealed that potential temperature, diurnal cycle, and SIF are 

all able to explain some of the spatial variation in seasonal land-atmosphere carbon exchange.  
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3.7 Supplement 

 

Figure 3.9 (S1) Fossil fuel correction of TCCON data at Park Falls, Wisconsin (forested site) and Pasadena, 

California (urban site). 
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 Conclusion  

 

The goal of the work described here was to address large uncertainties in model simulation 

and land flux estimates by leveraging measurements of atmospheric CO2 to evaluate model 

performance and increase understanding of the spatial distribution of land carbon fluxes. The 

first aim was to estimate the Northern extratropical GSNF using aircraft profiles of CO2 

measured over the remote oceans and use the GSNF as a model benchmark. The results indicate 

that the GSNF for the northern extratropics is 5.7 ± 0.3 Pg C and that CMIP5 and CMIP6 models 

tend to underestimate the GSNF and overestimate the growing season length. This result 

provides a new and large-scale observational target for prognostic model evaluation. The second 

aim was to estimate northern extratropical annual fluxes for GPP, RH, and NPP using an 

emergent constraint approach applied to prognostic models. Our GSNF-constrained value for 

GPP is 56 ± 15 Pg C, which is 8 Pg C larger than a commonly used estimate derived from flux 

towers. Given the discrepancy between the hemispheric GSNF value and the upscaled value 

from flux towers – which provide very local information – we sought to determine constraints on 

growing season fluxes at intermediate spatial scales.  

To do this, we defined our third aim, to upscale the TCCON network to estimate the northern 

hemisphere seasonal cycle. The results indicate that the TCCON network may be representative 

of certain latitude bands, but is not representative of the northern hemisphere as a whole. 

Increasing the coverage of the network, especially at high latitudes, may improve the 

representativeness of the network. We also delved into diurnal cycle information from TCCON 
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sites and spatially resolved variations in productivity from space-based data to understand spatial 

heterogeneity in seasonal amplitudes. We saw a moderate correlation between the seasonal cycle 

amplitude and equivalent latitude indicating that approximately 60% of the seasonal cycle at a 

given site can be explained by the equivalent latitude of that site, meaning it reflects large-scale 

fluxes. The correlation between seasonal cycle amplitude anomaly and diurnal cycle amplitude 

indicates that the diurnal cycle can explain about 30% of the remaining difference between sites, 

meaning that the imprint of local fluxes can also be derived from observations atmospheric CO2, 

which had previously been shown to contain mostly large-scale information. The results of 

multiple linear regression indicated that potential temperature and SIF can explain approximately 

60% of the variation and potential temperature and DCA can explain approximately 70% of the 

variation. In addition to providing insights about the large-scale versus local information content 

of the observations, our approach enables us to identify locations that our simple model does not 

fit well. The multiple linear regression fails to accurately predict the SCA in Equatorial Africa, 

Northeastern Asia, and India. These area of ddisagreement may provide a roadmap for areas 

where future carbon cycle studies should focus. 

All of the findings discussed here were subject to some limitations. The GSNF inferred 

using HIPPO and ATom data relies upon inverse model output, which is a large source of 

uncertainty in the inferred flux. The constrained values for GPP, RH, and NPP have large 

uncertainties due to the difficulty of directly measuring these fluxes at large spatial scales. 

Retrievals of column-averaged CO2 are limited to summer months in the high latitudes when 

sunlight is available, making it difficult to fully constrain the seasonal cycle at high latitudes. 

This makes it difficult to gain hemispheric level information from these types of observations. 

Additionally, correlation analysis can only show the effect of the variables being explored and 
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there may be additional explanatory variables that were not included in the analysis, such as 

heterotrophic respiration, which is not currently observed via remote sensing.  Despite these 

limitations and others not explicitly stated here, this work shows the power of high-quality 

atmospheric CO2 observations to shed light on the magnitude and spatial distribution of northern 

land carbon fluxes. 
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Appendix A - Acronyms and Abbreviations 

 

ATom – Atmospheric Tomography Mission 

CMIP – Coupled Model Intercomparison Project 

CO2 – carbon dioxide 

GHG – Greenhouse Gas 

GPP – gross primary productivity 

GSNF – growing season net flux 

HIAPER – High-performance Instrumented Airborne Platform for Environmental Research 

HIPPO – HIAPER Pole-to-Pole Observations 

ILAMB – International Land Model Benchmarking 

NBP – net biosphere productivity 

NPP – net primary productivity 

OCO-2 – Orbiting Carbon Observatory 2 

RH – heterotrophic respiration 

SIF – solar induced chlorophyll fluorescence 

TCCON – Total Carbon Column Observing Network 

XCO2 – column-average dry air mole-fraction of carbon dioxide 

 


