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ABSTRACT 

 

The first section of the dissertation concerns the growth and characterization of III-V-Bi 

films. The class of III-V semiconductors contains materials that are well-suited for applications 

in computation, detection, and energy conversion. Most common among these are the III-As 

materials, such as GaAs and InAs. When alloyed with Bi in small amounts, the bandgap of these 

materials decreases, allowing their use in applications in the infrared range, particularly sensing 

and lasing. The challenge lies in the controlled growth of III-As-Bi materials, as Bi tends to 

segregate in films and is immiscible with Ga, leading to inhomogeneous growths and rough 

surface morphologies. Addressing this challenge, we carried out a series of molecular beam 

epitaxy growths of GaAsBi and InAsBi films at different growth conditions, paying special 

attention to the resulting surface morphologies, microstructures, and Bi-compositions, as well as 

the kinetics and thermodynamics of the systems. We found that GaAsBi and InAsBi both exhibit 

four surface morphologies, those being different combinations or absences of droplets. In 

GaAsBi, the presence of Bi droplets particularly is associated with highly inhomogeneous films. 

The effect is still present in InAsBi films but is less prevalent. Our GaAsBi films reached Bi-

compositions of 18.3% with droplets and 13.6% without droplets. The InAsBi films had Bi-

compositions of up to 3.9% with droplets and 1.6% without droplets. The GaAsBi films 

generally match previous growth modeling, allowing us to estimate its kinetic parameters for 

growth. The InAsBi films match the modeling in some ways, allowing us to estimate parameters, 

but show features indicating that there are other kinetic processes to account for.
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The second section of the dissertation studies materials science and engineering (MSE) 

education. The process of disciplinary education involves introducing students to and 

enculturating students in the disciplinary culture, making students literate in the practices and 

values of the discipline. The theoretical framework of Disciplinary Literacy prompts researchers 

and instructors to ask, "What are the discipline-specific practices and values that are necessary to 

become a disciplinary practitioner, and how do we support students in becoming literate in those 

practices and values?" Though there are concepts and tactics that have been suggested for use in 

disciplinary-literacy-guided education, there remain the questions of how the concepts and 

tactics have been applied to education, and how they could be applied. To study the prevalence 

of disciplinary literacy concepts and tactics in contemporary MSE education, we conducted a 

literature review on published crystal structures and crystallography learning activities. Our 

findings suggest that certain concepts and tactics, such as the disciplinary cycle and the use of 

multiple types of representations, are implicitly understood and addressed in activities, while the 

tactic of learner role is not implicitly understood and certain aspects of it are neglected. To study 

the application of the disciplinary literacy concept of representational fluency in MSE education, 

we conducted studies comparing how students use paper-based and virtual-reality-based (VR) 

representations to complete activities about crystal structures, as well as how effective those 

different representations are. We found that students tend to use the two types of representations 

in different ways, and that while the VR-based representations helped students to complete 

difficult parts of the activity more correctly, they were less likely to remember what they 

learned.  

Implications of our findings for both sections are further discussed.
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CHAPTER 1 

Introduction 

 

This dissertation is split into two sections. The first section, Chapters 2.1-2.6, centers on 

III-As-Bi semiconductor materials, their growth challenges, and their characterization in terms of 

morphology, microstructure, kinetics, and thermodynamics. It is guided by the overarching 

research question of What surface morphologies, microstructures, and Bi-compositions arise 

in MBE-grown III-As-Bi films, and what can this tell us about their kinetics and 

thermodynamics? The second section, Chapters 3.1-3.4, centers on Materials Science and 

Engineering (MSE) Education, and specifically on the application of the framework of 

disciplinary literacy to MSE. The section is guided by the overarching research question of How 

are instructors using concepts of disciplinary literacy in MSE education? 
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CHAPTER 2.1 

Introduction 

 

The mid-infrared (IR) range (2-30 μm or 0.04-0.62 eV [1]) of the electromagnetic 

spectrum is important for many applications, as it includes an atmospheric transmission window 

as well as characteristic frequencies for IR spectra of environmentally-, medically-, and 

industrially-important chemicals [1]. It has use particularly in gas sensing [2-3] and thermal 

imaging [4]. However, the mid-IR range is not well accessed by current technologies, with 

sources often being low in intensity or broadband (as in the case of Fourier transform infrared 

spectrometers, and leading to high power consumption and inefficient and low-coherence 

outputs) [1]. For many sensing applications, narrowband, coherent, and efficient optics sources 

are thus desired. The III-V semiconductors, including GaAs, GaSb, InAs, and InSb, have the 

capability to meet that desire, with bandgaps either higher than or in the general range of those 

needed for mid-IR applications (1.441 eV for GaAs, 0.70 eV for GaSb, 0.356 eV for InAs, and 

0.180 eV for InSb [5]), and with tunability in the bandgaps through the addition of Bi. Bi lowers 

the bandgap by increasing the energy of the valence band, as Bi-induced localized defect states 

increase the energy of the heavy hole and light hole bands [6], and can also increase the spin-

orbit splitting energy, which can in turn suppress Auger recombination in laser diodes [7].   

The ultimate goal with these materials is to maintain full control over the microstructure 

of epitaxially-grown films while still achieving high, and tunable, Bi content. Full 
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microstructural control could allow for the growth of uniform bulk films or of regular 

substructures, such as superlattices. Achieving high and tunable Bi content would allow the 

electronic properties of the film, particularly the bandgap, to be tuned and to target wavelengths 

in the mid-IR range of 2-30 μm (0.62-0.04 eV) [1] for devices such as lasers and detectors. 

Inhibiting that goal, however, is the fact that Bi substitutes into the III-As compound in As sites 

and has low miscibility with III-As compounds such as GaAs and InAs [8-9]. These poor 

thermodynamic properties mean that III-As-Bi materials need to be grown by methods that can 

take advantage of kinetic factors to grow metastable films. In such methods, such as Molecular 

Beam Epitaxy (MBE) or Metalorganic Vapor Phase Epitaxy (MOVPE), precise fluxes of 

molecules under vacuum (MBE) or precursors gasses (MOVPE) are applied to temperature-

controlled substrates, resulting in epitaxial growth on the substrate surface through either 

physical deposition (MBE) or chemical reaction (MOVPE) [10-11]. In both cases, fine control of 

the input fluxes, the growth rate, and the substrate temperature allow for growth of metastable 

alloys despite their unfavorable thermodynamics, and can also allow for alloy growth with 

particular structures, such as quantum wells [12], superlattices [13], or nanowires [14]. Even 

with such kinetically-limited growth, Bi has the tendency to self-segregate in III-As-Bi films [15-

18], resulting in inhomogeneous Bi composition and the formation of droplets on the surface. 

There have been some studies in III-V-Bi materials systems [19-21] to examine how certain 

combinations of growth parameters result in different surface morphologies and film quality in 

the past, but such studies have either been conducted with III-Sb-Bi systems [19] or examine 

only subsections of the III-V-Bi system under study [20-21].  

In this work, we seek to establish the growth conditions for MBE-grown films of two III-

As-Bi materials systems, GaAsBi and InAsBi, and characterize them in terms of morphology, 
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microstructure, and Bi content. In this way, we can both broadly sketch out what growth 

conditions lead to what types and qualities of films, granting an inductive understanding of the 

systems, and also use the data from the growths to estimate the inherent kinetic parameters of the 

systems, allowing them to be more-accurately modeled. Additionally, conducting these studies 

for two materials systems allows us to examine how the change in thermodynamics caused by 

the substitution of the group-III species affects the films grown and the kinetics.  

We center our work here around one overarching question: What surface morphologies, 

microstructures, and Bi-compositions arise in MBE-grown III-As-Bi films, and what can this 

tell us about their kinetics and thermodynamics? To address this larger question, we focus on 

specific research questions to guide our inquiry, split between the two materials systems. For 

both systems, we focus on the following two questions: 1. What surface morphologies, 

microstructures, and Bi-compositions arise in III-As-Bi materials, and how does this change 

across a range of conditions? 2. How do the kinetics and thermodynamics of this particular III-

As-Bi system impact the observed morphologies, microstructures, and Bi-compositions? For 

GaAsBi specifically, we also address this question: 3. Does the observed GaAsBi system agree 

with previous computational predictions? For InAsBi, we focus on this third question instead: 3. 

How do different group III elements compare, and what can this tell us about the kinetics and 

thermodynamics of the systems? 

To address these questions, we first describe the background of these materials systems, 

their synthesis, and previous work and challenges found in growth of these materials (Chapter 

2.2). Next, we explain our methods and the details of growth and characterization used for this 

study (Chapter 2.3). After the methods, we discuss our results for the GaAsBi materials system 
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(Chapter 2.4) and for the InAsBi materials system (Chapter 2.5). We then conclude with a 

summary and address our overarching research question (Chapter 2.6).  
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CHAPTER 2.2 

Background 

 

Bismuth in III-V Semiconductor Materials 

The alloying of Bi to III-V semiconductor materials is of interest for several reasons. 

First, Bi is the heaviest stable group V element with an atomic weight of 208.98 Da, acts as a 

metal, and has a much lower toxicity than many other heavy metals [1], with applications 

ranging from being a medicinal component to replacing lead in solders and pipes [1]. The 

incorporation of Bi into III-V semiconductor materials affects the structure of the material's 

valence band [2], with the heavy hole and light hole E+ bands increasing in energy with Bi 

content in the valence band due to Bi-induced localized defect states [2]. In contrast, nitrogen 

alloyed III-V materials, known as nitrides, tend to have changes in the conduction band [3], as 

interactions with N resonance slightly above the conduction band edge leads to the original 

conduction band minimum splitting into higher and lower energy bands, the latter essentially 

becoming the new conduction band minimum [3]. Particularly, one effect on the valence band in 

III-V-Bi materials that is seen upon the addition of Bi is an increase in the spin-orbit (SO) 

splitting energy [4]. The SO splitting energy is related to the interaction of electrons with the 

atomic nuclei, and thus the addition of Bi as a heavy element makes it significantly larger [4]. If 

the SO splitting energy increases to where it is larger than the bandgap of the material, however, 



8 
 

Auger recombination will be suppressed as it will take more energy for the Auger recombination 

to proceed than it would to excite an electron into the conduction band. Thus, materials with 

large and tunable SO splitting are attractive to applications such as diodes and lasers [5] which 

have Auger recombination as a significant source of performance degradation [6]. Another 

benefit of alloying III-V materials with Bi is changing the Bi content allows us to tune the 

bandgap [7-11]. The exact dependence of the bandgap on the Bi content changes across material 

systems, with GaAsBi having a dependence of around 88 meV/% Bi [8], as seen in Fig. 2.2.1A, 

and InAsBi having a dependence of between 42-55 meV/% InBi [12, 13], as seen in Fig. 2.2.1B. 

 

Figure 2.2.1: A. Band-gap energy of GaAsBi as a function of the Bi composition, x. The inset shows the heavy-holes and light-

holes valence band splitting as a function of composition. [8] B. Band-gap energy dependence on InBi content for InAsBi 

determined from the (h)2 vs. h plot and from energies at = 1000 cm-1. The dependence of the PL-peak energies on InBi content is 

also plotted [12]. 

Figure 2.2.1 shows that large relative changes in the magnitude of the bandgap is seen for even 

small amounts of Bi incorporation, allowing the bandgap of III-V-Bi alloys to access the mid-IR 

frequencies for applications despite the alloys' low Bi content. 

A variety of different III-V-Bi materials have come under study for these applications, 

the most common being GaAsBi, InAsBi, GaSbBi, and InSbBi. Bismide semiconductors have 

been made or attempted using different methods, the most prominent of which are 

A. B. 
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organometallic vapor phase epitaxy (OMVPE) [13-15], liquid phase epitaxy (LPE) [16-18], and 

molecular beam epitaxy (MBE) [7, 19-27]. Most growths of III-V-Bi materials have been done 

using MBE due to the wide range of controllable parameters, particularly substrate temperature 

and time-sensitive control of material fluxes. This time-sensitive control allows for the epitaxial 

growth of complex structures including quantum wells [28] and superlattices [29]. MBE-grown 

GaAsBi and InAsBi materials will be the primary concern of the remainder of this work. 

Binary and ternary phase diagrams for the Ga-As-Bi and In-As-Bi systems have 

previously been computed using the Calphad method as seen in [30-32], and parts of these 

diagrams have been validated by experimental data including Differential Thermal Analysis 

(DTA) and electron dispersion spectroscopy (EDS). The relevant binary phase diagrams are seen 

in Fig. 2.2.2, and samples of ternary phase diagram isotherms can be seen in Fig. 2.2.3A (Ga-As-

Bi) and Fig. 2.2.3B (In-As-Bi). 

 

 

Figure 2.2.2: A. Calculated phase diagram of Bi-Ga binary system [30]. B. Calculated phase diagram of As-Bi binary system 

[31]. C. Calculated phase diagram of Ga-As binary system. (References to other works noted on the diagram can be found in 

[31]) [31]. D. Calculated phase diagram of In-As binary system [32]. E. Calculated phase diagram of In-Bi binary system [32]. 

A. B. C. 

D. E. 
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Figure 2.2.3: A. Calculated isothermal section of the Ga-As-Bi ternary system at 750 oC [31]. B. Calculated isothermal section of 

the In-As-Bi ternary system at 100 oC [32].  

From Fig. 2.2.2A and 2.2.2B, we can see one major difference between the GaAsBi and InAsBi 

material systems, that being that Bi is immiscible in Ga but forms multiple compounds with In. 

For MBE growth of these compounds, that means that Bi tends to segregate or precipitate out of 

GaAsBi films at regular growth temperatures [33], while in InAsBi films there is the possibility 

for In and Bi to form InBi, In2Bi, or In5Bi3 phases in the film instead of epitaxial growth. For Ga-

V-Bi, the two solutions are to do low-temperature growths in an attempt to kinetically freeze the 

Bi in place and to use a group V overpressure during growth [19]. For InAsBi, films must be 

carefully characterized to determine if other phases are present.  

 

Simulations of Bismide Growth 

Experimental observation of materials systems are critical to understanding how a system 

behaves. When coupled with mathematical models and simulations, however, observation- 

informed models can be used to predict and guide further experiments. The growth in interest in 

III-V-Bi semiconductors has led to different proposed models for Bi incorporation into the III-V 

crystal. 

A. B. 



 

11 
 

 

Early Modeling 

The first III-V-Bi model, proposed in 2008 by Lu, Beaton, Lewis, Tiedje, and Whitwick 

for the GaAsBi materials system [34], proposes that the Bi incorporation into the surface of the 

growing crystal is controlled by three processes, as follows. First, a Bi atom may incorporate into 

the film's surface from a surfactant layer through the simultaneous formation of an As-Ga bond 

and a Ga-Bi bond. Second, a Bi atom may incorporate into the film through the simultaneous 

formation of two Ga-Bi bonds, a process energetically excluded due to the formation of the 

unfavorable Bi-Ga-Bi bond. Third, a Bi atom may be displaced from a Ga-Bi bond through the 

insertion of an As atom. The first two processes, the Bi incorporation, are together described as 

proportional to the term θBiFGa(1 – x), where θBi is the surface coverage of Bi in the surfactant 

layer, FGa is the flux of Ga, and x is the Bi incorporation. The final process, the displacement of 

Bi, is described as proportional to the term FAse
-U1/kTx where FAs is the flux of As, U1 is an 

activation energy for the breaking of a Ga-Bi bond, k is the Boltzmann constant, and T is the 

temperature. Taking these processes together, the rate of change of Bi incorporation as a function 

of time can be described as the following, where b is a fitting parameter: 

𝑑𝑥

𝑑𝑡
∝ θ𝐵𝑖𝐹𝐺𝑎(1 − 𝑥) − 𝑏𝐹𝐴𝑠𝑒−

𝑈1
𝑘𝑇𝑥.      Eqn. 2.2.1 

This model is able to replicate some experimental observations but it does not examine what 

conditions lead to the formation of varying types of droplets or of compositional 

inhomogeneities nor does it examine the behavior of the Bi incorporation once droplets form. 

A second model of growth for the GaAsBi system, proposed in 2012 by Lewis, Masnadi-

Shirazi, and Tiedje, was designed to account for the As-flux-independent incorporation of Bi at 
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low As/Ga beam equivalent pressure ratios [35]. In this model, similar to the Lu model, the rate 

of Bi incorporation x into the surface of the crystal is given by 

𝑑𝑥

𝑑𝑡
∝ θ𝐺𝑎θ𝐵𝑖 − 𝑎1𝑥𝐹𝐺𝑎 − 𝑎2𝑥𝑒−

𝑈1
𝑘𝑇,      Eqn. 2.2.2 

where the symbols are defined the same as in the Lu model above, θGa is the fraction of the 

surface that is Ga-terminated, and a1 and a2 are constants. The Bi surfactant layer exists on top of 

the crystal layer, and so its coverage is independent of the other coverages, which otherwise must 

add to 1. The first term on the right side of Eqn. 2.2.2 relates to the incorporation of the Bi atom, 

the second term describes the attachment of a free Ga atom to an incorporated Bi atom, and the 

third term is the thermal ejection of Bi, similarly to the Lu model. The Lewis model then adds a 

second relation for the surface coverage of As with respect to time in order to account for the 

saturation of Bi incorporation at the low As/Ga flux ratios used in many growths: 

𝑑θ𝐴

𝑑𝑡
= 𝐹𝐴𝑠(1 − θ𝐴𝑠 − 𝑥) ∑ [(θ𝐴𝑠 + 𝑥)(1 − 𝑃𝐴𝑠)]𝑛∞

𝑛=0   

−𝐹𝐺𝑎θ𝐴𝑠 ∑ [(1 − θ𝐴𝑠)(1 − 𝑃𝐺𝑎)]𝑛∞
𝑛=0      Eqn. 2.2.3 

where θAs is the surface coverage of As, PAs is the probability of As evaporation, and PGa is the 

probability of Ga lost to droplet formation. In this way, Eqn. 2.2.3 accounts for the presence of 

Bi incorporation as the surface coverage of As changes over time. This model is designed to take 

the possible presence of Ga droplets into account and agrees with experimental data for low 

As/Ga flux ratios, but does not consider Bi droplets or biphasic droplet formation. 
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Kinetic Monte Carlo Simulations 

A different kind of model has also been used to simulate the growth of III-V-Bi 

semiconductors with varying flux ratios of the different components, that model being Kinetic 

Monte Carlo (KMC) simulations completed by Rodriguez et al [36]. The KMC model under 

discussion uses GaAsBi as a representative system and is made using an assumed zinc-blende 

lattice structure that does not include a priori assumptions about the stoichiometry of the 

resulting growth. The lack of stoichiometric assumption then allows for growths of simulated 

samples that result in droplets. At each simulation step, an atom could remain in place or do one 

of four actions: adsorb onto a vacant surface lattice site, switch positions with a neighboring 

atom, diffuse from its occupied site to an adjacent vacant site, or desorb from its occupied 

surface site. Except for transitions between atomic configurations involving adsorption, 

transition rates for all inter-atomic-configuration transitions are given by Arrhenius relations. 

Activation energies used for the Arrhenius relations are determined by nearest-neighbor and 

next-nearest-neighbor bond counting, where bond energies for that summation are specified 

using previous simulations and experimental data [37, 38]. The growth temperature for all 

simulated growths was 533 K, and the simulations, after initial trial growths to observe model 

behavior, were only allowed to run for up to 15 monolayers of growth before characterization of 

the results by the researchers. The initial trial growths were done to replicate the nucleation, 

growth, and diffusion of the different possible droplet types at the expected relative ratios of the 

III, V, and Bi fluxes, in order to demonstrate that this KMC model is reasonable and able to 

reproduce experimental observations. For the remainder of the growths, the V/III and Bi/V flux 

ratios were varied and the growths were characterized according to observed surface morphology 
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and the % Bi incorporation. The resulting map of the growths in this flux ratio space is seen in 

Fig. 2.2.4. 

 

Figure 2.2.4: Droplet formation and Bi incorporation for GaAsBi film growths. FGa was held at 0.50 ML/s, while FAs and FBi 

were varied. The upper left area exhibited droplet free growth, while the upper right exhibited Bi droplet formation; the lower left 

exhibited Ga droplet formation, while the lower right area exhibited both Ga and Bi droplet formation during film growth. Bi 

incorporation is represented by the color of the marker, ranging from 0% (dark blue) to 21% (dark red). (The dotted line depicts 

the corollary experimental GaSbBi growth reported by Duzik [20]) [36]. 

From the mapping of simulated growths at a range of V/III and Bi/V flux ratios, the regions 

corresponding to each observed surface morphology can be delimited. While each region 

occupies the corner where it was expected and all four regions meet at a point, the center of the 

surface morphology map exhibits unexpected bending of the morphology boundaries in the flux 

ratio space, creating a channel of unexpectedly droplet-free conditions at specific ranges of V/III 

and Bi/V flux ratios. The amount of simulated Bi incorporation increased towards the biphasic 

Bi/Ga droplet region and was generally highest near to the Ga droplet to biphasic droplet 

boundary. In contrast, most of the droplet-free region has low Bi incorporation, with the highest 

incorporation being found in the channel area mentioned above. 
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Surface Kinetics Simulations 

To account for droplet formation and compositional inhomogeneities in the films, another 

model of growth of III-V-Bi materials was presented by Tait et al [39]. The deposition and 

incorporation of Bi into a III-V film in this model is controlled by four operating mechanisms, as 

shown in Fig. 2.2.5 and explained following. 

 

Figure 2.2.5: Illustration of possible operating mechanisms during the deposition of Bi in the growth of III-V-Bi. [39] 

Covering the uppermost layer of the film is a loosely-bound surfactant layer made primarily of 

Bi, where the surfactant layer coverage is θS. The total coverage of the film in the epilayer is the 

sum of the coverages of III, V, and Bi atoms (θIII, θV, and θB, respectively). The surfactant 

coverage is governed by the incoming flux of Bi (FB), the rates of Bi incorporation from the 

surfactant layer (Rinc) and spontaneous desorption from the surfactant layer (Rdes), and the 

probabilities of group-V-flux-mediated removal from the surfactant layer and displacement from 

the epilayer (Prem and Pdis, respectively), where the group V flux is denoted as FV. Pdis is 

equivalent to the third process in the Lu model [34], Rinc is equivalent to the first term of the 

Lewis model (Eqn. 2.2.2) [35], and Rdes is equivalent to the third term of the Lewis model (Eqn. 

2.2.2) [35], whereas Prem is introduced in the Tait model here discussed. All four rates and 

probabilities are given by simple Arrhenius relationships, and probabilities differ from rates only 
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in their units, where rates have units of s-1 and probabilities are unitless. The flux of the III 

element affects the coverage of Bi and the group III species in the epilayer and is used in their 

calculation. Overall, the system is modeled with the following three equations: 

𝑑θ𝑆

𝑑𝑡
= 𝐹𝐵 −  θ𝑆𝑅𝑑𝑒𝑠 −  

θ𝐼𝐼𝐼θ𝑆(𝑅𝑖𝑛𝑐)
2

𝐹𝑉
+  θ𝐵𝐹𝑉𝑃𝑑𝑖𝑠 −  𝐹𝑉θ𝑆𝑃𝑟𝑒𝑚,   Eqn. 2.2.4 

𝑑θ𝐼𝐼𝐼

𝑑𝑡
=  𝐹𝐼𝐼𝐼 −  

θ𝐼𝐼𝐼θ𝑆(𝑅𝑖𝑛𝑐)
2

𝐹𝑉
−  θ𝐼𝐼𝐼𝐹𝑉,       Eqn. 2.2.5 

𝑑θ𝐵

𝑑𝑡
=  

θ𝐼𝐼𝐼θ𝑆(𝑅𝑖𝑛𝑐)
2

𝐹𝑉
−  θ𝐵𝐹𝑉𝑃𝑑𝑖𝑠 −  θ𝐵𝐹𝐼𝐼𝐼 ,      Eqn. 2.2.6 

where 
𝑑θ𝑆

𝑑𝑡
, 

𝑑θ𝐼𝐼𝐼

𝑑𝑡
, and 

𝑑θ𝐵

𝑑𝑡
 are the rate of change with respect to time of θS, θIII, and θB, 

respectively. From these equations, an expression for the Bi content in the film as a function of 

growth parameters is given as follows: 

𝑥 =
𝐹𝐼𝐼𝐼𝑅𝑖𝑛𝑐2

𝐹𝐵𝑖

(𝐹𝐼𝐼𝐼+𝐹𝑉𝑃𝑑𝑖𝑠)(𝐹𝑉
3𝑃𝑟𝑒𝑚+𝐹𝑉

2𝑅𝑑𝑒𝑠+𝑅𝑖𝑛𝑐2
𝐹𝐵𝑖)

.    Eqn. 2.2.7 

While the trends indicated by the model are consistent with experimental data, the model cannot 

be used predictively as the exact values of the mechanism parameters Rinc, Rdes, Pdis, and Prem are 

unknown. 

Similarly, a fourth model of the surface kinetics of III-V-Bi materials was introduced by 

Schaefer et al. [40] and was designed to both expand on the Tait model by more precisely 

describing the relevant fluxes and by explicitly extending the model to include quaternary alloys, 

particularly InAsSbBi. This model, similarly to the Tait model [39], denotes six processes 

occurring at the surface, seen in Fig. 2.2.6.  
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Figure 2.2.6: Schematic of (100) growth surface illustrating the six processes occurring during molecular beam epitaxy growth. 

(1) Adsorption of incident Bi flux into the surface layer. (2) Desorption of Bi from the surface layer. (3) Incorporation of Bi on a 

group-V lattice site. (4) Anion exchange wherein an incident As or Sb atom displaces a Bi atom from a group-V lattice site back 

into the adsorbed surface layer. (5) Anion-assisted removal wherein the desorption of As or Sb from the surface participates in 

the removal of Bi from the surface layer. (6) Accumulation of adsorbed Bi into Bi-rich surface droplets. From [40]. 

 

The processes as numbered in Fig. 2.2.6 are as follows: 1. The adsorption of incoming Bi flux 

onto the growth surface in a weakly-bound layer. 2. The spontaneous desorption of Bi from said 

weakly-bound surface layer (accounted for by Rdes in the Tait model). 3. The incorporation of Bi 

into a group-V lattice site in the epilayer, marked by the formation of an In-Bi bond (accounted 

for by Rinc in the Tait model). 4. The displacement of Bi from a group-V lattice site back into the 

surface layer by an incident non-Bi group-V atom, replacing the In-Bi bond with an In-(As, Sb) 

bond (accounted for by Pdis in the Tait model). 5. The desorption of Bi from the weakly-bound 

surface layer by means of an incident group-V atom (accounted for by Prem in the Tait model). 6. 

The coalescence of excess Bi from the surface layer into droplets. Notably, the fifth process is 

dependent on only the portion of the group-V flux that is not incorporated into the crystal, rather 

than the entire group-V flux as used in the Tait model [39, 40]. They then model these processes 

with the following two equations: 

𝐹𝐵𝑖 + �̂�(𝐹𝐴𝑠𝑃𝑒𝑥𝑐,𝐴𝑠 + 𝐹𝑆𝑏𝑃𝑒𝑥𝑐,𝑆𝑏)  

= 𝜃𝐵𝑖(𝑅𝑑𝑒𝑠 + 𝑅𝑖𝑛𝑐 + 𝑅𝑑𝑟𝑜 + ∆𝐹𝐴𝑠𝑃𝑟𝑒𝑚,𝐴𝑠 + ∆𝐹𝑆𝑏𝑃𝑟𝑒𝑚,𝑆𝑏),  Eqn. 2.2.8 

and 
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�̂�𝐹𝐼𝑛 = 𝜃𝐵𝑖𝑅𝑖𝑛𝑐 − �̂�(𝐹𝐴𝑠𝑃𝑒𝑥𝑐,𝐴𝑠 + 𝐹𝑆𝑏𝑃𝑒𝑥𝑐,𝑆𝑏),    Eqn. 2.2.9 

where on the left side of Eqn. 2.2.8, which includes terms increasing the surface coverage of Bi, 

FBi is the incident Bi flux, �̂� is the Bi mole fraction, FAs and FSb are respectively the incident As 

and Sb fluxes, and Pexc, As and Pexc, Sb are the probabilities that a Bi atom is displaced back into 

the surface layer by respectively an As atom or a Sb atom. On the right side of Eqn. 2.2.8, 

including all terms that decrease the Bi surface coverage fraction θBi, Rdes is the rate of Bi self-

desorption, Rinc is the rate of Bi incorporation in the epilayer, Rdro is the rate of droplet 

accumulation, ΔFAs and ΔFSb are respectively the excess As and Sb fluxes, and Prem, As and Prem, 

Sb are the probabilities of Bi removal from the epilayer by As or Sb atoms, respectively. In Eqn. 

2.2.9, which sums up the rates of Bi incorporation into and removal from the growth epilayer, FIn 

is the flux of In that is observed to fully incorporate into the epilayer. When Eqns. 2.2.8 and 2.2.9 

are treated as a system, it is possible to solve for θBi and �̂�, which yields one solution for θBi: 

𝜃𝐵𝑖 =
𝐹𝐵𝑖(𝐹𝐼𝑛+𝐹𝐴𝑠𝑃𝑒𝑥𝑐,𝐴𝑠+𝐹𝑆𝑏𝑃𝑒𝑥𝑐,𝑆𝑏)

(𝐹𝐼𝑛+𝐹𝐴𝑠𝑃𝑒𝑥𝑐,𝐴𝑠+𝐹𝑆𝑏𝑃𝑒𝑥𝑐,𝑆𝑏)(𝑅𝑑𝑒𝑠+𝑅𝑑𝑟𝑜+∆𝐹𝐴𝑠𝑃𝑟𝑒𝑚,𝐴𝑠+∆𝐹𝑆𝑏𝑃𝑟𝑒𝑚,𝑆𝑏)+𝐹𝐼𝑛𝑅𝑖𝑛𝑐
, Eqn. 2.2.10 

and two solutions for �̂�: 

�̂� =
𝜃𝐵𝑖𝑅𝑖𝑛𝑐

(𝐹𝐼𝑛+𝐹𝐴𝑠𝑃𝑒𝑥𝑐,𝐴𝑠+𝐹𝑆𝑏𝑃𝑒𝑥𝑐,𝑆𝑏)
,        Eqn. 2.2.11a 

�̂� =
𝐹𝐵𝑖𝑅𝑖𝑛𝑐

(𝐹𝐼𝑛+𝐹𝐴𝑠𝑃𝑒𝑥𝑐,𝐴𝑠+𝐹𝑆𝑏𝑃𝑒𝑥𝑐,𝑆𝑏)(𝑅𝑑𝑒𝑠+𝑅𝑑𝑟𝑜+∆𝐹𝐴𝑠𝑃𝑟𝑒𝑚,𝐴𝑠+∆𝐹𝑆𝑏𝑃𝑟𝑒𝑚,𝑆𝑏)+𝐹𝐼𝑛𝑅𝑖𝑛𝑐
, Eqn. 2.2.11b 

Using these equations, the authors are able to use measured growth parameters and 

characteristics of a set of various InAsSbBi growths to fit the kinetic model parameters at various 

substrate temperatures and for various species.  
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CHAPTER 2.3 

Methods 

 

Growth and Calibration 

In MBE growth, the fluxes used for particular samples are usually measured using Beam 

Flux Measurement (BFM). For the work described here, BFM was used each growth day to 

acquire Ga, In, Bi, and As2 beam equivalent pressures (BEPs), reported in units of torr. Beam 

equivalent pressures (BEPs) were measured for Ga, In, Bi, and As2 using a retractable ion gauge 

placed in front of the substrate manipulator. In each BFM session, the BFM was allowed to 

outgas before measurements were recorded for a minimum of 30 minutes after turning on the ion 

gauge. After those 30 minutes, the BFM was exposed to a flux of the group III element (Ga or 

In) until the pressure reading stabilized, in order to getter the ion gauge and reduce the baseline 

measurement. This process left the BFM more sensitive to smaller BEP variations. For a given 

BFM measurement of Ga, In, or Bi, the BFM was exposed to a flux of the element for a set 

period of time before the flux was removed and the BFM was allowed to return to baseline 

pressure. The stabilized baseline pressure was recorded 30 seconds after the removal of the 

element flux, and subtracted from the stabilized on-flux measurement to record the net BEP in 

units of torr. Measurements were repeated at least twice again, with an off-flux gap of 60 

seconds after the baseline measurement, and once the net BEP measurements had been 

reproduced a total of three times, the average was taken as the overall net BEP measurement for 
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that element. For Ga and In, the flux period was 30 seconds. For Bi, the flux period was 90 

seconds.  

BEP measurements for As2 were taken in a slightly different manner, due to the valved 

cracker. A flux of a group III element (Ga or In) was applied to the ion gauge to getter. When the 

flux was removed the baseline BEP was allowed to equilibrate with the As2 valve closed and the 

shutter cutting off all flux. Once stability was reached, the shutter was opened and the BEP was 

allowed to stabilize again. Once a baseline was established, the valve position was serially 

increased, with each valve position allowed to sit for 30 seconds to equilibrate before a BEP 

measurement in torr was taken. Net BEPs were calculated based on the difference between the 

BEP at the valve position and the baseline BEP measured with a closed valve and open shutter. 

Initial valve positions to take measurements at were chosen based on previous measurements, but 

subsequent positions were chosen based on target BEPs. Once a range of valve positions were 

identified as possibilities, the measurements were repeated without the intervening valve 

positions to account for hysteresis until the net BEP values converged. The pattern of these 

repeated measurements were equilibration with a closed valve, 30 seconds of the valve opened to 

the desired position, and then the valve closed to the 0 position and the baseline measured again 

after the valve had been closed for 30 seconds. The net BEP measurement was taken from the 

difference between the BEP at the selected valve position and the previous baseline 

measurement. 

Reflection high energy electron diffraction (RHEED) oscillations were used to measure 

the group III flux. A dedicated RHEED sample of the same substrate as the growth samples was 

heated to 600℃ on the optical pyrometer and monitored on the RHEED camera to ensure a 

smooth RHEED pattern was obtained. The pattern was rotated until a 2x4 reconstruction was 
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found and centered just off the reconstruction in the pattern. The intensity of the brightest point 

was monitored while the sample was under As flux, and then the group III element shutter was 

opened to expose the sample to group III flux. The RHEED intensity would oscillate as the 

group III element would deposit on the surface and grow layers of [Ga, In]As film, with the 

highest intensity corresponding to full monolayers grown and the lowest intensity corresponding 

to patchy parts of a monolayer grown. After the system equilibrated and the intensity oscillations 

became too noisy, the group III shutter was closed to cut off the group III flux, and the average 

length of an oscillation was calculated, according to the following: Nperiods / (Tfinal – Tfirst), where 

Nperiods is the number of full non-noisy oscillations counted peak-to-peak or trough-to-trough 

between the shutter opening and the last non-noisy peak or trough, Tfinal is the time recorded at 

the final non-noisy peak or trough, and Tfirst is the time recorded at the first peak or trough after 

the shutter was opened. The process was repeated at least twice to ensure consistency.  

Ga and In rates were measured using RHEED oscillations, and Bi and As2 rates were 

estimated based on the Ga or In rate and the ratio of BEPs, as follows:  RAs = RIII * (BEPAs / 

BEPIII), RBi = RIII * (BEPBi / BEPIII), where RAs is the rate of As growth, RIII is the rate of the 

group III growth, BEPAs is the BEP of As, BEPIII is the BEP of the group III element, RBi is the 

rate of Bi growth, and BEPBi is the BEP of Bi. RHEED was also used for in-situ monitoring of 

surface oxide desorption and general surface quality. 

The substrate temperature was measured using a low temperature optical pyrometer with 

calibration to ensure accurate measurements in the low end of the effective detection range 

(250℃-1400℃). The temperature measured by the optical pyrometer was calibrated for the low 

temperature range (here referring to temperatures below 330℃ according to the optical 

pyrometer) by doing a series of heating steps in the temperature setpoint. Starting at 0℃, the 
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substrate heater was set to a particular value and allowed to equilibrate for at least 5 minutes. 

After the equilibration, the temperature on the pyrometer was recorded and the substrate heater 

was set to a new temperature 10℃ higher and the process was repeated until a substrate heater 

temperature of 500℃ was reached. This process was repeated in the temperature range of 270-

500℃ both with and without an ambient As flux applied in order to measure consistency 

between common between-film-growth conditions. In this manner, the relationship in 

temperature between substrate heater and pyrometer could be modeled and used to confirm 

temperatures in growth temperature ranges between 295-325℃.  

All samples were prepared on (001) oriented GaAs and InAs substrate wafers in a solid 

source EPI 930 MBE chamber using standard effusion cells for Ga (with two heating zones), In, 

and Bi and a valved cracking cell for As, with As cracked at 1000℃ to obtain As2. Samples were 

grown using the following process. A (001) oriented GaAs or InAs substrate wafer 

approximately 1 cm2 in size was heated to about 650℃ (for GaAs) or 510℃ (for InAs) and 

monitored on RHEED until a smooth, uninterrupted pattern emerges, indicating the desorption of 

the oxide layer. The temperature was reduced to 600℃ (for GaAs) or 465℃ (for InAs) on the 

pyrometer, and a 1μm buffer layer matching the substrate was grown at As overpressure, 

generally at a valve position of 100, giving an As BEP of 1-2 x 10-6 torr, compared to the group 

III BEP usually being 3-6 x 10-7 torr. Finally, the temperature was set at 325℃ ±5℃ for GaAs or 

300℃ ±10℃ for InAs and a ~500nm GaAsBi film or InAsBi film was grown. The substrate was 

not rotated during growth. Once the film was finished, the sample was annealed at the growth 

temperature for 5 min before it was quenched to 200℃.  

The film growths we did were spread across the flux-ration-space, focusing on regions of 

interest, namely the morphology transitions and the central point of the droplet-free region 
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predicted in Fig. 2.2.4. A hypothetical set of growths illustrating the general pattern can be seen 

in Fig. 2.3.1.  

 

Figure 2.3.1: Hypothetical series of MBE growths to recreate the KMC morphology map [1]. The points in blue represent 

individual growth series. Exact target parameters would depend upon the specific system and previous growths’ surface 

morphologies. The black lines are guides to the eye and only represent hypothetical placement of the surface morphology 

boundaries. 

This method of recreating the morphology map was chosen to allow us to check if the trends 

seen in the KMC-predicted map [1] hold true and to put values on the flux ratios (or ranges of 

ratios) at which the morphology transitions occur.  

 

Characterization 

After growth, all samples were characterized by Scanning Electron Microscopy, Energy 

Dispersive Spectroscopy, and X-Ray Diffraction. Certain representative samples were studied 

with Scanning Transmission Electron Spectroscopy and Atomic Probe Tomography.  

The surface of all samples were characterized using Scanning Electron Microscopy 

(SEM) using a JEOL JSM IT500-SR with a secondary electron detector. Characteristic x-rays for 
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Ga, In, As, and Bi using Energy Dispersive Spectroscopy (EDS) were used to ascertain the 

constitution of sample surfaces and morphological features. In cases where multiple 

morphologies were apparent on a sample (due to BEP gradients across the non-rotating sample 

based on the placement of effusion cells in the MBE chamber), the morphology seen at the 

center of the sample was taken as the true morphology.  

Average film composition and microstructure was characterized using X-Ray Diffraction 

(XRD). For GaAsBi, ω-2θ rocking curves around the (0 0 4) substrate peak, found at 66.06°, 

were done in order to determine the angle of the film peak and film quality. For InAsBi, ω-2θ 

rocking curves were done around the (0 0 4) substrate peak found at 61.1°, instead. The peak 

shift between the film peak and the substrate peak was used to infer the percent of Bi in the film 

based on Vergard's law, using a theoretical lattice constant for GaBi of 6.33 Å [2], and 

extrapolating the lattice constant of InBi (zincblende) using powder diffraction database files for 

InAs0.97Bi0.03 [3]. Film quality was inferred based on the width of the film peaks. Due to the 

irregular peak shape and many inhomogeneities found in Bi-containing films, film quality was 

not judged by the Full-Width-Half-Maximum (FWHM) as is standard, but rather by the width of 

the peak one order of magnitude lower than its highest point (wOOM). This value was calculated 

by finding the film peak maximum, calculating the intensity one order of magnitude below the 

peak, and determining the width of that intensity line. In cases where that line met the substrate 

peak, the intensity line was terminated at the substrate peak position and not at the high angle 

side of the substrate peak. The median value on this intensity line was taken as the median Bi 

composition for the sample for use in Vergard's law. In this way, the width of highly-

inhomogeneous film peaks could be compared to others, even when there were relatively sharp 

film peaks within the larger inhomogeneities.  
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Focused Ion Beam (FIB) was used to prepare thin (<100 nm-thick) Transmission 

Electron Microscope (TEM) liftouts of representative samples of each surface morphology. Most 

samples were prepared in a Thermo Fisher Nova 200 Nanolab SEM/FIB, with additional 

preparation being done in a Thermo Fisher Helios 650 Nanolab SEM/FIB. Each liftout was 

prepared by depositing protective layers of carbon and platinum on the sample surface (~0.5 μm 

layer of C deposited with both the SEM and FIB beams and ~1 μm of Pt deposited with the FIB 

beam, depending on instrument conditions) and then milling grooves around the sample to allow 

the in-progress liftout to be removed from the surface and fastened to a TEM grid. Once the 

sample was welded to the TEM grid with more Pt, the sample was serially thinned towards the 

center of the liftout using FIB milling with progressively smaller voltages and currents. The 

starting conditions were 30 kV and 0.5 nA for thinning, and the final milling steps were 

generally done at 2-5 kV and 0.072-0.12 nA, depending on which instrument was used. The 

exact thickness of the completed liftouts was not measured but were thin enough to be imaged in 

a TEM.  

The completed liftouts were examined in various transmission electron microscopes, 

including a JEOL 2100 Probe-Corrected Analytical Electron Microscope, a JEOL 3100R05, and 

a Thermo Fisher Talos F200X G2 S/TEM. In the JEOL 3100R05, used for high-resolution 

imaging, the beam accelerating voltage was 300 kV and both High Angle Annular Dark Field 

(HAADF) and Bright Field (BF) detectors. In the Talos F200X, used for element mapping 

through EDS, the beam accelerating voltage was 200 kV, and the EDS beam conditions were 

200 kV accelerating voltage and ~259 pA of current. The obtained STEM micrographs were 

analyzed using FIJI, an ImageJ-based image processing software (https://fiji.sc/#).   

https://fiji.sc/
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Atomic Probe Tomography (APT) was done for some representative samples in order to 

see the dispersion of Bi in the film. APT samples were prepared using FIB in a similar method to 

that used for the TEM liftouts, where the sample was placed on an APT array instead of a TEM 

grid and was thinned to a point through milling of concentric circles. APT was done using a 

Cameca LEAP 5000XR. The APT conditions were a temperature of 25 K in laser pulsing mode, 

a pulse energy of 0.2 pJ, a pulse rate of 125 kHz, and a detection rate of 0.50%. The tomographic 

data obtained was analyzed using Cameca Integrated Visualization and Analysis Software 

(IVAS).  
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CHAPTER 2.4 

GaAsBi 

 

Background 

Gallium arsenide (GaAs) is a III-V semiconductor with a unit cell length of 5.65 Å and a 

bandgap of 1.424 eV [1]. The compound does not appear in nature and must be manufactured 

[2], generally by either the cooling of a stoichiometric melt (producing polycrystalline GaAs) [3] 

or the Czochralski crystal pulling method (producing monocrystalline GaAs) [2]. GaAs began 

coming under serious study in the mid-1950s [2], and has since been used for a variety of 

electronic applications, including transistors [4], solar cells [5], and laser diodes [6].  

While GaAs is useful on its own, it has been targeted for alloying with Bi in order to alter 

its bandgap without large changes in lattice constant [7] and with significant increases in the 

spin-orbit splitting energy [8]. Although Bi incorporation in GaAs is thermodynamically 

unstable, metastable GaAsBi semiconductors have been made using molecular beam epitaxy 

(MBE) [9-11]. Most growths of GaAsBi have been done using MBE due to the wide range of 

controllable parameters, particularly substrate temperature and time-sensitive control of material 

fluxes. MBE-growth of GaAsBi was first achieved in 2003, grown at 380℃ on a GaAs (100) 

substrate and with a Bi BEP of up to 10-7 torr, a growth rate of ~0.06 ML/s and with a buffer 

layer grown before the film, and resulted in samples with a Bi incorporation of up to 3.1% [12]. 
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To date, the highest reported Bi incorporation was obtained in 2012 [9]. The film was 22% Bi, 

had a biphasic Ga-Bi-droplet-covered morphology, and was grown at 200 ℃ on a GaAs (100) 

substrate and with a Bi/Ga BEP ratio of 0.59, a As2/Ga BEP ratio of less than 0.5, and a growth 

rate of 0.01 ML/s [9]. GaAsBi has been used for applications including lasers [13, 14], such as a 

GaAs/GaAsBi single quantum well microdisk laser with 5.8% Bi-composition and a lasing 

wavelength of 1276 and 1407 nm [14], and photovoltaic cells [15], such as a GaAs/GaAsBi pin 

solar cell with 1.7% Bi-composition and a bandgap of 1.3 eV in the active GaAsBi layer which 

resulted in a fill factor of 62% and an efficiency η of 4.18%.  

The growth and use of Ga-V-Bi semiconductor materials is limited by the immiscibility 

of Ga and Bi [16], leading to various difficulties with the incorporation of Bi in the film. In 

general, both Bi desorption from the surface and displacement of Bi by other group-V species 

lead to low Bi incorporation due to the low bonding energy between Ga and Bi. For example, 

Rodriguez et al. used kinetic Monte Carlo simulations to model the pair-wise interactions and 

found the interaction energies were 0.13 eV for Ga-Bi as compared to 0.30 eV, 0.18 eV, and 0.50 

eV for Ga-Ga, Bi-Bi, and Ga-As respectively [17]. To prevent the loss of Bi by these 

mechanisms, many studies use two strategies simultaneously: a low substrate temperature and an 

overall V/III flux ratio a bit larger than 1 [18]. Low substrate temperatures can lead to lower-

quality film growth, and so the substrate temperature used for MBE growths must be carefully 

optimized [10]. Similarly, different surface morphologies can appear when the V/Ga and Bi/V 

flux ratios are varied with respect to each other. In the case of GaAsBi, these surface 

morphologies range from droplet-free surfaces when the As/Ga ratio is high and the Bi/As ratio 

is low, to Ga-droplet-covered surfaces when both ratios are low, to Bi-droplet-covered surfaces 

when both ratios are high, and finally to biphasic Ga-and-Bi-droplet-covered surfaces when the 
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As/Ga flux ratio is low and the Bi/As ratio is high [18, 19]. Figure 2.4.1 displays the four surface 

morphologies (as they appear in GaAsBi and GaSbBi). 

 

Figure 2.4.1: SEM of representative samples demonstrating four distinct surface morphologies attained throughout growth of 

GaAsBi, A. Ga droplet growth regime [18] B. Droplet-free growth regime [18], C. Biphasic Ga/Bi droplet growth regime [19], 

and D. Bi droplet growth regime [19]. The images in A. and B. were taken of GaAsBi samples, while the images in C. and D. 

were taken of GaSbBi samples. The horizontal scale bars in C. and D. correspond to 1 μm. 

 

However, even in cases where Bi is able to be incorporated, the immiscibility of Ga and Bi leads 

to Bi segregation into high-Bi and low-Bi regions. Such Bi segregation leads to compositional 

inhomogeneities throughout the film [20], but compositional inhomogeneities are especially 

prevalent in the presence and vicinity of Ga droplets [19]. Understanding and controlling for the 

complex ways Bi interacts with the growing GaAsBi film is critical to being able to grow tuned 

high-Bi-content films.   

A. B. 

C. D. 
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In our work here, we will focus our efforts with GaAsBi on addressing the overall 

research question of What surface morphologies, microstructures, and Bi-compositions arise 

in MBE-grown GaAsBi films, and what can this tell us about their kinetics and 

thermodynamics? To guide our process, the question is split into three more-direct questions: 1. 

What surface morphologies, microstructures, and Bi-compositions arise in Ga-As-Bi materials, 

and how does this change across a range of conditions? 2. How do the kinetics and 

thermodynamics of the GaAsBi system impact the observed morphologies, microstructures, and 

Bi-compositions? 3. Does the observed GaAsBi system agree with previous computational 

predictions?  

 

GaAsBi Growth Series 

To study what surface morphologies and microstructures arise in III-As-Bi materials and 

how the kinetics and thermodynamics of the system impact the observed morphologies and 

microstructures, we grew 25 GaAsBi samples with various As/Ga and Bi/As BEP ratios, ranging 

from 1.62-3.46 for As/Ga BEP ratios and 0-0.37 for Bi/As BEP ratios. Each sample was grown 

according to the procedure outlined in Chapter 2.3, and after growth had its surface morphology 

categorized by SEM and EDS. Variable growth details for the 25 GaAsBi samples are shown in 

Table 2.4.1, while invariant parameters can be found in Chapter 2.3. 

Table 2.4.1: Variable growth parameters for the 25 GaAsBi films 

Sample 

number 

Ga Rate 

(ML/s) As2 BEP 

As2/Ga BEP 

ratio 

Bi/As2 BEP 

ratio 

% (at) 

Bi wOOM Morphology 

1 0.89 1.19E-06 2.41 0.088 5.00 0.26 Droplet-free 

2 0.89 1.19E-06 2.41 0.185 10.36 0.38 Droplet-free 

3 0.89 1.19E-06 2.41 0.253 10.53 1.78 Bi droplets 

4 0.94 9.58E-07 1.91 0.300 18.26 0.80 Bi droplets 

5 0.94 9.58E-07 1.91 0.196 10.89 0.39 Droplet-free 

6 0.94 9.58E-07 1.91 0.094 5.26 0.22 Droplet-free 
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7 0.9 1.24E-06 2.49 0.121 8.37 0.38 Droplet-free 

8 0.9 1.24E-06 2.49 0.193 10.38 1.75 Bi droplets 

9 0.88 7.93E-07 1.62 0 0 0 Ga droplets 

10 0.88 9.63E-07 1.97 0 0 0 Ga droplets 

11 0.88 1.14E-06 2.33 0 0 0 Droplet-free 

12 0.87 1.10E-06 2.25 0.134 9.75 0.38 Droplet-free 

13 0.87 1.10E-06 2.25 0.211 14.31 0.67 Bi droplets 

14 0.87 1.10E-06 2.25 0.255 13.97 0.59 Bi droplets 

15 0.82 7.63E-07 1.62 0.374 8.72 

1.55 

Biphasic GaBi 

droplets 

16 0.82 7.63E-07 1.62 0.241 4.33 

0.77 

Biphasic GaBi 

droplets 

17 0.82 7.63E-07 1.62 0.135 6.48 

1.16 

Biphasic GaBi 

droplets 

18 0.94 1.02E-06 1.93 0.175 11.17 0.58 Droplet-free 

19 0.95 1.41E-06 2.76 0.329 6.53 1.08 Bi droplets 

20 0.95 1.41E-06 2.76 0.224 10.00 1.69 Bi droplets 

21 0.95 1.41E-06 2.76 0.127 8.27 0.37 Droplet-free 

22 0.94 8.95E-07 1.78 0.049 2.77 0.51 Ga droplets 

23 0.94 8.95E-07 1.78 0.097 7.17 1.28 Ga droplets 

24 0.93 9.60E-07 1.95 0.246 13.63 0.40 Droplet-free 

25 0.93 1.07E-06 2.17 0.173 11.21 0.37 Droplet-free 

 

Film quality and Bi incorporation was assessed through XRD. Selected samples were 

characterized using TEM and APT. To see trends, the results for each sample were placed on a 

morphology map where the axes are the As/Ga and Bi/As BEP ratios, and the transitions 

between different morphologies were estimated according to boundaries between samples of 

different morphologies.  

 

Surface Morphology 

In this GaAsBi growth campaign, the expected four surface morphologies were observed, 

those being droplet-free, Bi-droplet-covered surfaces, Ga-droplet-covered surfaces, and biphasic 

Ga-Bi-droplet-covered surfaces. Examples of the four observed morphologies in our grown 

samples can be seen in Fig. 2.4.2.  
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Figure 2.4.2: SEM micrographs of representative samples of each surface morphology regime. In order they are the (a) droplet-

free surface regime, (b) Bi-droplet-covered regime, (c) Ga-droplet-covered regime, and (d) biphasic Ga-Bi-droplet-covered 

regime. 

 

Figure 2.4.2.A shows a typical droplet-free surface. It is largely featureless, though the surface is 

not entirely smooth, and can be seen to have slight imperfections. In Fig. 2.4.2.B, a Bi-droplet-

covered surface can be seen. The droplets are irregularly shaped and have a bi-modal size 

distribution, with there being both small droplets with diameters of around 100-500 nm and 

larger droplets with diameters of around 1-2.75 μm. The pattern of droplet placement suggests 

that the droplets move during growth, with larger droplets sweeping up and engulfing smaller 

droplets and leaving small areas devoid of droplets in their wake. The surface beneath the Bi 

droplets is visually uneven. A Ga-droplet-covered surface can be seen in Fig. 2.4.2.C, where the 

droplets are densely-scattered, round in shape and more homogeneous in diameter at around 400-

600 nm. The surface beneath the droplets can be seen to have some roughness, with raised areas 

A. B. 

C. D. 
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surrounding a small pit left by a droplet moving to a different location or being ejected off by the 

SEM beam. The final surface morphology, biphasic Ga-Bi droplet-covered surfaces, can be seen 

in Fig. 2.4.2.D. The droplets are much sparser on the surface than either the Bi- or Ga-droplet-

covered morphologies, and can be larger in size, ranging between 100 nm and 20 μm in 

diameter. The presence of droplet-void areas extending behind the larger droplets in roughly 

parallel directions indicates that the droplets sweep across the surface of the sample and engulf 

the smaller droplets. The droplets display two separate phases, those being the rounder Ga phase 

(darker in the SEM micrograph) and the faceted Bi phase (light-colored in the SEM micrograph). 

Every sample had its surface morphology characterized by SEM and EDS and was placed 

onto a surface morphology map, seen in Fig. 2.4.3. 

 

Figure 2.4.3: Morphological map of the 25 GaAsBi samples grown at 325℃ and annealed for 5 min. The dashed lines represent 

the qualitative boundaries between the different regimes. The shape of the marker represents the surface morphology observed 

for the sample, with circles for droplet-free surfaces, squares for Bi-droplet-covered surfaces, triangles for Ga-droplet-covered 

surfaces, and diamonds for biphasic Ga-Bi-droplet-covered surfaces. 
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Split on the axes of Bi/As BEP ratio and As/Ga BEP ratio, the four surface morphologies are 

partitioned roughly into the four quadrants of the morphology map. When the As/Ga BEP ratio is 

more than approximately 1.8 and the Bi/As BEP ratio is less than 0.2, the droplet-free 

morphology arises, as the incoming As, Ga, and Bi fluxes are incorporated into the growing film. 

When the As/Ga BEP ratio is greater than 1.8 and the Bi/As BEP ratio is greater than about 0.2, 

the surface instead displays the Bi-droplet-covered morphology, as the amount of Bi flux reaches 

a critical point and allows Bi droplets to grow beyond nucleation. When the As/Ga and Bi/As 

BEP ratios are less than 1.8 and 0.12, respectively, the Ga-droplet-covered surface morphology 

can be found, as there is no longer enough Group V flux to bond with the incoming Ga and Ga 

droplets nucleate and grow. When the As/Ga BEP ratio is below approximately 1.8 and the 

Bi/As BEP ratio is above approximately 0.12, biphasic Ga-Bi droplets form, as the smaller 

proportion of As leads to Ga accumulation on the surface and the proportion of Bi becomes large 

enough that Bi on the surface can coalesce into droplets. The values for the BEP ratio boundaries 

are approximate, and not universal. There is a tendency as the Bi BEP increases and the Ga BEP 

decreases for droplet-free morphologies to remain, taking up the space in the center of the 

morphology map, but other morphologies emerge as the As/Ga and Bi/As ratios continue to 

increase and decrease, respectively.  

     

Microstructure 

When characterized by XRD, the film quality of samples found in the different 

morphology regimes also follow trends, which can be seen in Fig. 2.4.4. 



 

39 
 

 

Figure 2.4.4: Representative ω-2θ XRD scan profiles associated with the four GaAsBi morphologies. The upper x-axis represents 

the atomic percentage of Bi calculated using Vergard's law.  

 

Figure 2.4.4.A shows the representative ω-2θ XRD scan for the droplet-free-surface regime. The 

film peak is well-separated from the substrate peak and is broad in comparison, indicating that 

there minor but common inhomogeneities in the film, as there are a range of Bi-compositions 

grouped around the average composition marked by the film peak maximum. In Fig. 2.4.4.B, we 

see instead the representative ω-2θ XRD scan for the Bi-droplet-covered regime. Here, instead of 

a defined film peak, there is a wide film shoulder going from the substrate peak to Bi-

composition above 10%, indicating widespread inhomogeneities throughout the film that are not 

centered around some sort of modal average composition. The representative ω-2θ XRD scan for 



 

40 
 

the Ga-droplet-covered regime is shown in Fig. 2.4.4.C. In this case, there is sharp film peak that 

is not well-separated from the substrate peak, as well as a long trail of increased intensity over 

the baseline that indicates small amounts of high-Bi-composition regions in the film. Overall, the 

sharp film peak indicates a preferred Bi-composition in the film, but there are still significant 

amounts of inhomogeneities in the Bi-composition, extending from near-zero Bi % to near 10% 

Bi. Finally, Fig. 2.4.4.D shows the representative ω-2θ XRD scan for the biphasic Ga-Bi-droplet-

covered regime. For this regime, the scan resembles a superimposition of the Bi-droplet-covered 

and Ga-droplet-covered regime scans, with a wide peak shoulder extending to high Bi-

composition and a broad local maximum film peak at low Bi-composition, indicating some 

amount of preferred Bi-composition but widespread inhomogeneities throughout the film.  

As can be seen in Fig. 2.4.4, most of the regimes result in ω-2θ XRD scans with broad 

film peaks or shoulders, making it inappropriate to compare film quality between different 

samples and between different regimes using the standard measurement of the full-width half-

maximum (FWHM, the width of the film peak at half of the maximum intensity value). For 

instance, for a Ga-droplet-covered regime sample, the FWHM would capture only the small film 

peak and not the long tail of high-Bi-composition. To judge film quality in our samples, we 

instead use the measure of the width of the sample one order of magnitude below the film peak 

maximum (wOOM).  

The amount of Bi-content in the films, as well as the wOOM values for the different 

GaAsBi samples are displayed in Fig. 2.4.5 in an XRD-focused version of the GaAsBi 

morphology map. 
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Figure 2.4.5: Morphological and XRD map of the 25 GaAsBi samples grown at 325℃ and annealed for 5 min. The dashed lines 

represent the qualitative boundaries between the different regimes, while the color of the marker represents the atomic percentage 

of Bi in the sample determined by XRD. The size of the marker represents the wOOM value of each sample except for the three 

samples with a Bi/As BEP ratio of zero, where the lack of film peak means no wOOM could be calculated. For scale, the marked 

samples A and B have wOOM of 0.21° and 1.78°, respectively. 

 

Trends in Bi-composition of the samples, measured as the median Bi-composition, can be seen 

across the morphology map (Fig. 2.4.5). In general, the atomic percentage of Bi in the film 

increased as the Bi/As BEP ratio increased and the As/Ga BEP ratio decreased, reaching a 

maximum at 18.3% Bi for a sample grown at a As/Ga BEP ratio of about 1.9 and a Bi/As BEP 

ratio of 0.30. The exception to this trend was for samples in the biphasic Ga-Bi droplet regime, 

which tended to have relatively low and consistent atomic percentages of Bi, having an average 

composition of 3.1% Bi and a range of 2.1-3.6% Bi among the three samples in that regime. 

In general, the wOOM values seen in Fig. 2.4.5 indicate that the presence of droplets is 

detrimental to the film quality, but the impact of droplets within droplet-covered regimes is not 

monotonic, with different regimes exhibiting different trends. In the droplet-free-surfaces 

regime, the wOOM values are relatively constant and the Bi-composition increases with the Bi/As 
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BEP ratio, reaching a maximum at the low As/Ga BEP ratio, high Bi/As BEP ratio edge. For the 

Bi-droplet-covered regime, higher As/Ga BEP ratios are associated with larger wOOM, whereas 

the wOOM is largely constant across different Bi/As BEP values. Likewise, the Bi-composition 

increases as the As/Ga BEP ratio lowers and is not affected by the Bi/As BEP ratio. For the Ga-

droplet-covered regime, both Bi-composition and wOOM increased with increasing Bi/As BEP 

ratio. Finally, for the biphasic Ga-Bi-droplet-covered regime, wOOM varied but was largely 

constant as the Bi/As BEP ratio increased, with the Bi-composition increasing slightly as the 

Bi/As BEP ratio increased. In general, the occasional samples that had comparatively low wOOM 

values compared to that expected by the noted trends in a regime also tended to have smaller 

amounts of Bi-composition. 

While the ω-2θ XRD scans are useful for examining average Bi-composition and film 

quality, the widespread presence of inhomogeneities necessitates the close study of the 

microstructure by TEM instead. TEM of representative samples in the droplet-free-surface and 

Ga-droplet-covered regimes was previously done by [20] and [19], respectively, but is briefly 

discussed here for comparison with the novel TEM done of the Bi-droplet-covered and biphasic 

Ga-Bi-droplet-covered regimes in this work.  



 

43 
 

 

Figure 2.4.6: Cross-Sectional HAADF STEM of representative samples from each surface morphology regime. In order, they are 

the (a) droplet-free-surface regime [20], (b) Bi-droplet-covered regime, (c) Ga-droplet-covered regime [19], and (d) biphasic Ga-

Bi-droplet-covered regime. 

 

Figure 2.4.6 shows representative cross-sectional HAADF STEM taken of the four morphology 

regimes. In Fig. 2.4.6.A, a cross-section of a representative sample of the droplet-free-surface 

regime can be seen. The film is relatively homogenous, with some lateral Bi-composition 

inhomogeneities visible across the breadth of the cross-section. There are also small pin-hole-

like voids in the sample extending to the surface. Further discussion of features of this film can 

be found in [20]. Figure 2.4.6.B shows a cross-section of a representative sample of the Bi-

A) 

C) 
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droplet-covered regime. Areas with more Bi-composition can be identified by their relative 

lightness compared to other parts of the film and to the substrate visible below. There are large 

regions of varying Bi-composition, with differences in both the lateral and film growth 

directions, with some sharp boundaries between regions and some more-gradual differences in 

composition. A large Bi droplet can be seen on and embedded in the surface, and the area 

directly beneath it in the film can be seen to have less Bi-composition than much of the rest of 

the film. In Fig. 2.4.6.C, a cross-section of a representative sample of the Ga-droplet-covered 

regime is shown. Many film-growth-direction inhomogeneities in Bi-composition can be seen, 

and the variations are relatively diffuse compared to the sharp boundaries seen in Fig. 2.4.6.B. A 

Ga-droplet can be seen faintly on the surface, and is outlined in red dashes. On the surface of the 

film directly next to the droplet, there are regions of enhanced Bi-composition, while underneath 

the droplet there is no markedly-different Bi-composition. This trend is indicative of Ga's 

tendency to wick across a surface, meaning in the region directly next to the droplet there is more 

Ga present on the surface present to bind Bi, whereas the bulk of the droplet itself prevents Bi 

from easily reaching the area below the droplet to incorporate into the film. Finally, Fig. 2.4.6.D 

shows a cross-section of a representative sample of the biphasic Ga-Bi-droplet-covered regime. 

The film has many sharp growth-direction variations in Bi-composition, often looking like 

irregularly-spaced stripes. The high-Bi-composition inhomogeneities are thin in the growth 

direction in height but can extend laterally for the entire field of view. In form, the cross-section 

seen in Fig. 2.4.6.D is like the combination of those seen in Figs. 2.4.6.B and 2.4.6.C, having the 

sharply defined inhomogeneities of the Bi-droplet-covered regime sample and the growth-

direction layered structure of the Ga-droplet-covered regime sample.  
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The behavior of the microstructure in the presence of Ga, Bi, and biphasic Ga-Bi droplets 

can be explained by considering the bonding energies of the different elements and assuming that 

all droplets move across the surface like the biphasic Ga-Bi droplets do. In the case of Ga 

droplets, the lower bonding energy of Ga-Ga bonds compared to Ga-As bonds [17] is expressed 

in Ga being known to wick across the surface of the film [22], which increases the availability of 

Ga on the film near the Ga droplet and makes it possible for Bi to incorporate into the film more 

readily. As the droplets move across the surface, this pattern of incorporation would result in 

regions of high-Bi-composition as remnants of where the wicking occurred, and otherwise the 

Bi-composition would be approximately the average composition in the sample. In the case of Bi 

droplets, the lower bonding energy of Ga-Bi and higher bonding energy of Bi-Bi [17] means that 

a Bi droplet would tend to pull Bi out of the film beneath it [21], resulting in low-Bi-composition 

areas tracing out the droplet path as the droplet moved around on the surface. For biphasic Ga-Bi 

droplets then, the process is the summation of both of the other mechanisms. At growth 

temperature, the biphasic droplets are composed of a liquid mixture of Ga and Bi [16], and the 

mixture does not separate out until cooling. As a result, the droplet acts like both a Ga droplet 

and a Bi droplet at the same time. A diagram of the biphasic Ga-Bi droplet behavior can be seen 

in Fig. 2.4.7.  
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Figure 2.4.7: Bi-incorporation patterns and movement of biphasic Ga-Bi droplets. The diagram depicts the a) Bi distribution 

around a biphasic Ga-Bi droplet during growth and the b) growth patterns as the droplet moves across the surface. G is the 

velocity of growth in the growth direction, and v is the droplet velocity.  

 

In Fig. 2.4.7.A, the distribution of Bi around a biphasic Ga-Bi droplet is shown. The Ga in the 

droplet wicks out along the surface, allowing for enhanced Bi-incorporation in a ring around the 

droplet on the surface of the film, while the Bi in the droplet pulls Bi out of the film below it, 

leaving a Bi-depleted region. As the droplet moves across the surface, as seen in Fig. 2.4.7.B, the 

Bi-depleted region extends into a wire embedded in the film, a lower-Bi-composition region 

surrounded by higher-Bi-composition regions. The velocity at which the droplet moves, v, and 

the velocity at which the film grows, G, impacts the angle of the embedded wire. If the droplet 

did not move, the wire would be vertical and perpendicular to the surface of the film. If v and G 

had similar magnitudes, the wire would be at an angle and look much like the one shown in the 

diagram in Fig. 2.4.7.B. However, if v >> G, as would happen with slow growths and quick 

droplet movement, the wire would look approximately horizontal and parallel to the surface of 

the film. This layered structure is what is seen in the STEM micrograph of biphasic Ga-Bi 

droplets seen in Fig. 2.4.6.D.  
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Atomic Probe Tomography (APT) of samples in this materials system have previously 

been reported in [20] and [19] for samples with droplet-free-surfaces and Ga-droplet-covered-

surfaces, respectively. As seen in those articles, samples in the droplet-free-surface regime have 

largely-homogeneous Bi-compositions with occasional, ordered high-Bi-composition inclusions, 

whereas samples in the Ga-droplet-covered regime had larger-in-magnitude compositional 

inhomogeneities that were largely aligned perpendicular to the growth direction, as was seen in 

the STEM micrograph in Fig. 2.4.6.C. The APT for the Bi-droplet-covered regime, completed as 

part of this study, can be seen in Fig. 2.4.8.  

 

 

Figure 2.4.8: APT of a Bi-droplet-covered regime sample. A) A Bi-composition cross-section of the Bi-droplet-covered sample. 

It is unclear if the APT is taken from the film substrate interface or between bands of high and low Bi incorporation. B) Average 

Bi concentration throughout the length of the atom probe tip. 
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In the APT tomograph, a section of relatively-constant near-5%-Bi-composition can be seen, 

though there are apparent inhomogeneities evidenced by the bright yellow spots of greater than 

6% Bi. At the bottom of the slide, the Bi-composition drops to essentially 0%, but it is unclear if 

this Bi-free area was part of the GaAs substrate (the APT probe then being taken from the 

interface between the film and the substrate) or from one of the regions seen in Fig. 2.4.6.B with 

low Bi-composition (the APT probe then being taken from the interface between a high-Bi-

composition film region and a low-Bi-composition film region). While there do appear to be 

clusters of very small amounts of Bi in the low-Bi-composition area in the APT slide in Fig. 

2.4.8.A, the Bi content in this region was within the noise of the APT acquisition.  

     

Computational Predictions 

This campaign or GaAsBi growths, summarized in Fig. 2.4.5 above, bears significant 

similarities to the computationally-determined morphology map [17], (see Fig. 2.2.4) described 

in Chapter 2.2, but there are also significant differences. In terms of similarities, the experimental 

map has the same layout of morphologies in the same relative positions. There is an 

encroachment of the droplet-free-surface regime towards higher Bi/As ratios as one approaches 

the droplet-free-surfaces to Ga-droplet-covered transition. The highest incorporation of Bi into 

the film is found near the intersection of the droplet-free-surface, Bi-droplet-covered, and 

biphasic Ga-Bi-droplet-covered regimes.  

The differences between the experimental and computed morphology maps occur in three 

aspects: scale, boundaries, and Bi-composition. For example, in terms of scale, the experimental 

morphology map has the droplet-free-surfaces to Ga-droplet-covered regime transition occur at 

approximately an As/Ga BEP ratio of 2.1 when the Bi/As BEP ratio was 0 before decreasing to a 
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relatively steady 1.8 by its endpoint, whereas the computed morphology map covers the 

equivalent flux ratio space with the transition occurring between 1.05 and 0.85 As/Ga flux ratio. 

While the difference in independent variables could explain some of the differences seen (as 

BEP does not map exactly onto flux across different species), the droplet-free-surface to Bi-

droplet-covered regime transition in the experimental map occurs at roughly the same Bi/As ratio 

as it is predicted to in the computed map. This inconsistency suggests that the difference in 

independent variables alone does not explain the differences in scale between the two maps.  

The second type of difference, the boundaries, refers to how the shape of the boundaries 

between the morphology regimes varies between the two maps. In the computed map, the 

boundaries around the biphasic Ga-Bi-droplet-covered regime are linear, while the boundaries 

around the droplet-free-surface regime are curved and mark out approximately two different 

zones visually in that regime, a rectangle in the high As/Ga and low Bi/As flux ratios corner, and 

a point extending from that rectangle into lower As/Ga and higher Bi/As flux ratios to meet up 

with the boundaries surrounding the biphasic Ga-Bi-droplet-covered regime. Most crucially, all 

four boundaries, and thus all four regimes, meet at a single point. In contrast, in the experimental 

map, instead of there being one place where all four boundaries meet, there are instead two 

places where three boundaries, and thus three regimes, meet. This pattern traces to the fact that 

the two no-Bi-droplets to has-Bi-droplets transitions do not meet each other, with the Ga-droplet-

covered to biphasic Ga-Bi-droplet-covered transition occurring at lower Bi/As BEP ratio than the 

droplet-free-surface to Bi-droplet-covered transition does. The discontinuity of the boundaries 

here suggests that the presence of Ga droplets may prevent Bi from incorporating into the film, 

and instead Bi builds up on the surface and in the liquid Ga-Bi droplets at lower Bi/As BEP 

ratios than those that are conducive to Bi droplets nucleating on an otherwise clean surface.  
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The third type of difference, the Bi-composition, is actually mostly similar between the 

two maps, both in placement and magnitude, with the exception of the biphasic Ga-Bi-droplet 

regime. That regime in the computed map has samples with the highest Bi-composition and 

tends to continue to increase in composition as the As/Ga flux ratio decreases and to increase and 

then decrease in composition as the Bi/As flux ratio increases. In contrast, in the experimental 

map, the Bi-composition in that region is much lower and does not follow the same trends as the 

As/Ga and Bi/As BEP ratios change.  

Some of the differences seen between the computed and experimental morphology maps 

could be caused by limitations in how the computed morphology map was made. In each sample 

point, the classification of surface morphology happened after at most 15 monolayers of growth 

simulation, which is equivalent to approximately 15 seconds of growth for the samples grown in 

this campaign. The computed map thus cannot take into account factors such as the impact of 

droplets on growth, particularly the embedded nanowires proposed to occur in the presence of 

biphasic Ga-Bi droplets. Another limitation in similarities extends from the difference in growth 

temperatures. In the simulations making up the computed map, the growth temperature was set at 

260℃, whereas the growths in this campaign were done at a substrate temperature of 325℃. It is 

expected that Bi is more likely to adhere to the surface and incorporate into the film at lower 

growth temperatures, and so the Bi-compositions in the computed morphology map can be 

assumed to be systematically higher.  

 

Kinetic Modeling 

The kinetic models described in Chapter 2.2 can inform our experimental design and let 

us both validate the models and elucidate possible values for the various kinetic terms included 

therein. From the Tait model [23] discussed in Chapter 2.2, we can derive expressions for the 
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steady-state behavior at the surface morphology boundaries. With these expressions and 

experimental values for the flux ratio values, we can then isolate and estimate the different rate 

parameters. First, we derive an expression for the droplet-free to Bi-droplet-covered boundary. 

At this boundary, Rinc and θB both tend to 0, as Bi incorporation generally drops off in the 

presence of Bi droplets. Rdes can also be assumed to be approximately 0 at the low temperatures 

used for growths of Bi-containing materials [24], and so Eqn. 2.2.4 can be simplified, and the 

Bi/V flux ratio becomes: 

𝐹𝐵

𝐹𝑉
=  𝑃𝑟𝑒𝑚.                                                                                 Eqn. 2.4.1 

Next, at the no-Bi-flux extreme of the droplet-free to group-III droplet boundary, the lack of Bi 

flux means that Rinc can be neglected. Then, Eqn. 2.2.5 can be simplified, and the V/III ratio can 

be calculated as 

𝐹𝑉

𝐹𝐼𝐼𝐼
 =  

1

θ𝐼𝐼𝐼
.          Eqn. 2.4.2 

Often the V/III flux ratio at this transition is assumed to be 1 [18], leading to a likewise-assumed 

θIII value of 1, but that is not necessarily the case. Next, for the group-III droplet to biphasic 

droplet transition, Rdes again is essentially 0 due to low substrate temperatures, and no 

assumptions are made about θS. Thus, Eqn. 2.2.4 can be simplified and the Bi/V flux ratio can be 

written as: 

𝐹𝐵

𝐹𝑉
=  θ𝑆𝑃𝑟𝑒𝑚 +  

θ𝑆θ𝐼𝐼𝐼(𝑅𝑖𝑛𝑐)
2

𝐹𝑉
2 −  θ𝐵𝑃𝑑𝑖𝑠.                                              Eqn. 2.4.3 
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Finally, for transition between the Bi droplet region and the biphasic region, Rinc can no longer 

be neglected, as opposed to the droplet-free to Ga-droplet-covered transition, and so Eqn. 2.2.5 

can be simplified and the V/III ratio then becomes 

𝐹𝑉

𝐹𝐼𝐼𝐼
 =  

𝐹𝑉
2

θ𝐼𝐼𝐼(θ𝑆(𝑅𝑖𝑛𝑐)2+ 𝐹𝑉
2)

.                                                               Eqn. 2.4.4 

A graphical representation of the different morphology transition relations can be seen in Fig. 

2.4.9.  

 

Figure 2.4.9: Expected directions of transition shift between surface phases as a function of increasing growth temperature. The 

arrows depict which direction the boundary should shift as growth temperature would increase. The Ga-droplet-to-biphasic-

droplet boundary has a double-headed arrow due to the unclear nature of the rates impacting the boundary. The droplet-free-

surface-to-Ga-droplet boundary has a dot instead of an arrow since it is expected to remain constant with respect to growth 

temperature. 

With the experimentally-determined values for the flux-ratios at the transitions, Prem
 and 

θGa at particular growth temperatures can be pulled easily from the relations in Eqns. 2.4.1 and 

2.4.2, respectively. The parameter Rinc can be estimated from Eqn. 2.4.4 if the θS coverage is 

assumed as 1 and the θGa coverage is assumed to be the same as at the droplet-free to Ga-droplet-

covered transition. With those assumptions, we get an estimate for Rinc (proportional to the FGa) 
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as Rinc/FGa ~0.6. The parameter Pdis could be estimated from Eqn. 2.4.3, but would require 

different assumptions about the θS, θGa, and θBi coverages and is thus not a straightforward 

calculation. Instead, that kinetic parameter, as well as the others just mentioned, can be 

determined by taking the approach in [25] and using experimental parameters and results from 

multiple growths to build a dataset that can be used to solve the original Eqn. 2.2.7, discussed 

below. Rdes will not be determined from these experiments, due to the consistent low growth 

temperatures involved. Rdes has been previously determined in literature to be ~0 s-1 at growth 

temperatures commonly used for III-As-Bi MBE growths (~300-325 ℃ for the research 

described in this work) [24].  

The number of samples grown in this campaign produces a data set of growth conditions 

and Bi-composition that can be used to model approximate values for the kinetic parameters of 

the system discussed in Chapter 2.2, and [23, 25]. To do this, the composition equation (Eqn. 

2.2.7) is first converted into the following form by inserting our species for the flux ratios and 

dividing the numerator and the denominator by 1/FGa, resulting in: 

𝑥 =

1

𝐹𝐺𝑎
2 𝑅𝑖𝑛𝑐2

𝐵

(1+𝐴𝑃𝑑𝑖𝑠)(𝐴3𝑃𝑟𝑒𝑚+
𝐴2

𝐹𝐺𝑎
𝑅𝑑𝑒𝑠+𝑅𝑖𝑛𝑐2 𝐵

𝐹𝐺𝑎
2 )

     Eqn. 2.4.5 

where x is the Bi composition, FGa is the Ga rate, Rinc is the rate of Bi incorporation into the film 

from the surfactant layer, B is the ratio 
𝐹𝐴𝑠2

𝐹𝐺𝑎
, FAs2 is the As2 rate, A is the ratio 

𝐹𝐵𝑖

𝐹𝐺𝑎
, FBi is the Bi 

rate, Pdis is the probability of Bi displacement to the surfactant layer from the film by an As atom, 

Prem is the probability of Bi removal from the surfactant layer by an As atom, and Rdes is the rate 

of spontaneous Bi desorption from the surfactant layer. In this version of the equation, the three 

experimental variables are the Bi-composition, known from XRD, and two rate ratios during 

growth, which we approximate with our measured BEP ratios, and the remaining 4 unknowns are 
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the kinetic parameters to be modeled. Rather than modeling Rinc exactly, the parameter is instead 

treated as 
𝑅𝑖𝑛𝑐

𝐹𝐺𝑎
, making it proportional to the Ga rate. The equation does not account for growth in 

the presence of droplets, and so only droplet-free-surfaces samples were included in the 

modeling dataset.  

The parameters were modeled using Wolfram Mathematica's NonlinearModelFit 

function, which fits a dataset to an equation form with user-defined variables and parameters, 

with defined convergence and iterations. Function options include the ability to place constraints 

on the final values of parameters and to give initial guessed values for the parameters instead of 

the initial default value of 1. In the modeling of Eqn. 2.4.5, Pdis was constrained to be greater 

than 0 and less than 1, given that they are probabilities, and Rinc was constrained to be greater 

than 0. Based on the Bi/As BEP ratio location of the droplet-free-surfaces to Bi-droplet-covered 

transition in Fig. 2.4.5, (which from Eqn. 2.4.1 can be taken as equivalent to Prem), Prem was 

constrained to be in the range 0.1-0.3, and we varied the initial guesses for Prem to test for 

consistency. Based on experimental work on the surface coverage of Bi at different temperatures 

[26], the rate of desorption of Bi (Rdes) at the growth temperature of 325℃ was taken to be 0. All 

other function options (particularly data weights and confidence levels) were left at their default 

values listed in Wolfram Documentation [27]. Modeling inputs and parameter results can be seen 

in Table 2.4.2. 

Table 2.4.2: NonlinearModelFit inputs and resulting kinetic parameters 

Model Initial Prem Rinc/FGa Pdis Prem 

1 0 1.59 0.99 0.20 

2 0.1 1.59 0.99 0.20 

3 0.2 1.58 0.99 0.20 

4 0.3 1.58 0.99 0.20 
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5 0.4 1.58 0.99 0.20 

6 0.5 1.58 0.99 0.20 

7 0.6 1.58 0.99 0.20 

8 0.7 1.58 0.99 0.20 

9 0.8 1.58 0.99 0.20 

     

The nine models described in Table 2.4.2 are consistent with each other regardless of the 

initial guesses for Prem and give average values for the parameters of Rinc/FGa = 1.58 ± 0.002, Pdis 

= 0.99, and Prem = 0.20 ± 0.001. The Pdis values, written as 0.99, would round to 1 in most 

contexts but were written in that way to emphasize that they were close-to-but-not-quite unity. 

Given the kinetic processes described by these parameters, this combination of parameter values 

seems reasonable. The Pdis value of 0.99 suggests that Bi atoms in the film surface are displaced 

by As atoms almost all the time, which offsets the rate of incorporation, Rinc, being ~1.6 times 

larger than the rate of Ga arrival at the sample. Put another way, Bi atoms incorporate into the 

growing film at high rates, but are almost always displaced from the film by As atoms, resulting 

in an overall small amount of permanent Bi incorporation into the film as it grows. This scenario 

fits with the thermodynamic properties of the system. Ga and Bi are immiscible, and GaBi does 

not exist at standard temperature and pressure, whereas GaAs is a stable compound. The bonding 

energy for Ga-Bi bonds is much lower than that for Ga-As bonds (0.13 eV versus 0.50 eV) [17], 

and so Ga-Bi bonds would tend to be broken in favor of Ga-As bonds. The 0.20 value for Prem, 

meanwhile, would suggest that Bi atoms are ejected from the surfactant layer by As atoms 

approximately 20% of the time, and is squarely in the range predicted from Fig. 2.4.5.  

Using the parameters obtained from the nonlinear model fitting, we can insert them into 

our composition model (Eqn. 2.2.7) and plot the average incorporation of Bi into films grown 
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with various As2/Ga and Bi/As2 BEP ratios. A contour plot of the modeled Bi content across 

roughly the droplet-free-surface morphology range is seen in Fig. 2.4.10. 

 

Figure 2.4.10: Contour plot of the average Bi-composition of films modeled using the incorporation model found in Eqn. 2.2.7 

and the parameters estimated above. The range of the axes was chosen to roughly align with where the droplet-free-surface 

morphology was known to exist. 

 

In Fig. 2.4.10, the amount of Bi incorporation increases as the Bi/As2 BEP ratio increases and the 

As2/Ga BEP ratio decreases. The maximum amount of Bi incorporation is approximately 10% 

Bi, found at the high-Bi/As2, low-As2/Ga extreme. The pattern of Bi content modeled in Fig. 

2.4.10 largely matches the experimental Bi content seen in Fig. 2.4.5, though the average Bi 

content seen in the morphology map tends to be a bit higher than that predicted here. However, 

the difference in Bi content is small, and overall, the model can be seen as accurately predicting 

the placement of the areas of highest Bi, even if it is a slight underestimate.  
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Conclusion 

The campaign of GaAsBi growths shown here, as well as the characterization and 

modeling of the sample grown, allows us to address some of our overarching research questions. 

What surface morphologies, microstructures, and Bi-compositions arise in III-As-Bi materials, 

and how does this change across a range of conditions? In the case of GaAsBi, there are four 

surface morphologies, (droplet-free-surfaces, Bi-droplet-covered, Ga-droplet-covered, and 

biphasic Ga-Bi-droplet-covered), and those morphologies have been seen across a range of 

growth temperatures [28, 29] and the changes in morphology as the BEP ratios change at a 

constant temperature are seen in Figs. 2.4.3 and 2.4.5. The different morphologies have different 

patterns of microstructures, and the presence of droplets influences the microstructure in ways 

relating to the properties of the droplet itself. In the case of biphasic Ga-Bi droplets, this 

influence can result in embedded low-Bi nanowires in the film [21]. In the absence of droplets, 

films can still have defects in the microstructure including pitting [20]. The GaAsBi films have a 

range of average Bi-compositions from 2-14% Bi, with the Bi-content generally increasing as the 

Bi/As BEP ratio increases. 

How do the kinetics and thermodynamics of the GaAsBi system impact the observed 

morphologies, microstructures, and Bi-compositions? While the kinetics of the system has some 

effect in terms of the normal growth and incorporation of Bi into the film, the larger impact on 

morphologies and especially microstructure comes from the thermodynamics of the system, 

mainly due to the immiscibility of Ga and Bi in the solid state and the properties of the liquid 

droplets. The Ga droplets tend to wick Ga across the surface, leading to areas near it with 

enhanced Ga availability and subsequently increased Bi incorporation [22, 19]. The Bi droplets 

tend to pull Bi out of the film due to the preferential Bi-Bi bonding over Ga-Bi bonding [17]. At 
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growth temperatures, Ga and Bi are both liquid and are miscible in each other, allowing for the 

presence of Ga-Bi liquid solution droplets that have both the Ga-wicking and Bi-leaching 

properties, leading to the growth of low-Bi-content embedded nanowires [21]. As the sample 

cools, the Ga-Bi liquid solution phase-separates into the biphasic Ga-Bi droplets that are seen in 

SEM.  

Does the observed GaAsBi system agree with previous computational predictions? The 

observed GaAsBi system does not perfectly agree with the two kinds of computational 

predictions, but it generally agrees and the disparities can be attributed to the different sources of 

information. For the computed [17] and experimental [21] morphology maps, the results are 

qualitatively similar, and discrepancies can be attributed to the procedure used for computing the 

map in the case of Bi-composition or difference in axis or temperature in terms of the exact 

position of the morphology boundaries. The largest discrepancy, the shift in the Ga-droplet-

covered to biphasic Ga-Bi-droplet-covered transition to lower Bi/As BEP ratios than expected, 

remains unattributed, however. For the kinetic modeling of the growth surface [23], there is no 

direct way to compare the results with the computational predictions, but when those kinetic 

models are applied to the experimental data, realistic values are obtained for the various kinetic 

parameters. The modeled rate of Bi incorporation and the probability of Bi displacement balance 

each other in a way that mirrors the results seen in the characterization of the samples. The 

modeled probability of Bi removal matches the version which is pulled more directly from the 

experimental morphology map. When the modeled kinetic parameters are used to make a map of 

Bi incorporation in the droplet-free-surface morphology, it matches the experimental map well in 

both scale and placement.  
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Not all of our research questions can be answered through the analysis of a single 

materials system. Both to support the answers found here to our questions by the contrast of 

another system and to answer the question of How do different group III elements compare, and 

what can this tell us about the kinetics and thermodynamics of the systems, a similar campaign 

must be done for another III-AsBi system, namely InAsBi.  
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CHAPTER 2.5 

InAsBi 

 

Background 

Indium arsenide (InAs) is a III-V semiconductor with a unit cell length of 6.058 Å [1] 

and a bandgap of 0.356 eV [1]. Like other III-V semiconductor materials, the compound does not 

appear in nature and must be manufactured [2], originally generally by either the cooling of a 

stoichiometric melt producing polycrystalline InAs [3] or the Czochralski crystal pulling method 

producing monocrystalline InAs [2]. In the late-1950s InAs began coming under serious study 

[2], and it has since been used for a variety of electronic applications, including laser diodes [4], 

transistors [5], Hall sensors [6], infrared detectors [7], and solar cells [8].  

Like GaAs, InAs has been targeted for alloying with Bi in order to alter the bandgap and 

target the mid-IR range. InAsBi was first synthesized in 1989 by OMVPE [9], and has a bandgap 

dependence of between 42-55 meV/% Bi [9-10]. The highest Bi-composition obtained in this 

material was 6.45% Bi, in a sample grown by MBE [11], but InAsBi is also commonly grown 

using MOVPE [12-14]. InAsBi has been used for a photodiode demonstrated to operate in the 

mid-IR region [15], and has been studied for use in lasers [16]. While Bi is expected to have an 

effect on the spin-orbit splitting energy, the bandgap of pure InAs is small enough that recent 
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calculations suggest that the alloying of Bi with InAs may not suppress Auger recombination, as 

the SO splitting energy is already greater than or about the same as the bandgap [17]. 

In contrast to Ga, In and Bi are miscible in each other, and can form a variety of fixed-

composition compounds, namely InBi, In2Bi, and In5Bi3, as seen in their binary phase diagram in 

Fig. 2.2.2.E. This variety of In-Bi compounds makes it challenging to control the incorporation 

of Bi into InAsBi, with the different In-Bi phases separated by only minute changes in overall 

composition, as seen in the InAsBi ternary phase diagram in Fig. 2.5.1.  

 

Figure 2.5.1: The ternary phase diagram for InAsBi at 100°C [18]. The red box indicates the range of compositions used for 

growths in this work.  
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As the thermodynamics of the In-As-Bi system allow for the presence of different In-Bi phases, 

the alloying of Bi substitutionally into InAs is done using low growth temperatures. As with 

GaAsBi, the low growth temperatures serve to kinetically freeze the Bi in place in the InAs 

lattice. Typical growth temperatures range from 260°C [19] to 370°C [20], with the highest 

incorporation samples grown at 270-280°C [11]. There is one example in the literature of an 

MBE sample grown containing InBi inclusions, where roughly-spherical InBi clusters were 

found embedded in a InAsBi film matrix with a tetragonal PbO structure [21]. Previous MBE 

growths of InAsBi have found two surface morphologies, droplet-free surfaces [11, 20], and 

droplet-covered surfaces [19, 22]. The droplets are identified as Bi droplets, but SEM or EDS of 

the surface is not provided. Previous growths tend to be done with capping layers, possibly 

affecting the observed morphologies. In MOVPE growths, the observed morphologies are 

droplet-free (usually cross-hatched) [23-24], droplet-covered, and whisker (likely droplet trails) 

[24]. Our studies focus on MBE-grown InAsBi without capping layers, and so different 

morphologies can be observed.  

We will focus our efforts with InAsBi on addressing the overall research question of 

What surface morphologies, microstructures, and Bi-compositions arise in MBE-grown 

InAsBi films, and what can this tell us about their kinetics and thermodynamics? To guide our 

process, the question is split into three more-direct questions: 1. What surface morphologies, 

microstructures, and Bi-compositions arise in In-As-Bi materials, and how does this change 

across a range of conditions? 2. How do the kinetics and thermodynamics of the InAsBi system 

impact the observed morphologies, microstructures, and Bi-compositions? 3. How do different 

group III elements compare, and what can this tell us about the kinetics and thermodynamics of 

the systems?  
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InAsBi Growth Series 

To address and attempt to answer our research questions above, namely to study what 

surface morphologies and microstructures arise in MBE-grown III-As-Bi materials and how the 

kinetics and thermodynamics of the system impact the observed morphologies and 

microstructures, we grew 23 InAsBi samples with various As/In and Bi/As BEP ratios, ranging 

from 0.47-3.05 for As/In BEP ratios and 0-0.14 for Bi/As BEP ratios. Variable growth 

parameters for the InAsBi samples are given in Table 2.5.1, while constant growth parameters 

can be found in Chapter 2.3. 

Table 2.5.1: Variable growth parameters for the 23 InAsBi films 

Sample 

number 

In Rate 

(ML/s) As2 BEP 

As2/In BEP 

ratio 

Bi/As2 BEP 

ratio 

% (at) 

Bi wOOM Morphology 

1 0.5 1.35E-06 3.05 0.056 0.00 NA Bi droplets 

2 0.51 9.49E-07 2.05 0.082 0.00 NA Bi droplets 

3 0.48 9.76E-07 2.10 0.049 0.00 NA Bi droplets 

4 0.5 9.78E-07 2.05 0.038 0.00 NA Droplet-free 

5 0.55 5.75E-07 1.08 0.054 3.18 0.14 Bi droplets 

6 0.55 5.75E-07 1.08 0.049 1.64 0.35 Bi droplets 

7 0.53 4.24E-07 0.83 0.104 1.20 0.34 Bi droplets 

8 0.51 3.49E-07 0.74 0.097 3.44 0.16 Bi droplets 

9 0.51 7.13E-07 1.56 0.073 0.00 NA Bi droplets  

10 0.51 7.13E-07 1.56 0.059 0.00 NA Bi droplets 

11 0.51 6.55E-07 1.50 0.047 0.00 NA Bi droplets 

12 0.51 6.55E-07 1.50 0.038 0.00 NA Droplet-free 

13 0.51 6.09E-07 1.51 0.029 0.00 NA Droplet-free 

14 0.5 5.35E-07 1.26 0.000 0.00 NA Droplet-free 

15 0.5 4.07E-07 0.96 0.000 0.00 NA In droplets 

16 0.49 2.37E-07 0.58 0.000 0.00 NA In droplets 

17 0.49 2.28E-07 0.54 0.139 3.92 0.22 Bi droplets 

18 0.49 1.96E-07 0.47 0.085 0.03 0.05 

Mixed In-Bi 

droplets  

19 0.48 2.24E-07 0.56 0.057 0.11 0.08 Mixed InBi droplets 

20 0.48 2.44E-07 0.77 0.035 1.32 0.07 Droplet-free 

21 0.51 2.19E-07 0.51 0.047 0.21 0.09 Mixed InBi droplets 
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22 0.51 1.17E-06 2.73 0.013 0.00 NA Droplet-free 

23 0.5 4.21E-07 1.00 0.037 1.63 0.08 Droplet-free 

 

The procedure outlined in Chapter 2.3 was used for each sample growth, and SEM and EDS 

were subsequently used to categorize each sample's morphology, while XRD was used to assess 

film quality and Bi incorporation. Representative samples of each morphology were 

characterized using TEM. To see trends, the morphology and composition results for each 

sample were placed on a morphology map like that created for GaAsBi in Chapter 2.4, where the 

axes are the As/In and Bi/As BEP ratios. The transitions between different morphologies on the 

map were estimated according to boundaries between samples of different morphologies.  

 

Surface Morphology 

In the samples grown for this campaign, the four expected InAsBi surface morphologies 

were observed, those being droplet-free, Bi-droplet-covered surfaces, In-droplet-covered 

surfaces, and mixed In-Bi-droplet-covered surfaces. Examples of these four morphologies 

observed in our samples can be seen in Fig. 2.5.2.  
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Figure 2.5.2: SEM micrographs of representative samples of each surface morphology regime. In order they are the (A) droplet-

free surface regime, (B) Bi-droplet-covered regime with an inset to show details of the droplets, (C) In-droplet-covered regime, 

and (D) mixed In-Bi-droplet-covered regime. 

 

In Fig. 2.5.2.A, a typical droplet-free surface is seen. It is largely featureless, though a small pit 

or imperfection can be seen. Figure 2.5.2.B shows a Bi-droplet-covered surface. The droplets are 

approximately uniform in shape, generally being slightly rectangular with an aspect ratio of 

around 5:4, and in size, ranging from 250-350 nm on the long side. There are visible droplet 

trails behind each Bi droplet that indicate the droplets move during growth, with visible lengths 

generally longer than 2 μm but not more than 2.5 μm. The droplet trails are oriented along the [1-

10] or [-110] directions, and the longer side of each droplet is perpendicular to the droplet trail. 

The surface between the droplet trails exhibits some roughness, with anisotropic ripples running 

parallel to the droplet trails, with approximately 100 nm between peaks.  
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An In-droplet-covered surface can be seen in Fig. 2.5.2.C, where the In droplets are more 

lens-shaped than the Bi droplets seen in Fig. 2.5.2.B and are much larger, being around 0.6-1.1 

μm in diameter. The In droplets also have droplet trails oriented parallel or antiparallel to each 

other, but they are usually short (less than 1 μm in length) and come to a sharp point, leaving an 

overall triangular shape. The larger droplets especially can be seen to have circular rings around 

them on the surface, suggesting they sit on a shallow cone extending approximately 1 μm from 

the edge of the droplet. Several square pits can also be seen on the surface and some have very 

short droplet trails extending from them, indicating that the pits were left behind after small In 

droplets desorbed from the surface. The final surface morphology, mixed In-Bi droplet-covered 

surfaces, can be seen in Fig. 2.5.2.D. The droplets have about the same density across the surface 

as the In droplets seen in Fig. 2.5.2.C, but can be larger and vary more in size, ranging from 0.5-

2.4 μm in diameter. The mixed In-Bi droplets themselves are generally circular but exhibit some 

faceting on the surface. The droplets leave extensive droplet trails behind themselves, which are 

generally aligned parallel or antiparallel to each other and overlap to the extent that an average 

length cannot be ascertained. The droplet trails themselves are raised from the surface and are 

smooth or slightly rounded on top but slope more sharply to the sample surface at their edges 

over the course of around 200 nm. Very little of the surface can be seen between the droplet 

trails, but what is visible of it appears to have some roughness. There are some pits left behind at 

the ends of short droplet trails indicating some smaller droplets were desorbed off the surface. 

Unlike the equivalent morphology found in the GaAsBi system (biphasic Ga-Bi droplets), the In-

Bi droplets display a single homogeneous phase in SEM and EDS, with the In and the Bi evenly 

mixed. 
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Microstructure 

The microstructure of the InAsBi films of different morphology regimes, as characterized 

by XRD, follows certain trends, which can be seen in Fig. 2.5.3. 

 

Figure 2.5.3: Representative ω-2θ XRD scan profiles associated with the four InAsBi morphologies. A) Droplet-free sample, B) 

Bi-droplet-covered sample, C) In-droplet-covered sample, D) Mixed In-Bi-droplet-covered sample. There are two profiles each 

for the droplet-free and Bi-droplet-covered morphologies to illustrate the lack of film peak in some samples. The upper x-axis 

represents the atomic percentage of Bi calculated using Vergard's law.  

 

Figure 2.5.3.A1 shows the representative ω-2θ XRD scan for the droplet-free-surface regime. 

The film peak at 60.94° (1.63% Bi) is well-separated from the substrate peak and is slightly 

broader, indicating that there are minor and uncommon inhomogeneities in the film, as there are 

a range of Bi compositions closely grouped around the average composition marked by the film 

peak maximum. However, in Fig. 2.5.3.A2, we see another example of microstructure found 

with the droplet-free-surface morphology, where there is no film peak at all. The samples from 
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which the two ω-2θ XRD scans were taken varied mainly in their As/In BEP ratios, where the 

sample with a film peak had an As/In BEP ratio of ~1 and the sample with no film peak had an 

As/In BEP ratio of ~1.5. None of the samples with the droplet-free morphology grown with 

As/In BEP ratios above 1.1 had film peaks. In Fig. 2.5.3.B1, we see instead the representative ω-

2θ XRD scan for the Bi-droplet-covered regime. Here there is also a defined film peak at 60.86°, 

but it is overlaid on a broad and high-intensity film shoulder giving the sample a wOOM (width of 

the sample one order of magnitude below the film peak maximum) of 0.354 and a median peak 

of 60.94°, indicating that there is a somewhat-preferred Bi composition in the film but there are 

also widespread compositional inhomogeneities in the film. On the other hand, in Fig. 2.5.3.B2, 

there is another example of an absent film peak, this time in a sample with Bi droplets. Again, in 

this case, the main variation between the samples' growth conditions was the As/In BEP ratio, 

with values of ~1.1 and 1.5 for the present-film-peak and absent-film-peak, respectively. None of 

the samples with the Bi-droplet-covered morphology grown with As/In BEP ratios above 1.1 had 

film peaks.  

The representative ω-2θ XRD scan for the In-droplet-covered regime is shown in Fig. 

2.5.3.C. In this case, there is an absent film peak for the reason that the only samples that were 

found to have In, rather than mixed In-Bi, droplets were samples in which no Bi BEP was 

applied. The ω-2θ XRD scan profile is shown here for comparison only. Finally, Fig. 2.5.3.D 

shows the representative ω-2θ XRD scan for the mixed In-Bi-droplet-covered regime. For this 

regime, instead of a film peak there is a small film shoulder, indicating that some Bi incorporated 

into the film, but not very much and with inhomogeneous incorporation. The maximum 

incorporation is approximately 1.5% Bi and the midpoint of the wOOM width is 61.08°.   
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As can be seen in Fig. 2.5.3, overall only three of the morphology regimes were found 

with Bi incorporation, and all incorporation happened when the As/In BEP ratio was less than 

1.1. When there is incorporation, some cases have defined film peaks while others are more 

likely to result in film shoulders. In all incorporation examples, there is some degree of 

inhomogeneity in composition present. Due to the presence of frequent film shoulders (much like 

as was seen in GaAsBi in Chapter 2.4), we once again use the wOOOM measure to compare film 

quality between different samples and between different regimes.  

 

Morphology Map 

Every sample had its surface morphology characterized by SEM and EDS and its 

microstructure characterized by XRD and was placed onto an InAsBi surface morphology map, 

seen in Fig. 2.5.4.  

 
Figure 2.5.4: Morphological map of the 23 InAsBi samples grown at 300℃ and annealed for 5 min. The small-dashed lines 

represent the qualitative boundaries between the different regimes, while the line with longer dashes is a hypothetical boundary 

and does not represent real data. The color of the marker represents the atomic percentage of Bi in the sample determined by 

XRD, and the size of the marker represents the wOOM value of each sample except for the 13 samples that either had a Bi/As BEP 

ratio of zero or no film peak, where the lack of film peak means no wOOM could be calculated. These samples are instead marked 

with an ×. For scale, the marked samples A and B have wOOM of 0.08° and 0.35°, respectively. 
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The wOOM values for the different samples are used for the size of the point, with an × displayed 

for samples with no film peak. The four surface morphologies are partitioned roughly into the 

four quadrants of the morphology map made with the axes of Bi/As BEP ratio and As/In BEP 

ratio. When the As/In BEP ratio is more than approximately 0.6-1.1 and the Bi/As BEP ratio is 

less than 0.042, the droplet-free morphology can be seen. While XRD shows Bi incorporation in 

some of the samples, indicating that the incoming As, In, and Bi fluxes are being incorporated 

into the growing film, not all samples show incorporation. Thus, this morphology can only be 

said to be marked by the lack of In or Bi buildup on the surface of the sample. When the As/In 

BEP ratio is greater than 0.5 and the Bi/As BEP ratio is greater than about 0.042, the surface 

instead displays the Bi-droplet-covered morphology, where the Bi flux is high enough in 

comparison to the other fluxes to reach a critical point and allows Bi droplets to grow beyond 

nucleation. When the As/In and Bi/As BEP ratios are less than 1.1 and near-zero, respectively, 

the In-droplet-covered surface morphology can be found, as there is neither enough As flux to 

bond with the incoming In and incorporate into the film, nor is there enough Bi flux to lead to the 

nucleation and growth of mixed In-Bi droplets. When the As/In BEP ratio is below 

approximately 0.5 and the Bi/As BEP ratio is above approximately 0.4, mixed In-Bi droplets 

form, as the smaller proportion of As leads to In accumulation on the surface and the proportion 

of Bi becomes large enough that Bi on the surface can coalesce into droplets. The values for the 

BEP ratio boundaries are approximate, and not universal. Especially, the boundary marked 

between the In-droplet-covered and mixed In-Bi-droplet-covered is placed arbitrarily on the map 

merely to note that the boundary occurs somewhere. The exact location of said boundary could 

not be determined in this study due to the inability to grow samples in that range of BEP ratios. 

There is a tendency as the Bi BEP increases and the In BEP decreases for droplet-free 
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morphologies to remain, taking up the space in the center-left of the morphology map, being 

where the droplet-free samples with film peaks were located, but other morphologies emerge as 

the As/In and Bi/As ratios continue to increase and decrease, respectively.  

Trends in Bi composition of the samples, measured as the median Bi composition, can 

also be seen across the morphology map in Fig. 2.5.4. In general for the droplet-free and Bi-

droplet-covered morphologies, the atomic percentage of Bi in the film increased as the Bi/As 

BEP ratio increased and the As/In BEP ratio decreased, reaching a maximum at 3.92% Bi for a 

sample grown at a As/In BEP ratio of about 0.54 and a Bi/As BEP ratio of 0.14. There was one 

exception in the Bi-droplet-covered regime, but that sample did have a broad film shoulder, 

indicating there were parts of it that had higher Bi incorporation than that seen on the 

morphology map. On the other hand, in the mixed In-Bi droplet regime, samples tended to have 

relatively low and consistent atomic percentages of Bi, having inhomogeneous film Bi 

compositions between 0% Bi and 1.5% Bi among the three samples in that regime, due to the 

small film shoulders seen in the XRD data here. In general, the wOOM values seen in Fig. 2.5.4 

indicate that the presence of droplets in conjunction with Bi incorporation is detrimental to the 

film quality, but the impact of droplets within droplet-covered regimes does not form a clear 

trend.  

 

Phase Determination 

While the ω-2θ XRD scans around the (0 0 4) substrate peak at 61.1° are able to elucidate 

what proportions of Bi are in the InAsBi films, they cannot tell us whether there are other phases 

present. Instead, to determine if there is only epitaxial InAsBi growth or if the In and Bi present 

have precipitated into the other thermodynamically-stable phases possible, ω-2θ XRD scans 

from 0-70° were done for a subset of the samples. These wide scans identified some low-
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intensity but anomalous peaks at 22.5°, 42.1°, 45.9°, and 48.8°. Examples of the anomalous 

peaks can be seen in Fig. 2.5.5. 

 

Figure 2.5.5: Representative ω-2θ XRD scan profiles of the 20-30° and 40-50° ranges displaying the anomalous peaks. 

  

Subsequently, more, narrower high-resolution ω-2θ XRD scans were done for every sample near 

those locations to determine the prevalence of these peaks. A version of the morphology map 

showing the prevalence of the different anomalous peaks across the BEP ratio space can be seen 

in Fig. 2.5.6. 
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Figure 2.5.6: Map of non-InAsBi peaks seen in the various InAsBi samples. Samples marked with × had no anomalous peaks 

found, while all other samples are marked with colors indicating which peak was found in that sample. As given in the legend, 

yellow dots are for peaks at 22.5°, green dots for 42.1°, blue dots for 45.9°, and red dots for 48.8°.  

 

In Fig. 2.5.6, the samples with the anomalous peaks are spread throughout the BEP ratio space, 

though they are generally found in samples with lower As/In BEP ratios. There are samples with 

low As/In BEP ratios that have no anomalous peaks, and there are some samples seen with the 

peaks that are above the 1.1 As/In BEP ratio associated with a lack of InAsBi film peaks. Based 

on the elements used in growth, there are a few possibilities for the identity of the anomalous 

peaks, as shown in Table 2.5.2.  
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Table 2.5.2: Possible peak matches for the anomalous peaks in our InAsBi samples. Bolded entries indicate the most 

likely identity. 

Peak (°) Matched Peak(s) (°) Possible Phase Matched Peak Identity Reference 

22.5 20.78 In5Bi3  200 [25] 

22.47 Bi  003 [26] 

24.31 In5Bi3  211 [25] 

25.25 As  003 [27] 

25.35 InBi  110 [28] 

25.44 InAs  111 [29] 

42.1 42.12 InBi  102 [28] 

42.15 InAs  220 [29] 

42.28 In5Bi3  400 [25] 

45.9 45.86 Bi  006 [26] 

46.08 InBi  112 [28] 

46.75 In2Bi  002 [30] 

48.8 48.26 As  110 [27] 

48.91 In5Bi3  413 [25] 

49.89 InAs  311 [29] 

 

The possible peak matches listed in Table 2.5.2 do show a few trends. The 22.5° and 45.8° peaks 

are matched by the Bi (0 0 3) and (0 0 6) peaks, respectively. Given that these peaks only 

appeared in the presence of Bi droplets, it is likely that these small peaks are from the well-

aligned Bi droplets on the surface. Second, although there are a few different possibilities for the 

identity of the 42.1° peak, the best match is likely InAs (2 2 0). This match is due to the presence 

of the 42.1° peak in one of the In-droplet-covered samples, which contained no Bi, leading us to 

reject the Bi-containing matches. The presence of an InAs (2 2 0) peak would suggest that there 

are some small, misaligned areas of InAs that have grown. The 48.8° peak has a few different 

possibilities, but as it only occurs in one sample it is difficult to rule out possible phases. Despite 
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the presence of the extra peaks, their intensity is low, with even the largest peak (a 42.1° peak in 

one of the droplet-free samples) being three orders of magnitude smaller than the sample's film 

peak. The low intensity suggests that any other phases would only be present in small amounts.  

 

STEM  

While the ω-2θ XRD scans are useful for examining average Bi-composition and film 

quality, the widespread presence of inhomogeneities necessitates the close study of the 

microstructure by STEM instead. STEM of representative samples in each of the three Bi-

containing regimes is presented here, and can be seen in Fig. 2.5.7.  

 

Figure 2.5.7: Cross-Sectional BF STEM of representative samples from the three Bi-containing surface morphology regimes. In 

order, they are the A) droplet-free-surface regime, B) Bi-droplet-covered regime, and C) mixed In-Bi-droplet-covered regime. 

The solid lines indicate the interface between the substrate and the buffer layer, while the dashed line indicates the interface 

between the buffer layer and the film. C) does not have a dashed line because the location of the buffer-film interface is unclear. 

 

In Fig. 2.5.7.A, a representative STEM micrograph of a droplet-free-surface morphology sample 

can be seen. The transition between the substrate and the buffer layers are marked by a thin line 

of precipitates, whereas the transition between the buffer layer and the film is marked by a 

diffuse drop in intensity, where darker areas in the micrograph indicate the presence of Bi. There 

are speckles visible throughout the micrograph, which we found to be consistent across BF 

micrographs. The speckles are seen in both the grown films and the substrate, suggesting that 

they are not related to composition, and are not differentiated from the film when EDS is run. 
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The film shows uniform contrast in the lateral direction, which suggests laterally-uniform Bi 

content. Line profiles of the micrograph (not shown) indicate a consistent drop in intensity from 

left to right in all three sections of the sample, indicating that the lateral intensity drop is not 

related to composition. The intensity rises slightly again in the growth direction, suggesting the 

highest concentration of Bi is found in the initial growth of the film and then lowers somewhat as 

growth continues. The top of the micrograph shows part of the transition from the film to the 

protective C layer deposited during sample preparation in the FIB; in all micrographs shown 

here, there is still a substantial layer of FIB damage despite the protective layers due to the 

softness of InAs (InAs has a hardness of 3300 N/mm2 compared to 7500 N/mm2 for GaAs [1]). 

This layer of damage consists of a thin layer of In precipitates beneath the C layer, followed by a 

~40 nm layer of amorphous damage, and so prevents observation of the surface of these 

samples.  

Figure 2.5.7.B shows a representative STEM micrograph of a Bi-droplet-covered 

morphology sample, with the cross-section oriented perpendicular to the droplet trails seen on 

the surface of the sample. The substrate to buffer transition again is marked by a thin line of 

precipitates, and the buffer to film transition shows a stronger version of the trend seen in Fig. 

2.5.7.A, where the lowest intensity, suggesting the highest concentration of Bi, is found near the 

transition and then drops off as the growth continues. In this case, the contrast difference is larger 

between the buffer and the first region of film growth, indicating higher Bi content, but after 

approximately 200 nm of growth there is almost no Bi present. Also visible in Fig. 2.5.7.B is a 

lens-shaped cross-section of a droplet trail in the film, containing essentially no Bi. While the 

rise in intensity after 200 nm of growth (suggestive of a lack of Bi in the film after that point) is 

likely related to the presence of droplets, it does not seem to indicate exclusive vapor-liquid-solid 
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(VLS) growth, due to the gradual nature of the transition. The distinctive underside of the droplet 

trail is only seen in some parts of the film and the trails do not overlap each other significantly, 

which they would need to do if all growth after 200 nm was in the presence of droplets. There 

are lateral fluctuations in intensity visible that are due to curtaining from FIB sample preparation, 

as they extend past the film layer into the buffer layer and the substrate. 

 Finally, in Fig. 2.5.7.C, a representative STEM micrograph of a mixed InBi-droplet-

covered morphology sample can be seen. The cross-section was taken perpendicular to the 

direction of the droplet trails visible on the sample surface. The film has uniform intensity except 

for the section just below the surface damage, and no buffer-film interface is visible, though the 

sample according to XRD has very small amounts of Bi with an average Bi-content of 0.03% Bi. 

No explicit droplet trails are seen in this sample in the film, perhaps due to the small amount of 

Bi present in general leading to a lack of contrast, though the surface has roughness indicating 

droplet cross-sections that nonetheless are identical to the rest of the film in composition. There 

are still slight curtaining artifacts extending into the substrate layer and surface damage artifacts 

from the FIB sample preparation, though there are fewer of the speckles associated with BF 

micrographs here. 

While all the Bi-containing morphologies show the same trend of laterally-homogeneous 

and growth-direction-variant Bi content, with much less inhomogeneity seen compared to 

GaAsBi films, there is still the question of what the cause of the missing-film-peaks are in 

samples grown with As/In BEP ratios above 1.1. To examine this, Fig. 2.5.8 shows a comparison 

of two Bi-droplet-covered morphology samples. 
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Figure 2.5.8: Cross-Sectional BF STEM of two Bi-droplet-covered morphology samples grown at different As/In BEP ratios. (A) 

shows a cross-section from a sample grown below a 1.1 As/In BEP ratio, while (B) shows a sample grown above a 1.1 As/In BEP 

ratio. The arrows show measurements of the different film thicknesses. Background subtraction was done on (B) due to irregular 

thickness of the sample. 

 

In Fig. 2.5.8.A, a cross-section of a sample grown with a As/In BEP ratio of 0.54 and a Bi/As 

BEP ratio of 0.14 is shown. Both the substrate-to-buffer and buffer-to-film transitions are clearly 

visible, and the contrast between the film and buffer layer indicates the presence of Bi. The 

buffer layer is approximately 240 nm thick, whereas the entirety of the epitaxial growth on the 

substrate is about 660 nm thick before reaching the FIB-damaged surface. On the other hand, in 

Fig. 2.5.8.B, a cross-section of a sample grown with a As/In BEP ratio of 1.56 and a Bi/As BEP 

ratio of 0.06 is shown. In this sample, only one transition is visible, that of the substrate to buffer. 

The thickness of the epitaxially-grown film is approximately 710 nm before the FIB-damaged 

surface, meaning it includes both the buffer layer (nominally 250 nm) and the film (nominally 

500 nm), despite the lack of a visible interface. There is no indication of Bi present in the film, 

though a Bi droplet is visible on the surface. The apparent lack of Bi in the film is puzzling, and 

suggests that some kinetic mechanism is preventing its incorporation into the film, but previous 

literature on MBE growths [11, 19-20] tends to hold to a As/In BEP ratio of ~1, with similar or 
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higher substrate temperatures and growth rates, meaning this high-As/In BEP-ratio area of 

growths has no previous growths to be compared to to find answers. 

 

Comparison between InAsBi and GaAsBi 

As touched on briefly above, there are similarities and differences between the behavior 

of the GaAsBi and InAsBi materials systems seen here. The major differences are in the identity 

and appearance of the surface morphologies, the placement of morphologies across flux ratio 

space, the kinetic parameters apparent in the different systems, and the thermodynamics involved 

in the two systems. To begin, while three of the four morphologies seen in each system are either 

the same or have direct equivalents in the other system, the biphasic Ga-Bi-droplet-covered and 

mixed In-Bi-droplet-covered morphologies are not equivalent. The biphasic Ga-Bi droplets exist 

due to the immiscibility of Ga and Bi, and films grown when the droplets are present have 

characteristics of essentially both Ga and Bi droplets being individually present. In the InAsBi 

system, in contrast, In and Bi are miscible in each other, and the microstructure of the films and 

trend of Bi composition as seen in the XRD are unique compared to the other morphologies. In 

the mixed InBi-droplet-covered regime, the XRD shows small film shoulders without a preferred 

composition, unlike the other morphologies, with very small amounts of Bi incorporation. Also 

as a result of the miscibility of In and Bi, the In-droplet-covered morphology does not exist in the 

presence of Bi flux, as Bi can readily bond to In in droplets during growth, then remain mixed in 

those droplets as the film is quenched. This trend is unlike the Ga-droplet-covered morphology 

in the GaAsBi system, which exists in the presence of Bi/As BEP ratios of up to 0.12, indicating 

that Bi will not aggregate in Ga droplets until a threshold Bi/As BEP ratio is reached.  

Another difference can be seen in the appearance of the morphologies themselves in 

SEM (comparing Fig. 2.4.2 and Fig. 2.5.2). In GaAsBi, the Ga-droplet-covered and Bi-droplet-
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covered morphologies have densely-packed droplets, and the droplets themselves are more or 

less round. Also, there is evidence that the Bi droplets move across the surface and sweep away 

smaller droplets in their wake (see Fig. 2.4.2.D, for example), and though the surface is visibly 

rough, the droplets do not leave raised droplet trails on it. Likewise, in the Ga-Bi-droplet-covered 

morphology, the biphasic Ga-Bi droplets can both be much larger than the other droplet-types 

(up to 20 μm) and have a wider range of droplet sizes (100 nm to 20 μm). The droplets are seen 

to move across the surface as evidenced by areas denuded of smaller droplets, as opposed to 

raised droplet trails grown in the surface. In contrast to all of these trends in GaAsBi, the droplet 

morphologies in InAsBi display a few key differences. The droplet density of In and Bi droplets 

is lower, and the Bi and mixed In-Bi droplets are smaller than their counterparts in GaAsBi, 

while the In droplets are slightly larger. The Bi droplets in InAsBi, besides being smaller than the 

ones in GaAsBi, are more uniform in shape and size, having a rounded rectangular shape with a 

5:4 aspect ratio and size ranging from 250-350 nm on the long side. All three droplet types move 

across the surface and leave raised droplet trails grown on the surface of the film, and the lengths 

of these visible trails vary across morphologies.  

A third area of difference can be seen from comparing the two surface morphology maps 

made for these material systems. The GaAsBi morphology map (Fig. 2.4.5) has the range of 

As/Ga BEP ratios shown between 1.5 and 2.8, with most transitions happening between 1.7 and 

2.1 and the droplet-free to Ga-droplet transition occurring at 2.1. While the InAsBi morphology 

map (Fig. 2.5.4), in contrast, uses As/In BEP ratios between 0 and 3.2, all transitions can be 

found between As/In BEP ratios of 0.5 and 1.5 and the droplet-free to In-droplet transition 

occurs at 1.1. From the modeling done in Chapter 2.4, the droplet-free to Group III droplet 

transition is supposed to occur when the V/III flux ratio is equal to the inverse of the Group III 
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surface coverage (Eqn. 2.2.13). If we assume that the BFM sensitivity to Ga and In are similar, 

the values would indicate that the surface coverage of Ga associated with the growth of Ga 

droplets is about half of the In surface coverage required for the growth of In droplets (~0.5 vs 

~1). This finding could suggest that at the growth temperatures used, the Ga-Ga bonding energy 

is higher in comparison to the Ga-As and Ga-Bi bonding energies than the equivalent In-In 

bonding energy is to In-As and In-Bi bonding energies. 

The ranges of Bi/As BEP ratios seen in the morphology maps also differ. In the GaAsBi 

morphology map (Fig. 2.4.5), features of interest can be found between Bi/As BEP ratios of 

~0.1-0.3, with the highest Bi/As BEP ratio used for a sample being around 0.38. In the InAsBi 

morphology map (Fig. 2.5.4), however, transitions are found between Bi/As BEP ratios of 0-0.05 

and the highest Bi/As BEP ratio used for a sample was 0.14. The difference in Bi/As BEP ratios 

used explains some of the difference in Bi incorporation seen in the two systems, with much 

higher Bi-compositions achievable in GaAsBi where more Bi BEP was applied than in InAsBi, 

which had comparatively small Bi BEPs applied. The fact that the droplet-free-surface 

morphology was only seen to extend to a Bi/As BEP ratio of 0.045 in InAsBi, as opposed to 0.3 

in GaAsBi, indicates that Bi droplets are able to form at much lower Bi BEPs in InAsBi. This 

finding is despite the facts that In and Bi are miscible in each other and that InAs has a larger 

lattice constant than GaAs, both of which facts would otherwise suggest that Bi could more-

easily incorporate into the InAsBi film than into the GaAsBi film instead. While much higher Bi-

content is possible in GaAsBi than in InAsBi, there are also more, and higher-magnitude, 

inhomogeneities. In our samples, GaAsBi has Bi compositions of up to ~18% Bi, but also has 

wOOM values between ~0.2-2°. In contrast, our InAsBi samples have at most a Bi composition of 

~4% Bi, but the wOOM values for this material range from 0.05° to 0.4°, indicating that the film 
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quality is better in InAsBi. Likely, the lower Bi BEP in our InAsBi samples and Bi’s miscibility 

with In allow it to more completely incorporate into the InAs film, leading to smaller-Bi-

composition and more-homogeneous InAsBi films, with few localized fluctuations in Bi content 

or defects. 

The placement of the transition also, from the modeling seen in Chapter 2.4 (Eqn. 2.4.1), 

would suggest that the kinetic parameter Prem, the probability of removal of Bi from the 

surfactant layer by As, would be approximately 0.045 for InAsBi, as opposed to ~0.2 for 

GaAsBi, assuming the same kinetic processes occur on the surface of the film in both systems. 

Similarly, the Rinc/FIII parameter can be calculated from the location of the Bi-droplet to mixed-

InBi-droplets transition (using Eqn. 2.4.4 as a basis) as being ~0.5. However, the behavior of the 

InAsBi system in terms of the lack of Bi incorporation in samples grown with a As/In BEP ratio 

above 1.1 indicates that the model of kinetic processes given in [31] may be incorrect for the 

InAsBi system, or it may otherwise be incomplete. For example, it could be that Bi in the InAsBi 

system is highly sensitive to As over-pressure, and is easily removed from the surface in either 

the surfactant layer or the growth layer. While this removal is partially described through the 

mechanisms of Prem
 and Pdis, it is possible that there could also be another mechanism it occurs 

through, not found in GaAsBi, or that in this case each As atom is able to remove multiple Bi 

atoms from the surface. That being the case, while some comparisons between the GaAsBi and 

InAsBi systems can be made in terms of kinetic parameters, they cannot be assumed to have 1:1 

correlations for all parameters. 

Beyond just the exact values of the morphology transitions seen in the two morphology 

maps (Figs. 2.4.5 and 2.5.4), the shapes of the morphology transitions also differ at times. While 

the shapes of the droplet-free to Group-III-droplet, the Group-III-droplet to Group-III-Bi-droplet, 
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and the Bi-droplet to Group-III-Bi-droplet transitions are either similar or unknown, the droplet-

free to Bi droplet transition is very different between the two material systems. In GaAsBi, the 

transition in question shifts significantly towards higher Bi/As BEP ratios as the As/Ga BEP ratio 

lowers, with the transition’s lowest As/Ga BEP ratio of 1.8 associated with the transition’s 

highest Bi/As BEP ratio of 0.29. In contrast, the transition as seen in InAsBi is constant at a 

Bi/As BEP ratio of 0.042 and independent of the As/In BEP ratio. This difference suggests that 

in InAsBi, the growth of Bi droplets is entirely controlled by the Bi BEP applied, whereas in 

GaAsBi, both Ga and Bi interact to control under what conditions Bi droplets grow. 

A final set of differences between the two material systems is the possibility for non-

epitaxial phases to arise in InAsBi. In GaAsBi, the immiscibility of Ga and Bi mean that the 

possible phases are GaAs, metastable GaAsBi, and the pure elements. In InAsBi, however, In 

and Bi can form several different compounds at similar BEP ranges, including InBi, In2Bi, and 

In5Bi3, all of which form tetragonal crystal structures as opposed to the cubic structures found in 

InAs or InAsBi. There is an example in the literature of InBi precipitates in InAsBi films [21]. 

Likewise, pure In, As, or Bi phases could also form. In our samples, while there were some 

instances in the XRD scans suggesting the presence of small amounts of other phases, 

particularly pure Bi in films with Bi-droplet-covered surface, the dominant peaks were the InAs 

substrate peak and the InAsBi film peaks. When InAsBi film peaks were not present, our STEM 

micrographs suggest films were grown but no Bi was incorporated, and the XRD results for 

those samples (for example Fig. 2.5.5) likewise only show non-significant intensities for the 

anomalous peaks when they are present at all, confirming that significant amounts of other 

phases are not present. 
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Regardless, when TEM does show the presence of an InAsBi film when Bi droplets are 

present (Fig. 2.5.7.B), it behaves similarly to how the GaAsBi films behaved in the presence of 

Bi droplets (Fig. 2.4.6.B). In both materials, the area directly beneath a Bi droplet has low 

amounts of Bi, and sections of droplet trail can be seen in the micrographs. These trails have low 

amounts of Bi in the trail itself and are surrounded by regions of the film with lower intensity in 

BF micrographs or higher intensity in DF (dark field) micrographs, suggesting higher Bi-content. 

Both materials also have a tendency for high amounts of Bi in the initial film growth, but 

whereas the Bi incorporation in GaAsBi is mediated by the presence of droplets throughout the 

film, in InAsBi the incorporation of Bi drops off significantly as the film grows, leaving most Bi 

found near the buffer-to-film interface and not near the surface. This pattern of comparatively-

enhanced Bi incorporation in the first parts of the film has been predicted in [32], where the Bi 

incorporation is highest in the first few monolayers of growth and drops off after droplets begin 

to form. 

 

Conclusion 

The campaign of InAsBi growths and characterization discussed here allows us to 

address our overarching research question of What surface morphologies, microstructures, and 

Bi-compositions arise in MBE-grown InAsBi films, and what can this tell us about their 

kinetics and thermodynamics by means of our specific research questions. For the first question, 

What surface morphologies, microstructures, and Bi-compositions arise in In-As-Bi materials, 

and how does this change across a range of conditions, we found that InAsBi films have three 

general surface morphologies (droplet-free, Bi-droplet-covered, and mixed-InBi-droplet-

covered), with a fourth morphology, In-droplet-covered, possible but unconfirmed in conditions 

of extremely-low Bi BEP and low As2 BEP. While the droplet-free and Bi-droplet-covered 
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morphologies have been seen in the literature before [19-20], it is unclear whether the mixed-

InBi-droplet-covered morphology has been previously observed. All droplet-covered 

morphologies show evidence of droplet-induced VLS growth. The changes in morphology as the 

BEP ratios change at a constant temperature are seen in Fig. 2.5.4. The different morphologies 

have similar microstructures, with low amounts of inhomogeneous Bi content in the films (0-4% 

Bi). In the case of Bi droplets, low-Bi-content regions are left in the film as the droplet passes 

over it during growth.  

For the question of How do the kinetics and thermodynamics of the InAsBi system impact 

the observed morphologies, microstructures, and Bi-compositions, we found that, in spite of the 

miscibility of In and Bi, the InAsBi system is capable of incorporating only a small amount of Bi 

(with a maximum of 3.9% Bi seen in our samples) even with kinetic freezing at a growth 

temperature of 200°C. There is a possibility of other phases being present in the growths, but 

such phases do not occur consistently and in these growths were only possibly present in small 

amounts. More-specific to kinetics, droplet-free surfaces can only be grown up to a Bi/As BEP 

ratio of 0.042, and film growth in the presence of droplets is highly impacted by the droplet-

induced VLS growth, leaving rough surfaces and droplet-trails throughout the sample as the Bi 

preferentially bonds to other Bi in the droplets. When the kinetic surface model [31] is applied to 

the system, we can obtain estimates of the In-coverage as ~1, Prem as ~0.042, and Rinc/FIn ~0.5. 

While we can estimate these parameters, there appears to be another mechanism through which 

Bi is lost from the surface under As overpressure, with said mechanism not accounted for in Tait 

et al's kinetic surface model.  

Finally, for the question of How do different group III elements compare, and what can 

this tell us about the kinetics and thermodynamics of the systems, we determined that the two 
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materials systems, GaAsBi and InAsBi are superficially similar in terms of morphology and 

microstructure, but there are significant differences that relate to their kinetics and 

thermodynamics. The biphasic-GaBi-droplets and mixed-InBi-droplets are not equivalent, and 

act differently in terms of both surface presentation and microstructure, as in GaAsBi the 

biphasic droplets act as both individual types of droplet, while in InAsBi the droplets act 

uniquely in comparison to Bi droplets. Both materials systems exhibit VLS growth, but in 

GaAsBi said growth is evidenced by the microstructure and small areas void of droplets on the 

surface, while in InAsBi said growth is mainly evidenced by the large droplet trails roughening 

the surface. The surface morphology maps seen in Figs. 2.4.5 and 2.5.4 have major differences in 

terms of scale on the axes, the Bi content, and the film quality. Overall, the InAsBi map shows 

less, but relatively-homogeneous, Bi incorporation in our samples compared to the GaAsBi map. 

Based on the modeling and the map transitions, the estimated kinetic parameters for the two 

materials systems differ, with GaAsBi having parameter values of θGa ~0.5, Prem ~0.2, Rinc/FGa 

~0.6 and InAsBi having parameters values of θIn ~1, Prem ~0.042, Rinc/FIn ~0.5. InAsBi has some 

kinetic process that prevents the incorporation of Bi when the As/In BEP ratio is greater than 1.1, 

whereas GaAsBi has no similar limitation.  

Now that we have analyzed our second materials system, we can use the results for both 

systems to answer our overarching research question, What surface morphologies, 

microstructures, and Bi-compositions arise in MBE-grown III-AsBi films, and what can this 

tell us about their kinetics and thermodynamics, as we conclude this section in the next 

chapter.  
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CHAPTER 2.6 

Conclusion 

 

In the past few chapters focusing on the MBE-growth of III-As-Bi semiconductor films, 

we have characterized the microstructure and morphology of films of two different materials 

systems, GaAsBi and InAsBi. We were guided by the overall research question of What surface 

morphologies, microstructures, and Bi-compositions arise in MBE-grown III-As-Bi films, and 

what can this tell us about their kinetics and thermodynamics? We answered this question for 

each materials system by examining the surface morphology, the microstructure, and how they 

relate to each other in BEP-ratio-space, as well as through kinetic modeling and comparison 

between the materials systems.  

In both the GaAsBi and InAsBi systems, there are four surface morphologies (droplet-

free-surfaces, Bi-droplet-covered, III-droplet-covered, and III-Bi-droplet-covered) which when 

mapped onto BEP-ratio-space roughly occur in four quadrants. While the III-Bi-droplet-covered 

morphologies are similar between systems, they have differences stemming from the 

immiscibility of Ga and Bi [1] and the miscibility of In and Bi [2]. The different morphologies 

give rise to inhomogeneous films, with the amount and type of inhomogeneity varying based on 

the surface morphology. The general trend is for droplet-free-surface films to be the most 

homogeneous and the films with any sort of Bi droplets to be the least homogeneous, and for 
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GaAsBi to generally have higher Bi-content films (up to 18% Bi) and more inhomogeneities 

(wOOM up to 1.78) than InAsBi (Bi-content up to 4% and wOOM up to 0.35). Bi incorporates into 

GaAsBi across the observed As/Ga and Bi/As BEP ratios for our samples, while in InAsBi Bi 

does not incorporate above an As/In BEP ratio of ~1.1. In terms of kinetics, we are able to 

estimate the kinetic parameters given in the model [3], and find a plausible system for GaAsBi 

and significant differences between the estimated kinetic parameters for GaAsBi and InAsBi. 

The GaAsBi system has kinetic parameters of Rinc/FGa = 0.60 (from morphology map) or 1.58 ± 

0.002 (from nonlinear modeling), Pdis = 0.99, and Prem = 0.20 ± 0.001, indicating a system where 

Bi incorporates into the film at relatively high rates compared to FGa but is likely to be removed 

from both the surfactant layer and growth layer by As, leading to the observed levels of 

incorporation. The InAsBi values for Rinc/FIn and Prem are 0.49 (from morphology map) and 

0.042, respectively, indicating that the rate of Bi incorporation in the film is lower in InAsBi and 

the probability of Bi removal from the surfactant layer by As is much lower than in GaAsBi.  

These results lend themselves to a few implications. First, looking at those findings tied 

to our growth campaign more-or-less directly, we see that the best method to get films of 

uniform Bi composition and high film quality is to grow the film with BEP ratios that do not 

yield any kind of droplet. Droplets were associated with highly-inhomogeneous microstructures 

and film shoulders in XRD, though the effect is more pronounced in GaAsBi than in InAsBi. 

Likewise, the highest Bi-content droplet-free films were grown with high Bi/As BEP ratios and 

low As/III BEP ratios, but growth in this region of BEP-ratio-space must be carefully tuned to 

not yield droplets. However, if a layered, superlattice-like structure is desired, growth in the 

presence of biphasic GaBi droplets could be a valuable approach, as films grown with that 

morphology tended to spontaneously form semi-layered microstructure. In InAsBi films 
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specifically, care should be taken to keep the As/In BEP ratio below 1.1 in order to ensure that Bi 

incorporates into the film. While it is possible (based on the ternary phase diagram [2] and 

previous growths [4]) that other In-and-Bi-containing phases may form in InAsBi films, it is 

unclear what specific growth conditions lead to the formation of the inclusions and it appears to 

be unlikely in the course of non-equilibrium methods of growth such as MBE. 

Second, we examine the implications that relate more towards the kinetic modeling that 

we completed. It is apparent that the KMC model reported in [5] is generally accurate but does 

not accurately predict the placement and Bi-incorporation behavior of the mixed or biphasic III-

Bi-droplet-covered morphologies, based on the differences between the KMC morphology map 

and our work here for GaAsBi and InAsBi. As the authors of the KMC model assigned 

morphology to samples after ~15 monolayers of simulated growth, it could be that the 

morphology of a film may change part-way through growth or that Bi can accumulate in Ga 

droplets over the course of growth, resulting in apparently biphasic droplets when characterized 

afterwards. From the surface model proposed in [3], we were able to estimate kinetic parameters 

for the different processes in GaAsBi and a subset of the kinetic parameters in InAsBi. In 

GaAsBi, the estimated kinetic parameters describe a system in which Bi have a chance to be 

removed from the surfactant layer but will not spontaneously desorb, and in which Bi will 

incorporate into the film surface at high rates but also be displaced by incoming As atoms in 

nearly all cases. The interplay of Rinc/FGa and Pdis for GaAsBi, particularly the Pdis value of nearly 

unity, is different than that predicted for GaSbBi [3] and modeled for InAsSbBi [6], but is not 

necessarily wrong. In InAsBi, the estimated kinetic parameters suggest a system in which Bi is 

significantly less likely to be removed from the surfactant layer by As than in GaAsBi, but the 

rate of incorporation is also slightly smaller. The InAsBi system at high As/In BEP ratios is not 
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accurately modeled by [3], and there appears to be an additional kinetic process occurring on the 

surface in those growth conditions.  

     

Future Work 

There are several avenues that expansion upon the work described here could take. The 

most direct avenue is to build on and expand the work done here with the surface morphology 

maps. The maps could be built on in two ways. In the first way, similar surface morphology 

maps of the BEP-ratio-space could be completed for other III-V-Bi materials systems, 

particularly GaSbBi and InSbBi, with special attention paid to growing samples near the surface 

morphology boundaries. With such a baseline, more-comprehensive comparisons can be made 

between the various III-V-Bi compounds in terms of film quality, Bi incorporation, and the 

kinetic parameters, allowing us to better understand the effects of changing the group-III and 

group-V atoms on the materials systems. In the second way, similar morphology maps could be 

made from GaAsBi and InAsBi samples grown at different temperatures. It is expected that the 

placement of the boundaries between the morphologies would change with the growth 

temperature, and if enough data points were collected as the temperature was varied, it would be 

possible to model the kinetic properties estimated from the boundaries as Arrhenius equations [7] 

complete with activation energies for the different kinetic processes. With sufficient samples 

grown with the droplet-free-surface morphology, all the rate and probability kinetic parameters 

from [3] could be modeled. Similarly to our work here, the activation energies could then be 

compared between different materials systems. 

A different avenue of future work could be to examine the InAsBi materials system in 

more detail and determine how the kinetic processes themselves differ from the GaAsBi 
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materials system and why the Bi-content of samples grown above a As/In BEP ratio of 1.1 was 

nonexistent. Based on how the InAsBi materials system behaved, it is likely that there are kinetic 

processes not accounted for in the model given in [3]. The model was originally derived for 

GaSbBi, and it was applied effectively to GaAsBi in our work described in Chapter 2.4. The 

main change when going to the InAsBi materials system then is the identity of the group-III 

atom. With that in mind, it is likely that the unknown kinetic process is in some way related to 

In, either in terms of its surface coverage during growth, or its bonding energy to Bi, or some 

other factor. Studying the system and modeling it more accurately would fill in a gap in the 

literature highlighted by our work reported here. 

Finally, another avenue to expand our findings here relates more to increasing the 

functionality of these materials for various applications. As noted above, it might be desirable to 

grow films with superlattice-like morphology with high- and low-Bi-content regions, in which 

case the use of samples with the biphasic Ga-Bi-droplet-covered morphologies could allow for 

the growth of the structures without the need for fine timing on the Bi BEP. Films grown with 

the biphasic Ga-Bi-droplet-covered morphology had thin regions of very high Bi-content and 

thicker regions of low Bi-content, with the thickness of these films and their angle to the growth 

direction likely controlled by the rates of growth and droplet movement across the surface. If the 

droplet coverage were controlled and the growth rate lowered such that the rate of droplet 

movement across the surface was much faster than it, it might be possible to grow films in such a 

way that the high- and low-Bi-content layers were continuous across significant portions of the 

film and consistent in thickness, making a pseudo-superlattice structure. It would also be 

necessary to determine a way to more-finely control the Bi-content of the two layer types, such 
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that the Bi-compositions were both consistent within particular allowances and with sharp 

delineations between the layers.  
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CHAPTER 3.1 

Introduction 

 

Introduction 

Expanding the world's collective knowledge is a driving goal for science, but even the 

most stunning finding is useless unless it can be shared. Communication is the manner through 

which we can share our knowledge, and education the manner through which we can pass on our 

current knowledge and enable future minds to understand, create, and contribute to the sum of 

human knowledge. As such, education is a vital undertaking in our world, and understanding 

how to educate effectively can have a large impact on future generations.  

Such a task is more easily said than done, however. Ways of teaching and learning are as 

varied as the people involved, and there are no simple, completely objective ways to determine 

the best methods to use. Instead, education itself must be studied, in all of its practices, 

participants, and outcomes, in order to determine how best to carry on the work. There are many 

ways to approach the study of education, and many theories of learning within each of those 

approaches. With the complexities of human actors and our current understandings of how our 

brains and societies influence each other, no one learning theory can be viewed as objectively 

correct or complete in any way. Instead, researchers and educators use theoretical frameworks to 

organize ways of understanding and approaching education and qualitative education research 
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[1]. These frameworks provide a lens through which different aspects of education can be 

viewed, directing lines of inquiry and identifying areas of interest to the user. In engineering 

education research, some example frameworks are situated learning (or the idea that learning is 

context-dependent and involves the process of moving towards the center of the community) [2], 

variation theory (or the idea that people must be taught to see or sensitized to variations in the 

critical aspects of things they learn in order to understand them) [3], and socio-cultural learning 

theory (or the idea that all learning comes through some sort of social interaction and is mediated 

by tools) [4]. In this work, we will be focusing on the theoretical framework of disciplinary 

literacy. 

Disciplinary literacy as a theoretical framework for education has developed slowly over 

the past forty years by a variety of researchers and educators in various fields [5], including 

history [6], scientific literacy [7], English language arts [8], and mathematics [9]. From its roots 

in the development of pedagogical content knowledge (knowledge of how to best teach and 

convey particular content) [10], the framework shifted to be more-specifically centered on 

discipline-specific and contextualized literacy, both in terms of reading and understanding texts 

and in terms of understanding and taking on the discipline-specific ways of approaching, 

creating, and evaluating texts [5].  

In the conception of disciplinary literacy we employ here [11], disciplinary literacy is 

concerned with disciplines, which it defines as fields of study united around particular practices 

and ways of thinking and communicating. A discipline does not exist independently of its 

practitioners but rather its practitioners, in practicing and carrying forward the discipline, create 

the discipline as a type of culture. This discipline-as-a-culture, like any other culture, is 

something that people learn about and join over time, learning what the discipline studies, how it 
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studies that thing, how to conduct disciplinary work, and how to communicate both within the 

discipline and to outsiders about the discipline. More-specifically, the theoretical framework of 

disciplinary literacy says that to join and learn about a discipline, a newcomer must learn and 

become literate in the disciplinary culture. Becoming part of a discipline means to become 

familiar with and take on the disciplinary culture. As such, the role of educators in a particular 

discipline is to facilitate students to enter the disciplinary culture. In terms of how education 

occurs, the framework of disciplinary literacy leads researchers and instructors to ask, "What are 

the disciplinary practices students must learn and how do we support their ongoing inclusion into 

the disciplinary culture?" Researchers who approach learning using a disciplinary literacy lens 

have identified a variety of tactics meant to support students' enculturation into the discipline, 

including epistemological processes [12], linguistics-related tactics [13], and interdisciplinary 

and inter-contextual strategies [14]. For example, the Expanded Four Resources model is a tactic 

that has students take on different roles throughout the learning process, being not just recipients 

of knowledge but active participants [15].  

In all cases, the goal of this theoretical framework is that students are supported in 

becoming literate in a disciplinary culture, with all its various practices, ways of framing and 

approaching problems, and ways of communicating within and without the discipline. The 

challenge in higher education then lies in identifying appropriate ways to support students in 

various contexts and when learning various contents, and ensuring that the educational methods 

in use actually serve the larger, and often implicit, goals of disciplinary education: to expand and 

advance the disciplinary community. We choose to use the theoretical framework of disciplinary 

literacy to anchor our work because it helps us to consider how well current instruction does in 
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training students to think, act, and communicate like materials scientists, as well as consider 

what steps can be taken to help students more freely enter the discipline. 

In the work described in the following chapters, we want to address the overarching research 

question of How are instructors using concepts of disciplinary literacy in MSE education? We 

will address this in two different aspects, each guided by a particular set of research questions. 

The first aspect we address is studying how prevalent are concepts of disciplinary literacy, to see 

how instructors use said concepts in literature on the teaching of crystal structures and 

crystallography (Chapter 3.2). This literature review is guided by the following overall and 

more-specific research questions:  

• In the case study of crystallography and crystal structures, how is disciplinary literacy 

supported in students?  

o What are the stated goals of the learning activities used in the publications 

describing teaching concepts of crystals structure and crystallography?  

o How are two tactics that are known to enhance disciplinary literacy explicitly 

used in the learning activities described in these publications?  

The second aspect we address is the use of representational fluency, a disciplinary literacy 

strategy, in MSE classrooms in order to compare the effectiveness of various types of 

representation for the teaching of crystal structures (Chapter 3.3). These classroom studies are 

guided by the following overall and more-specific research questions:  

• How can using different types of representation help students learn?  

o How do students use different types of representations to solve problems and 

learn concepts?  
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o How well can students learn particular crystal structure concepts when using 

different types of representations in active learning contexts?  

We then conclude with a summary and address our overarching research question (Chapter 3.4).  
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CHAPTER 3.2 

Disciplinary Literacy Prevalence in MSE 

 

Background 

Having seen a discussion of disciplinary literacy and its principles and tactics in the 

previous chapter of Chapter 3, it would be remiss to not discuss disciplinary literacy in the 

context of an actual discipline, namely materials science and engineering (MSE). In this chapter 

we examine the question, How are instructors using concepts of disciplinary literacy in MSE 

education? In the context of MSE, becoming literate in the discipline and the disciplinary culture 

would entail understanding and being able to perform the different disciplinary practices [1] as 

they exist in the discipline. A student would need to implicitly or explicitly understand how 

materials scientists frame problems and be able to frame problems in that way. The student 

would need to know how to collect data for topics related to MSE, what constitutes valid data in 

the discipline, and how to represent, use, and analyze that collected data. They would need to 

understand how to examine a claim for validity in the context of the discipline and be able to 

evaluate claims they encounter and create. The student would need to be familiar with the 

vocabulary and rhetoric used in MSE and be able to use the discipline-specific ways of 

communicating in order to convey their findings. Since MSE would not be the only culture of 

which the student is part, they would also need to understand how the disciplinary culture relates 
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to other cultures to which they belong, and learn to translate and communicate between them. 

Together, these types of sets of practices can be referred to as the disciplinary cycle [1]. 

Achieving literacy in a discipline is not a simple task, and helping students to achieve it 

likewise requires much work on the part of instructors and practitioners. Airey and Linder [2] 

discuss that disciplinary knowledge is not inherently known by novice learners when they enter 

into a discipline, but that they develop their disciplinary literacy as they interact with tools, 

activities, and representations of the discipline. Because instructors who teach at the 

undergraduate level are often working scientists themself, they are likely to forget that 

knowledge is formed over time through immersion within the discipline, and focus instead on 

imparting direct knowledge without the deeper context at a level accessible to the students [2]. 

For example, in the case of MSE (though these trends are found in many other STEM fields), 

there is often an emphasis on learning foundational knowledge in lower-level classes, with 

disciplinary context imparted through separate lab or design courses. At the University of 

Michigan, MSE course objectives for 200-level classes focus on being able to answer particular 

scientific and engineering questions with knowledge learned in the course, whereas objectives 

relating to communication, experimental procedures and design, and engineering design are 

found in specific 300- and 400-level classes [3]-[6]. Additionally, truly supporting learners' 

disciplinary literacy means including the affective, social, and cultural dimensions of learning 

[1]. Doing so creates opportunities for learners to regard their backgrounds, cultures, abilities, 

and developing knowledge as essential elements of their knowledge creation and disciplinary 

learning. Overall, applying a disciplinary literacy perspective to how teaching and learning 

happens within the discipline of MSE aids in our understanding of how we are developing 

learners' ability to effectively engage in our specific disciplinary practices.  
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Instructors commonly design learning activities to introduce students to the ways of 

knowing, thinking, believing, acting, and communicating within a specific discipline [7]-[8]. The 

experiences they choose are intended to acquaint students with discipline-specific resources— 

that is, vocabulary, concepts, tools, and practices (E.g. "crystal lattice", the concept of electronic 

structure, microscopes, and the design process, respectively)— that are deemed relevant and 

important by disciplinary practitioners. More specific to undergraduate science education, how 

instructors use these resources creates a shared way of knowing [2] and culture that supports 

students’ ability to reason and behave as a scientist in that discipline [9]. These abilities include 

the disciplinary cycle as described above, which more succinctly includes working with 

information and data, being able to represent information in a number of ways (for example 

visually, symbolically, or as text), analyzing, summarizing, and synthesizing findings, examining 

and evaluating claims, and communicating those claims [1].  

More generally, socio-cultural pedagogy, including that guided by disciplinary literacy, is 

united by three broad tenets: learning is socially-based, or reliant on cooperative interactions and 

social tools such as language to help students develop personal understandings; teaching consists 

of assisting the learner to learn and master societally-valued concepts and topics the student 

could not master unassisted; and performance is situative, or can be affected by the context in 

which it takes place [10]. Such a socio-cultural approach tends to be more meaningful and 

equitable, allowing students to become literate in the social and cognitive practices of experts 

within the discipline. For example, Finkenstaedt-Quinn et al. [11] take a socio-cultural approach 

to materials science education. In that work, students complete writing assignments that engage 

the disciplinary cycle as they communicate STEM topics to a hypothetical non-STEM audience 

and critique their peers’ drafts. This method deliberately focuses on student-generated 
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communication to enhance learning, and has been applied to chemistry and across STEM [12-13] 

and discussed in Rivard [14]. Other socio-cultural strategies for disciplinary literacy education 

include the use of multiple representation types [15] and designing learning activities that engage 

various learner roles [16]. Observing how the literature implicitly employs these strategies helps 

us to see how the disciplinary practitioners intend to make students literate in the overall 

discipline, as well as what sorts of strategies are valued. 

In order to study the prevalence and usage of disciplinary literacy principles in MSE 

education, we chose to do a systematic literature review on articles looking at the teaching and 

learning of one specific topic vital to MSE, crystal structures and crystallography. This topic was 

chosen as our lens for the review for two reasons. Firstly, it was chosen because it is critical to 

many disciplines in the sciences, with aspects of crystallography contributing to around 40 Nobel 

prizes in Physics over the years, and so represents a topic that is necessary to impart to students. 

Secondly, it was chosen because the topic is relatively well-defined, and so articles on the topic 

can both be found and be separated from similar but irrelevant-topic-focus articles relatively 

easily, yielding a manageable dataset for this review. Our review broadly addresses the following 

research question: In the case study of crystallography and crystal structures, how is disciplinary 

literacy supported in students? More specifically, it focuses on using the literature to answer 

these two main research questions, related to our overall research questions above and in the 

previous chapter: 

RQ1. What are the goals of the learning activities used in the publications describing 

teaching concepts of crystals structure and crystallography? 

A. What are the thematic categories for the explicitly stated purpose of the publications? 

B. What are the types of learning activities that the students were asked to do? 
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C. What are the observed relationships between the themes and learning activities? 

and 

RQ2. Which tactics that are known to enhance disciplinary literacy are explicitly used in 

the learning activities described in 

these publications? 

A. What are the observed relationships between the utilized forms of representation and 

learning activities? 

B. What are the observed relationships between the supported learner roles when 

transacting with a learning activity? 

Answering these research questions allows us to understand what is valued in the teaching of 

crystal structures and crystallography, to determine whether instructors are already using the 

principles of disciplinary literacy in their teaching of these topics, and to begin to shed light on 

where any gaps exist in current teaching practices about promoting the socio-cultural 

development of learners within this discipline.  

 

Methodology 

To conduct this literature review, we followed the method originally described by 

Extremera [17]. A flowchart summary of the process can be seen in Fig. 3.2.1, and descriptions 

of our inclusion/exclusion criteria are given in Table 3.2.1. 
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Figure 3.2.1: Summary of the process used in this review to select relevant works on the subject of crystal structures and 

crystallography 
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Table 3.2.1: Inclusion and exclusion criteria 

 

Our review team consisted of two content experts, one pedagogical content/content expert, and 

one education researcher. On March 24th, 2021, we used the following string in the topic search 

of the Web of Science database: ((*crystal* OR nanostructure$) AND (teach* OR learn* OR 

train* OR educati*)). The query resulted in 10928 entries, and so the string was changed to 

refine the results: ((*crystallogra*) AND (teach* OR learn* OR train* OR educati*)). The 

revised query yielded 1204 entries. From that list, 870 entries were removed that did not have 

titles, abstracts, or keywords pertaining to the teaching of crystal structures and crystallography. 

From the remaining 334 entries, 207 entries were removed that were not in English, were not 

published during the time period of 01/01/2010-03/24/2021, or were not peer-reviewed journal 

articles. The non-English records were removed in order to ensure all articles in the final review 

were able to be read and understood by all four members of the review team. The records outside 

of the 2010-2021 time period were excluded for two reasons. The records from before that time 
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period were excluded because they were less likely to reflect current, as opposed to historical, 

thought on the subject. The records from after that time period were excluded in order to ensure 

that a defined set of entries could be included in the later analysis; without a defined end of 

record collection, the literature review would never progress past that stage. The non-peer-

reviewed records were removed due to the standards of the field and due to our analysis needs. 

Such records tend to be conference papers, which in the fields of education and disciplinary 

education tend to not report on finished works. Additionally, such conference papers were 

unlikely to include enough detail on the activities reported for our team to accurately categorize 

them in our subsequent coding.  

The abstracts of the remaining 127 entries were read and coded along three parameters: 1. 

The broad topic of the article, such as whether it was concerned with crystal structures, 

crystallography, a particular subfield, or a larger course that may contain those topics. 2. The 

target educational level of the described intervention or activity, such as the general public, high 

school, or undergraduate. 3. The general purpose of the article, such as reporting a novel 

visualization method or explaining an application of a teaching method. Our coding led us to 

remove 82 entries that focused on biological crystallography or did not target undergraduate 

education. The records on biological crystallography were removed because they tended to be 

focused highly on the crystallization process as opposed to crystal structure or crystallography. 

The records that did not target undergraduate education were removed because our aim was to 

study disciplinary literacy in the undergraduate context. Finally, in order to fully code the 

disciplinary practices employed in the reported activities or interventions, 19 entries were 

removed from the remaining 45 because they did not give a detailed description of the learning 

activities in supporting information. A final selection of 26 articles were included in this review.  
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The articles in this review describe a variety of contexts and have varied countries of 

origin. While all articles describe at least one learning activity aimed at undergraduate students, 

most of them (20 articles) were explicitly implemented in a chemistry course, while others were 

implemented in physics or interdisciplinary crystallography courses (for example, [18]). 

Similarly, most of the courses tended to be upper level or specialized undergraduate courses (17 

articles), though there were some that were aimed at introductory courses such as general 

chemistry (for example [19]). The classrooms in which the activities were implemented were in a 

variety of countries, including in China [20], Germany [21], Japan [22], Poland [23], Russia [24], 

the UK [25], and the USA [19]. The 26 articles are included in this review regardless of 

academic or national context because they are united by an overarching common factor, that 

being that each of the articles was seen as valuable by their respective authors and editors to 

publish to an international audience of similar disciplinary practitioners. 

The articles were coded in-line with the process described in [26] and [27]. All members 

of the review team read through a selected article and coded it for its general purpose and 

representation types used. The members then met to discuss the coding and settle on definitions 

and the types of codes used. A second article was then read by all the members to ensure that 

each member's use of the codes aligned. After the completion of the second article, members 

split into pairs (each consisting of one content expert and one pedagogical content or education 

expert) to review a further four articles and ensure coding consistency. After the total of six trial 

articles were completed and the codes were deemed usable, each member went on to code a 

further 8-9 articles individually. (The final number of articles was not settled until after the first 

round of coding, when we determined we would limit ourselves to articles with full activity 

descriptions, hence the seemingly too-large number for the four members' individual coding.) 
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Coding for the final two parameters, the activity type and the learner role, followed a similar 

process but was conducted by only two members of the review team. 

In all and as mentioned above, there were four types of parameter that were coded for, the 

general purpose of the article, the type of activity described by the article, the types of 

representation used in the activity, and the learner roles supported by the activity. Full 

descriptions of the codes used and justification for each parameter are given in the following 

paragraphs.  

The first parameter was the general purpose of each article. This parameter was chosen as 

it gave an indication of the intent of the authors of each article. Coding for this parameter was 

done by reading through the article and finding specific statements by the authors, so as to use 

their own words and not have our research team assume their intent. The collected purpose 

statements were then analyzed and grouped according to recurring themes, and each article was 

then classified as having a single overall theme for the purposes of our coding. In all, a total of 

six such themes were identified: General-Principle Experiment, Specific-Concept Activity, 

Implementation Guidelines, Technique/Equipment, Research Practice, and Virtual/Physical 

Models. The General-Principle Experiment theme applied to articles where the purpose of the 

author(s) was to describe an experiment activity that was chosen to convey a broader concept. 

The Specific-Concept Activity theme was used to indicate articles in which the purpose was to 

use a purposefully-designed activity to convey a specific concept to students. The 

Implementation Guidelines theme applied when the aim of the author(s) was to provide guidance 

for how to adapt or implement a certain type of learning activity or teaching tool across a variety 

of different contents and contexts. The Technique/Equipment theme indicated articles where the 

goal of the author(s) was to have students learn to perform a certain technique or familiarize 
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themselves with and learn to use a type of equipment. The Research Practice theme pertained to 

articles in which the primary intention was for students to be involved in some sort of authentic 

or semi-authentic research experience. Finally, the Virtual/Physical Model theme described 

articles that had the general purpose of introducing a new virtual tool or physical model of a 

crystal structure or crystallography concept and giving some demonstration of its classroom use.  

Because we were basing the theme classification off of the authors' stated purpose, there 

were some cases where articles that describe similar activities were classified as having different 

themes merely because the authors of the articles spoke about the purposes differently. For 

example, both [28] and [29] described a learning experience in which students learned to 

synthesize and characterize a target material, but where [28] was classified as Research Practice 

after giving the purpose as "to prepare students for a research-focused independent term project," 

[29] presented the purpose as to "teach students basic research tools and procedures" and was 

classified as Technique/Experiment. In some cases, an article might, based on the activity 

described, be implied to have a secondary theme, but in such cases we attempted to classify the 

articles based only on what was explicitly stated as the purpose by the author(s). For example, 

many of the articles with the Specific-Concept Activity theme [19], [20], [30], introduced new 

ways of visualizing or modeling crystal structures, but because the authors noted that the purpose 

of the article was the activity that uses their novel visualizations, and not the visualizations 

themselves, they were not classified as having the Virtual/Physical Model theme.  

The second parameter was the type of activity described. This parameter was chosen so 

that we would be able to describe, examine, and analyze the different components or learning 

activities that made up the larger activity described in the article. Coding for this parameter was 

done by reading through the article and the detailed activity description given in the article's 
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supplementary information in order to determine what sorts of things the students were asked to 

do. These activity types were then grouped into categories and the articles were coded according 

to which categories its described activity fell into. Overall, there were four identified categories 

of activity type: Experiment, Computer Visualization, Physical Visualization, and 

Writing/Speaking. The Experiment activity type included students conducting any type of 

experiment such as chemical synthesis or x-ray diffraction. The Computer Visualization activity 

type was identified in articles where students had to use computers to visualize and possibly 

interact with crystalline models. The Physical Visualization activity type was used for those 

articles where students interacted with a physical model of any sort, most often of crystals. 

Finally, the Writing/Speaking activity type included activities where students had to write or 

orally give a response to a prompt of some kind, be it participating in a class discussion, 

completing a lab report, or describing a phenomenon. 

The third parameter was the types of representation used in the articles' described 

activities. The types of representation were chosen as a parameter in order to study the articles' 

use of disciplinary literacy tactics, specifically the use of varied media to promote representation 

fluency. To code for the different representation types, the Lesh model [15] was used. The Lesh 

model [15] described five categories of representations: Pictorial (e.g.: charts, figures, and 

schematics), Symbolic (e.g.: mathematical equations), Language (e.g.: verbal descriptions), 

Concrete (physical or tangible models), and Realistic. Lesh defines Realistic representations as 

those with "Real-World or Experienced Contexts" (Moore et al., [15]). For this review, we 

categorized representations as Realistic when students either performed experiments or worked 

with real experimental data. 
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The fourth and final parameter was the learner roles supported by the described articles. 

This parameter was included in order for us to examine the ways in which the described 

activities prompted and supported students to act. The role of the learner was coded according to 

the Expanded Four Resource Model [16]. According to Firkins [31], the four resource model is a 

schema and tool that instructors can use to plan and design learning activities. While a student 

could ostensibly take on any role while interacting with a learning activity, bringing their own 

experiences and skills to bear, learning activities can be intentionally designed to support and 

activate certain learning roles. The expanded four resource model consists of four categories– 

Navigator, Interpreter, Designer, and Interrogator– identifying what role learners take on when 

interacting with things like text, images, or audio resources. In the context of our study, we 

identified what learner roles were supported in the activities and coded for the four learner roles 

as follows. The Navigator role was said to be supported whenever students were expected to 

know or carry out a procedure. For example, one of the articles in the review supported the 

Navigator role by having students follow and conduct a detailed procedure to synthesize and then 

characterize a covalent organic framework [32]. Students were supported to take on the 

Interpreter role whenever they were tasked with analyzing data, interpreting results, or drawing 

conclusions. Illustrated in [33], students were supported to take on the Interpreter role when they 

analyzed crystal structure data taken from databases to find specific parameters and judge the 

quality of the proposed structure. The Designer role was emphasized and supported when 

students were called to actively engage with the activity and to make choices that affect the 

activity's trajectory. This role was supported in [28] by having students propose and carry out 

individual term projects. Finally, the Interrogator role was seen as supported whenever students 

were asked to put their current actions and activity in context of the topic at hand, the wider 
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scientific field, or their education. Seen in [25], this role was supported when students 

collaborated with researchers on authentic crystallography experiments, with a heavy emphasis 

given to the larger context. Each learning activity could be designed to support more than one 

role. For example, in [18], students previously familiar with powder diffraction were tasked with 

doing a diffraction experiment on a large single crystal, where they had to explore ways to mount 

the crystal (Designer), carry out the diffraction procedure (Navigator), and analyze data that 

included both expected and unexpected results (Interpreter). 

Each article was classified as having one purpose theme and as many of the other 

parameter types as were applicable, with a minimum of one of each parameter type assigned to 

each article.  

 

Results 

General Purpose of the Articles     

The first research question concerns itself with the goals and content of the learning 

activities described in the articles of our review. One aspect of this line of inquiry is to 

understand the articles' explicitly-stated purpose (RQ1A). The purpose of each article is 

categorized into only one of six overall themes: General-Principle Experiments, Specific- 

Concept Activities, Implementation Guidelines, Virtual/Physical Models, Technique/Equipment, 

and Research Practice (Table 3.2.2). The articles are roughly evenly distributed among the six 

themes, as seen in Table 3.2.2.  
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Table 3.2.2: List of the themes of the research articles, the frequency counts, and the articles that fall under each 

analysis category. All counts are out of the total of 26 articles. 

Classification Count References 

General-Principle Experiments 5 [18], [34]-[37] 

Specific-Concept Activities 5 [19], [20], [23], [30], [38] 

Implementation Guidelines 3 [33], [39], [40] 

Technique/ Equipment 4 [25], [29], [41], [42] 

Research Practice 4 [28], [32], [43], [44] 

Virtual/ Physical Model 5 [21], [22], [24], [45], [46] 

 

The first theme, General-Principle Experiment, encompasses articles where the purpose is 

to describe a particular experiment or set of experiments used to teach a broader principle such as 

structure-property relationships. In General-Principle Experiment-themed articles, the specific 

experiment is chosen by the authors because it illustrates a general principle that could not be 

conveyed directly. An example of this theme can be seen in [34], where the authors describe how 

different diffraction experiments are used to determine the structural characteristics of various 

intermetallic compounds including the type of lattice and unit cell dimensions. While being 

concerned with the intermetallic compounds, the emphasis of the activity, however, is on how to 

convey the general principle of structural characterization with X-ray diffraction, with the 

intermetallic compounds merely chosen to aid that goal. Similarly, in [37], the choice of 

chemical synthesis is made in order to introduce students to the general principle of 

mechanochemistry and green chemical synthesis. A third example of this theme is also seen in 

[35], where the general principle of the characterization of chemicals present in historical 

pigments through x-ray powder diffraction and scanning electron microscopy is taught through 

experiments around the synthesis and characterization of certain cobalt-based pigments. 
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The second theme was Specific-Concept Activities. Articles with the Specific-Concept 

Activity theme had the general purpose to carefully design activities to complement and 

encapsulate a particular concept. As an example, in [23] students are taught how to identify 

symmetry operations through the analysis of friezes, or decorative architectural flourishes, at a 

local historical building. The majority of the articles classified as having the Specific-Concept 

Activity theme [19], [20], [30] describe activities that involve building crystal models and 

learning their atomic arrangements and spatial properties. For example in [19], students learn to 

build specific crystal structures and stacking arrangements of atoms using spherical magnets and 

marbles, and are guided through calculations of unit cell volumes and packing efficiency. 

The third theme was used for articles that revolve around providing general 

Implementation Guidelines for various teaching methods in chemical or crystallographic 

education contexts. In [39], for example, the authors discuss how extended field trips to 

experimental facilities can be designed, organized, and implemented in order to add richness to 

the topic at hand, (in this case specialized applications of x-ray diffraction,) and thus more 

deeply engage students. In this article, the emphasis is not on the particular activities and 

experiments done on the field trip per se, but rather on the advice it provides on how to best plan 

these types of field trips. This theme is also seen in [33], which aims to explain how to best 

implement case studies in crystallography courses, and in [40], which focuses on how to 

implement a crystallography module into a chemistry course at an institution where X-ray 

diffraction equipment is unavailable. 

The fourth theme categorizing the authors' purpose was Technique/Equipment. For these 

articles, the general aim is to help students learn a particular experimental [29] or analytical [42] 

method. While there are similarities between this theme and the General-Principle Experiment 
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theme, this theme is distinct in that the authors explicitly state that the purpose is to learn the 

technique itself rather than the principle it embodies. For example, in [41], the author's stated 

purpose was that students learn how to use common synthesis and characterization techniques 

for crystalline solid state materials, while in [42], the students are intended to learn how to do a 

Rietveld refinement, a data analysis technique. The activity or experiments described in these 

articles are meant to impart specific, transferrable procedural knowledge to students. 

A fifth theme that emerges from the authors’ intended purpose is giving students 

opportunities for authentic Research Practice. In this theme, exemplified in [28], [32], [43], [44], 

the purpose is to help students learn about and gain appreciation for the process of research, 

including experimental design, data collection and analysis, and the communication of findings, 

rather than teaching principles or concepts, or training students in the use of particular 

techniques. For example, [28] aims to give students research practice through a semester-long 

course focused on independent research-like projects concerning inorganic chemical synthesis 

and characterization of metal-oxide zeolites, while [32] does the same through an experimental 

series that focuses on metal-organic and covalent-organic frameworks and which has students go 

through a mock research article submission process. 

The sixth and final theme that emerges from the articles' purpose is Virtual/Physical 

Models. Articles with this theme, such as [22] and [46], focus less on any particular educational 

activity and more on the model being introduced for use in educational settings. For instance, 

[46] describes a new web application that enables the visualization of crystal structures and 

reports on the application’s features, also including examples of using the application in a 

classroom setting and a sample learning activity. Though there are activity descriptions present, 

the stated purpose of the article is still to describe the application itself. Likewise, [22] discusses 
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a new method of modeling crystal structures using latex balls cut to fit into unit cell shapes, 

detailing how to properly construct the models. While the article also describes a learning 

activity that has been implemented in classrooms using the model, the stated purpose and the 

bulk of the article focuses on discussing the principles behind the design of the model, leaving 

the design of the learning activity using the model largely free for the reader to determine. 

 

Types of Learning Activity 

Our inquiry also led us to examine the types of learning activities, or what the students 

were asked to do (RQ1b). These categories consist of Experiments, Computer Visualization, 

Physical Visualization, and Writing/Speaking (Table 3.2.3). While each article is categorized 

under one theme based on the author(s) stated purpose, several learning activities could be 

described in each article. 

 

Table 3.2.3: List of the Teaching Activities of the research articles, the frequency counts, and the articles that fall 

under each analysis category. All counts are out of the total of 26 articles. 

Classification Count References 

Experiment 14 [18], [28], [29], [32], [34]-[37], [39]-[44] 

Computer Viz. 6 [25], [29], [32], [33], [40], [46] 

Physical Viz. 6 [19]-[22], [24], [30] 

Writing/Speaking 23 [18]-[23], [28]-[30], [32]-[38], [40]-[46] 

 

Approximately half of the reviewed articles implement Experiments as a learning 

activity, where students engage in research techniques and laboratory procedures to learn the 

concepts of crystal structure and its relation to material properties. This activity type 

encompasses a wide variety of activities, including diffraction experiments on various materials 

(for example [36]) or material and chemical synthesis with particular methods (for example [28] 
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and [37], which use hydrothermal synthesis and mechanochemical synthesis, respectively). Non-

structural characterization experiments (for example [43] which examines optical properties, or 

[29] which has students examine gas adsorption in covalent organic frameworks) are also 

included in this activity type. Often, more than one of these individual activities is done in the 

experiment series, though the activity type is only counted once. In one example, students 

synthesize various intermetallic alloys, then analyze their alloys as well as the elemental 

constituents using X-ray diffraction to determine the details of their crystal structures [34]. In a 

different article, students are given large crystal specimens of pyrite for X-ray diffraction 

analysis, and asked to compare the obtained results with those found in the literature for 

powdered samples [18]. 

A smaller subset of articles use learning activities centered around Computer 

Visualization, in which students interact with content using a computer interface to visualize 

models or data. This type of learning activities is sometimes implemented using structural 

databases such as the Cambridge Structural Database, and integrated into longer courses focused 

on teaching crystallography [25], [33]. In the database-assisted activities, students are provided 

with visualizations of chemical and crystal structures and are asked to interact with them and 

identify things like bond lengths and bond angles. Another approach to learning activities 

utilizing computer visualization is to provide students with and train students in the usage of 

software in which they can view and manipulate 3D models of crystals. For example, in [46], a 

web-based interactive tool with representations of crystals in unit-cell and extended 

configurations is developed and implemented to supplement instruction. 

The next type of learning activity, Physical Visualization, requires students to build, 

manipulate, and interpret physical models of crystal structures in order to learn crystallography 
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concepts such as packing efficiency, coordination, and atom counting. This type of learning 

activity gives students tactile and visual feedback as they use physical models to understand the 

visuo-spatial relationships of atoms in crystal structures. In many of these articles, students 

assemble spheres into different packing/crystal structures unit cells, differentiated mainly by the 

type of materials used for the atoms (silicone [20], magnets, marbles [19], and latex [22]) and for 

the unit cells (acrylic boxes [22], and metal rods [30]). Also falling under the Physical 

Visualization activity type is the use of 3D printed model sets of crystals and molecules [24]. 

The final and most common type of learning activity is called Writing/Speaking. This 

type of activity includes anything where students are instructed to write or orally relay ideas in 

their own words. This type of learning activity could include students writing short responses to 

an assigned reading, describing their understanding of details of what they have learned 

regarding crystallography and material properties, or reporting findings of an experiment [33], 

[38]. For instance in [33], students participate in a guided discussion centered around research-

based case studies. Other examples include learning activities wherein the student answers a 

series of open-ended questions designed to guide their thoughts and learning [18], [36]. For 

example, in [18] students perform a diffraction experiment that leads to a deliberately puzzling 

result, and then have to answer a series of leading questions until they are able to explain the 

unexpected result. This type of learning activity is most commonly seen in the completion of a 

lab report [20], [32], [37]. 

     

Comparison of Article Purposes and Learning Activity Types 

Our inquiry finally leads us to observe the relationship between the article purpose 

themes and types of learning activities (RQ1C). Figure 3.2.2 shows the normalized frequencies 

of the four types of learning activities based on their occurrence in articles within each of the six 



 

124 
 

themes. Each type of learning activity has a unique frequency distribution. Writing/Speaking is 

the most common learning activity type, occurring in the majority of articles, and it is broadly 

distributed across each of the six article themes. The Experiment learning type is as common as 

Writing/Speaking in the General-Principle Experiment, Research Practice, 

Technique/Equipment, and Implementation Guidelines themes, but is not found at all in the 

Virtual/Physical Model and Specific-Concept Activity themes. The Physical Visualization 

learning activity type only occurs in articles with the Virtual/Physical Model or Specific-Concept 

Activity themes. The final activity type, Computer Visualization, occurs in Implementation 

Guideline-themed articles, and sometimes Research Practice, Technique/Equipment, and 

Virtual/Physical Model-themed articles, but is not found in articles of the General-Principle 

Experiment and Specific-Concept Activity themes. 

 

Figure 3.2.2: Radial plot of the frequency of the four learning activity types in articles with the six article themes- General-

Principle Experiment (GPE), Specific-Concept Activity (SCA), Virtual/Physical Model (V/P), Implementation Guidelines (IG), 

Technique/Equipment (T/E), and Research Practice (RP). The frequencies are normalized, representing the fraction of articles 

with an article theme that reported a particular activity type. A frequency of one means that all articles within a specific article 

theme include that activity type. The normalized frequencies do not sum to one, because some articles reported as many as four 

activity types, though each article can have only one article theme. 
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Implementation of Disciplinary Literacy Tactics 

For research question 2, we examined both what the articles described having the 

students do (the learning activities) and how those activities employed various types of 

representations and supported different learner roles. 

 

Disciplinary Literacy Tactics: Representational Types 

Our inquiry first leads us to examine the relationship between the types of learning 

activity and the types of representation used (RQ2A). Figure 3.2.3 displays the proportion of the 

articles with a particular learning activity that also have a particular Lesh model representation 

type. The summary of what papers employed which representation types is seen in Table 3.2.4.  

 

 

Figure 3.2.3: Radial plot of the proportion of the number of papers having a particular Lesh model representation type co-occur 

with one of the four learning activities divided by the number of papers having that learning activity. A frequency value of one 

means that the type of representation occurred in all articles within that activity type. Values do not sum to one, because articles 

may have as many as five representation types. 
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Table 3.2.4: List of the Lesh Model representations in the research articles, the frequency counts, and the articles 

that fall under each analysis category. All counts are out of the total of 26 articles. 

Classification Count References 

Pictorial 24 [18]-[23], [25], [28]-[30], [32]-[38], [40]-[46] 

Language 15 [20]-[22], [28]-[30], [32]-[35], [37], [38], [42]-[44]  

Realistic 16 [18], [25], [28], [29], [32]-[34], [36]-[44] 

Symbolic 18 [18], [19], [22], [24], [29], [30], [32]-[34], [36]-[38], [41]-[46] 

Concrete 8 [19]-[22], [24], [30], [35], [46] 

 

For instance, Fig. 3.2.3 shows that of the articles that have Experiment learning activities, 

almost all of them have Pictorial representations. Each type of learning activity uses four out of 

the five types of representation frequently, but the identity of the four types varies. Indeed, two 

relationships between the types of activity and representations used are apparent. In all cases, the 

high frequency of Pictorial, Language, and Symbolic representations is nominally the same 

across all learning activity types, but the frequency of Realistic versus Concrete representations 

varies. The Experiment, Computer Visualization, and Writing/Speaking learning activities all 

have Realistic representations as their final high frequency representational type, and likewise 

have a low frequency of Concrete representations. In contrast, every article with Physical 

Visualization learning activities uses some form of Concrete representations (e.g. crystal 

structure models made from latex balls and acrylic plates in [22]), and has no usage of Realistic 

representations. 

There are also notable differences in the frequency of representation type occurrences 

between the Experiment, Computer Visualization, and Writing/Speaking learning activities. 

Articles with the Experiment activity type have the highest occurrences of Realistic 

representations and a slightly lower frequency of Pictorial representations compared to Computer 

Visualization and Writing/Speaking learning activities. Computer Visualization learning 
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activities meanwhile have the lowest frequency of Language representations of all four activity 

types, with Language representations only being seen in half of the articles. Articles with 

Writing/Speaking learning activities have the lowest occurrence of Realistic representations for 

learning activities not classified as Physical Visualization, with Realistic representations being 

only moderately frequent.  

To clarify a point, the fact that Language representations are not universal in articles with 

Writing/Speaking learning activities could seem like a discrepancy, but the two terms are not 

synonymous. In the Lesh model, Language representations refer to descriptions using words, 

while the Writing/Speaking learning activity type refers to any case where students are asked to 

write down or talk about something during the student activity, which includes producing 

descriptions that describe concepts but can also mean performing calculations or answering 

questions. Thus, not every production of words by a student includes descriptions of concepts, 

and not every verbal description observed of a concept is produced by students.  

 

Disciplinary Literacy Tactics: Learner Role 

Our inquiry finally leads us to examine the relationship between the types of learning 

activity and the learner roles supported (RQ2B). Figure 3.2.4 shows the proportion of the articles 

with a particular learning activity that also have a particular Extended Four Resources model 

learner role. The summary of what papers included which learner roles is seen in Table 3.2.5. 
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Figure 3.2.4: Radial plot of the proportion of the number of papers having a particular Extended Four Resources model learner 

role co-occur with one of the four learning activities divided by the number of papers having that learning activity. A value of 

one means that the learner role occurred in all articles with that learning activity type. Values do not sum to one, as any one 

article may have as few as one or as many as four learner roles. 

 

Table 3.2.5: List of the Extended Four Resources Model learner roles in the research articles, the frequency counts, 

and the articles that fall under each analysis category. All counts are out of the total of 26 articles. 

Classification Count References 

Navigator 17 [18], [21], [22], [24], [28]-[30], [32], [34], [35], [37], [38], [42]-[46] 

Interpreter 21 [18]-[23], [25], [28]-[30], [32]-[36], [39]-[41], [43], [44], [46] 

Designer 9 [18]-[22], [25], [28], [30], [38] 

Interrogator 5 [25], [29], [37], [39], [43] 

As seen in Fig. 3.2.4 and Table 3.2.5, the Interpreter and Navigator roles occur frequently 

across learning activity type, and Interrogator and Designer occur much less frequently. Only 

one activity type, Physical Visualization, has frequent occurrences of the Designer role, but it has 

no occurrences of Interrogator. In general, the frequent occurrence of the Navigator and 

Interpreter roles relates to students performing a procedure (Navigator) and collecting and using 

data (Interpreter). For example, in [32], the students are tasked with performing a computational 

activity and a lengthy synthesis procedure to create covalent organic frameworks, then collecting 
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structural and functional data from the resulting covalent organic frameworks and comparing it 

to calculated data. The Designer role is most frequent in articles with the Physical Visualization 

learning activity, as those activities often give students more freedom to make choices that 

materially affect the system being modeled. For example, [20] has students construct models of 

various compounds, both small molecules and crystalline unit cells, but it also asks students to 

construct models of chemicals that interest them and use the models to help explain relationships 

between bonding, structure, and chemical properties. Least common of all the learner roles is the 

Interrogator role, as the learning activities reviewed do not often discuss how students are 

supported to put their current learning and doings in the context of the topic, field, or wider 

education. However, the role is not absent, and does occur in some articles, such as [39], which 

describes how a multi-day field trip to a synchrotron site could be arranged, and includes both an 

actual experiment and multiple seminars on crystallography topics that students cite as being 

illuminating on the breadth of crystallography and its place in scientific research. 

 

Implications 

In this work, we examine what is valued among disciplinary practitioners on the topic of 

crystal structure and crystallography instruction and the extent to which these practitioners use 

concepts and tactics from disciplinary literacy in describing learning activities on this topic. 

After examining the 26 articles found that describe learning activities on crystal structures and 

crystallography, we see that the articles tend to fall into six themes in terms of authorial purpose, 

split generally evenly between General-Principle Experiment, Specific-Concept Activity, 

Virtual/Physical Model, Implementation Guidelines, Technique/Equipment, and Research 

Practice. We also see that the activities themselves tend to be composed of several individual 

component activity types, of which the most common overall and universal across themes is 
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Writing/Speaking. In terms of disciplinary literacy tactics in use, the activities described in the 

articles tend to most frequently support the learner roles focused on procedural knowledge and 

analytical experience, and a variety of representational types are employed in conjunction with 

each other. These trends demonstrate the value that instructor-practitioners of the discipline place 

on hands-on experience with laboratory settings, discipline-related communication, and fluency 

in different types of representation in the teaching of students. The emphasis on experimentation 

and visualization tools does more than to familiarize students with the equipment and tools or 

train students to carry out specific procedures, it also serves to enculturate students into the 

disciplinary practices, attitudes, and historical context that the discipline values as important. For 

example, students' interactions with a physical tool (such as a microscope or a crystal model) can 

lead to both a situated understanding of how to conduct a piece of science and also access to 

some of the disciplinary context implicit in the tool's development and application [2]. 

Beyond just the trends in purposes, activity types, and disciplinary tactics used, the 

identity of the purpose themes themselves also tie into their use in the training of disciplinary 

literacy in crystal structures and crystallography. For example, using Moje's [1] "four E's" 

heuristic of Engage, Engineer, Examine, and Evaluate for teaching using the socio-cultural 

perspective of disciplinary literacy, most of the articles in this literature review, especially those 

that involve experiments as learning activities, are consistent with the first of the four E’s in that 

they seek to “engage students in the everyday practices of the discipline” [1]. The General-

Principle Experiment, Technique/Equipment, and Research Practice themes are clearly related to 

scientific practice overall, and even the Implementation Guidelines theme attempts to link 

learning activities to specific scientific practice. For example, [28] (classified as Research 

Practice) describes a seven-week project intended to give students the background and 
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experience necessary in synthesis, characterization, and the research process to conduct their 

own independent project later in the course. Likewise, [39] (classified as Implementation 

Guidelines) describes a substantive field trip to a national lab intended both to give students 

experience with a high-level research project and allow them to put their crystallography work in 

the context of the broader advancement of science. 

Similarly to the identity of the themes alone, the relationship between the themes and the 

learning activities reveal the disciplinary attitudes and practices that are valued in the teaching of 

crystal structures and crystallography. For example, Moje [1] defines the “disciplinary cycle” 

within the Engage dimension that is common across disciplines, consisting of problem framing, 

working with data, using varied media, analyzing and synthesizing findings, examining and 

evaluating claims, and communicating claims. Many of the themes and learning activities 

identified in this review are either concerned with the entire disciplinary cycle (Research Practice 

and Experiments, for example) or portions of the cycle (Virtual/Physical Model and 

Writing/Speaking, for example, which are concerned with using varied media and 

communicating claims, respectively). The Experiment learning activity appears across a majority 

of the themes; having students do experiments places them in the role of scientists, and teaches 

them how to reason and behave as one. Writing/Speaking is also seen as extremely important, as 

it appears frequently across all of the themes. This prevalence of the Writing/Speaking activity 

type suggests that learning how to communicate technical information and engage in disciplinary 

discourse is a critical goal in science education [47]. Such a priority is understandable given that 

instructors of undergraduate-level STEM courses are usually scientists in addition to instructors. 

The other two activities, Computer Visualization and Physical Visualization, are highly localized 

and confined to a limited subset of themes. Perhaps this localization is partly because said subset 
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of themes (and the Virtual/Physical Model and Specific-Concept Activity themes especially) are 

focused on specific aspects of the disciplinary cycle, namely using varied media and analyzing 

and synthesizing findings. The specificity of the relationship between Physical (or Computer) 

Visualization learning activities and the Virtual/Physical Model (or Implementation Guidelines) 

theme begs the question of whether these activity types and themes are important specifically to 

teaching crystal structures and crystallography. An analysis of another subtopic within science 

could perhaps reveal additional or different themes and learning activities. 

Addressing Moje's [1] Engineer level of the heuristic (developing activities such that they 

are developmentally appropriate facsimiles of disciplinary work) in the context of our review, we 

find that the articles do not provide us with enough information to draw full equivalencies. The 

articles in this review do not discuss how the instructors decided that the learning activities are 

developmentally appropriate outside of mentioning the students’/courses’ level (e.g.: senior 

undergraduates, introductory course). While articles with the Implementation Guidelines theme 

attempt to offer some advice on how to design specific types of learning activities, there is not a 

strong description of how instructors recognize what is developmentally appropriate, nor what 

constitutes an appropriate facsimile. Indeed, recognizing students’ prior knowledge, 

understanding, or skills, or how to teach across their inevitable variability is not discussed. 

While some of the themes, as mentioned above, seem confined to the discipline of crystal 

structures and crystallography, they are not devoid of value in terms of imparting disciplinary 

literacy. The Engineering level is where content literacy, the disciplinary concepts and 

vocabulary, resides within the heuristic. The Specific-Concept Activity theme is purely didactic 

in that it is concerned with imparting content knowledge. For example, [30] describes an activity 

where students build 3D models of crystal structures in order to learn the atomic placements and 
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observe other features of the structure. Similarly, the Virtual/Physical Model theme is also 

didactic in nature, focusing on the introduction and discussion of concepts' representations. In 

[46] for example, a new crystal structure visualization application is introduced and described, 

focusing on the different representations possible in the application and their use for illustrating 

particular concepts. Both of these themes deal primarily with introducing students to novel 

concepts and helping them create and reinforce mental models, an important aspect of content 

literacy [1]. 

Finally, we address the last two E’s of Moje’s heuristic, Examine and Evaluate, which are 

both related to the use of language and discourse within the discipline. The Examine level 

exhorts instructors to help their students understand how and why specific technical language is 

used, and to use technical language appropriately. The predominance of Writing/Speaking 

learning activities across all themes demonstrates the importance placed by the instructors on 

learning to use technical language correctly. The Evaluate level guides instructors to provide 

students with opportunities to determine the appropriateness of technical language in various 

contexts. In science education, examples of Evaluation may include understanding in what 

circumstances to use the appropriate number of significant figures, or explaining scientific 

findings to various audiences. While we do not explicitly analyze the learning activities with 

respect to the Evaluate heuristic, authors rarely ask students to discuss scientific concepts in 

more than one context. 

Examining in more detail the articles' use of disciplinary literacy tactics, we find that 

many authors of the reviewed articles appear to recognize that an important aspect of disciplinary 

literacy is being able to use multiple representations of any given concept. Our findings 

demonstrate that instructors teaching crystal structures and crystallography routinely use four out 
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of five types of representations over the course of the learning activities, consistent with best 

practices in the STEM fields [48], [49]. It appears that instructors seem to know, either through 

intuition, experience, or reading the literature, that presenting scientific concepts using varied 

representational forms— via illustrations, equations, or written explanation— deepens student 

learning and enables representational fluency. 

When we analyze which learner roles are explicitly supported as part of the learning 

activities, we find that the articles emphasize the Interpreter and Navigator roles, but not the 

Interrogator or Designer roles. Taken in tandem with the fact that Writing/Speaking learning 

activities are present in the vast majority of the learning activities, this finding suggests that the 

learning activities in question are predominately about having students extract and restate 

knowledge correctly, rather than about critically assessing the knowledge. The scientific 

disciplines clearly value both Interrogating (as seen in the scientific method) and Designing (as 

seen in the engineering design cycle) in their practice, but this review illustrates that these ideals 

are not conveyed in the way crystals and crystallography topics are taught, at least not in the 

articles reviewed. It could be that this selection of learner roles is appropriate for introductory 

courses, but many of these articles describe activities aimed at upper-level students, suggesting 

that these aspects of disciplinary literacy are not integrated throughout degree programs.  

From our results, this review strongly suggests that learning activities, courses, and 

programs must be explicitly designed to support the roles of Interrogator and Designer in 

learning experiences. In the case of crystal structures and crystallography education we see here, 

support of the Designer role most often takes the form of having students freely build and then 

analyze different crystal structures [21], [28], but could also extend to having students propose 

experimental procedures to use in a project. Similarly, from the articles reviewed the Interrogator 
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role can be supported through explicitly having students consider the relationship between 

crystallography and the wider discipline of chemistry [39], but it could also be supported by 

having students consider what materials in their daily lives could be characterized through 

crystallography. 

More broadly, a final aspect of doing studies like this and re-examining the way scientific 

topics are taught is that how scientific topics are taught partially determines who studies science. 

Students pick what to study based on how well their own self-image matches the “prototype” of 

the field [50], and students are more likely to pick fields where they feel comfortable within the 

culture of that field. The process of becoming literate in a discipline involves the induction of 

students into the discipline's culture. However, there is a large cultural gap between science and 

other aspects of students' lives, as science is often perceived as disconnected and irrelevant to 

day-to-day reality. Using more critical socio-cultural approaches when designing learning 

activities (such as using familiar aspects of students’ cultural environment to convey a point 

[23]) may be more inclusive. Changing pedagogy to bridge the gap between disciplinary culture 

and students' outside experiences could assist in making the sciences accessible to diverse 

learners, especially those who do not match the prototype of the field. 

 

Limitations 

There are multiple limitations and caveats associated with this literature review. First, the 

search process was limited by our choice of search engines and by our ability to identify and use 

search terms that were consistent with how we the research team understand crystal structure and 

crystallography. As such, it is conceivable that the search process did not capture all of the 

published studies on the teaching of crystal structure and crystallography during the specified 

duration of time. Second, our choice of scope for the literature review, namely to focus on peer-
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reviewed articles, limits the conclusions that can be drawn from it. A more in-depth survey of 

learning activities could perhaps be achieved using discourse or curriculum analysis on course 

teaching materials. Comparing such results to those in this review would provide a glimpse into 

the differences between what instructors consider necessary to convey to students and what they 

consider worthy of publication. Third, the specific topic of crystal structures and crystallography 

may not be a representative subset for STEM or MSE in general, and our methodology 

specifically excluded articles concerning the topic's applications in biology, biochemistry, and 

medicine due to their slightly different focus and application. To mitigate this, we tried to keep 

our research questions specific enough to address variation within this topic and illuminate larger 

trends while keeping the scope of the review to a manageable level. Fourth, some of the themes 

and learning activities may be specific to this specific topic, such as the prevalence of Specific-

Concept Activity-themed articles or physical visualization learning activities, both of which were 

found to mainly include crystal model building activities. The ubiquity of the Writing/Speaking 

learning activities and focus on experimentation in themes and activity choice, however, suggests 

that some themes and learning activities may be more generalizable across MSE. Thus even with 

this understanding of the review's limitations in mind, we believe this review is still a plausible 

representative sample of the published activities about teaching crystal structures and 

crystallography. 

 

Conclusion 

Addressing our overall research question of How are instructors using concepts of 

disciplinary literacy in MSE education, and more specifically in crystal structures and 

crystallography education, this literature review shows that published articles on the topic 

address a wide range of disciplinary practices, such as conducting experiments and 
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communicating findings, and implicitly employ literacy strategies such as representational 

fluency and learner roles with some success. Some disciplinary practices, such as 

communication, were nearly ubiquitous, and the different learning activity types routinely used 

multiple representational types. While students were only infrequently supported to take on 

learner roles related to contextualizing and designing their learning experiences, they were often 

supported to take on multiple learner roles in the activities, particularly those related to carrying 

out procedures and analyzing data. The learner role of Interrogator with its focus on 

contextualization, however, is particularly important for disciplinary literacy. To explain, we 

must consider related aspects to disciplinary literacy education, namely how these teaching 

methods and pedagogical frameworks set up who studies science. The "prototype" image of a 

field, and how well a student's self-image matches it, influences what students pick to study [50]. 

Since the process of becoming literate in a discipline involves the induction of students into the 

discipline's culture, teaching for disciplinary literacy may be vital in allowing a wide range of 

students to feel comfortable in the disciplinary culture. However, there is still a large cultural gap 

between science and other aspects of students' lives. The sciences often resist the introduction of 

social or human factors into its work and discourse, and conversely, science is often perceived as 

disconnected from and irrelevant to day-to-day reality. Having students put their learning into 

context, through Interrogating the knowledge they acquire and understanding how it relates to 

other knowledge they possess and contexts they belong to, can help to bridge this cultural gap. 

From a theoretical perspective, focusing on critical socio-cultural approaches when studying 

disciplinary learning may make the framework be more inclusive, enabling the current state of 

disciplinary literacy to be examined while keeping a focus on where current teaching practices 

may exclude or dissuade students from underrepresented groups from the field.  
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CHAPTER 3.3 

Representational Fluency in MSE 

 

Background 

While the previous chapter focused broadly on disciplinary literacy in MSE as a whole, 

the current chapter will examine a vital aspect of disciplinary literacy more closely, that aspect 

being representational fluency. Representational fluency, as an aspect of disciplinary literacy, 

means "the ability to fluently translate among and between representations" [1]. Representational 

fluency is generally implemented as having experience with different types of representations 

and being able to translate between the different types, creating a mental model of the concept 

being represented that mediates between the different representations that students are shown. 

Representational fluency is especially important in STEM fields, where students learn about 

concepts and phenomena that often cannot be seen or are too complex to represent exactly. In 

these cases, many different representations may be used for the same concept, each emphasizing 

particular properties and simplifying others away.  

The case of crystal structures can illustrate the issue. In crystal structures, the atomic 

arrangements themselves are far too small to see and understand with the naked eye. Looking at 

a TEM micrograph with well-defined lattice fringes may help a student to visualize a lattice, but 

the micrograph itself is only a 2D projection of a 3D lattice, thus emphasizing the arrangement of 
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atomic columns while making it impossible to see the structure of the crystal along the beam 

direction. To represent the 3D structure of the lattice, a student might instead be given a physical 

model made of balls and sticks, but such models are always limited in size and often 

misrepresent the relative size of the atoms and the details of the bonding. When doing a 

homework problem, a student might be given only lattice vectors and atomic radii, or be told just 

"a simple cubic crystal has lattice points at all eight corners of a cube and holds exactly one 

atom", both of which are representations that the student must understand and add to their mental 

model of what a crystal is and how it works. The challenge of instilling representational fluency, 

then, is to ensure the student could be given any or all of these representations and understand 

them both in relation to each other and in isolation, recognizing the salient points of each one. 

While there are five types of representation given by the Lesh Translation Model [2] discussed in 

Ch. 3.2, the remainder of this discussion will focus on the more-visual types of representation, 

that is, Pictorial, Concrete, and Realistic representations.  

Instructors must not only provide students with a variety of representations of a concept 

that help the student to construct their mental model, but must also make sure that the 

representations chosen are appropriate and accurate. Instructional time and students' attention are 

limited, particularly in introductory classes, and so, out of the many ways that exist to represent a 

concept, particular representations must be selected to help students build an accurate 

mental  model in the time available. Given this limitation, then, many practitioners seek to either 

identify the more useful representations for a particular concept [3-5] or to propose new 

representations to correct flaws found in the commonly-used representations for that concept [6, 

7].  
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In STEM, and particularly in materials science and engineering, there are many concepts 

that are inherently multidimensional (E.g., crystalline structures of materials, the circulatory 

system as it exists in a body, the interplay of forces on a satellite in near-earth orbit, the shape of 

an enzyme as it catalyzes biochemical reactions). Two-dimensional (2D) representations are 

often used due to their familiarity to the instructor and their ubiquity, being easily presented on a 

variety of 2D media like paper or computer screens, but often involve a deliberate simplification 

of the concept by collapsing extra dimensions or eliminating some detail, which can lead to 

difficulty in its interpretation [8] or even to inadvertent inaccuracies [9]. A closer approximation 

of the concept can in many cases be made through the use of a three-dimensional (3D) physical 

model, such as a small model of a human skeleton showing the different bones of the body. The 

use of such models have their own drawbacks and come with their own considerations, however. 

Physical models take up space, can be unwieldy or expensive, it may not be feasible for students 

to have full access to the model [10], and models often sacrifice motion and flexibility in favor of 

stability [11]. For the skeleton example, the joints may be fused to ensure the skeleton does not 

fall apart. Similarly, computer models are at the mercy of the visualization software used; while 

the models may have many of the features physical models lack, such as dynamics, ease of 

creation, and ease of distribution, the models are still usually displayed on a 2D screen and 

require more expertise to generate and interact with than a similar 2D representation drawn on 

paper [12]. The drawbacks of computer 3D models can be lessened by using a form of virtual 

reality to view them. Virtual reality (VR) allows users to see and interact with representations in 

3D in a virtual 3D space, and can allow users to see spatial relationships of arbitrary 3D models 

in a manner similar to having a physical model. The drawbacks of virtual reality are that the 

creation of 3D models requires more work than a similar 2D representation and the training 
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needed for users to learn how to use the virtual reality visualization program, as well as the cost 

of VR systems [13].  

Independent of which individual representation (and representational medium) is most 

efficient to convey a particular topic, representational fluency is concerned with students' ability 

to transition between representations and form a mental model of the concept [1]. Acquiring 

representational fluency in a topic means being able to recognize what is conveyed in a 

representation and to translate that information into another representation, such as a drawing or 

a verbal explanation, through the intermediary of the mental model. Our goal in applying the 

framework of representational fluency to MSE education is to answer the question, How can 

using different types of representation help students learn? We approach this question by 

describing two studies that we conducted on the use of VR representations in the teaching of 

crystal structure concepts. The first study we will describe looked to understand how students 

use different types of representation (either paper or VR), while the second study we will 

describe looked to compare how well students in an MSE class could learn particular crystal 

structure concepts when using different types of representations in active learning contexts. 

 

Arthea 

In the studies described here, we employed the virtual reality visualization tool Arthea. 

Arthea is a 3D model VR visualization and manipulation tool (https://arthea.io) for the Oculus 

Rift, Oculus Go, and HTC Vive headsets. Oculus Rift headsets were used for this work. The 

Arthea tool allows a user to upload a 3D model to a web interface and then access that model in 

the virtual reality environment. Arthea supports multiple popular 3D formats, including FBX, 

OBJ, STL, WRL, PDB, DAE, and DICOM, which enables its usage across multiple domains and 

needs. The Arthea web interface allows for easy upload and management of a user’s models, and 

https://arthea/
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users can share 3D models with one another in addition to being able to share files with large 

groups of other users. Once 3D models have been uploaded to the web interface, users load the 

model into their VR headsets by clicking on the model name in the VR user interface (UI). This 

action loads the model into the virtual environment and allows for manipulation, measurement, 

and annotation of the model. Examples of the web interface and the Arthea VR environment can 

be seen in Fig. 3.3.1. 

 

 

Figure 3.3.1: Screenshots of the Fall 2019 Arthea web interface (A) and the VR environment's user interface (B). The virtual user 

file interface and manipulation/annotation menus are linked to the hand control for the user's non-dominant hand (here the left 

hand), while the other hand control is used to select options from the menu, interact with models, and annotate. A model of a 

face-centered-cubic crystal structure and annotations on the model outlining an octahedral interstitial site are also shown in 

3.3.1.B. 

 

Arthea functionalities include image manipulation controls (rotate/translate/resize), measurement 

tools (length and angles), the ability to view and interact with multiple images simultaneously, 

and the ability to draw or make annotations or color changes on images. In addition to the 

manipulation controls, users can take advantage of the virtual environment and just walk around 

the images to see different perspectives of them. While only the person wearing the VR headset 

can experience the Arthea environment in 3D, a 2D version of the field of view is shown on the 

computer running the Arthea program, allowing the VR view to be shared with observers. Arthea 
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went through many iterations through the time when this work was being done, and so not all 

studies were done with the version shown in Fig. 3.3.1 above, though all versions used here had 

the same general functionalities.  

 

Representational Use by Students 

In order to determine how students employ different representations to solve problems 

and learn concepts, we conducted a pilot case study to see what sorts of questions about crystal 

structures students could answer when using either paper or VR representations and to see how 

students approached and employed the different types of representation [14]. The questions used 

are shown in Table 3.3.1.  

 

Table 3.3.1: Questions used in the VR pilot case study 

#  Question 

1 Given in figures 1-4 are four crystal structures, please identify them. 

2 For each structure identify and shade in the densest packed plane of atoms 

3 Explain why FCC (2) and HCP (4) have the same packing factor, i.e. density of atoms 

4 Compare and contrast FCC (2) and DC (3) 

 

Said questions were loosely constructed to escalate along Bloom's Taxonomy [15], which orders 

different cognitive domains for learning (Knowledge, Comprehension, Application, Analysis, 

Synthesis, and Evaluation, in order) and provides action verbs for each cognitive domain that 

give examples sorts of actions would promote the use of the different cognitive domains (the 

Knowledge domain, for example, has action words such as Define, Identify, and List) [16]. Six 

undergraduate students and one graduate student in STEM were recruited to complete an activity 

on crystal structures, with equivalent representations given either on paper or in VR through 
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Arthea. The participants had varying levels of prior knowledge on the topic, with one having no 

familiarity, four classified as "beginners," and two classified as "intermediate." There were two 

beginner- and one intermediate-experience participants who used each type of representation, 

while the no-prior-experience participant used VR representations. All representations were of 

different types of crystal structure, presented as 2x2x2 unit cells of reduced sphere models. 

Participants were asked a set of four questions of increasing complexity aloud, and were 

recorded as they talked through their reasoning to answer the questions. Participants were scored 

on correctness, with partial credit given according to a rubric. The first question was the only one 

which required prior knowledge, while the others could be answered correctly with just 

observation. Student answers are listed in Table 3.3.2. 

 

Table 3.3.2: The representational type, familiarity, and normalized scores for each individual in the study 

# Type Familiarity Q1 Q2 Q3 Q4 

1 VR None 0.00 0.88 0.33 0.33 

2 VR Beginner 0.50 0.38 0.67 0.33 

3 VR Beginner 0.75 0.62 0.33 0.67 

4 VR Intermediate 0.33 1.00 0.33 1.00 

5 Paper Beginner 0.67 0.75 0.33 0.33 

6 Paper Beginner 0.92 0.75 0.00 0.67 

7 Paper Intermediate 0.58 0.12 0.33 1.00 

  

The first question, intended to access the Knowledge domain of Bloom's Taxonomy, 

focused on identification, and asked students to correctly name a body-centered cubic structure 

(BCC), a face-centered cubic structure (FCC), a diamond cubic structure (DC), and a hexagonal 

close-packed structure (HCP). The one participant without prior knowledge got a score of 0, 
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which is expected for the Knowledge domain of Bloom's taxonomy, which focuses on accessing 

and relaying previous knowledge. All six other participants got at least 0.33 on this question, 

while the highest score was obtained by a participant using paper representations. The average 

score for the experienced VR participants was 0.53, while the average score for the paper 

participants was 0.72. In terms of the intrinsic features of the two representation types, the 

respective scores for VR and paper participants is understandable, as the paper representations 

are similar to those used when teaching crystal structures, and would thus be more immediately 

familiar and without the novel context of the Arthea environment.  

The second question also focused on identification, but as opposed to identification of the 

crystal structure as a whole, this question required identification of features of the different 

crystal structures and required interaction with the different representations, either through 

examination to determine the answer or through relation of the representations to mental models 

in order to properly convey a previously-known answer. As such, it could be answered by 

accessing either the Knowledge of Comprehension domains of Bloom's Taxonomy. Participants 

were asked to identify and shade in the closest-packed plane of atoms in each crystal structure. 

On this question, the four VR participants got on average 0.72, while the paper participants got 

an average of 0.54. Similarly for the first question, the respective scores for VR and paper 

participants make sense, as the second question requires some understanding of the spatial 

relationships of atoms in the structures. In VR, the participants can freely rotate the structures 

and examine many different possible answers before making their choice, while when given 

paper representations, participants have only two views given to them to connect to their mental 

model which can make it difficult to identify which atoms are coplanar.  



 

151 
 

The third and fourth questions were open-ended in nature. The third question focused on 

explanation, accessing the Evaluation domain of Bloom's Taxonomy. The question asks 

participants to explain why the FCC and HCP crystal structures have the same density of atoms. 

Participants tended to have a more difficult time with this question, with the VR participant 

average being 0.42 and the paper participant average being 0.22. Finally, the fourth question 

focused on comparison and accessed the Analysis domain of Bloom's Taxonomy. The question 

asked participants to compare and contrast the FC and DC crystal structures. For this final 

question, the VR participant average score was 0.58, while the paper participant average was 

0.67. Participants' comments as they went through the two open-ended questions help to 

illustrate the two different general approaches they used to build an explanation or comparison. 

Participants given paper representations tended to try to rely on prior knowledge to answer the 

question, saying things such as "I don’t think I remember enough of this to answer these 

questions adequately" or recalling a formula for packing density. Participants using VR 

representations, on the other hand, were more likely to rely on the representations, saying things 

such as "The planes with closest packing are the same, [...], it’s just FCC rotated" or overlaying 

the representations on each other to highlight the differences.  

While still a small-scale case study, the student's answers were helpful in illuminating the 

different benefits and costs of using different types of representations. The paper representations 

were familiar to participants, and helpful for them to try to recall previous knowledge. However, 

the participants were seemingly less-likely to attempt to pull information from the paper 

representations if they did not already have the relevant knowledge. In contrast, the VR 

representations were unfamiliar to participants, but were still useful in providing defined spatial 

relationships for the participants to use when answering the second through fourth questions. 
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Participants seemed likely to use and rely on the VR representations when comparing different 

crystal structures. This pattern is especially visible in the scores for the VR representations 

participant with no prior experience with crystal structures. While said participant scored 0 on 

the first question on nomenclature, the participant's score for the second question, identifying 

close-packed planes, was above average at 0.88. Similarly for the third and fourth questions, the 

participant was able to use the VR representations to give partial explanations and comparisons, 

receiving a score of 0.33 for each question. This participant's success suggests that even in the 

absence of prior knowledge, VR representations can assist in helping people to understand and 

answer higher-level problems.  

The successes of the student without prior knowledge on crystal structures raises a salient 

question on representational fluency, namely the following. "If a representation is accurate and 

intuitive enough to understand without explanation or prior knowledge that someone without a 

mental model of a concept can essentially adopt the representation wholesale as their model and 

still understand higher-level aspects of the concept, are other representations and representational 

fluency truly needed?" We would answer that, yes, representational fluency is still vital. No one 

representation of a concept, no matter how cleverly constructed, can convey all the necessary 

information about the concept, nor is every representation universally-accessible and -available. 

If someone is only familiar with one representation of a concept to the exclusion of all other 

representations, they will be limited in their ability to transfer their knowledge to new contexts or 

to communicate their knowledge [17]. To use a highly simplified example, if a child were given 

a red rubber ball (a concrete representation), but was never taught the words that describe the 

ball (language representations, E.g. "red," "rubber," "ball," "round," "bouncy"), the child would 

not be able to describe the ball if it went missing. Multiple representations, and understanding of 



 

153 
 

how they are connected to each other, are important to understand both what a particular concept 

is and what the concept is not, and fluency in representations is important for communicating 

with others [1]. 

 

Comparison of Representational Efficacy in MSE Classrooms 

To study and compare how well students could learn particular crystal structure concepts 

when using different types of representations in active learning contexts, we also implemented 

and evaluated VR active learning activities in an MSE classroom. While the case study above is 

useful for seeing how students approach and employ different types of representation, there is 

still the question of how well the different types of representation allow students to learn 3D 

concepts in actual instructional scenarios. To study the use and efficacy of VR to increase 

representational fluency and involve students in active learning scenarios, we designed crystal 

structure learning activities using either paper or VR representations and implemented them over 

two years in MATSCIE 220 classes at the University of Michigan. Active learning, or actively 

engaging students in tasks that promote analysis, synthesis, and evaluation [18], was chosen as 

central to the design of the activity because it has been shown to lead to better academic 

performance [19], and also because it appears to improve student performance related to the 

recall of 3D objects [20]. MATSCIE 220, Introduction to Materials and Manufacturing, 

introduces how the macroscopic properties of materials — metals, polymers, semiconductors, 

ceramics, and composites — are determined by their atomic structures. The course consists of 

three one-hour lectures per week (~140 students), in addition to smaller (~30 students) once-a-

week discussion sections led by graduate student instructors (GSIs). This course was chosen as 

the test case due to a number of factors. The course is a technical elective taken by a variety of 
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majors in the College of Engineering, including Aerospace, Industrial and Operations 

Engineering, and Chemical Engineering, and has a high proportion of female students, at over 

40% female in both iterations. While some Materials Science and Engineering students take the 

course (~10% in the two semesters studied), it is primarily taken by students from other majors 

and skews towards third- and fourth-year students, with no first-year students in the sample 

population of this study.  

The crystal structure learning activities were designed based on previous work done by 

Gentry [21] and adapted for use with paper and VR representations in the MATSCIE 220 class 

context. For the first iteration, completed in Fall 2018, the learning activity was designed to take 

a discussion period, starting with a pretest on students' crystal structure knowledge and 

continuing with an active learning activity where students first individually completed a 

worksheet on crystal structures and then in pairs completed one of the same questions as in the 

individual worksheet. The activity was timed to coincide with the course's instruction of crystal 

structures, so students had been first introduced to the concept in the week previous. For the 

pretest, Gentry's [21] crystal structure concept inventory was used. The concept inventory 

consisted of six questions where students were given a crystal structure and a miller index and 

asked to identify which of five possibilities was the correct atomic plane. The individual learning 

activity consisted of six questions. The first two questions asked students to identify the miller 

indices of three planes and the names of three crystal structures, respectively. The second pair of 

questions asked students to draw atomic planes and compare planar densities, either for a single 

plane and various crystal structures (question 3), or for various planes and a single crystal 

structure (question 4). To demonstrate what a proper answer would look like, a space-filling 

drawing of the (100) plane of the simple cubic crystal structure was given to students. The final 
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two questions asked students to explain how they determined atomic planar density and to 

compare all the atomic planes they had drawn and determine the most dense plane. The paired 

activity had students work together to answer question 4 of the individual activity, where they 

had to draw the space-filling (100), (110) and (111) atomic planes of the FCC crystal structure. 

Students were also asked to reflect on whether working in pairs helped the students catch errors. 

All students completed the individual and paired activities in the class discussion using paper 

representations of the miller planes and crystal structures, as seen in Fig. 3.3.2, and a subset of 

the students volunteered to complete the paired activity again with VR representations for extra 

credit in the course. VR representations were only used in paired contexts in order to facilitate 

the completion of the activity without frequent instances of putting on or taking off the VR 

headset. Student pairs completing the activity with VR representations were encouraged to 

switch roles between monitor and VR-user before reaching agreement of answers. Other 

considerations included having the student not wearing the headset act as a safety monitor for the 

student in VR, as well as limitations on the availability of VR stations.  
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Figure 3.3.2: Example of the paired activity used in the Fall 2018 iteration of the crystal structure learning activity. One example 

of a single unit-cell of the space-filling FCC crystal structure is given, while each miller plane ((100), (110), and (111) from left 

to right) is shown superimposed on single unit-cells of a reduced-sphere FCC crystal structure.  

 

The VR representations consisted of models of the three miller planes and the space-filling FCC 

model. Students were given tutorials on the features of Arthea but were not told how to best use 

the representations to complete the activity.  

In the second iteration, completed in Fall 2019, the activities were revised to streamline 

them for time and give more focus to the paired activities. The activities were held over two 

weekly discussion sessions, again timed to coincide with the course's coverage of crystal 

structure concepts. In the first discussion session, all students were given a new tutorial on how 

to use Arthea that walked them through how to use the file system, manipulation tools, and 

annotation tools to construct a snowman in VR. In the second discussion session, students 
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completed as a pre-test the same crystal structures concept inventory from Gentry [21], before 

being paired up and completing the crystal structure activity using VR representations. The 

paired activity consisted of questions 3 and 4 from the first iteration's individual activity, with 

the wording changed slightly to ensure clarity. Students were given VR models of the BCC and 

FCC crystal structures (space-filling and extending over one unit cell) and of the (100), (110), 

and (111) miller planes. After completion of the activity, students were asked to complete the 

crystal structure concept inventory again as a post-test online through their course website during 

the following two weeks.  

Grading for all the activities was based on correctness. For the crystal structure concept 

inventory, all questions were multiple choice, and so all answers were either correct or incorrect. 

For the individual and paired activities, given the open-ended nature of the questions and the 

need for students to produce drawings, the answers given by the students were oftentimes 

ambiguous. While the answers were still scored on correctness, we also made notes of what 

types of drawing errors, if any, were made by the students. The list of drawing errors compiled 

from this dataset was similar to the list determined by Gentry [21], and consisted of missing 

atoms, additional atoms, atoms touching when they should not, and atoms not touching when 

they should. An answer was marked correct only if none of these errors was present. While other 

types of errors could exist, such as drawing the face-centered atom in the (100) FCC plane too 

small compared to the corner atoms, consistently defining and identifying such errors on hand-

drawn representations was determined to be beyond the scope of our analysis. For the Fall 2018 

iteration results, we limit our discussion to the trends for question 4 of the individual activity 

(seen in Fig. 3.3.2, and which was the question done in the paired activities) from the students 

who completed the individual activity and both the paper and VR paired activities to ensure 
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consistency and similar sample sizes. For the Fall 2019 iteration results, we discuss trends from 

all the students who completed the VR paired activity, though not all of them completed the 

post-test during the sampling period.  

For the Fall 2018 iteration, the correct response rates for question 4 can be seen in Table 

3.3.3. To compare answers across the different versions of the activity, one-way between 

subjects ANOVA tests were performed. 

 

Table 3.3.3: Correct response rates for activities completed in Fall 2018, and one-way ANOVA significance testing 

between the paired paper activity and the paired VR activity 

Crystal Plane (100) FCC (110) FCC (111) FCC 

Individual activity score (%) 0.58 0.68 0.00 

Paired paper activity score (%) 0.63 0.74 0.11 

Paired VR activity score (%) 0.58 0.86 0.68 

F(2,54) 0.09524 0.10588 26.460*** 

*** indicates p<0.001 

 

For the (100) FCC crystal plane, there was no significant difference between the correct response 

rates for the different activities, though there was a slight improvement on the paired activity 

with paper representations compared to the other two versions of the activity. For the (110) FCC 

crystal plane, while there were increases in the correct response rate from the individual activity 

to the paired activity with paper representations to the paired activity with VR representations, 

the increases were not significant with the population size (N = 9 pairs). For the (111) FCC 

crystal plane, however, there were no correct answers reported during the individual activity, and 

in the paired activity, students achieved a significant (p<0.001) improvement in their correct 

response rates going from the paper representations to the VR representations.  
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For the Fall 2019 iteration, the correct response rates for questions 3 and 4 on the paired 

activity with VR representations can be seen in Table 3.3.4, while Table 3.3.5 gives the correct 

response rates for the crystal structures concept inventory pre- and post-tests. 

 

Table 3.3.4: Correct response rates for the Fall 2019 paired VR activity for N = 36 pairs of students 

Crystal Plane Correct Response Rate 

(100) BCC 0.78 

(100) FCC 0.86 

(110) FCC 0.81 

(111) FCC 0.31 

 

 

Table 3.3.5: Correct response rates for the Fall 2019 concept inventory pre- and post-tests, for N = 63 students. The 

difference in results between pre- and post-test are provided with t-test significance levels with ** indication p<0.01 

and *** indicating p<0.001 

 
BCC FCC 

Worksheet 100 110 111 100 110 111 

Pre-test 0.476 0.746 0.079 0.905 0.508 0.317 

Post-test 0.683 0.825 0.095 0.889 0.683 0.190 

Δ 0.206*** 0.079 0.016 -0.016 0.175** -0.127** 

 

Table 3.3.4 shows that while correct response rates in this iteration were generally high, students 

struggled to correctly draw the atomic arrangement of the (111) FCC crystal plane, which was an 

issue in the previous iteration as well. As seen in Table 3.3.5, there was statistically-significant 

improvement on the correct response rate between the pre- and post-tests for the (100) BCC and 

(110) FCC crystal planes and no statistically-significant differences for the (110) BCC, (111) 
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BCC, and (100) FCC crystal planes. However, there was a statistically-significant decrease in the 

correct response rate between the pre- and post-tests for the (111) FCC crystal plane.  

Taken together, the trends seen in the two iterations lend themselves to a few 

conclusions. First, as seen in the Fall 2018 iteration, the VR representations are effective in the 

paired activity, with comparable correct response rates for the (100) FCC crystal plane with the 

individual activity and the paired activity with paper representations, and improved or much 

improved correct response rates compared to the other versions of the activity for the (110) FCC 

crystal plane and the (111) FCC crystal plane, respectively. While some of the improvement seen 

on the (111) FCC crystal plane could be attributed to the study design, as the VR paired activity 

would be the third time students would encounter the question, the difference in improvement 

between the (110) FCC and (111) FCC crystal planes from the paired paper to paired VR 

representations implies that familiarity was not the only factor. The paper representation for the 

determination of the (110) and (111) FCC crystal planes can be seen in Fig. 3.3.2. The (110) 

plane is a diagonal rectangle cutting through the center of the FCC unit cell, and the 

representation requires only a slight mental rotation around the vertical axis to have the rectangle 

be facing the viewer directly, where the head-on view is essentially the answer required of the 

students. In contrast, to reach a similar head-on view of the (111) plane as it intersects the FCC 

unit cell, students must mentally rotate the triangular cross-section on two axes by a significant 

amount, which increases the difficulty of the problem. In VR, however, the students can bypass 

their spatial reasoning and rotate the models freely on the different axes, seeing the plane 

directly. Similarly, in a previous study, the researchers found that students who directly 

manipulated models on a computer screen did better on tasks than students who did not [22]. 

With this in mind, the large change in correct response rates from the paper representations to the 
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VR representations could also be due to the difficulty of the problem and the varying amounts of 

mental work and understanding required of the students.  

Second, as seen in the Fall 2019 iteration, while the VR representations allow students to 

produce the correct answer during the activities, it does not necessarily lead to improvements on 

the pre/post-test. Based on the changes in correct response rate and the make-up of the activities 

as compared to the concept inventory, we can split the questions into 4 categories. In the first 

category, consisting of the (110) and (111) BCC crystal planes, the questions were about planes 

that were not addressed in the learning activity, and the students had no significant differences in 

the correct response rate. This category in some ways acts as a control (there was no instruction 

so we expect no results) but also shows that the activities did not help students learn to 

generalize their model of how to determine what different crystal planes look like in different 

crystal structures. In the second category, consisting only of the (100) FCC crystal plane, the 

question was on a plane that was covered by the activity, but the change in correct response rate 

was not significant, and was nearly static. This trend can be explained by noting that the correct 

response rate for this question on the pre-test was already high at 0.905, and that it could have 

already been saturated, essentially. In the third category, consisting of the (100) BCC and (110) 

FCC crystal planes, the questions were on planes covered by the activity, and there was 

significant improvement in the correct response rates. This pattern is essentially what was 

expected from the study, that students improve on answering questions on a topic after they have 

been given instruction on it, but it was only seen for these two questions.  

Finally, in the fourth category, consisting of the (111) FCC crystal plane, the question 

was on a plane covered by the activity, but there was a significant decrease in the correct 

response rates between the pre- and post-test. This result is unexpected, and suggests that there is 
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some factor at play for that particular question in the study that affects students' understanding of 

the crystal plane. While the VR representations did help students to answer the question correctly 

in the Fall 2018 iteration, as seen in Table 3.3.3, and students answered the question more 

correctly in VR on their first exposure to the question in the Fall 2019 iteration than they did in 

their first or second exposures in the Fall 2018 iteration, as seen in Table 3.3.4, the students had 

difficulty choosing the correct answer for what the plane looked like. There are a number of 

possibilities for why this difficulty may exist. In the VR activity, determining the answer for 

what a crystal plane looks like is usually done by overlaying the plane model on the crystal 

structure model. As such, while students may do so correctly and draw the correct resulting 

crystal plane, there are many possibilities for misalignment or intermediate steps that might be 

remembered instead of the end product. It could also be that being given VR representations 

lessened students' reliance on and building up of their mental models of the concept, and so the 

mental models were less-developed when they needed to complete the concept inventory as the 

post-test. The process where information processing requirements are lowered by taking physical 

actions (i.e., rotating or handling a physical or virtual model to reduce the cognitive demands of 

mentally transforming it) is called cognitive offloading [23]. A previous study on problem 

solving in VR found that students did worse recalling things involved with activities that allowed 

for cognitive offloading than recalling things involved with activities without the cognitive 

offloading aspect [24]. Another possibility is that the activity trained students how to use VR 

representations, but did not adequately train students on representational fluency between the 

paper representations and VR representations, allowing them to succeed in some instances and 

fail in this instance.  
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The results seen here raise many questions on how 3D concepts are taught. Static 2D 

representations, like those printed on paper, are near-universal and the standard for teaching, 

being easily displayed and communicated in textbooks, printouts, and digital resources. It is hard 

to imagine that a graduate in any STEM field has achieved their expertise without relying 

heavily on visual representations of this type, leaving many proven success cases advocating for 

their use in different fields. These success cases, however, leave out anyone for whom such 

representations were not enough, or any people who were unable to grasp required concepts 

using the standard representations. Does the presence of success cases mean that the students 

who were not able to succeed were acceptable losses? Does being labeled a success case mean 

the methods that allowed the student to be successful were the only methods or the best methods 

to do so? Looking more to the study design itself, the concept inventory post-test used static 2D 

representations, which are different from the VR representations used in the activity. If the 

concept inventory had been adapted to a VR context somehow, would students have still had the 

same issue with the (111) FCC crystal plane? More generally, does the reliance on 2D static 

images in testing and evaluation limit the usefulness of other types of representation for the 

teaching of 3D concepts, or can training for representational fluency allow students to benefit 

fully from all types of representation? Is it obligatory or just traditional to use the static images in 

evaluation, and what could evaluation look like with different types of representation? These 

questions cannot be answered by the current study, and would require input from education 

researchers, STEM practitioners, course designers and instructors, administrators, and more to 

answer fully. 
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Conclusions 

In all, answering our research question of How can using different types of representation 

help students learn particular 3D topics, the results suggest that while VR as a representation 

type is a useful tool in teaching 3D topics and can be effective in certain cases, it cannot be a 

simple replacement for more-traditional, paper-based representations. The type of representation 

used to help students learn concepts must be carefully chosen, and VR is but one type of 

representation. VR representations can be useful for situations where there are complex visual 

representations, and can be a visualization aid for students who have less trained or innate spatial 

reasoning, allowing them to recognize aspects of a concept that are considered higher-level 

without the traditional incremental approach. However, that same ability to make visualization 

less demanding of the student is associated with worse memory of the concept later. The 

solution, then, would be to not rely exclusively on any one type or method of representation. As 

seen in our first study, paper representations may not prompt students to interact with a concept 

in the same way that VR representations may, and the opposite is also true. If both types of 

interaction are seen as valuable, both should be encouraged through the choices of representation 

and representational media. Beyond using multiple types of representation, however, students 

must be taught how to transition between the types, to recognize commonalities and understand 

how the different types represent the same concept in different ways [1]. Giving students 

different types of representation of the same thing and assuming students will instinctively 

understand them both and be able to use them together in complex ways is an error born of 

expertise. Though we as practitioners may understand how to integrate a new representation of a 

concept into our mental model, such models must be built up over time and students, particularly 

lower-level students, may not have a full mental model yet when the representation is introduced. 
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Through these studies on representational fluency, we can see a small example of the breadth of 

disciplinary literacy in MSE, and the ongoing research into its improvement and dissemination.  
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CHAPTER 3.4 

Conclusion 

 

In the past few chapters focused on MSE education, we have examined various topics 

related to disciplinary literacy. Our examination was organized around the overarching research 

question of How are instructors using concepts of disciplinary literacy in MSE education? We 

examined the question in two aspects, the first being the prevalence of disciplinary literacy 

concepts in crystal structures pedagogy, and the second being the application of the disciplinary 

literacy concept of representational fluency to MSE classrooms.  

To address the first aspect, we conducted a systematic literature review of published 

articles describing crystal structures and crystallography learning activities, and identified 

authors' usage of various disciplinary literacy concepts and tactics. We found that the articles 

could be separated into six categories of goals that were generally aligned to different parts of the 

disciplinary cycle (from Moje [1]), though there were a few articles that were aligned to the 

cycle as a whole. Similarly, the articles' four learning activity types were seen to align to 

different parts of the cycle, while two of the activity types were most prevalent, 

Writing/Speaking and Experiment. The learning activities routinely provided students with 

multiple types of representation, with Concrete representations being the least common but all 

the other four commonly used [2]. The learning activities also routinely provided students with 
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opportunities to take on two of the four learner roles [3], Navigator and Interpreter, with the 

other two roles being less common.   

To address the second aspect, we conducted two different studies on the efficacy and use 

of different types of representation to teach crystal structures, looking at how students employed 

paper-based and virtual reality (VR)-based representations in the first, and at how efficacious VR 

representations were in the second. In the first study we found that the students with paper-based 

representations tended to do better with questions requiring prior knowledge and recognition and 

may approach the questions as trying to recall knowledge. Meanwhile, students using VR-based 

representations tended to do better on questions requiring examining or interacting with the 

representations and may be more reliant on what they see, rather than remember. In the second 

study we found that students performed significantly better on the harder questions when they 

used VR-based representations, but they did not retain what they learned for the harder 

questions. 

From the two aspects we studied and the results we obtained, there are a number of 

implications. In terms of the prevalence of disciplinary literacy concepts in crystal structure 

learning activities literature, we see that some aspects of disciplinary literacy seem to be 

implicitly understood among practitioners and educators by the prevalence of the different 

purposes, activity types, representational types, and learner roles. Particularly, certain 

disciplinary practices, such as writing and conducting experiments, are extremely common, and 

even in the absence of those things, the authors aim to target other aspects of the disciplinary 

cycle. Overall, instructors seem to understand that students should be familiarized with the 

disciplinary cycle as it applies to the discipline, and would target this through research projects, 

hands-on experiments, and communication. However, there are relatively few articles that target 
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the entire cycle, and it is unclear how deliberate the authors are in their activity design in that 

respect.  

Practitioners and educators likewise seem to understand the value of multiple and varied 

representations, as the learning activity types generally are only lacking one or another type of 

representation. For three of the learning activity types, the Concrete representation type is the 

one lacking, which may be due to the difficulty in designing, building, and storing relevant 

models for different activities, especially those of the Experiment activity type. Concrete 

representations are well-represented in the Virtual/Physical Model activity type, but activities of 

that type are lacking Realistic representations, suggesting that the integration of tangible models 

(Concrete) in activities with real-world data (Realistic) is challenging and should be addressed.  

Finally, the role of the learner does not seem to be as well-understood, with most of the 

articles implicitly supporting the Navigator and Interrogator learner roles by having students 

follow a procedure and work with data, but at the same time not supporting the Designer or 

Interrogator learner roles. While the lack of these learner roles makes some sense when 

considering the prevalence of experiment- and data-based learning activities and disciplinary 

practices, it does show that students are not being given agency or asked to make productive 

choices (Designer) or examine and contextualize their work (Interrogator) in disciplinary 

contexts. It is possible that students are supported in taking on these roles in other parts of their 

studies, but learning to conduct themselves in a disciplinary manner, and particularly to take 

agency as they do so, should not be confined to design courses or capstone projects.  

In terms of the implications on our studies of the use of different types of representation 

for learning, we see that different types of representation have different strengths. Paper 

representations are more familiar to students, and are the medium by which many disciplinary 
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communications are conveyed, including most tests and textbooks. Conversely, VR 

representations are able to convey complex topics more easily, and can bypass the need for a 

previously-constructed mental model. While one could argue that in proper contexts and with 

appropriate support, either type of representation could be sufficient, the benefits of 

representational fluency are seen when the strengths of both types can be accessed. In the current 

state of affairs, VR representations alone may not be the best choice for a learning activity, but 

they can serve as a valuable learning tool if used with other representations and if the ability to 

go between representational types is emphasized.  

 

Future Work 

Future work on the promotion of disciplinary literacy in MSE could take multiple 

different directions. While we found evidence of disciplinary literacy concepts in use in the 

literature on crystal structure learning activities, it is an open question if the literature on that 

particular topic is representative of MSE's disciplinary education as a whole. The literature we 

studied consists of discrete activities on crystal structures and crystallography and not the day-to-

day pedagogy being employed, and likewise the topic itself is one that may lend itself towards 

certain types of representation. A more comprehensive study might instead use the methodology 

of discourse analysis [4], wherein texts and communication used in MSE pedagogy, such as 

textbooks, class notes and slides, lectures, homeworks, and laboratory activities, are studied and 

analyzed in order to determine what is being discussed, both formally and in passing, explicitly 

and implicitly, and how those things are being discussed. With a large enough and multi-

institutional pool of data, researchers could get a better sense of what the day-to-day state of 

disciplinary education is and how the disciplinary culture is related to and supported in students. 

Particularly, it would be of interest to see in what contexts are students supported in taking on the 
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Designer and Interrogator learner roles and whether those are spread throughout a curriculum or 

confined to certain course types or years in the program.  

Alternatively, a similar study to our literature review could be conducted on a different 

topic that is less-inherently-3D, such as binary phase diagrams or reaction kinetics, in order to 

see what different author goals and learning activity types might emerge. For instance, it is quite 

likely that the Physical Visualization learning activity type, or the Virtual/Physical Models goal, 

would be less prominent for published learning activities about a topic that does not have a 

physical (if nanoscale) form. Similarly, it would be valuable to see if the prevalence of the 

Writing/Speaking learning activity type holds true across different topics, as that is an area that is 

well aligned with disciplinary literacy strategies and is an important aspect of students' entry into 

the disciplinary culture. On the other hand, other topics might employ learning activity types or 

have articles published with other author goals, and these new categories could be studied for 

how well they align with or diverge from disciplinary literacy concepts such as the disciplinary 

cycle.  

Relating more to the study of representational fluency with VR representations, future 

work could examine a range of things. For example, it could expand on the type of work we were 

doing, for example seeing if the use of paper-based and VR-based representations concurrently 

and with a focus on representational fluency could lead to better performance and retention on 

difficult questions. However, future work could also look past the classroom study model and 

examine more directly how best to actually teach representational fluency, looking both at how 

disciplinary experts employ and understand various representations (mirroring studies related in 

[5]) and how pedagogy could be targeted to bring students from novice understanding closer to 

that expert level. Further research could also be useful to determine the relative strengths and 
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weaknesses for a variety of different representation types and mediums, such that instructors, 

particularly novice instructors with low amounts of pedagogical content knowledge [6], could 

have a guide to deliberately tailor their choices of representation to the goals they set for student 

learning.  

The ultimate goal of all education research is that the knowledge gained through this 

course of research be able to enhance the state of teaching and learning in general. However, 

even cases where there are clear results with straightforward implications for pedagogy, enacting 

change to the status quo is not a simple proposition. Therefore, one more branch of future work 

we would propose would be to study how concepts of or related to disciplinary literacy are or 

could be disseminated into pedagogy. According to [7], prescribed-type methods of enacting 

change in pedagogy, such as developing and disseminating "best practice" curricular materials, 

are not effective in actually enacting their desired changes. Rather, more effective strategies are 

to work with instructors over a longer-term period of time and either align with or work to 

change the instructors' prior beliefs on the subject, with the instructors having the final control on 

what form the enacted change would take in their pedagogy. With this in mind, the form this 

research could take could be to examine where disciplinary practitioners' and instructors' current 

implicit understandings of the disciplinary literacy concepts seen here come from, and to study 

how further concepts related to disciplinary literacy could be adapted into and included in 

instructor development resources, such as those provided by teaching and learning centers.  
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