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#### Abstract

In this thesis, we study the role of adaptivity in decision-making problems under uncertainty. The first part of the thesis focuses on combinatorial problems, while the second part of the thesis deals with the $K$-armed dueling bandits problem. Combinatorial optimization captures many natural decision-making problems such as matching, load balancing, assortment optimization, network design, and submodular optimization. In many practical settings, we have to solve such combinatorial problems under uncertainty; specifically when we only have partial knowledge about the input. Solutions to such problems are sequential decision processes that make decisions one by one "adaptively" (depending on prior observations). While such adaptive solutions achieve the best objective, the inherently sequential nature makes them undesirable in many applications. Specifically, we ask: how well can solutions with only a few adaptive rounds approximate fully-adaptive solutions?


- We study (and answer) the above question for the stochastic submodular cover and scenario submodular cover problems. These models capture many problems such as sensor placement with unreliable sensors, optimal decision tree, stochastic set cover, and correlated knapsack cover. We show how to obtain solutions that approximate fully-adaptive solutions using only a few "rounds" of adaptivity.
- We also study the stochastic score classification problem. We provide the first constantfactor approximation algorithm for this problem, which improves over the previouslyknown logarithmic approximation ratio. Moreover, our algorithm is non adaptive: it just involves performing tests in a fixed order until the class is identified.
- For both problems, we present experimental results demonstrating the practical efficacy of our algorithms. We find that a few rounds of adaptivity suffice to obtain high-quality solutions in practice.

In the second part of the thesis, we study the $K$-armed dueling bandits problem, which has applications in a wide-variety of domains like search ranking, recommendation systems and sports ranking where eliciting qualitative feedback is easy while real-valued feedback is not easily interpretable; thus, it has been a popular topic of research in the machine learning community. Previous works have only focused on the sequential setting where the policy adapts after every comparison. However, in many applications such as search ranking and recommendation systems, it is preferable to perform comparisons in a limited number of parallel batches. We introduce and study the batched dueling bandits problem under two standard settings: (i) existence of a Condorcet winner, and (ii) strong stochastic transitivity and stochastic triangle inequality. For both settings, we obtain algorithms with a smooth trade-off between the number of batches and regret. We complement our regret analysis with a nearly-matching lower bound. Finally, in experiments over a variety of real-world datasets, we observe that our algorithm using only a logarithmic number of rounds achieves almost the same performance as fully sequential algorithms (that use $T$ rounds).

## Chapter 1

## Overview

### 1.1 Motivation

Many important problems involve decision making under uncertainty; for example, we may have to make decisions when the input is not fully-specified, or when our algorithms receive noisy observations. Typically, solutions for such problems involve sequential decision making: where all previous decisions and feedback are used to make the next decision. This makes the solutions inherently adaptive which may be undesirable in applications involving long wait-times for feedback (for example, waiting for test results in medical diagnosis). A central theme studied in this thesis is the following: how well do solutions with only a few adaptive rounds compare to fully-adaptive solutions for a given problem? Next, we motivate this question using a few applications.
A.1. Medical Diagnosis. Consider an application arising in medical diagnosis, where we know the possible conditions that a patient may suffer from, along with the priors on their occurrence, but not the actual underlying condition (see, for e.g., [49]). Under this uncertainty, our goal is to perform tests to identify the correct condition at minimum expected cost. This application involves uncertain data: the precise outcome of a medical test is not known until it is performed. Furthermore, performing such tests may involve long wait-times, making adaptive solutions undesirable. Therefore, solutions with only few rounds of adaptivity are preferable.
A.2. Sensor Placement. In a sensor placement application, we need to place a col-
lection of sensors to monitor some phenomenon, such as air quality or traffic behavior (see [106]). The coverage area of each sensor is uncertain, and may depend on obstructions, the local geography, or even unexpected failures. The goal is to deploy the fewest sensors to cover some target region. The uncertainty in this application arises from the fact that the precise area covered by a sensor may not be known until the sensor is deployed. Additionally, physically deploying a sensor may take hours or days which, again, makes adaptive solutions undesirable. As in the previous application, solutions with a few adaptive rounds are preferable.
A.3. Diagnosing Complex Systems. Another important application of optimization under uncertainty is in diagnosing complex systems. A complex system comprises several components, and diagnosing it involves running a large number of tests for each component. The goal of testing is to determine what sort of intervention needs to be undertaken; for example, does simple maintenance suffice or should the entire system be replaced? Concretely, we consider a setting where the goal is to test various components, in order to assign a risk class (e.g., low/medium/high) to the system. One option to diagnose such systems is to perform tests on all components, which can be prohibitively expensive. Thus, we are interested in a policy that tests components one by one, and minimizes the average cost of testing. (See [107] for a survey.) Our focus is in designing non-adaptive solutions, which are simply described by a priority list: the components are tested in this fixed order until the class can be uniquely determined. Such solutions are simpler and faster to implement, compared to their adaptive counterparts. However, they are weaker than adaptive solutions, and our main research question is: can we bound the multiplicative ratio (or, adaptivity gap) between the performance of a non-adaptive solution to that of the optimal adaptive one?
A.4. Web-Search Ranking. A different stochastic optimization problem arises in web-search ranking where the goal is to provide a ranked list of documents to the user of the system in response to a query. Modern day search engines comprise hundreds of parameters which are used to output a ranked list in response to a query. However, manually tuning these parameters is infeasible, and online learning frameworks (based on user feedback) have been invaluable in automatically tuning these parameters. For example, given two rankings $\ell_{1}$ and $\ell_{2}$, they can be interleaved and presented to the user in such a way that clicks
indicate which of the two rankings is more preferable to the user [96]. The availability of such pairwise comparison data led to the introduction of the dueling bandits problem [112], a variation of the traditional stochastic bandit problem in which feedback is obtained in the form of pairwise preferences. Previous learning algorithms for the dueling bandits problem have focused on a fully adaptive setting; in the web-ranking application this corresponds to the learning algorithm updating its parameters after each query. Such updates might be impractical in large systems due to limited computational resources or when a large amount of feedback is obtained simultaneously. Here we ask: can we obtain low-regret learning algorithms that make a limited number of policy updates?

### 1.2 Thesis Goal

In this thesis our goal is to, in a principled manner, quantify the power of adaptivity in problems involving uncertainty. The notion of adaptivity may change depending on the problem: for example, in the sensor placement problem, adapting to decisions involves waiting for feedback while in the web-search ranking problem, it translates to selecting an adaptive batch of queries to be executed. However, in either case, being adaptive leads to "better" solutions.

Concretely, this thesis makes an attempt to answer the following question for some specific problems: can we give provable guarantees on the performance of solutions which use only a few adaptive rounds when compared to fully-adaptive solutions?

Although we are able to understand the power of adaptivity for some problems, much more remains open. I believe that the techniques developed in this thesis will find use in proving guarantees for solutions with low adaptivity for other optimization problems under uncertainty.

### 1.3 Thesis Contributions

We conclude this chapter by giving an overview of our contributions.

Scenario Submodular Cover (ScnSC). This problem was introduced in [58] as a generalization of several problems including optimal decision tree, which models the medical diagnosis application (A.1). In [51], we give the first r-round algorithm for ScnSC that achieves an approximation guarantee with a smooth trade-off with $r$, the number of rounds of adaptivity available. Furthermore, the guarantee matches the one obtained in the fully adaptive setting using only a logarithmic number of rounds. We also provide a nearly matching lower bound on the approximation guarantee for any $r$-round algorithm (see Chapter 3).

Stochastic Submodular Cover (SSC). SSC formalizes the sensor deployment application (A.2). In [51], we study SSC under the limited adaptivity framework: we designed an r-round algorithm with a nearly tight approximation guarantee that obtains a smooth trade-off with $r$. We showed that a logarithmic number of adaptive rounds suffice to obtain solutions as good as fully adaptive algorithms. SSC is a generalization of the stochastic set cover problem studied by [54]: our result resolved (up to one logarithmic factor) the adaptivity gap for the stochastic set cover problem, an open question posed by [54]. See Chapter 2 for details.

Stochastic Score Classification (SSClass). This problem models the problem of diagnosing complex systems (A.3). This problem was introduced by [53], who showed that it can be formulated as an instance of stochastic submodular cover, and also obtained constant factor non-adaptive approximation algorithms for some special cases of the problem. A main open question from this work was the possibility of a constant factor approximation (even under full adaptivity) for the general SSClass problem. We answer this question in the affirmative [52] (Chapter 4). Moreover, our algorithm is non-adaptive: so we also bound the adaptivity gap.

Dueling Bandits (DB). The DB problem has been widely studied in machine learning due to its utility in applications like search ranking (A.4) (see [22] for a recent survey). We introduce the batched dueling bandits (BatchedDB) problem where the learning algorithm can make a limited number of updates [4]. The details regarding this appear in Chapter 5. We study BatchedDB under the strong stochastic transitivity (SST) and strong triangle inequality (STI) assumptions (these imply a linear order across the bandits), and obtain
a smooth trade-off between the expected regret and the number of batches. Furthermore, we obtained regret bounds that nearly match those in the sequential setting using only a logarithmic number of batches. We also provided a nearly matching lower bound on the expected regret (see Chapter 6). In recent work [3], we study the BatchedDB under the more general Condorcet setting, which only assumes the existence of a "best" bandit. Again, we designed an algorithm which achieves a smooth trade-off between the expected regret and the number of batches. Surprisingly, in a logarithmic number of rounds, our regret bounds nearly match (up to logarithmic factors) the best regret bounds known in the fully sequential setting, showing that a logarithmic number of rounds are sufficient to achieve asymptotically optimal regret for the DB under the Condorcet setting (refer to Chapter 7 for details).

## Chapter 2

## Stochastic Submodular Cover

### 2.1 Introduction

Submodularity is a fundamental notion that arises in applications such as image segmentation, data summarization [102, 83, 103], hypothesis identification [17, 32], information gathering [95], and social networks [75] . The submodular cover optimization problem requires us to pick a minimum-cost subset $S$ of items to cover a monotone submodular function $f$. Submodular cover has been extensively studied in machine learning, computer science and operations research $[110,55,88,18]$ : here is an example from sensor deployment.

In the sensor deployment setting, we consider the problem of deploying a collection of sensors to monitor some phenomenon [80, 87, 106], for example, we may wish to monitor air quality or traffic situations. The area each sensor can cover depends on its sensing range. The goal of the problem is to deploy as few sensors as possible to cover a desired region entirely. The area covered as a function of the sensors deployed is a submodular function, and we can cast the sensor deployment problem as a special case of submodular cover. Observe that this application involves uncertain data: the precise area covered by a sensor is not known before the sensor is actually setup. This uncertainty can be modeled using stochastic submodular optimization, where the items are stochastic. As a simple example of the stochastic nature, each item may be active or inactive (with known probabilities), and only active items contribute to the submodular function.

A solution for stochastic submodular cover is now a sequential decision process. At each
step, an item is probed and its realization (e.g., active or inactive) is observed. The process is typically adaptive, where all the information from previously probed items is used to identify the next item to probe. This process continues until the submodular function is covered, and the goal is to minimize the expected cost of probed items. Such adaptive solutions are inherently fully sequential, which is undesirable if probing an item is time-consuming. E.g., in sensor deployment, probing a sensor corresponds to physically deploying a sensor and observing whether it functions as expected, which may take hours or days. Therefore, we prefer solutions with only few rounds of adaptivity.

Motivated by this, we ask: how well do solutions with only a few adaptive rounds approximate fully-adaptive solutions for the stochastic submodular cover problem? In this chapter, we consider the case where realizations of different items are independent. We give nearly tight answers, with smooth tradeoffs between the number $r$ of adaptive rounds and the solution quality (relative to fully adaptive solutions).

Our main contribution is an $r$-round adaptive solution for stochastic submodular cover in the "set-based" model for adaptive rounds. In this model, a fixed subset of items is probed in parallel every round (and their total cost is incurred). The decisions in the current round can depend on the realizations seen in all previous rounds. However, as noted in [2], if we require function $f$ to be covered with probability one then the $r$-round-adaptivity gap turns out to be very large. (See $\S 2.8$ for an example.)

Therefore, we focus on set-based solutions that are only required to cover the function with high probability.

In designing algorithms, it turns out to be more convenient to work with the "permutation" model for adaptive rounds, where the function is covered with probability one. This model was also used in prior literature [54, 2]. Here, every round of an $r$-round-adaptive solution specifies an ordering of all remaining items and probes them in this order until some stopping rule. See Definition 2.3.2 for a formal definition. Moreover, our $r$-round adaptive algorithm in the permutation model can be transformed into an $r$-round adaptive algorithm in the set-based model. We obtain algorithms in the set-based model that:

- for any $\eta \in(0,1)$, finds an $r$-round adaptive solution that has expected cost at most $\frac{r \alpha}{\eta} \cdot$ OPT and covers the function with probability at least $1-\eta$.
- finds an $O(r)$-round adaptive solution that has expected cost at most $O(\alpha) \cdot$ OPT and covers the function with probability at least $1-e^{-\Omega(r)}$.

Here OPT is the cost of an optimal fully-adaptive solution and $\alpha$ is the approximation ratio of our algorithm in the permutation model. The first algorithm above is for the case where $r$, the number of rounds of adaptivity, is small (say, a constant). In this, we keep the number of rounds the same, but we lose a factor $r$ in the expected cost. The second algorithm is for the case that $r$ is large, e.g., more than a constant. Here, the number of set-based rounds increases by a factor 2 , but we only lose a constant factor in expected cost. We formalize and prove these results in $\S 2.8$. For the rest of the paper, an $r$-round adaptive algorithm refers to an an $r$-round adaptive algorithm in the permutation model (unless specified otherwise).

### 2.1.1 Results and Techniques

Consider a monotone submodular function $f: 2^{U} \rightarrow \mathbb{Z}_{\geq 0}$ with $Q:=f(U)$. There are $m$ items, where each item $i$ is a random variable $\mathcal{X}_{i}$ having cost $c_{i}$ and corresponding to a random element of $U$. (Our results extend to the more general setting where each item realizes to a subset of $U$.) The goal is to select a set of items such that the union $S$ of their corresponding realizations satisfies $f(S)=Q$, and the expected cost is minimized. We obtain the following result when items have independent distributions.

Theorem 2.1.1 (Independent Items). For any integer $r \geq 1$, there is an $r$-round adaptive algorithm for the stochastic submodular cover problem with cost $O\left(Q^{1 / r} \cdot \log Q\right)$ times the cost of an optimal adaptive algorithm.

This improves over an $O\left(r Q^{1 / r} \log Q \log \left(m c_{\text {max }}\right)\right)$ bound from [2] by eliminating the dependence on the number of items $m$ and the item costs (which could be much larger than $Q)$. Moreover, our result nearly matches the lower bound of $\Omega\left(\frac{1}{r^{3}} Q^{1 / r}\right)$ from [2]. Setting $r=$ $\log Q$ shows that $O(\log Q)$ adaptive rounds give an $O(\log Q)$-approximation. By transforming this algorithm into a set-based solution using Theorem 2.8.2, we get:

Corollary 2.1.2 (Independent Items: Set-Based Model). There is an $O(\log Q)$ round algorithm for stochastic submodular cover in the set-based model that (i) has expected cost
$O(\log Q)$ times the optimal (fully) adaptive cost, and (ii) covers the function with probability at least $1-\frac{1}{Q}$.

This approximation ratio of $O(\log Q)$ is the best possible (unless $\mathrm{P}=\mathrm{NP}$ ) even with an arbitrary number $(r=m)$ of adaptive rounds. Previously, one could only obtain an $O\left(\log ^{2} Q \log \left(m c_{\text {max }}\right)\right)$-approximation in a logarithmic number of rounds [2], or an $O\left(\log \left(m Q c_{\max }\right)\right)$ approximation in $O\left(\log m \log \left(Q m c_{\max }\right)\right)$ set-based rounds [44].

Moreover, Theorem 2.1.1 (with $r=1$ ) implies an $O(Q \log Q)$ adaptivity gap for stochastic set cover (a special case of submodular cover), resolving an open question from [54] up to an $O(\log Q)$ factor, where $Q$ is the number of objects in set cover.

Finally, we note that our algorithm is also easy to implement. We tested it on synthetic and real datasets that validate the practical performance of our algorithms. Specifically, we test our algorithm for the independent case (Theorem 2.1.1) on instances of stochastic set cover. For stochastic set cover, we use real-world datasets to generate instances with $\approx 1200$ items. We observe a sharp improvement in performance within a few rounds of adaptivity, and that 6-7 rounds of adaptivity are nearly as good as fully adaptive solutions. We also compared our algorithm's cost to a information-theoretic lower bound: our costs are typically within $50 \%$ of these lower bounds.

Techniques. In each round the algorithm, we iteratively compute a "score" for each item and greedily select the item of maximum score. This results in a non-adaptive list of all remaining items, and the items are probed in this order until a stopping rule. The PARCA stopping rule corresponds to reducing the remaining target (on the function value) by a factor of $Q^{1 / r}$.

The analysis for Theorem 2.1.1 is as follows. For each $i \geq 0$, we relate the "noncompletion" probabilities of the algorithm after cost $\alpha \cdot 2^{i}$ to the optimal adaptive solution after cost $2^{i}$. The "stretch" factor $\alpha$ corresponds to the approximation ratio. In order to relate these non-completion probabilities, we consider the total score $G$ of items selected by the algorithm between cost $\alpha 2^{i-1}$ and $\alpha 2^{i}$. The crux of the analysis lies in giving lower and upper bounds on the total score $G$.

For the independent case, the score of any item $\mathcal{X}_{e}$ is an estimate of its relative marginal
gain, where we take an expectation over all previous items as well as $\mathcal{X}_{e}$. We also normalize this gain by the item's cost. See Equation (2.1) for the definition. In lower bounding the total score $G$, we use a variant of a sampling lemma from [2] as well as the constantfactor adaptivity gap for submodular maximization [26]. We also need to partition the outcome space (of all previous realizations) into "good" and bad outcomes: conditional on a good outcome, OPT has a high probability of completing before cost $2^{i}$. Good outcomes are necessary in our proof of the sampling lemma, but luckily the total probability of bad outcomes is small (and they can be effectively ignored). In upper bounding $G$, we consider the total score as a sum over decision/sample paths and use the fact that the sum of relative gains corresponds to a harmonic series.

### 2.2 Related Work

A $(1+\ln Q)$-approximation algorithm for the basic submodular cover problem was obtained in [110]. This is also the best possible (unless $\mathrm{P}=\mathrm{NP}$ ) as the set cover problem is a special case [45]. In the past several years, there have been many papers on stochastic variants of submodular cover as this framework captures many different applications; see [55, 67, 40, 58, 92]

The stochastic set cover problem was first studied by [54], who showed that the adaptivity gap lies between $\Omega(d)$ and $O\left(d^{2}\right)$ where $d$ is the number of objects to be covered. Recently, [2] improved the upper bound to $O\left(d \log d \log \left(m c_{\max }\right)\right)$. As a corollary of Theorem 2.1.1, we obtain a tighter $O(d \log d)$ adaptivity gap. Importantly, we eliminate the dependence of the items $m$ and maximum-cost, which may even be exponential in $d$.

An $O(\log Q)$ adaptive approximation algorithm for stochastic submodular cover (independent items) follows from [67]. Related results for special cases or with weaker bounds were obtained in $[85,55,56,40]$. As mentioned earlier, [2] obtained $r$-round-adaptivity gaps for independent items. Theorem 2.1.1 improves their bound by an $O\left(r \cdot \log \left(m c_{\text {max }}\right)\right)$ factor. Moreover, our algorithm is greedy-style and much simpler to implement. We bypass computationally expensive steps in prior work such as solving several instances of stochastic submodular maximization. Our analysis (outlined above) is also very different. While we use
a sampling lemma similar to [2], this result is applied in different manner and it only affects the analysis (see Lemma 2.5.2). We note that our high-level approach of lower/upper bounding the total score is similar to the analysis in [67] for the fully adaptive problem. However, the details are very different because we need to handle issues of $r$-round-adaptivity gaps.

The framework of "adaptive submodularity", introduced by [56], models correlations in stochastic submodular cover. Adaptive submodularity is a combined condition on the goal function $f$ (that needs to be covered) and the distribution $\mathcal{D}$ on items. While stochastic submodular cover with independent items satisfies adaptive-submodularity, scenario submodular cover does not. [56] gave a fully-adaptive $O\left(\log ^{2}(m Q)\right)$-approximation algorithm for adaptive-submodular cover (AdSubCov) when all costs are unit. Recently, [44] improved this to an $O(\log (m Q))$-approximation in $O(\log m \log (Q m))$ rounds of adaptivity, still assuming unit costs. When costs are arbitrary, the result in [44] implies an $O\left(\log \left(m Q c_{\max }\right)\right)$ approximation in $O\left(\log m \log \left(Q m c_{\max }\right)\right)$ rounds: this result also applies to stochastic submodular cover and can be compared to Corollary 2.1.2 that we obtain.

The role of adaptivity has been extensively studied for stochastic submodular maximization. A constant adaptivity gap under matroid constraints (on the probed items) was obtained in [8]. Later, [64] obtained a constant adaptivity gap for a very large class of "prefix closed" constraints; the constant factor was subsequently improved to 2 which is also the best possible [26]. We make use of this result in our analysis. More generally, the role of adaptivity has been extensively studied for various stochastic "maximization" problems such as knapsack [38, 23], matching [15, 19], probing [62] and orienteering [59, 61, 16].
[74, 43] and [47] study the role of adaptivity and batch processing in the online learning setting. Their work is motivated by noting that many real-world data observations are processed in batches. Recently, there have also been several results examining the role of adaptivity in (deterministic) submodular optimization(see, for example, [13, 11, 14, 12] and [30]). The motivation here was in parallelizing function queries (that are often expensive). In many settings, there are algorithms using (poly)logarithmic number of rounds that nearly match the best sequential (or fully adaptive) approximation algorithms. While our motivation is similar (in parallelizing the expensive probing steps), the techniques used are completely different.

### 2.3 Definitions

In the stochastic submodular cover problem, the input is a collection of $m$ random variables (or items) $\mathcal{X}=\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{m}\right\}$. Each item $\mathcal{X}_{i}$ has a cost $c_{i} \in \mathbb{R}_{+}$, and realizes to a random element of groundset $U$. Let the joint distribution of $\mathcal{X}$ be denoted by $\mathcal{D}$. Here, we assume that the random variables $\mathcal{X}_{i}$ are independent. The realization of item $\mathcal{X}_{i}$ is denoted by $X_{i} \in U$; this realization is only known when $\mathcal{X}_{i}$ is probed at a cost of $c_{i}$. Extending this notation, given a subset of items $\mathcal{S} \subseteq \mathcal{X}$, its realization is denoted $S=\left\{X_{i}: \mathcal{X}_{i} \in \mathcal{S}\right\} \subseteq U$.

In addition, we are given an integer-valued monotone submodular function $f: 2^{U} \rightarrow \mathbb{Z}_{+}$ with $f(U)=Q$. A realization $S$ of items $\mathcal{S} \subseteq \mathcal{X}$ is feasible if and only if $f(S)=Q$ the maximal value; in this case, we also say that $\mathcal{S}$ covers $f$. The goal is to probe (possibly adaptively) a subset $\mathcal{S} \subseteq \mathcal{X}$ of items that gets realized to a feasible set. We use the shorthand $c(\mathcal{S}):=\sum_{i: \mathcal{X}_{i} \in \mathcal{S}} c_{i}$ to denote the total cost of items in $\mathcal{S} \subseteq \mathcal{X}$. The objective is to minimize the expected cost of probed items, where the expectation is taken over the randomness in $\mathcal{X}$. We consider the following types of solutions.

Definition 2.3.1. For an integer $r \geq 1$, an $r$-round-adaptive solution in the set-based model proceeds as follows. For each round $k=1, \ldots, r$, it specifies a subset $\mathcal{S}_{k}$ of items that is probed in parallel. The cost incurred in round $k$ is $c\left(\mathcal{S}_{k}\right)$ the total cost of all probed items in that round. The subset $\mathcal{S}_{k}$ in round $k$ can depend on realizations seen in all previous rounds $1, \ldots, k-1$.

In the set-based model, we allow solutions to be infeasible (i.e., fail to cover $f$ ) with some small probability $\eta>0$. As shown in Appendix 2.8, such a relaxed solution is necessary. In designing algorithms, we will work with the "permutation" model, as defined next.

Definition 2.3.2. For an integer $r \geq 1$, an $r$-round-adaptive solution in the permutation model proceeds in $r$ rounds of adaptivity. In each round $k \in\{1, \ldots, r\}$, the solution specifies an ordering of all remaining items and probes them in this order until some stopping rule. The decisions in round $k$ can depend on the realizations seen in rounds $1, \ldots, k-1$.

In the permutation model, solutions must be feasible with probability one. As shown in §2.8, our algorithms in the permutation model can be converted into algorithms in the set-
based (with similar approximation ratios). Henceforth, an $r$-round adaptive algorithm refers to an an $r$-round adaptive algorithm in the permutation model (unless specified otherwise).

Setting $r=1$ in Definition 2.3.2 gives us a non-adaptive solution as studied in [54, 2]. Setting $r=m$ gives us a (fully) adaptive solution. Having more rounds leads to a smaller objective value, so adaptive solutions have the least objective value. Our performance guarantees are relative to an optimal fully adaptive solution; let OPT denote this solution and its cost. The r-round-adaptivity gap is defined as follows:

$$
\sup _{\text {instance } I} \frac{\mathbb{E}[\text { cost of best } r \text {-round adaptive solution on } I]}{\mathbb{E}[\text { cost of best adaptive solution on } I]}
$$

Setting $r=1$ gives the adaptivity gap.

### 2.4 Stochastic Submodular Cover

We now consider the (independent) stochastic submodular cover problem and prove Theorem 2.1.1. For simplicity, we assume that $\operatorname{costs} c_{i}$ are integers. Our results also hold for arbitrary costs (by replacing certain summations in the analysis by integrals).

We find it convenient to solve a partial cover version of the stochastic submodular cover problem. In this partial cover version, we are given a parameter $\delta \in[0,1]$ and the goal is to probe some $\mathcal{R}$ that realizes to a set $R$ achieving value $f(R)>Q(1-\delta)$. We are interested in a non adaptive algorithm for this problem. Clearly, if $\delta=1 / Q$, the integrality of the function $f$ means that $f(R)=Q$, and we solve the original (full coverage) problem. Moreover, we can use this algorithm with different thresholds to also get the $r$-round version of the problem. The main result of this section is:

Theorem 2.4.1. There is a non-adaptive algorithm for the partial cover version of stochastic submodular cover with cost $O\left(\frac{\ln 1 / \delta}{\delta}\right)$ times the optimal adaptive cost for the (full) submodular cover.

The algorithm first creates an ordering/list $L$ of the items non-adaptively; that is, without knowing the realizations of the items. To do so, at each step we pick a new item that maximizes a carefully-defined score function (Equation (2.1)). The score of an item cannot
depend on the realizations of previous items on the list (since we are non-adaptive). However, it depends on the marginal relative increase for a random draw from the previously chosen items. Once this ordering $L$ is specified, the algorithm starts probing and realizing the items in this order, and does so until the realized value exceeds $(1-\delta) Q$.

```
Algorithm 1 PARtial Covering Algorithm \(\operatorname{PaRCA}(\mathcal{X}, f, Q, \delta)\)
    \(\mathcal{S} \leftarrow \emptyset\), list \(L \leftarrow\rangle, \tau \leftarrow Q(1-\delta)\)
    while \(\mathcal{S} \neq \mathcal{X}\) do \(\quad \triangleright\) Building the list non-adaptively
        select an item \(\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}\) that maximizes:
            \(\operatorname{score}\left(\mathcal{X}_{e}\right):=\frac{1}{c_{e}} \cdot \sum_{S \sim \mathcal{S}: f(S) \leq \tau} \mathbf{P}(\mathcal{S}=S) \cdot \mathbb{E}_{X_{e} \sim \mathcal{X}_{e}}\left[\frac{f\left(S \cup X_{e}\right)-f(S)}{Q-f(S)}\right]\)
    \(\mathcal{S} \leftarrow \mathcal{S} \cup\left\{\mathcal{X}_{e}\right\}\) and list \(L \leftarrow L \circ \mathcal{X}_{e}\)
    \(\mathcal{R} \leftarrow \emptyset, R \leftarrow \emptyset\)
    while \(f(R) \leq \tau\) do \(\quad \triangleright\) Probing items on the list
        \(\mathcal{X}_{e} \leftarrow\) first r.v. in list \(L\) not in \(\mathcal{R}\), and let \(X_{e} \in U\) be its realization.
        \(R \leftarrow R \cup\left\{X_{e}\right\}, \mathcal{R} \leftarrow \mathcal{R} \cup\left\{\mathcal{X}_{e}\right\}\)
    return probed items \(\mathcal{R}\) and their realizations \(R\).
```

Given this partial covering algorithm we immediately get an algorithm for the $r$-round version of the problem, where we are allowed to make $r$ rounds of adaptive decisions. Indeed, we can first set $\delta=Q^{-1 / r}$ and solve the partial covering problem with this value of $\delta$. Suppose we probe variables $\mathcal{R}$ and their realizations are given by the set $R \subseteq U$. Then we can condition on these values to get the marginal value function $f_{R}$ (which is submodular), and inductively get an $r$-1-round solution for this problem. The following algorithm formalizes this.

```
Algorithm \(2 r\)-round adaptive algorithm for stochastic submodular cover \(\operatorname{SSC}(r, \mathcal{X}, f)\)
    run ParCA \(\left(\mathcal{X}, f, Q, Q^{-1 / r}\right)\) for round \(\# 1\).
    let \(\mathcal{R}\) (resp. \(R\) ) denote the probed items (resp. their realizations) in ParCA.
    define residual submodular function \(\widehat{f}:=f_{R}\).
    recursively solve \(\operatorname{SSC}(r-1, \mathcal{X} \backslash \mathcal{R}, \widehat{f})\).
```

Theorem 2.4.2. Algorithm 2 is an r-round adaptive algorithm for stochastic submodular cover with cost $O\left(Q^{1 / r} \log Q\right)$ times the optimal adaptive cost.

Proof. We proceed by induction on the number of rounds $r$. Let OPT denote the cost of an optimal adaptive solution. The base case is $r=1$, in which case $\delta=Q^{-1 / r}=\frac{1}{Q}$. By Theorem 2.4.1, the partial cover algorithm $\operatorname{ParCA}\left(\mathcal{X}, f, Q, Q^{-1 / r}\right)$ obtains a realization $R$ with $f(R)>(1-\delta) Q=Q-1$. As $f$ is integer-valued, we must have $f(R)=Q$, which means the function is fully covered. So the algorithm's expected cost is $O(Q \log Q) \cdot$ OPT.

We now consider $r>1$ and assume (inductively) that Algorithm 2 finds an $r$ - 1-round $O\left(Q^{\frac{1}{r-1}} \log Q\right)$-approximation algorithm for any instance of stochastic submodular cover. Let $\delta=Q^{-1 / r}$. By Theorem 2.4.1, the expected cost in round 1 (step 1 in Algorithm 2) is $O\left(\frac{1}{r} Q^{1 / r} \log Q\right)$. Let $\widehat{Q}:=Q-f(R)=\widehat{f}(U)$ denote the maximal value of the residual submodular function $\widehat{f}=f_{R}$. Note that $\widehat{Q}<\delta Q=Q^{(r-1) / r}$, by the definition of the partial covering algorithm. The optimal solution OPT conditioned on the variables in $\mathcal{R}$ realizing to $R$ gives a feasible adaptive solution to the residual problem of covering $\widehat{f}$; we denote this conditional solution by $\widehat{\text { OPT }}$. We inductively get that the cost of our $r-1$-round solution on $\widehat{f}$ is at most

$$
O\left(\widehat{Q}^{\frac{1}{r-1}} \log \widehat{Q}\right) \cdot \widehat{\mathrm{OPT}} \leq O\left(\frac{r-1}{r} Q^{1 / r} \log Q\right) \cdot \widehat{\mathrm{OPT}}
$$

where we used $\widehat{Q}<Q^{(r-1) / r}$. As this holds for every realization $R$, we can take expectations over $R$ to get that the (unconditional) expected cost of the last $r-1$ rounds is $O\left(\frac{r-1}{r} Q^{1 / r} \log Q\right) \cdot$ OPT. Adding to this the cost of the first round, which is $O\left(\frac{1}{r} Q^{1 / r} \log Q\right)$, completes the proof.

Remark: Assuming that the scores (2.1) can be computed in polynomial time, it is clear that our entire algorithm can be implemented in polynomial time. In particular, if $T$ denotes the time taken to calculate the score of one item, then the overall algorithm runs in time $\operatorname{poly}(m, T)$ where $m$ is the number of items. We are not aware of a closed-form expression for the scores (for arbitrary submodular functions $f$ ). However, as discussed in the full version, we can use sampling to estimate these scores to within a constant factor. However, as discussed in $\S 2.10$, we can use sampling to estimate these scores to within a constant factor. Moreover, our analysis works even if we only choose an approximate maximizer for (2.1) at each step. It turns out that $T=\operatorname{poly}\left(m, c_{\max }\right)$ many samples suffice to estimate these scores. So, the final runtime is poly $\left(m, c_{\max }\right)$; note that this does not depend on the
number $|U|$ of elements. We note that even the previous algorithms $[2,44]$ have a polynomial dependence on $c_{\max }$ in their runtime. In the following analysis we will assume that the scores (2.1) are computed exactly. In the following analysis we will assume that the scores (2.1) are computed exactly; see $\S 2.10$ for the sampling details.

### 2.4.1 Analysis for a Call to ParCA

We now prove Theorem 2.4.1. We denote by OPT an optimal adaptive solution for the covering problem on $f$. Now we analyze the cost incurred by following the non-adaptive strategy (which we call NA): probe variables according to the order given by the list $L$ generated by ParCA, and stop when the realized coverage exceeds $\tau:=Q(1-\delta)$ (see Algorithm 1 for details). We consider the expected cost of this strategy, and relate it to the cost of OPT.

We refer to the cumulative cost incurred (either by OPT or by NA) until any point in a solution as time elapsing. We say that OPT is in phase $i$ when it is in the time interval $\left[2^{i}, 2^{i+1}\right)$ for $i \geq 0$. Let $\alpha:=O\left(\frac{\ln 1 / \delta}{\delta}\right)$. We say that NA is in phase $i$ when it is in time interval $\left[\alpha \cdot 2^{i-1}, \alpha \cdot 2^{i}\right.$ ) for $i \geq 1$; phase 0 refers to the interval $[1, \alpha)$. Define

- $u_{i}$ : probability that NA goes beyond phase $i$; that is, has cost at least $\alpha \cdot 2^{i}$.
- $u_{i}^{*}$ : probability that OPT goes beyond phase $i-1$; that is, costs at least $2^{i}$.

Since all costs are integers, $u_{0}^{*}=1$. For ease of notation, we also use OPT and NA to denote the random cost incurred by OPT and NA respectively. The following lemma forms the crux of the analysis.

Lemma 2.4.3. For any phase $i \geq 1$, we have $u_{i} \leq \frac{u_{i-1}}{4}+\frac{6}{5} u_{i}^{*}$.
Before we prove this lemma, we use it to prove Theorem 2.4.1.
Proof of Theorem 2.4.1. With probability $\left(u_{i-1}-u_{i}\right)$, NA ends in phase $i$ with cost at most $\alpha \cdot 2^{i}$. As a consequence of this, we have

$$
\begin{equation*}
\mathbb{E}[\mathrm{NA}] \leq \alpha \cdot\left(1-u_{0}\right)+\sum_{i \geq 1} \alpha \cdot 2^{i} \cdot\left(u_{i-1}-u_{i}\right)=\alpha+\alpha \cdot \sum_{i \geq 0} 2^{i} u_{i} \tag{2.2}
\end{equation*}
$$

Similarly, we can bound the cost of the optimal adaptive algorithm as

$$
\begin{equation*}
\mathbb{E}[\mathrm{OPT}] \geq \sum_{i \geq 0} 2^{i}\left(u_{i}^{*}-u_{i+1}^{*}\right) \geq u_{0}^{*}+\frac{1}{2} \cdot \sum_{i \geq 1} 2^{i} u_{i}^{*}=1+\frac{1}{2} \cdot \sum_{i \geq 1} 2^{i} u_{i}^{*} \tag{2.3}
\end{equation*}
$$

where the final equality uses the fact that $u_{0}^{*}=1$. Define $\Gamma:=\sum_{i \geq 0} 2^{i} u_{i}$. We have

$$
\begin{aligned}
\Gamma:=\sum_{i \geq 0} 2^{i} u_{i} & \leq u_{0}+\frac{1}{4} \sum_{i \geq 1} 2^{i} \cdot u_{i-1}+\frac{6}{5} \sum_{i \geq 1} 2^{i} \cdot u_{i}^{*} \\
& \leq u_{0}+\frac{1}{4} \sum_{i \geq 1} 2^{i} u_{i-1}+\frac{12}{5} \cdot(\mathbb{E}[\mathrm{OPT}]-1) \\
& =u_{0}+\frac{1}{2}\left(\sum_{i \geq 0} 2^{i} u_{i}\right)+\frac{12}{5} \cdot(\mathbb{E}[\mathrm{OPT}]-1) \\
& \leq \frac{1}{2} \Gamma+\frac{12}{5} \mathbb{E}[\mathrm{OPT}]-1,
\end{aligned}
$$

where the first inequality follows from Lemma 2.4.3, the second inequality from (2.3), and the last inequality from the fact that $u_{0} \leq 1$. Thus, $\Gamma \leq \frac{24}{5} \cdot \mathbb{E}[\mathrm{OPT}]-2$. From (2.2), we conclude $\mathbb{E}[\mathrm{NA}] \leq \frac{24}{5} \alpha \cdot \mathbb{E}[\mathrm{OPT}]$. Setting $\alpha=O\left(\frac{\ln (1 / \delta)}{\delta}\right)$ completes the proof.

### 2.5 Proof of the Key Lemma (Lemma 2.4.3)

Recall the setting of Lemma 2.4.3 and fix the phase $i \geq 1$. Consider the list $L$ generated by $\operatorname{ParCA}(\mathcal{X}, f, Q, \delta)$. Let NA denote both the non-adaptive strategy of Algorithm 1, as well as its cost. Note that NA probes items in the order given by $L$ until a coverage value greater than $\tau:=Q(1-\delta)$ is achieved.

We will assume (without loss of generality) that $\delta$ is a power-of-two, i.e., $\delta=2^{-z}$ for some integer $z \geq 0$. Indeed, if this is not the case, we can use a power-of-two value $\delta^{\prime}$ where $\frac{\delta}{2} \leq \delta^{\prime} \leq \delta$ : this only increases the approximation ratio $O\left(\frac{1}{\delta} \ln \frac{1}{\delta}\right)$ in Theorem 2.4.1 by a constant factor.

For each time $t \geq 0$, let $\mathcal{X}_{e(t)}$ denote the item that would be selected at time $t$. In other words, this is the item which causes the cumulative cost of $L$ to exceed $t$ for the first time.

We define the total gain as the random variable

$$
\begin{equation*}
G:=\sum_{t=\alpha 2^{i-1}}^{\alpha 2^{i}} \operatorname{score}\left(\mathcal{X}_{e(t)}\right) \tag{2.4}
\end{equation*}
$$

which corresponds to the sum of scores over the time interval $\left[\alpha \cdot 2^{i-1}, \alpha \cdot 2^{i}\right)$. The proof of Lemma 2.4.3 will be completed by giving upper- and lower-bounds on $G$, which we do next. The lower bound views $G$ as a sum over time steps, whereas the upper bound views $G$ as a sum over decision paths.

### 2.5.1 A Lower Bound for $G$

Fix some time $t \in\left[\alpha 2^{i-1}, \alpha 2^{i}\right)$ in phase $i$ of our algorithm. Let $\mathcal{S}$ be the random variable denoting the set of chosen items (added to list $L$ ) until some time $t$, and let $S$ denote its realization. We also need the following definitions:

1. For any power-of-two $\theta \in\left\{\frac{1}{2^{j}}: 0 \leq j \leq \log Q\right\}$, we say that a realization $S$ of $\mathcal{S}$ belongs to scale $\theta$ iff $\frac{\theta}{2}<\frac{Q-f(S)}{Q} \leq \theta$. We use $\mathcal{E}_{\theta}$ to denote all outcomes of $\mathcal{S}$ that belong to scale $\theta$. We also use $S \sim \mathcal{E}_{\theta}$ to denote the conditional distribution of $\mathcal{S}$ corresponding to $\mathcal{E}_{\theta}$.
2. For any scale $\theta$, let $r_{i \theta}^{*}:=\mathbf{P}\left(\right.$ OPT covers $f$ with cost at most $2^{i}$ and $\left.S \in \mathcal{E}_{\theta}\right)$.
3. Scale $\theta$ is called $\operatorname{good}$ if $\frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} \geq \frac{1}{6}$ where $\mathbf{P}\left(\mathcal{E}_{\theta}\right):=\mathbf{P}_{S \sim \mathcal{S}}\left(S \in \mathcal{E}_{\theta}\right)$.

Lemma 2.5.1. NA terminates by time $t$ if and only if the realization of $\mathcal{S}$ is in a scale $\theta \leq \delta$.

Proof. Note that if the realization of $\mathcal{S}$ is in some scale $\theta \geq 2 \delta$ then

$$
f(S)<Q-\frac{\theta Q}{2} \leq Q-\delta Q=\tau
$$

and NA would not terminate before time $t$. On the other hand, if the realization of $\mathcal{S}$ is in a scale $\theta \leq \delta$ (note that all scales are powers-of-two) then $f(S) \geq Q-\theta Q \geq \tau$, and NA would terminate before time $t$.

We now define a function
$g(T):=\sum_{\theta>\delta} \mathbf{P}\left(\mathcal{E}_{\theta}\right) \cdot \mathbb{E}_{S \sim \mathcal{E}_{\theta}}\left[\frac{f(S \cup T)-f(S)}{Q-f(S)}\right]=\sum_{S \sim \mathcal{S}: f(S)<\tau} \mathbf{P}(\mathcal{S}=S) \cdot \frac{f_{S}(T)}{Q-f(S)}, \quad \forall T \subseteq U$.

The second equality is by Lemma 2.5.1. The function $g$ is monotone and submodular, since $f_{S}$ is monotone and submodular for each $S \subseteq U$, and $g$ is a non-negative linear combination of such functions. Moreover, for any item $\mathcal{X}_{e}$, we have $\operatorname{score}\left(\mathcal{X}_{e}\right)=\frac{1}{c_{e}} \cdot \mathbb{E}_{\mathcal{X}_{e}}\left[g\left(X_{e}\right)\right]$.

Constrained stochastic submodular maximization. Our analysis makes use of some known results for stochastic submodular maximization. Here, we are given as input a nonnegative monotone submodular function $g: 2^{U} \rightarrow \mathbb{R}_{\geq 0}$, independent stochastic items $\mathcal{X}=$ $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{m}\right\}$ such that each $\mathcal{X}_{i}$ realizes to some element of the groundset $U$. There is a cost $c_{i}$ associated with each item $\mathcal{X}_{i}$, and a budget $B$ on the total cost. The goal is to select $\mathcal{S} \subseteq \mathcal{X}$ such that the total cost of $\mathcal{S}$ is at most $B$ and it maximizes the expected value $\mathbb{E}_{S \sim \mathcal{S}}[g(S)]$. The adaptivity gap for stochastic submodular maximization is at most 2 ; see Theorem 1 in [26].

Lemma 2.5.2. For any good scale $\theta$, there exists a subset $\mathcal{T}_{\theta} \subseteq \mathcal{X} \backslash \mathcal{S}$ with $c\left(\mathcal{T}_{\theta}\right) \leq \frac{144}{\theta} \cdot 2^{i}$ such that:

$$
\begin{equation*}
\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{\theta} \sim \mathcal{T}_{\theta}}\left[f\left(S \cup T_{\theta}\right)-f(S)\right] \geq \frac{\theta Q}{6} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} \tag{2.6}
\end{equation*}
$$

Proof. We construct set $\mathcal{T}_{\theta}$ as follows. Initially, $\mathcal{T}_{\theta} \leftarrow \emptyset$. For each $k=1,2, \ldots, \frac{144}{\theta}$ :

1. Sample realization $S$ of $\mathcal{S}$ from $\mathcal{E}_{\theta}$.
2. Let $\mathcal{T}_{k} \subseteq \mathcal{X} \backslash \mathcal{S}$ be an optimal non-adaptive solution to the stochastic submodular maximization instance with function $f_{S}$ and cost budget $2^{i}$.
3. Set $\mathcal{T}_{\theta} \leftarrow \mathcal{T}_{\theta} \cup \mathcal{T}_{k}$.

By construction, $c\left(\mathcal{T}_{\theta}\right) \leq \frac{144}{\theta} \cdot 2^{i}$. So we focus on the expected function value. Consider any $S \in \mathcal{E}_{\theta}$ as the realization of $\mathcal{S}$. Let $\mathcal{T}_{S}$ denote the non-adaptive solution obtained in step 2 above for realization $S$. Define $w_{i, S}^{*}$ as the probability that OPT covers $f$ with cost at
most $2^{i}$ given that $\mathcal{S}$ realizes to $S$, i.e.,

$$
w_{i, S}^{*}:=\mathbf{P}\left(\text { OPT covers } f \text { with cost at most } 2^{i} \mid \mathcal{S}=S\right)
$$

Note that $\sum_{S \in \mathcal{E}_{\theta}} w_{i, S}^{*} \cdot \mathbf{P}(\mathcal{S}=S)=r_{i \theta}^{*}$. Let AD denote OPT until time $2^{i}$ and restricted to items $\mathcal{X} \backslash \mathcal{S}$. Note that AD is a feasible adaptive solution to the stochastic submodular maximization instance with function $f_{S}$ : every decision path has total cost at most $2^{i}$. The expected value of AD is at least $(Q-f(S)) \cdot w_{i, S}^{*}$ by definition of $w_{i, S}^{*}$. As $S \in \mathcal{E}_{\theta}$, we have $Q-f(S) \geq \frac{\theta Q}{2}$, which implies AD has value at least $\frac{\theta Q}{2} \cdot w_{i, S}^{*}$. Now, using the factor 2 adaptivity gap for stochastic submodular maximization (discussed above), it follows that the non-adaptive solution $\mathcal{T}_{S}$ has expected value:

$$
\mathbb{E}_{T_{S} \sim \mathcal{T}_{S}}\left[f\left(S \cup T_{S}\right)-f(S)\right] \geq \frac{\theta Q}{4} \cdot w_{i, S}^{*}, \quad \forall S \in \mathcal{E}_{\theta}
$$

Taking expectations,

$$
\begin{aligned}
\mathbb{E}_{S} \mathbb{E}_{T_{S}}\left[f\left(S \cup T_{S}\right)-f(S) \mid S \in \mathcal{E}_{\theta}\right] & \geq \sum_{S \in \mathcal{E}_{\theta}} \frac{\theta Q}{4} \cdot w_{i, S}^{*} \cdot \mathbf{P}\left(\mathcal{S}=S \mid S \in \mathcal{E}_{\theta}\right) \\
& =\frac{\theta Q}{4} \cdot \sum_{S \in \mathcal{E}_{\theta}} w_{i, S}^{*} \cdot \frac{\mathbf{P}(\mathcal{S}=S)}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)}=\frac{\theta Q}{4} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} .
\end{aligned}
$$

The left-hand-side of the above relation can be rewritten to give

$$
\begin{equation*}
\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{S}}\left[f\left(S \cup T_{S}\right)-f(S)\right] \geq \frac{\theta Q}{4} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} \tag{2.7}
\end{equation*}
$$

For a contradiction to (2.6), suppose that

$$
\begin{equation*}
\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{\theta}}\left[f\left(S \cup T_{\theta}\right)-f(S)\right]<\frac{\theta Q}{6} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} \tag{2.8}
\end{equation*}
$$

Subtracting Equation (2.8) from Equation (2.7) gives the following:

$$
\begin{align*}
\frac{\theta Q}{12} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} & <\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{S}} \mathbb{E}_{T_{\theta}}\left[f\left(S \cup T_{S}\right)-f\left(S \cup T_{\theta}\right)\right] \\
& \leq \mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{S}} \mathbb{E}_{T_{\theta}}\left[f\left(S \cup T_{\theta} \cup T_{S}\right)-f\left(S \cup T_{\theta}\right)\right] \\
& \leq \mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{S}} \mathbb{E}_{T_{\theta}}\left[f\left(T_{\theta} \cup T_{S}\right)-f\left(T_{\theta}\right)\right] \tag{2.9}
\end{align*}
$$

where the second inequality uses monotonicity of $f$, and the last one its submodularity.
Let $\mathcal{T}^{(k)}=\mathcal{T}_{1} \cup \mathcal{T}_{2} \ldots \cup \mathcal{T}_{k}$ denote the items selected until iteration $k$. We write a telescoping sum as follows

$$
\mathbb{E}_{T_{\theta}}\left[f\left(T_{\theta}\right)\right]=\sum_{k} \mathbb{E}_{T^{(k)}}\left[f\left(T^{(k)}\right)-f\left(T^{(k-1)}\right)\right]
$$

where we define $f\left(T^{(0)}\right):=0$. Note that in each iteration $k$, the sample $S$ is drawn independently and identically from $\mathcal{E}_{\theta}$, and items $\mathcal{T}_{k}=\mathcal{T}_{S}$ are added.

$$
\begin{aligned}
\mathbb{E}_{T^{(k)}}\left[f\left(T^{(k)}\right)-f\left(T^{(k-1)}\right)\right] & =\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{S}} \mathbb{E}_{T^{k-1}}\left[f\left(T^{(k-1)} \cup T_{S}\right)-f\left(T^{(k-1)}\right)\right] \\
& \geq \mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T_{S}} \mathbb{E}_{T_{\theta}}\left[f\left(T_{\theta} \cup T_{S}\right)-f\left(T_{\theta}\right)\right]>\frac{\theta Q}{12} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} .
\end{aligned}
$$

The first inequality above uses $\mathcal{T}^{(k-1)} \subseteq \mathcal{T}_{\theta}$ and submodularity, and the second inequality uses (2.9). Adding over all iterations $k$,

$$
\mathbb{E}_{T_{\theta}}\left[f\left(T_{\theta}\right)\right]>\sum_{k} \frac{\theta Q}{12} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)}=\frac{144}{\theta} \cdot \frac{\theta Q}{12} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)} \geq 2 Q
$$

where the last inequality uses the fact that $\theta$ is a good scale. This is a contradiction since the maximum function value is $Q$. This completes the proof of (2.6).

Lemma 2.5.3. For any $\mathcal{S} \subseteq \mathcal{X}$, there exists a subset $\mathcal{T} \subseteq \mathcal{X} \backslash \mathcal{S}$ of total cost at most $\frac{144}{\delta} \cdot 2^{i}$ with

$$
\mathbb{E}_{T \sim \mathcal{T}}[g(T)] \geq \frac{1}{6} \cdot \sum_{\theta>\delta, \text { good }} r_{i \theta}^{*}
$$

Proof. Let $\mathcal{B}$ denote the set of good scales $\theta$ with $\theta>\delta$. Note that $\sum_{\theta \in \mathcal{B}} \frac{1}{\theta} \leq \frac{1}{\delta}$ as the scales
are powers of two. From Lemma 2.5.2, let $\mathcal{T}_{\theta}$ denote the items satisfying (2.6) for each scale $\theta \in \mathcal{B}$. Define $\mathcal{T}=\cup_{\theta \in \mathcal{B}} \mathcal{T}_{\theta}$. As claimed, the total cost is

$$
c(\mathcal{T}) \leq \sum_{\theta \in \mathcal{B}} c\left(\mathcal{T}_{\theta}\right) \leq 2^{i} \sum_{\theta \in \mathcal{B}} \frac{144}{\theta} \leq \frac{144}{\delta} \cdot 2^{i}
$$

Next, we bound the expected increase in the value of $f$. By (2.6) and $\mathcal{T} \supseteq \mathcal{T}_{\theta}$, it follows that

$$
\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T \sim \mathcal{T}}[f(S \cup T)-f(S)] \geq \frac{\theta Q}{6} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)}
$$

for each $\theta \in \mathcal{B}$. Using the fact that $\frac{\theta Q}{2}<Q-f(S) \leq \theta Q$ for all $S \in \mathcal{E}_{\theta}$, we get:

$$
\mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T \sim \mathcal{T}}\left[\frac{f(S \cup T)-f(S)}{Q-f(S)}\right] \geq \frac{1}{6} \cdot \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)}, \quad \forall \theta \in \mathcal{B} .
$$

By definition of function $g$ (see (2.5)),

$$
\begin{aligned}
\mathbb{E}_{T \sim \mathcal{T}}[g(T)] & =\sum_{\theta>\delta} \mathbf{P}\left(\mathcal{E}_{\theta}\right) \cdot \mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T \sim \mathcal{T}}\left[\frac{f(S \cup T)-f(S)}{Q-f(S)}\right] \\
& \geq \sum_{\theta \in \mathcal{B}} \mathbf{P}\left(\mathcal{E}_{\theta}\right) \cdot \mathbb{E}_{S \sim \mathcal{E}_{\theta}} \mathbb{E}_{T \sim \mathcal{T}}\left[\frac{f(S \cup T)-f(S)}{Q-f(S)}\right] \geq \frac{1}{6} \cdot \sum_{\theta \in \mathcal{B}} r_{i \theta}^{*},
\end{aligned}
$$

which completes the proof of the lemma.
Using Lemma 2.5.3 and averaging,

$$
\begin{align*}
\max _{\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}} \operatorname{score}\left(\mathcal{X}_{e}\right) & \geq \operatorname{maxx}_{\mathcal{X}_{e} \in \mathcal{T}} \operatorname{score}\left(\mathcal{X}_{e}\right) \geq \frac{\sum_{\mathcal{X}_{e} \in \mathcal{T}} \mathbb{E}\left[g\left(X_{e}\right)\right]}{c(\mathcal{T})}=\frac{\mathbb{E}_{T \sim \mathcal{T}}\left[\sum_{X_{e} \in T} g\left(X_{e}\right)\right]}{c(\mathcal{T})} \\
& \geq \frac{\mathbb{E}_{T \sim \mathcal{T}}[g(T)]}{c(\mathcal{T})} \geq \frac{\delta}{\beta \cdot 2^{i}} \cdot \sum_{\theta>\delta, \operatorname{good}} r_{i \theta}^{*}, \tag{2.10}
\end{align*}
$$

where $\beta=O(1)$.
Lemma 2.5.4. We have $\sum_{\theta>\delta, \text { good }} r_{i \theta}^{*} \geq u_{i}-\frac{6 u_{i}^{*}}{5}$.
Proof. First, we upper bound $\sum_{\theta \text { not good }} r_{i \theta}^{*}$. Consider any scale $\theta$ that is not good. Then, $\frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)}<\frac{1}{6}$, i.e., $\mathbf{P}\left(\mathrm{OPT}<2^{i} \mid S \sim \mathcal{E}_{\theta}\right)<1 / 6$, which implies $\mathbf{P}\left(\mathrm{OPT} \geq 2^{i} \mid S \sim \mathcal{E}_{\theta}\right)>\frac{5}{6}>$
$5 \frac{r_{i \theta}^{*}}{\mathbf{P}\left(\mathcal{E}_{\theta}\right)}$. So,
$\sum_{\theta \text { not good }} r_{i \theta}^{*}<\frac{1}{5} \sum_{\theta \text { not good }} \mathbf{P}\left(\mathcal{E}_{\theta}\right) \cdot \mathbf{P}\left(\mathrm{OPT} \geq 2^{i} \mid S \sim \mathcal{E}_{\theta}\right) \leq \frac{1}{5} \sum_{\theta} \mathbf{P}\left(\mathrm{OPT} \geq 2^{i}\right.$ and $\left.S \sim \mathcal{E}_{\theta}\right) \leq \frac{u_{i}^{*}}{5}$
where the last inequality uses the fact that $\sum_{\theta} \mathbf{P}\left(\mathrm{OPT} \geq 2^{i}\right.$ and $\left.S \sim \mathcal{E}_{\theta}\right)=u_{i}^{*}$.
We now upper bound $\sum_{\theta \leq \delta} r_{i \theta}^{*}$. By Lemma 2.5.1, if the realization $S$ is in scale $\theta \leq \delta$ then NA ends before time $t \leq \alpha 2^{i}$, i.e., it does not go beyond phase $i$. Hence,

$$
\begin{equation*}
\sum_{\theta \leq \delta} r_{i \theta}^{*} \leq \sum_{\theta \leq \delta} \mathbf{P}\left(S \sim \mathcal{E}_{\theta}\right) \leq 1-u_{i} \tag{2.12}
\end{equation*}
$$

We now use the fact that $1-u_{i}^{*}=\sum_{\theta} r_{i \theta}^{*}$ where we sum over all scales. So,

$$
\sum_{\theta>\delta, \text { good }} r_{i \theta}^{*} \geq \sum_{\theta} r_{i \theta}^{*}-\sum_{\theta \text { not good }} r_{i \theta}^{*}-\sum_{\theta \leq \delta} r_{i \theta}^{*} \geq\left(1-u_{i}^{*}\right)-\frac{u_{i}^{*}}{5}-\left(1-u_{i}\right)=u_{i}-\frac{6 u_{i}^{*}}{5}
$$

where we used (2.11) and (2.12).
Combining (2.10) and Lemma 2.5.4, and using the greedy choice in step 3 (Algorithm 1), the score at time $t$,

$$
\operatorname{score}\left(\mathcal{X}_{e(t)}\right) \geq \frac{\delta}{\beta 2^{i}}\left(u_{i}-\frac{6}{5} u_{i}^{*}\right)
$$

We note that this inequality continues to hold (with a larger constant $\beta$ ) even if we choose an item that only maximizes the score (2.1) within a constant factor.

Using the above inequality for each time $t$ during phase $i$, we have

$$
\begin{equation*}
G \geq \alpha 2^{i-1} \cdot \frac{\delta}{\beta 2^{i}}\left(u_{i}-\frac{6}{5} u_{i}^{*}\right)=\frac{\alpha \delta}{2 \beta} \cdot\left(u_{i}-\frac{6}{5} u_{i}^{*}\right) . \tag{2.13}
\end{equation*}
$$

We will use this lower bound for $G$ in conjunction with an upper bound, which we prove next.

### 2.5.2 An Upper Bound for $G$

We now consider the implementation of the non-adaptive list $L$ and calculate $G$ as a sum of contributions over the observed decision path. Let $\Pi$ denote the (random) decision path followed by the non-adaptive strategy NA: this consists of a prefix of $L$ along with their realizations. Denote by $\left\langle X_{1}, X_{2}, \ldots,\right\rangle$ the sequence of realizations (each in $U$ ) observed on $\Pi$. So item $\mathcal{X}_{j}$ is selected between time $\sum_{\ell=1}^{j-1} c_{\ell}$ and $\sum_{\ell=1}^{j} c_{\ell}$. Let $h$ (resp. $p$ ) index the first (resp. last) item in $\Pi$ (if any) that is selected (even partially) during phase $i$, i.e., between time $\alpha 2^{i-1}$ and $\alpha 2^{i}$. For each index $h \leq j \leq p$, let $t_{j}$ denote the duration of time that item $\mathcal{X}_{j}$ is selected during in phase $i$; so $t_{j}$ is the width of interval $\left[\sum_{\ell=1}^{j-1} c_{\ell}, \sum_{\ell=1}^{j} c_{\ell}\right] \bigcap\left[\alpha 2^{i-1}, \alpha 2^{i}\right]$. It follows that $t_{j} \leq c_{j}$.

Define $G(\Pi):=0$ if index $h$ is undefined (i.e., $\Pi$ terminates before phase $i$ ), and otherwise:

$$
\begin{equation*}
G(\Pi):=\sum_{j=h}^{p} \frac{t_{j}}{c_{j}} \cdot \frac{f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}{Q-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)} \leq \sum_{j=h}^{p} \frac{f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}{Q-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)} . \tag{2.14}
\end{equation*}
$$

By the stopping criterion for $L$, the $f$ value before the end of $\Pi$ remains at most $\tau=Q(1-\delta)$. So the denominator above, i.e., $Q-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)$ is at least $\delta Q$ for all $j$.

Lemma 2.5.5. For any decision path $\Pi$, we have $G(\Pi) \leq 1+\ln (1 / \delta)$.

Proof. For each $h \leq j \leq p$, let $V_{j}:=f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)$; also let $V_{0}=0$. For $j \leq p-1$, as noted above, $V_{j} \leq \tau ;$ as $f$ is integer-valued, $V_{j} \in\{0,1, \cdots,\lfloor\tau\rfloor\}$. We have:

$$
\sum_{j=h}^{p-1} \frac{V_{j}-V_{j-1}}{Q-V_{j-1}} \leq \sum_{j=h}^{p-1} \sum_{y=0}^{V_{j}-V_{j-1}-1} \frac{1}{Q-V_{j-1}-y} \leq \sum_{\ell=\delta Q+1}^{Q} \frac{1}{\ell} \leq \ln \left(\frac{Q}{\delta Q}\right)=\ln (1 / \delta)
$$

The second inequality above uses $Q-V_{j-1}-y \geq Q-V_{j}+1 \geq Q-\tau+1=\delta Q+1$. The right-hand-side of (2.14) is then:

$$
\sum_{j=h}^{p-1} \frac{V_{j}-V_{j-1}}{Q-V_{j-1}}+\frac{V_{p}-V_{p-1}}{Q-V_{p-1}} \leq 1+\ln (1 / \delta)
$$

where we used $V_{p} \leq Q$. This completes the proof.

Taking expectations over the various decision paths means $G=\mathbb{E}_{\Pi}[G(\Pi)]$, so Lemma 2.5.5 gives

$$
\begin{equation*}
G \leq(1+\ln (1 / \delta)) \cdot \mathbf{P}(\Pi \text { doesn't terminate before phase } i)=(1+\ln (1 / \delta)) \cdot u_{i-1} \tag{2.15}
\end{equation*}
$$

### 2.5.3 Wrapping Up

To complete the proof of Lemma 2.4.3, we set $\alpha:=\frac{8 \beta}{\delta}(1+\ln (1 / \delta))=O\left(\frac{\ln (1 / \delta)}{\delta}\right)$, and combine (2.13) and (2.15) to get

$$
u_{i-1} \geq \frac{G}{1+\ln (1 / \delta)} \geq \frac{\alpha \delta}{2 \beta(1+\ln (1 / \delta))} \cdot\left(u_{i}-\frac{6}{5} u_{i}^{*}\right)=4\left(u_{i}-\frac{6}{5} u_{i}^{*}\right)
$$

This completes the proof of Lemma 2.4.3 and hence Theorem 2.1.1.

### 2.6 Applications

### 2.6.1 Stochastic Set Cover

The stochastic set cover problem is a special case of stochastic submodular cover. The input is a universe $E$ of $d$ objects and a collection $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{m}\right\}$ of $m$ items. Each item $\mathcal{X}_{i}$ has a cost $c_{i} \in \mathbb{R}_{+}$and corresponds to a random subset of objects (with a known explicit distribution). Different items are independent of each other. The goal is to select a set of items such that the realized subsets cover $E$ and the expected cost is minimized. This problem was first studied by [54], where it was shown that the adaptivity gap lies between $\Omega(d)$ and $O\left(d^{2}\right)$. The correct adaptivity gap for stochastic set cover was posed as an open question by [54]. Subsequently, [2] made significant progress, by showing that the adaptivity gap is $O\left(d \log d \cdot \log \left(m c_{\max }\right)\right)$. However, as a function of the natural parameter $d$ (number of objects), the best adaptivity gap remained $O\left(d^{2}\right)$ because the number of stochastic sets $m$ and maximum cost $c_{\text {max }}$ may be arbitrarily larger than $d$.

As a corollary of Theorem 2.1.1, we obtain an $O(d \log d)$ adaptivity gap that nearly matches the $\Omega(d)$ lower bound. In fact, for any $r \geq 1$, we obtain an $r$-round adaptive
algorithm that costs at most $O\left(d^{1 / r} \log d\right)$ times the fully adaptive cost. This nearly matches the $\Omega\left(\frac{1}{r^{3}} d^{1 / r}\right) r$-round-adaptivity gap shown in [2]. We note that when $r=\log d$, we obtain an $O(\log d)$-approximation algorithm with a logarithmic number of adaptive rounds; this approximation ratio is the best possible even for deterministic set cover.

### 2.6.2 Sensor Placement with Unreliable Sensors

In the sensor placement problem, we are concerned with deploying a collection of sensors for visual surveillance or to acquire information on air quality, temperature, humidity etc. One approach to model this problem (suitable for visual surveillance) is to assume that each sensor has a particular sensing region, and to minimize the number of sensors required to cover some target region. This corresponds to the art gallery problem (see [57]), which in turn is a special case of set cover. In the setting with unreliable sensors that we consider, each sensor may fail independently with some probability (in which case it does not cover its region), and the goal is to minimize the expected number of sensors so as to cover the target region. This can be modeled as an instance of stochastic set cover, discussed in §2.6.1.

An alternative approach (suitable for information acquisition) is to model sensor readings as Gaussian processes ([39]), where the goal is to place the minimum number of sensors so as to achieve a target level of "information gain". Formally, let [ $m$ ] denote the set of locations and $\mathcal{Z}_{i}$ be a random variable representing the information at location $i \in[m]$. Let $\mathcal{Z}=\left\langle\mathcal{Z}_{i}: i \in[m]\right\rangle$ denote the information at all locations. A sensor at location $i$ makes observation $\mathcal{Y}_{i}=\mathcal{Z}_{i}+\epsilon_{i}$ where $\epsilon_{i}$ is an independent (random) noise term. For any subset $A \subseteq[m]$, let $\mathcal{Y}_{A}=\left\{\mathcal{Y}_{i}: i \in A\right\}$ denote the random observations at the locations in $A$. Given $\mathcal{Y}_{A}=Y_{A}$, we can use $\mathbb{E}\left[\mathcal{Z}_{i} \mid \mathcal{Y}_{A}=Y_{A}\right]$ to make predictions on the information at any location $i$. The information gain of the system if we place sensors at locations $A \subseteq[m]$ is defined as:

$$
g(A)=\mathbb{H}(\mathcal{Z})-\mathbb{H}\left(\mathcal{Z} \mid \mathcal{Y}_{A}\right)
$$

where $\mathbb{H}\left(\mathcal{Z} \mid \mathcal{Y}_{A}\right)=\mathbb{E}_{Y_{A}}\left[\mathbb{H}\left(\mathcal{Z} \mid \mathcal{Y}_{A}=Y_{A}\right)\right]$ denotes the conditional entropy of $\mathcal{Z}$ given $\mathcal{Y}_{A}$.
[79] showed that the function $g(A)$ is monotone and submodular in $A$ assuming that the observations $\mathcal{Y}_{A}$ are conditionally independent given $\mathcal{Z}$; see Corollary 4 in their paper. The
conditional independence assumption is satisfied in our setting because the noise terms $\epsilon_{i}$ are independent. Given a target $\widehat{Q}$ on the information gain, the goal in the deterministic problem is to find sensor locations $A \subseteq[m]$ so that $g(A) \geq \widehat{Q}$.

In the stochastic setting (with unreliable sensors), each sensor $i \in[m]$ is active independently with some probability $p_{i}$ (and fails otherwise). The goal is to place sensors (possibly adapting based on the active/failure outcomes) so that the information gain from the active sensors is at least $\widehat{Q}$. This can be modeled as an instance of stochastic submodular cover as follows. The items correspond to the $m$ locations. For each sensor at location $i \in[m]$, we define two elements $T_{i}$ and $F_{i}$ corresponding to active and failure outcomes respectively. The groundset $U=\left\{T_{i}: i \in[m]\right\} \cup\left\{F_{i}: i \in[m]\right\}$. For each $i \in[m]$, random variable $\mathcal{X}_{i}=T_{i}$ with probability $p_{i}$ and $\mathcal{X}_{i}=F_{i}$ otherwise. Define function $f: 2^{U} \rightarrow \mathbb{R}_{+}$as follows

$$
f(S)=g(W(S)), \text { where } W(S)=\left\{i \in[m]: T_{i} \in S\right\}, \quad \forall S \subseteq U
$$

Observe that $f$ is monotone and submodular because $g$ is monotone and submodular (over $[m]$ ). Furthermore, let $M$ be a large enough integer so that scaling $f$ by a factor of $M$ makes it integer-valued. Theorem 2.1.1 can be applied to the scaled function $f$ with target $Q=M \cdot \widehat{Q}$. Then, we obtain an $r$-round adaptive algorithm of cost at most $O\left(Q^{1 / r} \log Q\right)$ times an optimal fully adaptive algorithm for the unreliable sensor placement problem.

### 2.6.3 Shared Filter Evaluation

This problem was introduced by [90] in the context of executing multiple queries on a dataset with shared (boolean) filters. There are $n$ independent "filters" $\mathcal{X}_{1}, \cdots, \mathcal{X}_{n}$, where each filter $i$ has cost $c_{i}$ and evaluates to true with probability $p_{i}$ (and false otherwise). There are also $m$ conjunctive queries, where each query $j \in[m]$ is the "and" of some subset $Q_{i} \subseteq[n]$ of the filters. So query $j$ is true iff $X_{i}=\operatorname{true}$ for all $i \in Q_{j}$. The goal is to evaluate all queries at the minimum expected cost. This can be modeled as an instance of stochastic submodular cover. The items correspond to filters. The groundset $U=\left\{T_{i}, F_{i}\right\}_{i=1}^{n}$ where $T_{i}$ (resp. $F_{i}$ )
corresponds to filter $i$ evaluating to true (resp. false). The submodular function is:

$$
f(S):=\sum_{j=1}^{m} \min \left\{\left|Q_{j}\right|,\left|Q_{j}\right| \cdot\left|S \cap\left\{F_{i}: i \in Q_{j}\right\}\right|+\left|S \cap\left\{T_{i}: i \in Q_{j}\right\}\right|\right\}
$$

Note that the term for query $Q_{j}$ is $\left|Q_{j}\right|$ iff the query's value is determined: it is false when a single false filter is seen and it's true when all its filters are true. The maximal value of the function is $Q=\sum_{j=1}^{m}\left|Q_{j}\right| \leq m n$. Using Theorem 2.1.1, for any $r \geq 1$, we obtain an $r$-round adaptive algorithm with cost at most $O\left((m n)^{1 / r} \cdot \log (m n)\right)$ times the optimal adaptive cost.

### 2.6.4 Stochastic Score Classification

The stochastic score classification (SSClass) problem introduced by [53], models applications such as assessing disease risk-levels of patients and giving a quality ratings to products. Formally, there are $n$ binary random variables $\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}$, which are used to compute a score $r(X)=\sum_{i=1}^{n} a_{i} X_{i}$ where $a_{i} \in \mathbb{Z}_{+}$for all $i$. The realization $X_{i} \in\{0,1\}$ of variable $\mathcal{X}_{i}$ can be determined by performing a query of cost $c_{i} \in \mathbb{R}_{+}$. Additionally, there are $B+1$ integers $\alpha_{1}<\cdots<\alpha_{B+1}$ that partition the possible scores into classes. Realization $X$ of $\mathcal{X}$ is in class $j \in[B]$ iff $\alpha_{j} \leq r(X) \leq \alpha_{j+1}-1$. We can view the $\alpha_{j}$ values as "cutoffs" for the classes. The goal is to determine the correct class by querying variables at minimum expected cost. Note that it is not necessary to query all variables to determine the class.
[53] showed that any instance of SSClass can be converted into an instance of stochastic submodular cover as follows. The groundset $U=\{(i, 0),(i, 1): i \in[n]\}$ corresponding to the possible realizations of the variables. Consider any index $j \in\{2, \cdots B\}$. Recall the cutoff $\alpha_{j}$ and let $\beta_{j}:=\sum_{i=1}^{n} a_{i}-\alpha_{j}+1$. Define two submodular functions:

$$
R_{j}^{1}(S):=\min \left\{\alpha_{j}, \sum_{(i, 1) \in S} a_{i}\right\} \quad \text { and } \quad R_{j}^{0}(S):=\min \left\{\beta_{j}, \sum_{(i, 0) \in S} a_{i}\right\}, \quad \forall S \subseteq U .
$$

Observe that $R_{j}^{1}(S)=\alpha_{j}$ (i.e. $R_{j}^{1}$ is covered) iff the realizations in $S$ imply that the score is at least $\alpha_{j}$. Similarly, $R_{j}^{0}(S)=\beta_{j}$ iff the realizations in $S$ imply that the score is at most $\alpha_{j+1}-1$. We combine these two functions using the "OR construction" of submodular
functions to get:

$$
g_{j}(S)=\alpha_{j} \beta_{j}-\left(\alpha_{j}-R_{j}^{1}(S)\right) \cdot\left(\beta_{j}-R_{j}^{0}(S)\right)
$$

Note that $g_{j}$ is covered (i.e. has value $\alpha_{j} \beta_{j}$ ) if, and only if, either $R_{j}^{1}$ or $R_{j}^{0}$ is covered. Moreover, $g_{j}$ is monotone and submodular. Finally, we combine all these $B$ functions using the "AND" construction to obtain $f(S):=\sum_{j=2}^{B} g_{j}(S)$. Note that $f$ is monotone and submodular, and it is covered if, and only if, each of the $g_{j}$ s is covered, which implies that the class is correctly identified. Moreover, the maximal value of $f$ is $Q=\sum_{j=2}^{B} \alpha_{j} \beta_{j} \leq$ $B W^{2} \leq W^{3}$, where $W:=\sum_{i=1}^{n} a_{i}$.

Using Theorems 2.1.1 we obtain an $r$-round adaptive algorithm for independent distributions with approximation ratio $O\left(W^{3 / r} \log W\right)$ (relative to the fully adaptive optimum). See Chapter 4 for a non-adaptive (i.e., one round) algorithm that achieves an $O(1)$ approximation for stochastic score classification with independent distributions. Note that the result is not applicable for correlated distributions.

We can also extend our result to the d-dimensional score classification problem, where one needs to determine the classes of $d$ different score functions $r_{1}, \cdots r_{d}$. For each score $r_{k}$, we define a submodular function $f_{k}$ as above, and define a combined function $f(S):=$ $\sum_{k=1}^{d} f_{k}(S)$. Now, the maximal value $Q \leq d W^{3}$. So we obtain $r$-round-adaptivity gaps of $O\left(d^{1 / r} W^{3 / r} \log (d W)\right)$ for the independent case.

### 2.7 Computational Results

We provide a summary of computational results of our $r$-round adaptive algorithms for the stochastic set cover problem. We conducted all experiments using Python 3.8 and Gurobi 8.1 with a 2.3 Ghz Intel Core $i 5$ processor and 16 GB 2133 MHz LPDDR3 memory.

### 2.7.1 Stochastic Set Cover

Instances. We use the Epinions network (http://snap.stanford.edu/) and a Facebook messages dataset described in [98] to generate instances of the stochastic set cover problem. The Epinions network consists of 75,879 nodes and 508,837 directed edges. We compute
the subgraph induced by the top 1,000 nodes with the highest out-degree (this subgraph has 57, 092 directed edges) and use this to generate the stochastic set cover instance. The Facebook messages dataset consists 1,266 nodes and 6,451 directed edges. Given an underlying directed graph, we generate an instance of the stochastic set cover problem as follows. We associate the ground set $U$ with the set of nodes of the underlying graph. We associate an item $\mathcal{X}_{u}$ with each node $u$. Let $\Gamma(u)$ denote the out-neighbors of $u$. We sample a subset of $\Gamma(u)$ using the binomial distribution with $p=0.1$ for 500 times. Let $S \subseteq \Gamma(u)$ be sampled $\alpha_{S}$ times: then $\mathcal{X}_{u}$ realizes to $S \cup\{u\}$ with probability $\alpha_{S} / 500$. This ensures that $\mathcal{X}_{u}$ always covers $u$. We set $f$ to be the coverage function. We interpret the realization of a node as the set of neighbors it influences, and so $f$ computes the total number of people that are influenced. We set $Q=\delta n$ where $n$ represents the number of nodes in the underlying network. We use $\delta=0.5$ for the Epinions network. However, since the Facebook messages network is sparse, we set $\delta=0.25$ in the second instance. All costs are one.


Figure 2.1: Computational results for Stochastic Set Cover

Results. We test our $r$-round adaptive algorithm on the two kinds of instances described above. We vary the number $r$ of rounds over integers in the interval $[1, \log n]$, where $n \approx 1000$. We compare to our fully-adaptive algorithm which adapts after every probe: in each step, this algorithm probes the item that maximizes the score (2.1) with $\mathcal{S}=\emptyset$. We note that this also corresponds to the adaptive algorithm from [67]. To compute an estimate of the expected cost of any algorithm, we sample item realizations 20 times independently and take the average cost incurred. We also find an estimate of an information-theoretic lower
bound by sampling item realizations 20 times and taking the average cost of an integer linear program (solved using the Gurobi solver) that computes the optimal offline cost to cover $Q$ elements for a given realization. Note that no adaptive policy can do better than this lower bound. In fact, the gap between this information-theoretic lower bound and an optimal adaptive solution may be as large as $\Omega(Q)$ on worst-case instances. We observe that in both cases, the expected cost of our solution after only a few rounds of adaptivity is within $50 \%$ of the information-theoretic lower bound. Moreover, in $6-7$ rounds of adaptivity we notice a decrease of $\approx 8 \%$ in the expected cost and these solutions are nearly as good as fully adaptive solutions. We plot this trend in Figure 2.1. Finally, note that the increase in expected cost with rounds of adaptivity (see Figure 2.1a) can be attributed to the the probabilistic nature of our algorithm (and the experimental setup). We also notice this in the next batch of experiments.

### 2.8 Set-based Model for Rounds

Here we discuss the "set based" model for adaptive rounds, where each round probes a fixed subset of items (and incurs their total cost). In this model, as noted in [2], we can no longer require the function $f$ to be covered with probability one. We also provide an example below where the $r$-round-adaptivity gap is very large if we require coverage with probability one. Therefore, we consider solutions that are only required to cover the function with high probability. We will still compare to the (fully) adaptive optimum OPT that always covers the function.

Formally, an $r$-round adaptive solution in the set-based model proceeds as follows. For each round $i=1, \ldots, r$, it specifies a subset $\mathcal{S}_{i}$ of items (that depends on all realizations in rounds $1, \ldots, i-1)$ that are probed in parallel. The cost incurred in round $i$ is $c\left(\mathcal{S}_{i}\right)$ the total cost of all probed items in that round.

Example: Consider an instance with $|U|=1$, and function $f$ with $f(U)=1$ and $f(\emptyset)=0$. So parameter $Q=1$. There are $m$ items, where each item $i \in\{1, \ldots, m-1\}$ has cost $2^{i}$ and instantiates to $U$ with probability $\frac{1}{2}$. The last item $m$ costs $2^{m}$ and instantiates to $U$
with probability one. In the permutation model, there is a non-adaptive solution of cost $O(m)$, which just probes items in the order $1,2 \ldots, m$. On the other hand, in the set-based model with $r<m$ rounds we claim that the optimal cost is $\Omega\left(2^{m / r}\right)$ if we require $f$ to be covered with probability one. Note that any solution $\mathcal{B}$ in the set-based model with $r$ rounds is given by indices $0=i(0) \leq i(1) \leq \ldots, i(r-1) \leq i(r)=m$ where the $j^{\text {th }}$ round probes items $i(j-1)+1, \ldots, i(j)$ (if $f$ is not already covered). The probability that round $j$ is needed in $\mathcal{B}$ is $2^{-i(j-1)}$. So the expected cost of $\mathcal{B}$ is at least $\sum_{j=1}^{r} 2^{-i(j-1)} \cdot 2^{i(j)} \geq 2^{m / r}$ where we used $\sum_{j=1}^{r}(i(j)-i(j-1))=i(r)-i(0)=m$. It follows that the $r$-round adaptivity gap in the set-based model is exponential in $m$ (while the adaptivity gap is constant for the permutation model). This is the reason our set-based algorithms only cover $f$ with high probability (rather than probability one).

### 2.8.1 Conversion Theorems

While we give our main technical results in the permutation model to make the analysis easier, we can translate our $r$-round algorithm in the permutation model into one in the set-based model, as we show next. Below, OPT is the cost of an optimal fully-adaptive solution.

Theorem 2.8.1. For any $r \geq 1$ and $\eta>0$, there is a set-based $r$-round adaptive solution for stochastic submodular cover (resp. scenario submodular cover) with expected cost at most $O\left(\frac{r}{\eta} Q^{1 / r} \log Q\right) \cdot$ OPT (resp. $O\left(\frac{r}{\eta}\left(s^{1 / r} \log s+r \log Q\right) \cdot \mathrm{OPT}\right)$ ) and covers the function with probability at least $1-\eta$.

Proof. We will show the following "black box" reduction. Suppose there is an $r$-round adaptive algorithm in the permutation model with approximation ratio $\alpha$. Then, there is an algorithm in the set-based model that for any $\eta \in(0,1)$, finds an $r$-round adaptive solution that has expected cost at most $\frac{r \alpha}{\eta} \cdot$ OPT and covers the function with probability at least $1-\eta$. The theorem would then follow from Theorems 2.1.1 and 3.1.1.

Consider any solution $\mathcal{A}$ in the permutation-model that always covers the function. For each round $i=1, \ldots, r$ in $\mathcal{A}$, let $\mathcal{L}_{i}$ be the permutation to probe items and let $\mu_{i}$ be the expected cost of probed items (after applying the stopping rule). Note that $\mathcal{L}_{i}$ and $\mu_{i}$ depend
on realizations in all previous rounds. Let $\mathcal{S}_{i}$ denote the maximal prefix of $\mathcal{L}_{i}$ that has total cost at most $\frac{r}{\eta} \mu_{i}$. We define the set-based solution $\mathcal{B}$ as follows. In round $i$, we probe all items $\mathcal{S}_{i}$ in parallel. Note that the cost of solution $\mathcal{B}$ in round $i$ is at most $\frac{r}{\eta} \mu_{i}$. Taking expectations and adding over all rounds, the expected cost of $\mathcal{B}$ is at most $\frac{r}{\eta}$ times that of $\mathcal{A}$. So the cost is at most $\frac{r \alpha}{\eta} \cdot$ OPT.

We refer to round- $i$ as a failure if the round- $i$ stopping rule (in $\mathcal{A}$ ) does not apply by the end of $\mathcal{S}_{i}$. By Markov's inequality, the probability that round- $i$ is a failure is at most $\frac{\eta}{r}$. Using a union bound over all $r$ rounds, the probability of a failure in any round is at most $\eta$. Note that, if there is no failure then solution $\mathcal{B}$ indeed covers the function fully: as the items probed by $\mathcal{B}$ is a superset of those probed by $\mathcal{A}$. Hence, solution $\mathcal{B}$ covers the function with probability at least $1-\eta$.

Note that the approximation ratios for the set-based model are only a factor $r$ more than in the permutation model (assuming that the "failure probability" $\eta$ is any constant). So this is a good result for small (constant) $r$. When the number of rounds $r$ is larger, we have a different approach that does not lose this factor $r$ in the approximation ratio, but uses $O(r)$ set-based rounds.

Theorem 2.8.2. For any $r \geq 1$, in the set-based model:

- there is a $2 r$-round adaptive algorithm for stochastic submodular cover with expected cost at most $O\left(Q^{1 / r} \log Q\right) \cdot$ OPT
- there is a 4r-round adaptive algorithm for scenario submodular cover with expected cost at most $O\left(s^{1 / r} \log (s Q)\right) \cdot$ OPT
that covers the function with probability at least $1-e^{-\Omega(r)}$.
Proof. We first consider stochastic submodular cover. We make use of the partial cover algorithm ParCA (Theorem 2.4.1) in an iterative manner (similar to the $r$-round algorithm in the permutation model). The difference is that we will run ParCA for $2 r$ set-based rounds (instead of $r$ ). The items probed in each set-based round is a prefix of the permutation-based round. Algorithm 3 gives a formal description. The state at any round is the tuple $(\mathcal{T}, T)$ consisting of previously probed items and their realizations. For the analysis, we view the
iterative algorithm as a $2 r$ depth tree, where the nodes at depth $i$ are the states in round $i$ and the branches out of each node represent the observed realizations in that round. For any $i \in[2 r]$, let $\Omega_{i}$ denote all the states in round $i$ : note that these form a partition of the outcome space.

```
Algorithm \(32 r\)-round set-based algorithm for stochastic submodular cover
    let \(\mathcal{T} \leftarrow \emptyset\) denote the probed items and \(T \leftarrow \emptyset\) their realization.
    for \(i=1,2, \ldots, 2 r\) do
        run ParCA \(\left(\mathcal{X} \backslash \mathcal{T}, f_{T}, Q-f(T), Q^{-1 / r}\right)\).
        let \(\mathcal{L}_{i}\) denote the permutation on items \(\mathcal{X} \backslash \mathcal{T}\) from ParCA.
        let \(\mu_{i}\) be the expected cost of probing \(\mathcal{L}_{i}\) (in the permutation model).
        let \(\mathcal{R}_{i}\) denote the maximal prefix of \(\mathcal{L}_{i}\) of cost at most \(4 \mu_{i}\).
        probe items \(\mathcal{R}_{i}\) in the set-based solution and let \(R_{i}\) denote their realizations.
        update \(\mathcal{T} \leftarrow \mathcal{T} \cup \mathcal{R}_{i}\) and \(T \leftarrow T \cup R_{i}\).
```

Expected cost. For any state $\omega \in \Omega_{i}$, let OPT $(\omega)$ denote the expected cost of the optimal adaptive policy conditioned on the realizations in $\omega$. By Theorem 2.4.1, conditioned on $\omega$, the expected cost $\mu_{i}(\omega)$ of the permutation $\mathcal{L}_{i}(\omega)$ is at most $\alpha \cdot \operatorname{OPT}(\omega)$ where $\alpha=O\left(\frac{1}{r} Q^{1 / r} \log Q\right)$. Note that the cost of the set-based round is at most $4 \cdot \mu_{i}(\omega)$. Hence, the (unconditional) expected cost in round $i$ is at most

$$
4 \sum_{\omega \in \Omega_{i}} \operatorname{Pr}[\omega] \cdot \mu_{i}(\omega) \leq 4 \alpha \sum_{\omega \in \Omega_{i}} \operatorname{Pr}[\omega] \cdot \mathrm{OPT}(\omega)=4 \alpha \cdot \mathrm{OPT},
$$

where we used that $\Omega_{i}$ is a partition of all outcomes. It follows that the expected cost of the set-based algorithm is at most $2 r \cdot 4 \alpha \cdot$ OPT $=8 r \alpha \cdot$ OPT as claimed.

Completion probability. Consider any round $i$ and state $\omega \in \Omega_{i}$. Recall that $T$ denotes the realizations from prior rounds. The stopping rule for the permutation $\mathcal{L}_{i}(\omega)$ in PARCA is that the residual target drops by a factor $\delta=Q^{-1 / r}$. In other words, if $S$ denotes the realizations observed in permutation $\mathcal{L}_{i}(\omega)$ then the stopping rule is $Q-f(T \cup S)<$ $\delta \cdot(Q-f(T))$. Recall that the set-based round- $i$ involves probing the prefix $\mathcal{R}_{i}(\omega)$ of $\mathcal{L}_{i}(\omega)$ having cost $4 \cdot \mu_{i}(\omega)$. This round is said to be a success if the stopping rule applies by the end of $\mathcal{R}_{i}(\omega)$. By the choice of $\mathcal{R}_{i}$ and Markov's inequality, the probability that this round
is a success is at least $\frac{3}{4}$. So the expected number of successful rounds is at least $2 r \cdot \frac{3}{4}=\frac{3}{2} r$. Moreover, the success events in different rounds $i=1, \ldots, 2 r$ are independent. Hence, by a Chernoff bound, the probability of seeing less than $r$ successes out of $2 r$ rounds is at most $e^{-\Omega(r)}$. Finally, note that if there are at least $r$ successes then the function $f$ gets covered completely as each success reduces the residual target by a factor $Q^{-1 / r}$. It follows that our algorithm covers $f$ with probability $1-e^{-\Omega(r)}$ as claimed.

The proof for scenario submodular cover is identical, except for the use of SPARCA (Corollary 3.5.6) instead of ParCA.

### 2.9 Items realizing to subsets

Here, we consider a seemingly more general model for stochastic submodular cover, where each item realizes to a subset of elements. As before, there is a monotone submodular function $f: 2^{U} \rightarrow \mathbb{Z}_{\geq 0}$ with $Q:=f(U)$. There are $m$ items, where each item $\mathcal{X}_{i}$ has $\operatorname{cost} c_{i}$ and realizes to a random subset of $U$. (In the basic model, each item realizes to a single element.) The goal is to select a set of items such that the union $S$ of their corresponding realizations satisfies $f(S)=Q$, and the expected cost is minimized. We can reduce this model to the usual one (considered in the paper) as follows. Let $W:=2^{U}$ denote an expanded groundset consisting of all subsets of $U$. Let function $g: 2^{W} \rightarrow \mathbb{Z}_{\geq 0}$ be defined as $g(R)=f\left(\cup_{r \in R} r\right)$ for any $R \subseteq W$. Note that $g$ is monotone submodular as $f$ is. Note that each item $\mathcal{X}_{i}$ realizes to a single element of the expanded set $W$. Moreover, covering function $g$ is equivalent to covering $f$, and both have maximal value $Q$. So it suffices to solve the usual model with single-element realizations. However, the difficulty with this reduction is that the number of elements $|W|$ is exponential. Using the fact that our algorithm's runtime is independent of the size of the groundset (see remark after Algorithm 2), it follows that we obtain a polynomial (in $m, Q, c_{\max }$ ) time algorithm for this more general model as well.

### 2.10 Estimating Scores in Algorithm ParCA

The partial covering algorithm PARCA (Algorithm 1) relies on computing the maximum score according to (2.1). We are not aware of a closed-form expression to calculate the score for general functions $f$. Instead, we show that sampling can be used to estimate these scores, which suffices for the overall algorithm. At any point in algorithm ParCA, let $\mathcal{S} \subseteq \mathcal{X}$ denote the items already added to the non-adaptive list $L$. Then, we need to compute the maximum $\operatorname{score}\left(\mathcal{X}_{e}\right)=\frac{g_{e}}{c_{e}}$ over $\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}$, where
$g_{e}:=\sum_{S \sim \mathcal{S}: f(S) \leq \tau} \mathbf{P}(\mathcal{S}=S) \cdot \mathbb{E}_{X_{e} \sim \mathcal{X}_{e}}\left[\frac{f\left(S \cup X_{e}\right)-f(S)}{Q-f(S)}\right]=\mathbb{E}_{\mathcal{S}, \mathcal{X}_{e}}\left[\mathbf{1}_{f(S) \leq \tau} \cdot \frac{f\left(S \cup X_{e}\right)-f(S)}{Q-f(S)}\right]$.
To this end, we use $K=O\left(m^{2} c_{\max } \log \left(m c_{\max }\right)\right)$ independent samples to obtain an estimate $\overline{g_{e}}$ for each item $e$. Then, we choose the item that maximizes $\frac{\overline{g_{e}}}{c_{e}}$. Note that the time taken in each step is $O(m \cdot K)$, so the overall time taken by algorithm PARCA is $O\left(m^{2} K\right)=$ $\operatorname{poly}\left(m, c_{\max }\right)$.

Let $L$ denote the list produced by the (sampling based) ParCA algorithm, and let NA be the resulting non-adaptive solution. We now show that the expected cost of NA is $O\left(\frac{1}{\delta} \log \frac{1}{\delta}\right) \cdot$ OPT. As before, OPT is the cost of an optimal fully-adaptive solution. This would prove Theorem 2.4.1 even for the sampling-based PARCA algorithm.

Lemma 2.10.1. At any step, with already added items $\mathcal{S}$, we have $\operatorname{Pr}[f(S) \leq \tau] \leq \sum_{\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}} g_{e}$. Proof. We can write:

$$
\begin{aligned}
\sum_{\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}} g_{e} & =\sum_{\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}} \mathbb{E}_{\mathcal{S}, \mathcal{X}_{e}}\left[\mathbf{1}_{f(S) \leq \tau} \cdot \frac{f\left(S \cup X_{e}\right)-f(S)}{Q-f(S)}\right]=\mathbb{E}_{\mathcal{X}}\left[\mathbf{1}_{f(S) \leq \tau} \cdot \sum_{\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}} \frac{f\left(S \cup X_{e}\right)-f(S)}{Q-f(S)}\right] \\
& \geq \mathbb{E}_{\mathcal{X}}\left[\mathbf{1}_{f(S) \leq \tau} \cdot \frac{f(X)-f(S)}{Q-f(S)}\right]=\mathbb{E}_{\mathcal{X}}\left[\mathbf{1}_{f(S) \leq \tau}\right]=\operatorname{Pr}[f(S) \leq \tau]
\end{aligned}
$$

Above, the inequality is by submodularity and the second-last equality uses the fact that $f(X)=Q$ with probability one.

Let $L^{\prime}$ denote the maximal prefix of list $L$ where $\max _{e} g_{e} \geq \varepsilon:=\frac{1}{m^{2} c_{\text {max }}}$ at each step. Let $N A^{\prime}$ denote the cost incurred by the non-adaptive solution on items in $L^{\prime}$ and $N A^{\prime \prime}$ be the cost
incurred on items $L \backslash L^{\prime}$. Clearly, $\mathbb{E}[\mathrm{NA}]=\mathbb{E}\left[\mathrm{NA}^{\prime}\right]+\mathbb{E}\left[\mathrm{NA}^{\prime \prime}\right]$.
By Lemma 2.10.1, it follows that after $L^{\prime}$ ends, we have $\operatorname{Pr}[f(S) \leq \tau] \leq m \cdot \max _{e} g_{e} \leq$ $m \varepsilon \leq \frac{1}{m c_{\max }}$. In other words, $\operatorname{Pr}\left[\mathrm{NA}\right.$ continues after $\left.L^{\prime}\right] \leq \frac{1}{m c_{\max }}$ and hence

$$
\mathbb{E}\left[\mathrm{NA}^{\prime \prime}\right] \leq \operatorname{Pr}\left[\mathrm{NA} \text { continues after } L^{\prime}\right] \cdot m c_{\max }=O(1)
$$

It now remains to bound $\mathbb{E}\left[\mathrm{NA}^{\prime}\right]$.
Let NA denote any non-adaptive solution obtained by algorithm PARCA assuming that it always selects an item $\mathcal{X}_{e}$ with $\operatorname{score}\left(\mathcal{X}_{e}\right) \geq \frac{1}{4} \max _{i} \operatorname{score}\left(\mathcal{X}_{i}\right)$. In words, $\overline{\mathrm{NA}}$ is built using items having $\frac{1}{4}$-approximately maximum score. It can be easily verified that the analysis in $\S 2.4 .1$ can be extended to prove $\mathbb{E}[\overline{\mathrm{NA}}] \leq O\left(\frac{1}{\delta} \log \frac{1}{\delta}\right) \cdot$ OPT. (The only change is an additional factor of $\frac{1}{4}$ in the right-hand-side of (2.13).) We now bound $\mathbb{E}\left[\mathrm{NA}^{\prime}\right]$ using $\mathbb{E}[\overline{\mathrm{NA}}]$.

Lemma 2.10.2. Consider any item $\mathcal{X}_{e}$ in $L^{\prime}$ (with $\mathcal{S}$ denoting all previous items). Then, we have $\operatorname{score}\left(\mathcal{X}_{e}\right) \geq \frac{1}{4} \max _{\mathcal{X}_{i} \in \mathcal{X} \backslash \mathcal{S}} \operatorname{score}\left(\mathcal{X}_{i}\right)$ with probability at least $1-\frac{1}{m^{2} c_{\max }}$.

Proof. We partition the remaining items $\mathcal{X} \backslash \mathcal{S}$ into $I^{+}=\left\{i: g_{i} \geq \varepsilon / 4\right\}$ and $I^{-}=\left\{j: g_{j}<\right.$ $\varepsilon / 4\}$.

Consider any item $i \in I^{+}$: so $g_{i} \geq \varepsilon / 4$. As $\bar{g}_{i}$ is the average of $K$ independent samples each of mean $g_{i}$, using a Chernoff bound we obtain $\operatorname{Pr}\left[\frac{1}{2} g_{i} \leq \bar{g}_{i} \leq 2 g_{i}\right] \geq 1-e^{-\Omega(\varepsilon K)} \geq$ $1-\frac{1}{m^{3} c_{\max }}$. Now consider an item $j \in I^{-}$: so $g_{j}<\varepsilon / 4$. By a Chernoff bound again, $\operatorname{Pr}\left[\overline{g_{j}}>\varepsilon / 2\right] \leq e^{-\Omega(\varepsilon K)} \leq \frac{1}{m^{3} c_{\max }}$. So, with probability at least $1-\frac{1}{m^{2} c_{\max }}$,

$$
\frac{1}{2} g_{i} \leq \bar{g}_{i} \leq 2 g_{i} \text { for all } i \in I^{+}, \text {and } \bar{g}_{j} \leq \frac{\varepsilon}{2} \text { for all } j \in I^{-}
$$

Below, we condition on this event.
As item $e$ is in $L^{\prime}$, we know that $\max _{i} g_{i} \geq \varepsilon$. So $I^{+} \neq \emptyset$. Recall that $\bar{g}_{e}=\max _{i} \bar{g}_{i}$. Combined with the above, it follows that $e \in I^{+}$. Moreover,

$$
g_{e} \geq \frac{1}{2} \bar{g}_{e}=\frac{1}{2} \max _{i} \bar{g}_{i}=\frac{1}{2} \max _{i \in I^{+}} \bar{g}_{i} \geq \frac{1}{4} \max _{i \in I^{+}} g_{i}=\frac{1}{4} \max _{i} g_{i} .
$$

This completes the proof.

We say that the sampling was successful if the event in Lemma 2.10.2 occurs for every item in $L^{\prime}$. As there are at most $m$ items, sampling is successful with probability at least $1-\frac{1}{m c_{\text {max }}}$. Conditioned on the sampling being successful, $L^{\prime}$ is a prefix of some non-adaptive solution $\overline{N A}$ that always selects an item having $\frac{1}{4}$-approximately maximum score. Hence,

$$
\mathbb{E}\left[\mathrm{NA}^{\prime} \mid \text { sampling successful }\right] \leq \mathbb{E}[\overline{\mathrm{NA}}] \leq O\left(\frac{1}{\delta} \log \frac{1}{\delta}\right) \cdot \mathrm{OPT} .
$$

If sampling is not successful then $N A^{\prime}$ costs at most $m c_{\text {max }}$. So,
$\mathbb{E}\left[\mathrm{NA}^{\prime}\right] \leq \mathbb{E}\left[\mathrm{NA}^{\prime} \mid\right.$ sampling successful $]+\operatorname{Pr}($ sampling not successful $) \cdot m c_{\max } \leq O\left(\frac{1}{\delta} \log \frac{1}{\delta}\right) \cdot$ OPT .
It now follows that $\mathbb{E}[\mathrm{NA}]=\mathbb{E}\left[\mathrm{NA}^{\prime}\right]+\mathbb{E}\left[\mathrm{NA}^{\prime \prime}\right] \leq O\left(\frac{1}{\delta} \log \frac{1}{\delta}\right) \cdot \mathrm{OPT}$ as desired.

## Chapter 3

## Scenario Submodular Cover

### 3.1 Introduction

In this chapter we give algorithms for the scenario submodular cover problem (ScnSC). An instance of ScnSC is the same as an instance of SSC with the difference that the realizations of the random variables may be correlated. To keep the chapter self-contained, we repeat details from the previous chapter as required.

Recall that the submodular cover optimization problem requires us to pick a minimumcost subset $S$ of items to cover a monotone submodular function $f$. In the previous chapter, we discussed an application of submodular cover to sensor deployment. In this chapter, a more relevant application is in medical diagnosis as described next.

In the medical diagnosis example, we have $s$ possible conditions (hypotheses) the patient may suffer from along with the priors on their occurrence, and our goal is to perform tests to identify the correct condition as quickly as possible [49, 78, 37, 35]. This can be cast as submodular cover by viewing each test as eliminating all inconsistent hypotheses. Hence we want a coverage value of $s-1$ : once $s-1$ inconsistent hypotheses are eliminated, the remaining one must be correct. Observe that both this application involves uncertain data: the precise outcome (positive/negative) of a test is not known until the action has been taken. This uncertainty can be modeled using stochastic submodular optimization, where the items are stochastic, and their realizations are correlated.

As before, a solution for such a problem is a sequential decision process. At each step,
an item is probed and its realization (e.g., active or inactive) is observed. The process is typically adaptive, where all the information from previously probed items is used to identify the next item to probe. This process continues until the submodular function is covered, and the goal is to minimize the expected cost of probed items. Such adaptive solutions are inherently fully sequential, which is undesirable if probing an item is time-consuming. E.g., probing/performing a test in medical diagnosis may involve a long wait for test results. Therefore, we prefer solutions with only few rounds of adaptivity.

Motivated by this, we ask: how well do solutions with only a few adaptive rounds approximate fully-adaptive solutions for the stochastic submodular cover problem with correlated items?

We give nearly tight answers, with smooth tradeoffs between the number $r$ of adaptive rounds and the solution quality (relative to fully adaptive solutions).

The main contribution of our work is an $r$-round adaptive solution for stochastic submodular cover in the "set-based" model for adaptive rounds. In this model, a fixed subset of items is probed in parallel every round (and their total cost is incurred). The decisions in the current round can depend on the realizations seen in all previous rounds. However, as noted in [2], if we require function $f$ to be covered with probability one then the $r$-round-adaptivity gap turns out to be very large. (See $\S 2.8$ for an example.)

Therefore, we focus on set-based solutions that are only required to cover the function with high probability.

In designing algorithms, it turns out to be more convenient to work with the "permutation" model for adaptive rounds, where the function is covered with probability one. This model was also used in prior literature [54, 2]. Here, every round of an $r$-round-adaptive solution specifies an ordering of all remaining items and probes them in this order until some stopping rule. See Definition 3.3.2 for a formal definition. Moreover, our $r$-round adaptive algorithm in the permutation model can be transformed into an $r$-round adaptive algorithm in the set-based model (see Chapter 2 for details). We obtain algorithms in the set-based model that:

- for any $\eta \in(0,1)$, finds an $r$-round adaptive solution that has expected cost at most $\frac{r \alpha}{\eta} \cdot$ OPT and covers the function with probability at least $1-\eta$.
- finds an $O(r)$-round adaptive solution that has expected cost at most $O(\alpha) \cdot$ OPT and covers the function with probability at least $1-e^{-\Omega(r)}$.

Here OPT is the cost of an optimal fully-adaptive solution and $\alpha$ is the approximation ratio of our algorithm in the permutation model. The first algorithm above is for the case where $r$, the number of rounds of adaptivity, is small (say, a constant). In this, we keep the number of rounds the same, but we lose a factor $r$ in the expected cost. The second algorithm is for the case that $r$ is large, e.g., more than a constant. Here, the number of set-based rounds increases by a factor 2 , but we only lose a constant factor in expected cost. We formalize and prove these results in $\S 2.8$. For the rest of the chapter, an $r$-round adaptive algorithm refers to an an $r$-round adaptive algorithm in the permutation model (unless specified otherwise).

### 3.1.1 Results and Techniques

Consider a monotone submodular function $f: 2^{U} \rightarrow \mathbb{Z}_{\geq 0}$ with $Q:=f(U)$. There are $m$ items, where each item $i$ is a random variable $\mathcal{X}_{i}$ having cost $c_{i}$ and corresponding to a random element of $U$. (Our results extend to the more general setting where each item realizes to a subset of $U$.) The goal is to select a set of items such that the union $S$ of their corresponding realizations satisfies $f(S)=Q$, and the expected cost is minimized. Our main result is when the items have correlated distributions. Let $s$ denote the support size of the joint distribution $\mathcal{D}$, i.e., the number of scenarios.

Theorem 3.1.1 (Correlated Items). For any integer $r \geq 1$, there is an r-round adaptive algorithm for scenario submodular cover with cost $O\left(s^{1 / r}(\log s+r \log Q)\right)$ times the cost of an optimal adaptive algorithm.

We also obtain a $2 r$-round adaptive algorithm with an better cost guarantee of $O\left(s^{1 / r} \log (s Q)\right)$ times the cost of an optimal adaptive algorithm (see Corollary 3.5.6). Combined with the conversion to a set-based solution (Theorem 2.8.2) and setting $r=\log s$, we can then infer:

Corollary 3.1.2 (Correlated Items: Set-Based Model). There is an $O(\log s)$ round algorithm for scenario submodular cover in the set-based model that (i) has expected cost $O(\log (s Q))$ times the optimal (fully) adaptive cost, and (ii) covers the function with probability at least $1-\frac{1}{s}$.

The above approximation guarantee is nearly the best possible, even with an arbitrary number of adaptive rounds: there is an $\Omega(\log s)$-factor hardness of approximation [27]. Scenario submodular cover generalizes the classic optimal decision tree problem [49, 66, 86, 78, $37,1,63]$. A fully-adaptive $O(\log (s Q))$-approximation for scenario submodular cover was obtained in [58]; see also [92] for a more general result. In terms of rounds-of-adaptivity, an $O\left(\log \left(m Q \frac{c_{\text {max }}}{p_{\text {min }}}\right)\right)$-approximation in $O\left(\log m \log \left(Q m \frac{c_{\text {max }}}{p_{\text {min }}}\right)\right)$ set-based rounds follows from [58, 44]. Here $p_{\min } \leq \frac{1}{s}$ is the minimum probability of any scenario.

We note that when the number of rounds is less than logarithmic, our result provides the first approximation guarantee even in the well-studied special case of optimal decision tree.

The results in Theorem 2.1.1 and Theorem 3.1.1 are incomparable: while the independent case has more structure in the distribution $\mathcal{D}$, its support size is exponential. Finally, the dependence on the support size $s$ is necessary in the correlated setting, as our next result shows.

Theorem 3.1.3 (Lower Bound). For any integer $r \geq 1$, there is an instance of scenario submodular cover with $Q=1$ where the cost of any r-round adaptive solution is $\Omega\left(\frac{s^{1 / r}}{\log s}\right)$ times the optimal adaptive cost.

This lower bound is information-theoretic and does not depend on computational assumptions, whereas the upper bound of Theorem 3.1.1 is given by a polynomial algorithm.

Finally, we note that our algorithm is also easy to implement. We tested are algorithm on synthetic and real datasets that validate the practical performance of our algorithms. Specifically, we test our algorithm on instances of optimal decision tree. We use both real-world data and synthetic data. The real-world data has $\approx 400$ scenarios and the synthetic data has 10,000 scenarios. We find that about 6 rounds of adaptivity suffice to obtain solutions as good as fully adaptive ones. We also compared our algorithm's cost to information-theoretic lower bounds: our costs are typically within $50 \%$ of these lower bounds.

Techniques. In each round the algorithm, we iteratively compute a "score" for each item and greedily select the item of maximum score. This results in a non-adaptive list of all remaining items, and the items are probed in this order until a stopping rule. The SPARCA
rule involves reducing the number of "compatible scenarios" by an $s^{1 / r}$ factor in the correlated case.

The analysis for Theorem 3.1.1 is as follows. For each $i \geq 0$, we relate the "noncompletion" probabilities of the algorithm after cost $\alpha \cdot 2^{i}$ to the optimal adaptive solution after cost $2^{i}$. The "stretch" factor $\alpha$ corresponds to the approximation ratio. In order to relate these non-completion probabilities, we consider the total score $G$ of items selected by the algorithm between cost $\alpha 2^{i-1}$ and $\alpha 2^{i}$. The crux of the analysis lies in giving lower and upper bounds on the total score $G$ (as in the independent case).

The score of any item $\mathcal{X}_{e}$ is the sum of two terms (i) its expected relative marginal gain as in the independent case, and (ii) an estimate of the probability on "eliminated" scenarios. Both terms are needed because the algorithm needs to balance (i) covering the function and (ii) identifying the realized scenario (after which it is trivial to cover $f$ ). Again, we normalize by the item's cost. See Equation (3.1). In lower bounding the total score $G$, we partition the outcome space into good/okay/bad outcomes that correspond to a high conditional probability of OPT (i) covering function $f$ by cost $2^{i}$, (ii) eliminating a constant fraction of scenarios by cost $2^{i}$, or (iii) neither of the two cases. Further, by restricting to outcomes that have a "large" number of compatible scenarios (else, the algorithm's stopping rule would apply), we can bound the number of "relevant" outcomes by $s^{1 / r}$. Then we consider OPT (up to cost $2^{i}$ ) conditional on all good/okay outcomes and show that one of these items has a high score. To upper bound $G$, we again consider the total score as a sum over decision paths.

### 3.2 Related Work

We refer the reader to Chapter 2 for related work on the submodular cover problem, and on the stochastic submodular cover problem when item realizations are independent (a special case of this problem is the stochastic set cover problem).

The scenario submodular cover problem was introduced in [58] as a common generalization of several problems including optimal decision tree [49, 63], equivalence class determination [35] and decision region determination [69]. An $O(\log (s Q))$ fully adaptive algorithm
was obtained in [58]. The same approximation ratio (in a more general setting) was also obtained in [92]. In the correlated setting, we are not aware of any prior work on limited rounds of adaptivity (when the number of rounds $r<\log s$ ). Some aspects of our analysis (e.g., good/okay/bad outcomes) are similar to [92], but additional work is needed as we have to bound the $r$-round-adaptivity gap.

The framework of "adaptive submodularity", introduced by [56], models correlations in stochastic submodular cover in a different way. Adaptive submodularity is a combined condition on the goal function $f$ (that needs to be covered) and the distribution $\mathcal{D}$ on items. While stochastic submodular cover with independent items satisfies adaptive-submodularity, scenario submodular cover does not. Although scenario submodular cover is not a special case of AdSubCov, [58] showed that scenario submodular cover can be re-formulated as AdSubCov with a different goal function that is adaptive-submodular. However, this new goal function has a larger " $Q$ value" of $\frac{Q}{p_{m i n}}$. So, when the algorithm from [44] is applied to this new goal function, it only implies an $O\left(\log \left(m Q \frac{c_{\max }}{p_{\min }}\right)\right)$-approximation in $O\left(\log m \log \left(Q m \frac{c_{\max }}{p_{\min }}\right)\right)$ rounds (this can be compared to Corollary 3.1.2). To the best of our knowledge, there are no algorithms for AdSubCov using fewer than squared-logarithmic rounds of adaptivity.

### 3.3 Definitions

In the scenario submodular cover problem, the input is a collection of $m$ random variables (or items) $\mathcal{X}=\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{m}\right\}$. Each item $\mathcal{X}_{i}$ has a cost $c_{i} \in \mathbb{R}_{+}$, and realizes to a random element of groundset $U$. Let the joint distribution of $\mathcal{X}$ be denoted by $\mathcal{D}$ (this captures correlations). The realization of item $\mathcal{X}_{i}$ is denoted by $X_{i} \in U$; this realization is only known when $\mathcal{X}_{i}$ is probed at a cost of $c_{i}$. Extending this notation, given a subset of items $\mathcal{S} \subseteq \mathcal{X}$, its realization is denoted $S=\left\{X_{i}: \mathcal{X}_{i} \in \mathcal{S}\right\} \subseteq U$.

In addition, we are given an integer-valued monotone submodular function $f: 2^{U} \rightarrow \mathbb{Z}_{+}$ with $f(U)=Q$. A realization $S$ of items $\mathcal{S} \subseteq \mathcal{X}$ is feasible if and only if $f(S)=Q$ the maximal value; in this case, we also say that $\mathcal{S}$ covers $f$. The goal is to probe (possibly adaptively) a subset $\mathcal{S} \subseteq \mathcal{X}$ of items that gets realized to a feasible set. We use the shorthand $c(\mathcal{S}):=\sum_{i: \mathcal{X}_{i} \in \mathcal{S}} c_{i}$ to denote the total cost of items in $\mathcal{S} \subseteq \mathcal{X}$. The objective is to minimize
the expected cost of probed items, where the expectation is taken over the randomness in $\mathcal{X}$. We consider the following types of solutions.

Definition 3.3.1. For an integer $r \geq 1$, an $r$-round-adaptive solution in the set-based model proceeds as follows. For each round $k=1, \ldots, r$, it specifies a subset $\mathcal{S}_{k}$ of items that is probed in parallel. The cost incurred in round $k$ is $c\left(\mathcal{S}_{k}\right)$ the total cost of all probed items in that round. The subset $\mathcal{S}_{k}$ in round $k$ can depend on realizations seen in all previous rounds $1, \ldots, k-1$.

In the set-based model, we allow solutions to be infeasible (i.e., fail to cover $f$ ) with some small probability $\eta>0$. As shown in Appendix 2.8, such a relaxed solution is necessary. In designing algorithms, we will work with the "permutation" model, as defined next.

Definition 3.3.2. For an integer $r \geq 1$, an $r$-round-adaptive solution in the permutation model proceeds in $r$ rounds of adaptivity. In each round $k \in\{1, \ldots, r\}$, the solution specifies an ordering of all remaining items and probes them in this order until some stopping rule. The decisions in round $k$ can depend on the realizations seen in rounds $1, \ldots, k-1$.

In the permutation model, solutions must be feasible with probability one. As shown in Appendix 2.8, our algorithms in the permutation model can be converted into algorithms in the set-based (with similar approximation ratios). Henceforth, an $r$-round adaptive algorithm refers to an an $r$-round adaptive algorithm in the permutation model (unless specified otherwise).

Setting $r=1$ in Definition 3.3.2 gives us a non-adaptive solution as studied in [54, 2]. Setting $r=m$ gives us a (fully) adaptive solution. Having more rounds leads to a smaller objective value, so adaptive solutions have the least objective value. Our performance guarantees are relative to an optimal fully adaptive solution; let OPT denote this solution and its cost. The r-round-adaptivity gap is defined as follows:

$$
\sup _{\text {instance } I} \frac{\mathbb{E}[\text { cost of best } r \text {-round adaptive solution on } I]}{\mathbb{E}[\text { cost of best adaptive solution on } I]}
$$

Setting $r=1$ gives the adaptivity gap.

### 3.4 Scenario Submodular Cover

In this section, we describe an $r$-round adaptive algorithm for the scenario submodular cover problem. As before, we have a collection of $m$ stochastic items $\mathcal{X}=\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{m}\right\}$ with costs $c_{i}$. In contrast to the independent case, the stochastic items here are correlated, and their joint distribution $\mathcal{D}$ is given as input. The goal is to minimize the expected cost of a solution $\mathcal{S} \subseteq \mathcal{X}$ that realizes to a feasible set (i.e., $f(S)=Q$ ).

The joint distribution $\mathcal{D}$ specifies the (joint) probability that $\mathcal{X}$ realizes to any outcome $X \in U^{m}$. We refer to the realizations $X \in U^{m}$ that have a non-zero probability of occurrence as scenarios. Let $s=|\mathcal{D}|$ denote the number of scenarios in $\mathcal{D}$. The set of scenarios is denoted $M=\{1, \cdots, s\}$ and $p_{\omega}$ denotes the probability of each scenario $\omega \in M$. Note that $\sum_{\omega=1}^{s} p_{\omega}=1$. For each scenario $\omega \in M$ and item $\mathcal{X}_{e}$, we denote by $X_{e}(\omega) \in U$ the realization of $\mathcal{X}_{e}$ in scenario $\omega$. The distribution $\mathcal{D}$ can be viewed as selecting a random realized scenario $\omega^{*} \in M$ according to the probabilities $\left\{p_{\omega}\right\}$, after which the item realizations are deterministically set to $\left\langle X_{1}\left(\omega^{*}\right), \cdots, X_{m}\left(\omega^{*}\right)\right\rangle$. However, an algorithm does not know the realized scenario $\omega^{*}$ : it only knows the realizations of the probed items (using which it can infer a posterior distribution for $\omega^{*}$ ). As stated in $\S 4.2$, our performance guarantee in this case depends on the support-size $s$. We will also show that such a dependence is necessary (even when $Q$ is small).

For any subset $\mathcal{S} \subseteq \mathcal{X}$ of items, we denote by $S(\omega)$, the realizations for items in $\mathcal{S}$ under scenario $\omega$. We say that scenario $\omega$ is compatible with a realization of $\mathcal{S} \subseteq \mathcal{X}$ if and only if, $\mathcal{X}_{e}$ realizes to $X_{e}(\omega)$ for all items $\mathcal{X}_{e} \in \mathcal{S}$.

### 3.4.1 The Algorithm

Similar to the algorithm for the independent case, it is convenient to solve a partial cover version of the scenario submodular cover problem. However, the notion of partial progress is different: we will use the number of compatible scenarios instead of function value. Formally, in the partial version, we are given a parameter $\delta \in[0,1]$ and the goal is to probe some items $\mathcal{R}$ that realize to a set $R$ such that either (i) the number of compatible scenarios is less than $\delta s$ or (ii) the function $f$ is fully covered. Clearly, if $\delta=1 / s$ then case (i) cannot happen (it
corresponds to zero compatible scenarios), so the function $f$ must be fully covered. We will use this algorithm with different parameters $\delta$ to solve the $r$-round version of the problem. The main result of this section is:

Theorem 3.4.1. There is a non-adaptive algorithm for the partial cover version of scenario submodular cover with cost $O\left(\frac{1}{\delta}\left(\ln \frac{1}{\delta}+\log Q\right)\right)$ times the optimal adaptive cost for the (full) submodular cover.

The algorithm first creates an ordering/list $L$ of the items non-adaptively; that is, without knowing the realizations of the items. To do so, at each step we pick a new item that maximizes a carefully-defined score function (Equation (3.1)). The score of an item depends on an estimate of progress towards (i) eliminating scenarios and (ii) covering function $f$. Before we state this score formally, we need some definitions.

Definition 3.4.1. For any $\mathcal{S} \subseteq \mathcal{X}$ let $\mathcal{H}(\mathcal{S})$ denote the partition $\left\{Y_{1}, \cdots, Y_{\ell}\right\}$ of the scenarios $M$ where all scenarios in a part have the same realization for items in $\mathcal{S}$. Let $\mathcal{Z}:=\{Y \in$ $\mathcal{H}(\mathcal{S}):|Y| \geq \delta s\}$ be the set of "large" parts having size at least $\delta s$.

In other words, scenarios $\omega$ and $\sigma$ lie in the same part of $\mathcal{H}(\mathcal{S})$ if and only if $S(\omega)=S(\sigma)$. Note that partition $\mathcal{H}(\mathcal{S})$ does not depend on the realization of $\mathcal{S}$. Moreover, after probing and realizing items $\mathcal{S}$, the set of compatible scenarios must be one of the parts in $\mathcal{H}(\mathcal{S})$. Also, the number of "large" parts $|\mathcal{Z}| \leq \frac{s}{\delta s}=\frac{1}{\delta}$ as the number of scenarios $|M|=s$. See Figure 3.1a for an example.

Definition 3.4.2. For any $\mathcal{X}_{e} \in \mathcal{X}$ and subset $Z \subseteq M$ of scenarios, consider the partition of $Z$ based on the realization of $\mathcal{X}_{e}$. Let $B_{e}(Z) \subseteq Z$ be the largest cardinality part, and define $L_{e}(Z):=Z \backslash B_{e}(Z)$.

Note that $L_{e}(Z)$ is comprised of several parts of the above partition of $Z$. If the realized scenario $\omega^{*} \in L_{e}(Z)$ and $\mathcal{X}_{e}$ is selected then, at least half the scenarios in $Z$ will be eliminated (as being incompatible with $X_{e}$ ). Figure 3.1b illustrates these definitions.

For any $Z \in \mathcal{H}(\mathcal{S})$, note that the realizations $S(\omega)$ are identical for all $\omega \in Z$ : we use $S(Z) \subseteq U$ to denote the realization of $\mathcal{S}$ under each scenario in $Z$.

(a) We have $\mathcal{S}=\left\{\mathcal{X}_{e_{1}}, \mathcal{X}_{e_{2}}\right\}$, and we partition the set of scenarios $M$ based on outcomes of $\mathcal{S}$ to get $\mathcal{H}(S)=\left\{Y_{1}, Y_{2}, Y_{3}\right\}$.

(b) We further partition scenarios $Y_{2}$ based on realizations of $\mathcal{X}_{e_{3}}$. The part of $Y_{2}$ compatible with outcome $X_{e_{3}}=2$ is the largest cardinality part, that is, $B_{e_{3}}\left(Y_{2}\right)$. The shaded region represents $L_{e_{3}}\left(Y_{2}\right)$.

Figure 3.1: Illustrations of Key Definitions

If $\mathcal{S}$ denotes the previously added items in list $L$, the score (3.1) involves a term for each part $Z \in \mathcal{Z}$, which itself comes from two sources:

- Information gain $\sum_{\omega \in L_{e}(Z)} p_{\omega}$, the total probability of scenarios in $L_{e}(Z)$.
- Relative function gain $\sum_{\omega \in Z} p_{\omega} \cdot \frac{f\left(S(Z) \cup X_{e}(\omega)\right)-f(S(Z))}{Q-f(S(Z))}$, the expected relative gain obtained by including element $X_{e}$, where the expectation is over the scenarios in part $Z$.

The overall score of item $\mathcal{X}_{e}$ is the sum of these terms (over all parts in $\mathcal{Z}$ ) normalized by the cost $c_{e}$ of item $\mathcal{X}_{e}$. In defining the score, we only focus on the "large" parts $\mathcal{Z}$. If the realization of $\mathcal{S}$ corresponds to any other part then the number of compatible scenarios would be less than $\delta s$ (and the partial-cover algorithm would have terminated).

Once the list $L$ is specified, the algorithm starts probing and realizing the items in this order, and does so until either (i) the number of compatible scenarios drops below $\delta s$, or (ii) the realized function value equals $Q$. Note that in case (ii), the function is fully covered. See Algorithm 4 for a formal description of the non-adaptive partial-cover algorithm.

Given this partial covering algorithm we immediately get an algorithm for the $r$-round version of the problem, where we are allowed to make $r$ rounds of adaptive decisions. Indeed, we can first set $\delta=s^{-1 / r}$ and solve the partial covering problem. Suppose we probe the items

```
Algorithm 4 Scenario PARtial Covering Algorithm \(\operatorname{SPARCA}(\mathcal{X}, M, f, Q, \delta)\)
    \(\mathcal{S} \leftarrow \emptyset\) and list \(L \leftarrow\rangle\).
    while \(\mathcal{S} \neq \mathcal{X}\) do \(\triangleright\) Building the list non-adaptively
        define \(\mathcal{Z}\) and \(L_{e}(Z)\) as in Definitions 3.4.1 and 3.4.2.
        select an item \(\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}\) that maximizes:
            \(\operatorname{score}\left(\mathcal{X}_{e}\right)=\frac{1}{c_{e}} \cdot \sum_{Z \in \mathcal{Z}}\left(\sum_{\omega \in L_{e}(Z)} p_{\omega}+\sum_{\omega \in Z} p_{\omega} \cdot \frac{f\left(S(Z) \cup X_{e}(\omega)\right)-f(S(Z))}{Q-f(S(Z))}\right)\)
5: \(\quad \mathcal{S} \leftarrow \mathcal{S} \cup\left\{\mathcal{X}_{e}\right\}\) and list \(L \leftarrow L \circ \mathcal{X}_{e}\)
    \(\mathcal{R} \leftarrow \emptyset, R \leftarrow \emptyset, H \leftarrow M\).
    while \(|H| \geq \delta|M|\) and \(f(R)<Q\) do \(\triangleright\) Probing items on the list
        \(\mathcal{X}_{e} \leftarrow\) first r.v. in list \(L\) not in \(\mathcal{R}\)
        \(X_{e}=v \in U\) be the realization of \(\mathcal{X}_{e}\).
        \(R \leftarrow R \cup\{v\}, \mathcal{R} \leftarrow \mathcal{R} \cup\left\{\mathcal{X}_{e}\right\}\)
        \(H \leftarrow\left\{\omega \in H: X_{e}(\omega)=v\right\}\)
    return probed items \(\mathcal{R}\), realizations \(R\) and compatible scenarios \(H\).
```

$\mathcal{R}$ (with realizations $R \subseteq U$ ) and are left with compatible scenarios $H \subseteq M$. Then we can condition on scenarios $H$ and the marginal value function $f_{R}$ (which is submodular), and inductively get an $r$-1-round solution for this problem. The following algorithm and result formalizes this.

```
Algorithm \(5 r\)-round adaptive algorithm for scenario submodular cover \(\mathrm{NSC}(r, \mathcal{X}, M, f)\)
    run \(\operatorname{SPARCA}\left(\mathcal{X}, M, f, Q,|M|^{-1 / r}\right)\) for round one. Let \(\mathcal{R}\) denote the probed items, \(R\)
    their realizations, and \(H \subseteq M\) the compatible scenarios returned by SPARCA.
    define residual submodular function \(\widehat{f}:=f_{R}\).
    recursively solve \(\operatorname{NSC}(r-1, \mathcal{X} \backslash \mathcal{R}, H, \widehat{f})\).
```

Theorem 3.4.2. Algorithm 5 is an r-round adaptive algorithm for scenario submodular cover with cost $O\left(s^{1 / r}(\log s+r \log Q)\right)$ times the optimal adaptive cost, where $s$ is the number of scenarios.

Proof. We proceed by induction on the number of rounds $r$. Let OPT denote the cost of an optimal fully adaptive solution. The base case is $r=1$, in which case $\delta=s^{-1 / r}=\frac{1}{s}$. By Theorem 3.4.1, the partial cover algorithm $\operatorname{SPARCA}\left(\mathcal{X}, M, f, Q, s^{-1 / r}\right)$ obtains a realization $R$ and compatible scenarios $H \subseteq M$ where either (i) $|H|<\delta s=1$ or (ii) $f(R)=Q$. Clearly,
we cannot have case (i) as there is always at least one compatible scenario. So $f$ is fully covered. Moreover, the algorithm's expected cost is $O(s(\log s+\log Q)) \cdot$ OPT, as claimed.

We now consider $r>1$ and assume (inductively) that Algorithm 5 finds an $r-1$-round $O\left(s^{1 / r}(\log s+r \log Q)\right)$-approximation algorithm for any instance of scenario submodular cover. Let $\delta=s^{-1 / r}$. By Theorem 3.4.1, the expected cost in round 1 (step 1 in Algorithm 5) is $O\left(s^{1 / r}\left(\frac{1}{r} \log s+\log Q\right)\right) \cdot$ OPT. Let $\widehat{s}=|H|$ denote the number of scenarios in the residual instance. Let $\widehat{Q}:=Q-f(R)=\widehat{f}(U)$ denote the maximal value of the residual submodular function $\widehat{f}=f_{R}$. By definition of the partial covering problem, we have either $\widehat{s}<\delta s$ or $\widehat{Q}=0$. If $\widehat{Q}=0$ then our algorithm incurs no further cost and the inductive statement follows. We now assume $\widehat{s}<\delta s=s^{\frac{r-1}{r}}$. The optimal solution OPT conditioned on the scenarios $H$ gives a feasible adaptive solution to the residual instance of covering $\widehat{f}$; we denote this conditional solution by $\widehat{\mathrm{OPT}}$. We inductively get that the cost of our $r-1$-round solution on $\widehat{f}$ is at most

$$
O\left(\widehat{s^{r-1}}(\log \widehat{s}+(r-1) \log \widehat{Q})\right) \cdot \widehat{\mathrm{OPT}} \leq O\left(s^{1 / r}\left(\frac{r-1}{r} \log s+(r-1) \log Q\right)\right) \cdot \widehat{\mathrm{OPT}}
$$

where we used $\widehat{s}<s^{(r-1) / r}$ and $\widehat{Q} \leq Q$. As this holds for every subset of scenarios $H$, we can take expectations over $H$ to get that the (unconditional) expected cost of the last $r-1$ rounds is $O\left(s^{1 / r}\left(\frac{r-1}{r} \log s+(r-1) \log Q\right)\right) \cdot$ OPT. Adding to this the cost of the first round, which is $O\left(s^{1 / r}\left(\frac{1}{r} \log s+\log Q\right)\right) \cdot$ OPT, completes the proof.

### 3.4.2 Analysis for the partial covering algorithm

We now prove Theorem 3.4.1. Consider any call to SPARCA. Let $s=|M|$ denote the number of scenarios in the instance. Recall that the goal is to probe items $\mathcal{R} \subseteq \mathcal{X}$ with some realization $R$ and compatible scenarios $H \subseteq M$ such that (i) $|H|<\delta s$ or (ii) $f(R)=Q$. We denote by OPT an optimal fully adaptive solution for the covering problem on $f$. Now we analyze the cost incurred by our algorithm's non-adaptive strategy (which we call NA). Note that NA probes items in the order given by the list $L$ (generated by SPARCA) and stops when either condition (i) or (ii) above occurs. We consider the expected cost of this strategy, and relate it to the cost of OPT. The high-level approach is similar to that for the
independent case: but the details are quite different.
We refer to the cumulative cost incurred until any point in a solution as time. We say that OPT is in phase $i$ in the time interval $\left[2^{i}, 2^{i+1}\right)$ for $i \geq 0$. We say that NA is in phase $i$ in the time interval $\left[\beta \cdot 2^{i-1}, \beta \cdot 2^{i}\right)$ for $i \geq 1$. We use phase 0 to refer to the interval $[1, \beta)$. We set $\beta:=\frac{16}{\delta} \log (Q / \delta)$; this choice will become clear in the proof of Lemma 3.4.3. The following notation is associated with any phase $i \geq 0$ :

- $u_{i}$ : probability that NA goes beyond phase $i$, i.e., costs at least $\beta \cdot 2^{i}$.
- $u_{i}^{*}$ : probability that OPT goes beyond phase $i-1$, i.e., costs at least $2^{i}$.

Since all costs are integers, $u_{0}^{*}=1$. For ease of notation, we also use OPT and NA to denote the random cost incurred by OPT and NA respectively. The main result here is that $\mathbb{E}[\mathrm{NA}] \leq$ $O(\beta) \cdot \mathbb{E}[\mathrm{OPT}]$. As in the independent case, it suffices to show:

Lemma 3.4.3. For any phase $i \geq 1$, we have $u_{i} \leq \frac{u_{i-1}}{4}+2 u_{i}^{*}$.
Using this lemma, we can immediately prove Theorem 3.4.1. This part of the analysis is identical to the one presented in $\S 2.4$ for Theorem 2.4.1.

### 3.5 Proof of the key lemma for Scenario Submodular Cover

We now prove Lemma 3.4.3. Let $L$ be the list returned by SPARCA. Recall that NA is the cost incurred by non-adaptively realizing items in the order of $L$ until (i) the number of compatible scenarios $|H|<\delta s$ or (ii) $f$ gets fully covered. For each time $t \geq 0$, let $\mathcal{X}_{e(t)}$ denote the item that would be selected at time $t$. In other words, this is the item which causes the cumulative cost of $L$ to exceed $t$ for the first time. We define the total gain as the random variable

$$
G:=\sum_{t=\beta 2^{i-1}}^{\beta 2^{i}} \operatorname{score}\left(\mathcal{X}_{e(t)}\right),
$$

which corresponds to the sum of scores over the time interval $\left[\beta \cdot 2^{i-1}, \beta \cdot 2^{i}\right)$. The proof will be completed by upper and lower bounding $G$, which we do next. The lower bound views $G$ as a sum over time steps, whereas the upper bound views $G$ as a sum over decision paths.

### 3.5.1 Lower bounding $G$

For the analysis, it will be convenient to view OPT as a decision tree where nodes correspond to probed items and branches correspond to item realizations. Fix some time $t \in\left[\beta \cdot 2^{i-1}, \beta \cdot 2^{i}\right)$ in phase $i$. Let $\mathcal{S}$ denote the items that have already been added to the list $L$ : so $\mathcal{X} \backslash \mathcal{S}$ are the available items. The partition $\mathcal{H}(\mathcal{S})$ of scenarios $M$ and the large parts $\mathcal{Z}$ are as in Definition 3.4.1. For any $Z \in \mathcal{Z}$, we define:

- $S(Z) \subseteq U$ is the realization from items $\mathcal{S}$ compatible with all scenarios in $Z$.
- $Q_{Z}:=Q-f(S(Z))$ is the residual target (after selecting $\mathcal{S}$ ) under scenarios $Z$.
- residual submodular function $f_{Z}:=f_{S(Z)}$ under scenarios $Z$.
- for any item $\mathcal{X}_{e} \in \mathcal{X} \backslash \mathcal{S}$, scenarios $L_{e}(Z) \subseteq Z$ are as in Definition 3.4.2. This is the complement of the largest part of $Z$ (based on the realization of $\mathcal{X}_{e}$ ).
- $\mathrm{OPT}_{Z}$ is the subtree of OPT until time $2^{i}$, restricted to paths traced by scenarios in $Z$; this only includes items that are completely selected by time $2^{i}$.
- $\mathrm{Stem}_{Z}$ is the path in $\mathrm{OPT}_{Z}$ that at each node $\mathcal{X}_{e}$ follows the branch corresponding to the realization compatible with scenarios $B_{e}(Z)=Z \backslash L_{e}(Z)$. We use Stem $_{Z}$ to also denote the set of items on this path.

See Figure 3.2 for an illustration of $\mathrm{OPT}_{Z}$ and $\mathrm{Stem}_{Z}$.
For each $Z \in \mathcal{Z}$, we partition scenarios $Z$ based on the realizations on $\operatorname{Stem}_{Z}$ :

- $Z_{\text {good }}=\left\{\omega \in Z: \omega\right.$ compatible at the end of $\operatorname{Stem}_{Z}$ and $f$ covered $\}$,
- $Z_{\text {bad }}=\left\{\omega \in Z: \omega\right.$ compatible at the end of $\operatorname{Stem}_{Z}$ and $f$ uncovered $\}$,
- $Z_{\text {ok }}=\left\{\omega \in Z: \omega \in L_{e}(Z)\right.$ for some $\left.\mathcal{X}_{e} \in \operatorname{Stem}_{Z}\right\}$; these are the scenarios that diverge from $\operatorname{Stem}_{Z}$ at some item $\mathcal{X}_{e}$.

See Figure 3.2 for an illustration.
Definition 3.5.1. We define part $Z \in \mathcal{Z}$ as good if $p\left(Z_{\text {good }}\right) \geq p(Z) / 2$, bad if $p\left(Z_{\text {bad }}\right) \geq$ $p(Z) / 2$, or okay if $p\left(Z_{\text {okay }}\right) \geq p(Z) / 2$.


Figure 3.2: The tree on the left represents the decision tree OPT for scenarios $\left\{s_{1}, \ldots, s_{8}\right\}$. Each node represents the element chosen at the node, and the set of scenarios compatible until the node (before element at node is chosen). We redraw the decision tree for $Z=$ $\left\{s_{1}, s_{2}, s_{3}, s_{5}, s_{7}\right\}$ and restrict attention to scenarios in $Z$. The decision tree on the right represents $\mathrm{OPT}_{Z}$. Note that both trees are restricted to time $2^{i}$. Furthermore, we add $\mathrm{Stem}_{Z}$ (using dotted lines) in $\mathrm{OPT}_{Z}$. Note that scenario $s_{5}$ is a good scenario since it is covered by the end of $\operatorname{Stem}_{Z}$, and scenarios $s_{1}, s_{2}, s_{3}, s_{7}$ are all okay scenarios. Thus $Z_{\text {good }}=\left\{s_{5}\right\}$ and $Z_{\text {okay }}=\left\{s_{1}, s_{2}, s_{3}, s_{7}\right\}$. If $s_{5}$ was not covered by time $2^{i}$, it would be a bad scenario.

If there are ties, they can be broken arbitrarily.

Lemma 3.5.1. Each $Z \in \mathcal{Z}$ is either good, bad or okay.

Proof. Observe that one of $Z_{\text {good }}$ or $Z_{\text {bad }}$ is always empty and the other equals all scenarios compatible at the end of $\mathrm{Stem}_{Z}$. Moreover, $Z_{\text {okay }}$ consists of all scenarios that diverge from $\operatorname{Stem}_{Z}$. So $Z_{\text {good }} \cup Z_{\text {bad }} \cup Z_{\text {okay }}=Z$. It follows that $\max \left\{p\left(Z_{\text {good }}\right), p\left(Z_{\text {bad }}\right), p\left(Z_{\text {okay }}\right)\right\} \geq p(Z) / 2$, which proves the lemma.

For each $Z \in \mathcal{Z}$, let $\mathcal{T}_{Z}=\operatorname{Stem}_{Z} \backslash \mathcal{S} \subseteq \mathcal{X} \backslash \mathcal{S}$ denote the available items on Stem $_{Z}$. In the next two lemmas, we lower bound the total score from items in $\mathcal{T}_{Z}$. We consider separately the terms corresponding to function gain and information gain. For any scenario $\omega \in Z$, we use $\operatorname{Stem}_{Z}(\omega) \subseteq U$ denotes the realization of items $\operatorname{Stem}_{Z}$ under scenario $\omega$.

Lemma 3.5.2. If $Z$ is good, then $\sum_{\omega \in Z} p_{\omega} \cdot \frac{f_{Z}\left(T_{Z}(\omega)\right)}{Q_{Z}} \geq \frac{p(Z)}{2}$.
Proof. Consider any scenario $\omega \in Z_{\text {good }}$. If $\omega$ is realized then $f$ is covered by the realization $\operatorname{Stem}_{Z}(\omega)$ of $\operatorname{Stem}_{Z}$. Thus, $f\left(\operatorname{Stem}_{Z}(\omega)\right)=Q$. We have
$f_{Z}\left(T_{Z}(\omega)\right)=f\left(T_{Z}(\omega) \cup S(Z)\right)-f(S(Z))=f\left(\operatorname{Stem}_{Z}(\omega) \cup S(Z)\right)-f(S(Z))=Q-f(S(Z))=Q_{Z}$,
where the second equality uses that $T_{Z}(\omega)=\operatorname{Stem}_{Z}(\omega) \backslash S(Z)$. As $Z$ is good, $p\left(Z_{\text {good }}\right) \geq$ $p(Z) / 2$, and the lemma follows by summing over $\omega \in Z_{\text {good }}$.

Lemma 3.5.3. If $Z$ is okay, then $p\left(\bigcup_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} L_{e}(Z)\right) \geq \frac{p(Z)}{2}$.
Proof. Note that $Z_{\text {okay }}=\bigcup_{\mathcal{X}_{e} \in \text { Stem }_{Z}} L_{e}(Z)$. As $Z$ is okay, we have $p\left(Z_{\text {okay }}\right) \geq p(Z) / 2$. Recall that $Z$ is a part in $\mathcal{H}(\mathcal{S})$, which implies that realizations $S(\omega)$ of $\mathcal{S}$ are identical under all scenarios $\omega \in Z$. Hence, $B_{e}(Z)=Z$ for each $\mathcal{X}_{e} \in \mathcal{S}$, i.e., $\cup_{\mathcal{X}_{e} \in \mathcal{S}} L_{e}(Z)=\emptyset$. So,

$$
\bigcup_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} L_{e}(Z) \supseteq\left(\bigcup_{\mathcal{X}_{e} \in \operatorname{Stem}_{Z}} L_{e}(Z)\right) \backslash\left(\bigcup_{\mathcal{X}_{e} \in \mathcal{S}} L_{e}(Z)\right)=\bigcup_{\mathcal{X}_{e} \in \operatorname{Stem}_{Z}} L_{e}(Z)=\quad Z_{\text {okay }}
$$

Hence, $p\left(\bigcup_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} L_{e}(Z)\right) \geq \frac{p(Z)}{2}$, which completes the proof.
We now prove a bound on the overall probability of parts that are either good or okay.

Lemma 3.5.4. We have $\sum_{Z: \text { okay or good }} p(Z) \geq\left(u_{i}-2 u_{i}^{*}\right)$.
Proof. We first show that $\sum_{Z \text { : bad }} p(Z) \leq 2 \cdot u_{i}^{*}$. For any $Z \in \mathcal{Z}$, if scenario $\omega \in Z_{\mathrm{bad}}$ is realized then we know that OPT does not cover $f$ at the end of $\mathrm{Stem}_{Z}$, which implies that OPT costs at least $2^{i}$. Thus $u_{i}^{*} \geq \sum_{Z \in \mathcal{Z}} \sum_{\omega \in Z_{\text {bad }}} p_{\omega}$. Moreover, $p\left(Z_{\mathrm{bad}}\right) \geq p(Z) / 2$ if $Z$ is bad. So,

$$
\begin{equation*}
u_{i}^{*} \geq \sum_{Z \in \mathcal{Z}} \sum_{\omega \in Z_{\text {bad }}} p_{\omega} \geq \sum_{Z: \text { bad }} \sum_{\omega \in Z_{\text {bad }}} p_{\omega} \geq \sum_{Z: \text { bad }} p(Z) / 2 . \tag{3.2}
\end{equation*}
$$

Thus, $\sum_{Z \text { :bad }} p(Z) \leq 2 u_{i}^{*}$ as claimed.
Consider any part $Y \in \mathcal{H}(\mathcal{S}) \backslash \mathcal{Z}$; recall Definition 3.4.1. Note that $|Y|<\delta s$. So, if $\mathcal{S}$ realizes to the set $S(Y)$ then NA would terminate by time $t \leq \beta 2^{i}$, which implies that NA does not go beyond phase $i$. Thus,

$$
\begin{equation*}
\sum_{Y \in \mathcal{H}(\mathcal{S}) \backslash \mathcal{Z}} p(Y) \leq \operatorname{Pr}[\text { NA terminates by phase } i]=1-u_{i} . \tag{3.3}
\end{equation*}
$$

Finally, we have

$$
\sum_{Z: \text { okay or good }} p(Z)=1-\sum_{Z: \text { bad }} p(Z)-\sum_{Y \in \mathcal{H}(\mathcal{S}) \backslash \mathcal{Z}} p(Y) \geq 1-2 u_{i}^{*}-\left(1-u_{i}\right)=u_{i}-2 u_{i}^{*},
$$

where we used (3.2) and (3.3). This completes the proof.
We are now ready to prove the lower bound on $\operatorname{score}\left(\mathcal{X}_{e(t)}\right)$.
Lemma 3.5.5. For any time $t$ in phase $i$, we have $\operatorname{score}\left(\mathcal{X}_{e(t)}\right) \geq \delta \cdot \frac{1}{2^{i+1}} \cdot\left(u_{i}-2 u_{i}^{*}\right)$.
Proof. Recall the subsets $\mathcal{T}_{Z} \subseteq \mathcal{X} \backslash \mathcal{S}$ for $Z \in \mathcal{Z}$. Let $\mathcal{T}=\bigsqcup_{Z \in \mathcal{Z}} \mathcal{T}_{Z}$ denote the multiset that contains each item as many times as it occurs. By definition of $\operatorname{Stem}_{Z}$, the cost $c\left(\mathcal{T}_{Z}\right) \leq 2^{i}$ for each $Z$. So, $c(\mathcal{T})=\sum_{Z \in \mathcal{Z}} c\left(\mathcal{T}_{Z}\right) \leq|\mathcal{Z}| \cdot 2^{i} \leq \frac{1}{\delta} \cdot 2^{i}$. Moreover, $\mathcal{T} \subseteq \mathcal{X} \backslash \mathcal{S}$ : so each item in $\mathcal{T}$ is available to be added to $L$ at time $t$. We can lower bound $\operatorname{score}\left(\mathcal{X}_{e(t)}\right)$ by averaging
over the multiset $\mathcal{T}$ :

$$
\begin{align*}
\operatorname{score}\left(\mathcal{X}_{e(t)}\right) & \geq \max _{\mathcal{X}_{e} \in \mathcal{T}} \operatorname{score}\left(\mathcal{X}_{e}\right) \geq \frac{1}{c(\mathcal{T})} \cdot \sum_{Z \in \mathcal{Z}} \sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} \sum_{Y \in \mathcal{Z}}\left(p\left(L_{e}(Y)\right)+\sum_{\omega \in Y} p_{\omega} \cdot \frac{f_{Y}\left(X_{e}(\omega)\right)}{Q_{Y}}\right) \\
& \geq \frac{1}{c(\mathcal{T})} \cdot \sum_{Z \in \mathcal{Z}} \sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}}\left(p\left(L_{e}(Z)\right)+\sum_{\omega \in Z} p_{\omega} \cdot \frac{f_{Z}\left(X_{e}(\omega)\right)}{Q_{Z}}\right) \tag{3.4}
\end{align*}
$$

We now consider the two terms above (information and function gain) separately.

Bounding the information gain. We only consider okay sets $Z$.

$$
\sum_{Z \in \mathcal{Z}} \sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} p\left(L_{e}(Z)\right) \geq \sum_{Z \in \mathcal{Z}} p\left(\bigcup_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} L_{e}(Z)\right) \geq \sum_{Z: \text { okay }} \frac{p(Z)}{2}
$$

where the first inequality is by submodularity of the $p$-weighted coverage function and the second inequality is by Lemma 3.5.3.

Bounding the function gain. Consider any good set $Z$.

$$
\sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} \sum_{\omega \in Z} p_{\omega} \cdot \frac{f_{Z}\left(X_{e}(\omega)\right)}{Q_{Z}}=\sum_{\omega \in Z} p_{\omega} \cdot \frac{\sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} f_{Z}\left(X_{e}(\omega)\right)}{Q_{Z}} \geq \sum_{\omega \in Z} p_{\omega} \cdot \frac{f_{Z}\left(T_{Z}(\omega)\right)}{Q_{Z}} \geq \frac{p(Z)}{2}
$$

where the first inequality is by submodularity of $f_{Z}$ and the second inequality is by Lemma 3.5.2. Adding over all good sets $Z$,

$$
\sum_{Z \in \mathcal{Z}} \sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}} \sum_{\omega \in Z} p_{\omega} \cdot \frac{f_{Z}\left(X_{e}(\omega)\right)}{Q_{Z}} \geq \sum_{Z: \text { good }} \frac{p(Z)}{2}
$$

Combining the two bounds above,

$$
\sum_{Z \in \mathcal{Z}} \sum_{\mathcal{X}_{e} \in \mathcal{T}_{Z}}\left(p\left(L_{e}(Z)\right)+\sum_{\omega \in Z} p_{\omega} \cdot \frac{f_{Z}\left(X_{e}(\omega)\right)}{Q_{Z}}\right) \geq \sum_{Z: \text { okay or good }} \frac{p(Z)}{2} \geq \frac{u_{i}-2 u_{i}^{*}}{2}
$$

where the last inequality is by Lemma 3.5.4. Combined with (3.4) and $c(\mathcal{T}) \leq \frac{1}{\delta} \cdot 2^{i}$, this completes the proof.

As Lemma 3.5.5 holds for each time $t$ in phase $i$,

$$
\begin{equation*}
G=\sum_{t=\beta 2^{i-1}}^{\beta 2^{i}} \operatorname{score}\left(\mathcal{X}_{e(t)}\right) \geq \beta 2^{i-1} \cdot \delta \cdot \frac{1}{2^{i+1}} \cdot\left(u_{i}-2 u_{i}^{*}\right) \geq \frac{\beta \delta}{4} \cdot\left(u_{i}-2 u_{i}^{*}\right) \tag{3.5}
\end{equation*}
$$

### 3.5.2 Upper bounding $G$

We now consider the implementation of the non-adaptive list $L$ and calculate $G$ as a sum of contributions over the decision path in the non-adaptive solution NA. Let $\omega \in M$ denote the realized scenario, and consider the decision path under scenario $\omega$. Let $\left\langle X_{1}, X_{2}, \ldots\right\rangle$ be the sequence of realizations (each in $U$ ) of items in $L$ under scenario $\omega$. So item $\mathcal{X}_{j}$ is selected between time $\sum_{\ell=1}^{j-1} c_{\ell}$ and $\sum_{\ell=1}^{j} c_{\ell}$. Let $h$ (resp. $p$ ) index the first (resp. last) item (if any) that is selected (even partially) during phase $i$, i.e., between time $\beta 2^{i-1}$ and $\beta 2^{i}$. For each index $h \leq j \leq p$, let $t_{j}$ denote the duration of time that item $\mathcal{X}_{j}$ is selected during in phase $i$; so $t_{j}$ is the width of interval [ $\left.\sum_{\ell=1}^{j-1} c_{\ell}, \sum_{\ell=1}^{j} c_{\ell}\right] \bigcap\left[\beta \cdot 2^{i-1}, \beta \cdot 2^{i}\right]$. Furthermore, for each index $j$, let $Z_{j} \subseteq M$ be the set of scenarios compatible with outcomes $\left\langle X_{1}, \cdots, X_{j-1}\right\rangle$. Note that $M=Z_{1} \supseteq Z_{2} \supseteq \cdots \supseteq Z_{p} \supseteq Z_{p+1}$. Define $G(\omega):=0$ if index $h$ is undefined (i.e., NA ends before phase $i$ under scenario $\omega$ ) and otherwise:

$$
\begin{align*}
G(\omega):= & \sum_{j=h}^{p} \frac{t_{j}}{c_{j}} \cdot\left(\mathbb{1}\left[\omega \in L_{j}\left(Z_{j}\right)\right]+\frac{f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}{Q-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}\right) \\
& \leq \sum_{j=h}^{p}\left(\mathbb{1}\left[\omega \in L_{j}\left(Z_{j}\right)\right]+\frac{f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}{Q-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}\right) \tag{3.6}
\end{align*}
$$

By the stopping criterion for $L$, before the end of NA we must have (i) the number of compatible scenarios remains at least $\delta s$ and (ii) the $f$ value remains less than $Q$. In particular, we must have $\left|Z_{p}\right| \geq \delta s$.

We analyze the two quantities in the above expression separately. We begin by analyzing $\sum_{j=h}^{p} \mathbb{1}\left[\omega \in L_{j}\left(Z_{j}\right)\right]$. Fix any $h \leq j \leq p$. If the realized scenario $\omega \in L_{j}\left(Z_{j}\right)$, then the number of compatible scenarios drops by a factor of at least 2 upon observing $X_{j}$; that is,
$\left|Z_{j+1}\right| \leq \frac{1}{2}\left|Z_{j}\right|$. Using the fact that $\left|Z_{1}\right|=|M|=s$ and $\left|Z_{p}\right| \geq \delta s$, it follows that

$$
\sum_{j=h}^{p} \mathbb{1}\left[\omega \in L_{j}\left(Z_{j}\right)\right] \leq \log _{2} \frac{s}{\delta s}=\log _{2}(1 / \delta)
$$

Next, we analyze the second term in (3.6). Using the fact that $f$ is integral, monotone and takes values in the range $[0, Q]$, we have:

$$
\sum_{j=h}^{p} \frac{f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)}{Q-f\left(\left\{X_{1}, \ldots, X_{j-1}\right\}\right)} \leq \sum_{\ell=1}^{Q} \frac{1}{\ell} \leq \ln Q
$$

Thus, we have $G(\omega) \leq \log \frac{1}{\delta}+\ln Q \leq \log (Q / \delta)$.
Note that $G=\mathbb{E}_{\omega \sim M}[G(\omega)]$. It now follows that

$$
\begin{equation*}
G \leq \log (Q / \delta) \cdot \mathbf{P}(\text { NA doesn't terminate before phase } i)=\log (Q / \delta) \cdot u_{i-1} \tag{3.7}
\end{equation*}
$$

### 3.5.3 Completing proof of Lemma 3.4.3

Using (3.5), (3.7) and setting $\beta=\frac{16}{\delta} \log (Q / \delta)$, we get

$$
\frac{16 \log (Q / \delta)}{4} \cdot\left(u_{i}-2 u_{i}^{*}\right) \leq \log (Q / \delta) \cdot u_{i-1}
$$

which on rearranging gives $u_{i} \leq \frac{u_{i-1}}{4}+2 u_{i}^{*}$, as desired. This completes the proof of Theorem 3.1.1.

### 3.5.4 Tight approximation using more rounds

We now show that a better (and tight) approximation is achievable if we use $2 r$ (instead of $r$ ) adaptive rounds. The main idea is to use the following variant of the partial covering problem, called scenario submodular partial cover (SSPC). The input is the same as scenario submodular cover: items $\mathcal{X}$, scenarios $M$ with $|M|=s$ and submodular function $f$ with maximal value $Q$. Given parameters $\delta, \varepsilon \in[0,1]$, the goal in SSPC is to probe some items $\mathcal{R}$ that realize to set $R \subseteq U$ such that either (i) the number of compatible scenarios is less than
$\delta s$ or (ii) the function value $f(R)>Q(1-\varepsilon)$. Unlike the partial version studied previously, we do not require $f$ to be fully covered in case (ii). Note that setting $\varepsilon=\frac{1}{Q}$, we recover the previous partial covering problem; so SSPC is more general.

Corollary 3.5.6. There is a non-adaptive algorithm for SSPC with cost $O\left(\frac{1}{\delta}\left(\ln \frac{1}{\delta}+\ln \frac{1}{\varepsilon}\right)\right)$ times the optimal adaptive cost for the (full) submodular cover.

Proof. The algorithm is nearly identical to SPARCA (Algorithm 4). In Definition 3.4.1, we change

$$
\mathcal{Z}:=\{Y \in \mathcal{H}(\mathcal{S}):|Y| \geq \delta s \text { and } f(S(Y)) \leq Q(1-\varepsilon)\}
$$

In other words $\mathcal{Z}$ contains parts having size at least $\delta s$ and for which the realized function value is at most the target $Q(1-\varepsilon)$. Note that scenarios in $\mathcal{Z}$ correspond to those under which the SSPC stopping rule does not already apply. After this, we use the same steps to produce list $L$ in Algorithm 4. The only difference is in the stopping rule (when probing items from $L$ ) which reflects the definition of SSPC. In particular, the condition in the while-loop (step 7 of Algorithm 4) is now replaced by:

$$
\text { While }|H| \geq \delta|M| \text { and } f(R) \leq Q(1-\varepsilon)
$$

The analysis is also nearly identical: we prove Lemma 3.4.3 by lower/upper bounding the total gain $G$. The lower bound (3.5) remains the same. For the upper bound, the analysis for the first term in (3.6) remains the same, but its second term is now bounded as:

$$
\sum_{j=h}^{p} \frac{V_{j}-V_{j-1}}{Q-V_{j-1}} \leq 1+\sum_{j=h}^{p-1} \frac{V_{j}-V_{j-1}}{Q-V_{j-1}} \leq 1+\sum_{\ell=\varepsilon Q}^{Q} \frac{1}{\ell} \leq 1+\ln \frac{1}{\varepsilon}
$$

where $V_{j}:=f\left(\left\{X_{1}, \ldots, X_{j}\right\}\right)$. The second inequality uses $V_{1} \leq V_{2} \leq \cdots V_{p-1} \leq Q(1-\varepsilon)$. This implies (just as before) that

$$
G \leq\left(1+\log \frac{1}{\delta}+\log \frac{1}{\varepsilon}\right) \cdot u_{i-1}
$$

Finally, choosing $\beta=\frac{16}{\delta}\left(1+\log \frac{1}{\delta}+\log \frac{1}{\varepsilon}\right)$ and simplifying, we get $u_{i} \leq \frac{u_{i-1}}{4}+2 u_{i}^{*}$ (Lemma 3.4.3). This completes the proof.

Next, we show how SSPC can be used iteratively to obtain a $2 r$-round algorithm.

Theorem 3.5.7. There is a 2 -round adaptive algorithm for scenario submodular cover with cost $O\left(s^{1 / r} \log (s Q)\right)$ times the optimal adaptive cost, where $s$ is the number of scenarios.

Proof. We use SSPC with $\delta=s^{-1 / r}$ and $\varepsilon=Q^{-1 / r}$ repeatedly for $2 r$ adaptive rounds. Let $\rho=O\left(\frac{1}{r} s^{1 / r} \log (s Q)\right)$ denote the approximation ratio from Corollary 3.5.6 for these $\delta, \varepsilon$ values.

The state at any round consists of previously probed items and their realizations. For the analysis, we view the iterative algorithm as a $2 r$ depth tree, where the nodes at depth $i$ are the states in round $i$ and the branches out of each node represent the observed realizations in that round. For any $i \in[2 r]$, let $\Omega_{i}$ denote all the states in round $i$ : note that these form a partition of the outcome space.

For any state $\omega \in \Omega_{i}$, let $\operatorname{OPT}(\omega)$ denote the expected cost of the optimal adaptive policy conditioned on the realizations in $\omega$. By Corollary 3.5.6, conditioned on $\omega$, the expected cost in round $i$ is at most $\rho \cdot \operatorname{OPT}(\omega)$. Hence, the (unconditional) expected cost in round $i$ is at most $\rho \sum_{\omega \in \Omega_{i}} \operatorname{Pr}[\omega] \cdot \operatorname{OPT}(\omega)=\rho \cdot$ OPT where we used that $\Omega_{i}$ is a partition of all outcomes. So the expected cost of the $2 r$-round algorithm is at most $2 r \cdot \rho \cdot$ OPT as claimed.

It remains to show that $f$ is fully covered after $2 r$ rounds. Note that after each round, we have one of the following (i) the number of compatible scenarios drops by factor $s^{1 / r}$, or (ii) the residual target drops by factor $Q^{1 / r}$. Clearly, case (i) can happen at most $r$ times (as there is always some compatible scenario). So case (ii) occurs at least $r$ times, which implies that the residual target is less than 1, i.e., $f$ is fully covered.

Setting $r=\log s$, we achieve a tight $O(\log (s Q))$ approximation in $O(\log s)$ rounds. Combined with the conversion to set-based rounds (Theorem 2.8.2), this proves Corollary 3.1.2.

### 3.6 Lower Bound for Scenario Submodular Cover

Recall that we obtained an $r$-round $O\left(s^{1 / r} \cdot(\log s+r \log Q)\right)$-approximation algorithm for scenario submodular cover. It is natural to ask if the dependence on the support-size $s$ is necessary, given that the bound for the independent case only depends on $Q$. The main


Figure 3.3: The 1-round instance
result of this section is Theorem 3.1.3, which is a nearly matching lower bound on the $r$ -round-adaptivity gap. In particular, it shows that the $s^{1 / r}$ dependence is necessary even when $Q=1$.

### 3.6.1 Hard Instances for Scenario Submodular Cover

1-round adaptivity gap. As a warm-up we first consider the case when $r=1$. We design an instance to prove a 1-round adaptivity gap of $\Omega(s)$. The instances that we use to prove the adaptivity gap for $r>1$ will build on this. The instance has groundset $U=\{0,1, \star, \perp\}$ and function $f(S)=|S \cap\{\star\}|$ for $S \subseteq U$. Clearly, $f$ is a $0-1$ valued monotone submodular function; and $Q=1$. Let $\ell$ be an integer parameter and $N=2^{\ell}$. We have two types of items: $\mathcal{Y}_{0}, \ldots, \mathcal{Y}_{\ell-1}$ each of which realizes to either 0 or 1 and costs 1 , and $N$ items $\mathcal{Z}_{0}, \ldots, \mathcal{Z}_{N-1}$ each costing $\ell$ and realizing to symbol $\star$ or $\perp$. The joint distribution $\mathcal{D}$ of these items has $s=N$ scenarios, each of uniform probability. For each $B \in\{0,1, \cdots, N-1\}$, scenario $B$ has the following realizations (below, $b_{0} b_{1} \cdots b_{\ell-1}$ is the binary representation of $B$ ).
$Y_{i}(B)=b_{i}, \forall i=0, \cdots, \ell-1 \quad$ and $\quad Z_{j}(B)=\perp, \forall j \in\{0, \cdots, N-1\} \backslash\{B\}$ and $Z_{B}(B)=\star$.

We say that item $\mathcal{Z}_{k}$ is active if, and only if, $\mathcal{Z}_{k}$ realizes to $\star$. Note that there is a unique active item in each scenario, and this item needs to be probed to cover $f$. See Figure 3.3 for a pictorial representation.

An adaptive solution is as follows. First, probe items $\mathcal{Y}_{0}, \ldots, \mathcal{Y}_{\ell-1}$, and based on their realizations calculate the number $B$ represented by $Y_{0}, \cdots, Y_{\ell-1}$. Then, probe item $\mathcal{Z}_{B}$ (the active one) to cover $f$. This policy has cost $2 \ell$. On the other hand, since each $\mathcal{Z}_{k}$ is


Figure 3.4: The $r$-round instance
equally likely to be active, any non-adaptive policy needs to pick $\frac{1}{2} \cdot 2^{\ell}=\Omega\left(2^{\ell}\right) \mathcal{Z}$-items, in expectation, to cover $f$. This proves an $\Omega\left(2^{\ell} \ell / \ell\right)=\Omega(s)$ lower bound on the 1-round adaptivity gap for scenario submodular cover.

The $r$-round instance $\mathcal{I}_{r}$. Henceforth, we use $\mathcal{I}_{r}$ to denote the $r$-round instance. $\mathcal{I}_{r}$ is defined recursively by applying the above instance structure. Recall that $\ell$ is some parameter and $N=2^{\ell}$. Moreover, the realizations of $\mathcal{Y}$-items above point to the unique $\mathcal{Z}$-item that is active. To extend this idea, we consider an $N$-ary tree $\mathcal{T}$ of depth $r$. Note that all leaves in $\mathcal{T}$ are at depth $r$. For each internal node, we index its $N$ children by $\{0, \cdots, N-1\}$ in an arbitrary order. We define a collection of items using $\mathcal{T}$ as follows.

- For each depth $i=0, \cdots, r-1$ and node $v \in \mathcal{T}$ at depth $i$, there are $\ell$ items $\mathcal{Y}_{0}(v), \cdots, \mathcal{Y}_{\ell-1}(v)$, each of unit cost and which realizes to 0 or 1 .
- For each leaf node $w$ of $\mathcal{T}$ (i.e., at depth $r$ ), there is an item $\mathcal{Z}_{w}$ of cost $\ell$ which realizes to one of the symbols $\star$ or $\perp$.

For any non-leaf node $v$, we use the shorthand $\mathcal{Y}(v)=\left\langle\mathcal{Y}_{0}(v), \cdots, \mathcal{Y}_{\ell-1}(v)\right\rangle$ to denote all its $\mathcal{Y}$-items. We illustrate the structure of $\mathcal{I}_{r}$ in Figure 3.4. The function $f$ is as defined earlier: $f(S)=|S \cap\{\star\}|$. So $f(S)=1$ if $\star \in S$ (else $f(S)=0$ ). The distribution $\mathcal{D}$ involves $s=2^{r \ell}$ scenarios with uniform probability. Each scenario is associated with a unique leaf node (i.e. $\mathcal{Z}$-item); note that the number of leaves is exactly $s$.

For each leaf $w$, we define its corresponding scenario as follows. Let $v_{0}, \cdots, v_{r-1}, v_{r}=w$ denote the path from the root of $\mathcal{T}$ to $w$. For each depth $i=0, \cdots, r-1$, let node $v_{i+1}$ be the $B_{i}^{\text {th }}$ child of node $v_{i}$. Then, scenario $w$ 's realizations are:

- The realization $Y_{0}\left(v_{i}\right), \cdots, Y_{\ell-1}\left(v_{i}\right)$ of $\mathcal{Y}\left(v_{i}\right)$ equals the binary representation of $B_{i}$, for each depth $0 \leq i \leq r-1$. The realization of all other $\mathcal{Y}$-items is 0 .
- The realization $Z_{w}=\star$ and $Z_{u}=\perp$ for all leaf $u \neq w$.

In this way, the realizations at the depth $i$ node $v_{i}$ point to the "correct" depth $i+1$ node $v_{i+1}$ that should be probed next. This completes the description of the instance.

Adaptive solution. We now describe a good ( $r+1$ )-round adaptive solution OPT of cost $(r+1) \ell$. It is a natural top-down strategy. It starts by probing the $\ell$ items $\mathcal{Y}\left(v_{0}\right)$ at the root $v_{0}$, and based on their realization calculates the number $B_{0}$ represented by $Y_{0}\left(v_{0}\right), \cdots, Y_{\ell-1}\left(v_{0}\right)$; then it probes the $\mathcal{Y}$-items at the $B_{0}^{\text {th }}$ child of $v_{0}$; and so on. After $r$ rounds, it is able to discern the unique active item $\mathcal{Z}_{w}$ and probes it at cost $\ell$ (in the final round) to cover $f$.

### 3.6.2 Lower bound proof

In proving the lower bound, it is convenient to work with the set-based model of adaptivity. Recall that a set-based solution may fail (to cover function $f$ ) with some probability. Specifically, we will show that any set-based $r$-round solution for $\mathcal{I}_{r}$ which covers $f$ with probability $\delta$ must cost at least $\delta \cdot \ell \cdot 2^{\ell}$. Then, using the contrapositive of Theorem 2.8.1 we obtain the desired lower bound in the permutation-based model.

We further restrict our attention to batched (set based) $r$-round solutions defined as follows.

Definition 3.6.1. An r-round solution for $\mathcal{I}_{r}$ is a batched solution if in every round $k=$ $1, \ldots, r$, it has the property that for each node $v \in \mathcal{T}$, either all, or none, of the items at $v$ are probed.

A lower bound for batched $r$-round solutions implies a lower bound for all $r$-round solutions at a loss of a factor of $\ell$ (as each node contains at most $\ell$ items). The main result of this section is:

Lemma 3.6.1. The expected cost of any batched $r$-round solution for $\mathcal{I}_{r}$ that covers $f$ with probability $\delta>0$ is at least $\delta \cdot \ell \cdot 2^{\ell}$.

This implies that the expected cost of any (unbatched) $r$-round solution for the given instance is at least $\delta \cdot 2^{\ell}$. Setting $\delta=\frac{1}{2}$ and using Theorem 2.8.1, it follows that any permutation-based $r$-round solution must $\operatorname{cost} \Omega\left(\frac{2^{\ell}}{r}\right)$. Combined with the fact that there is an adaptive solution of cost at most $2 r \ell$, this implies an adaptivity gap of $\Omega\left(\frac{2^{\ell}}{r^{2} \ell}\right)=\Omega\left(\frac{s^{1 / r}}{r \log s}\right)$ as $s=2^{r \ell}$. This completes the proof of Theorem 3.1.3. Note that the above instance can also be viewed as one for optimal decision tree: by just ignoring the $\mathcal{Z}$-items, and with the goal of identifying the realized scenario.

Proof. Proof of Lemma 3.6.1 By Yao's minimax principle, it suffices to prove Lemma 3.6.1 for deterministic solutions. Let $\mathcal{A}$ be an arbitrary deterministic batched $r$-round solution for $\mathcal{I}_{r}$ that succeeds (i.e., covers $f$ ) with probability $\delta$, and let NA denote its (random) cost. We denote by random variables $\mathcal{S}_{1}, \ldots, \mathcal{S}_{r}$, the sets probed by $\mathcal{A}$ in each of its $r$ rounds. We use $\Pi_{0}, \cdots, \sqcap_{r}$ to denote the (random) nodes of $\mathcal{T}$ on the path from the root to the realized scenario $w^{*}=\sqcap_{r}$. We further assume that $\mathcal{A}$ satisfies the following properties:

1. At the beginning of each round $k, \mathcal{A}$ knows the identity of $\Pi_{k-1}$.
2. In each round $k, \mathcal{A}$ probes $\Pi_{k-1}$ for free and some subset of children of node $\Pi_{k-1}$.
3. $\mathcal{A}$ is allowed to stop and claim "success" if it discerns $\sqcap_{k+1}$ at the end of any round $k$; note that this occurs exactly when $\mathcal{A}$ probes node $\sqcap_{k}$ in round $k$.

We formalize and justify these assumptions in Lemma 3.6.2, where we argue that the aforementioned assumptions can be ensured while neither increasing the cost of $\mathcal{A}$ nor decreasing $\mathcal{A}$ 's success probability. We first complete the proof of Lemma 3.6.1 assuming properties 1-3.

We proceed by induction on $r$. When $r=1$, any solution with success probability $\delta$ must probe at least $\delta N$ leaf nodes, which implies its cost is at least $\delta \cdot \ell N$ (recall every leaf-item costs $\ell$ ).

Now, suppose that $r>1$. Note that since $\mathcal{A}$ is deterministic and has no information in the first round, $\mathcal{S}_{1}$ is a fixed subset, irrespective of the realized scenario. By property (2),
$\mathcal{S}_{1}$ only contains items from levels 0 and 1 . Recall that $N=2^{\ell}$. Let $\epsilon_{1} N$ denote the number of depth- 1 nodes in $\mathcal{S}_{1}$. Since $\Pi_{1}$ is equally likely to be any of the $2^{\ell}$ children of $\Pi_{0}$, we have the following two cases:

- Suppose $\Pi_{1}$ is in $\mathcal{S}_{1}$, i.e., it is probed in round 1. Then, $\mathcal{A}$ discerns $\Pi_{2}$ and hence it claims "success" and stops. Note that the conditional success probability in this case is 1 .
- Suppose $\Pi_{1}$ is not in $\mathcal{S}_{1}$. Then, conditional on the realizations of $\mathcal{S}_{1}, \mathcal{A}$ discerns $\Pi_{1}$ (but not $\Pi_{2}$ ). In this case, the remaining $r-1$ rounds of $\mathcal{A}$ correspond to a solution for instance $\mathcal{I}_{r-1}$. Let $\gamma$ be the (conditional) success probability in this case.

The first case above occurs w.p. $\epsilon_{1}$ and the second case occurs w.p. $1-\epsilon_{1}$. So, the overall success probability of $\mathcal{A}$ is $\epsilon_{1}+\left(1-\epsilon_{1}\right) \cdot \gamma=\delta$. It follows that $\gamma=\frac{\delta-\epsilon_{1}}{1-\epsilon_{1}}$. We are now ready to lower-bound the expected cost of $\mathcal{A}$. The cost of $\mathcal{A}$ in round 1 is $\ell \cdot\left|\mathcal{S}_{1}\right|=\epsilon_{1} \ell N$ as the total cost at each node is $\ell$. For the remaining $r-1$ rounds, the cost is 0 in the first case above. In the second case, using induction, the expected cost from the remaining $r-1$ rounds is at least $\gamma \cdot \ell N$. So, the expected cost of $\mathcal{A}$ is at least

$$
\epsilon_{1} \cdot \ell N+\left(1-\epsilon_{1}\right) \cdot \gamma \cdot \ell N=\delta \cdot \ell N
$$

which proves the desired result. Note that we assumed $\delta \geq \epsilon_{1}$ above; otherwise, the inductive statement trivially holds.

Lemma 3.6.2. Given a batched $r$-round solution $\mathcal{A}$ for $\mathcal{I}_{r}$ that covers $f$ with probability $\delta$, there exists a batched r-round solution $\mathcal{A}^{\prime}$ that succeeds with probability at least $\delta$, has lower expected cost than $\mathcal{A}$, and has the following properties:

1. At the beginning of each round $k, \mathcal{A}^{\prime}$ knows the identity of $\sqcap_{k-1}$.
2. In each round $k$, $\mathcal{A}^{\prime}$ probes $\sqcap_{k-1}$ for free and some subset of children of node $\sqcap_{k-1}$.
3. $\mathcal{A}^{\prime}$ stops and claims "success" if it discerns $\Pi_{k+1}$ at the end of any round $k$; note that this occurs exactly when $\mathcal{A}$ probes node $\Pi_{k}$ in round $k$.

Proof. Proof of Lemma 3.6.2 Let $\mathcal{A}$ be an arbitrary batched solution. Recall the setting from the proof of Lemma 3.6.1. We denote by random variables $\mathcal{S}_{1}, \ldots, \mathcal{S}_{r}$, the sets probed by $\mathcal{A}$ in each of its $r$ rounds. We use $\sqcap_{0}, \cdots, \Pi_{r}$ to denote the (random) nodes of $\mathcal{T}$ on the path from the root to the realized scenario $w^{*}=\Pi_{r}$. For any node $v$, we use $\Pi_{k}(v)$ to denote the depth- $k$ ancestor of node $v$; if $v$ is at depth $k$, then $\Pi_{k}(v)=v$. We convert $\mathcal{A}$ to $\mathcal{A}^{\prime}$ inductively as follows.

Suppose that we have ensured $\mathcal{A}^{\prime}$ satisfies the three properties for the first $k-1$ rounds. So, at the start of round $k, \mathcal{A}^{\prime}$ knows the identity of $\sqcap_{k-1}$. The nodes probed by $\mathcal{A}^{\prime}$ in round $k$ are $\mathcal{S}_{k}^{\prime}=\left\{\Pi_{k-1}\right\} \cup\left\{\Pi_{k}(v): v \in \mathcal{S}_{k}\right\}$. Clearly, $A^{\prime}$ is a batched $r$-round solution that satisfies the three properties for round $k+1$. Also, allowing $\mathcal{A}^{\prime}$ to probe $\Pi_{k-1}$ for free in round $k$ only reduces the cost of $\mathcal{A}^{\prime}$ compared to the cost of $\mathcal{A}$.

To complete the proof, we now argue that whenever $\mathcal{A}$ covers function $f$, solution $\mathcal{A}^{\prime}$ claims success and stops. Suppose that $\mathcal{A}$ covers $f$ is some round $k \in[r]$. Then, it must be the case that $\mathcal{A}$ probes $\Pi_{r}$ in $\mathcal{S}_{k}$. Accordingly, $\mathcal{A}^{\prime}$ would probe $\Pi_{k}\left(\Pi_{r}\right)=\Pi_{k}$, after which it discerns $\Pi_{k+1}$. So $\mathcal{A}^{\prime}$ succeeds after round $k$ as well. Thus, $\mathcal{A}^{\prime}$ succeeds with probability at least $\delta$.

### 3.7 Applications

### 3.7.1 Optimal Decision Tree

The optimal decision tree problem captures problems from a variety of fields such as learning theory, medical diagnosis, pattern recognition, and boolean logic; see the surveys [89] and [91]. In an instance of optimal decision tree (ODT) we are given $s$ hypotheses with probabilities $\left\{p_{i}\right\}_{i=1}^{s}$. An unknown random hypothesis $y^{*} \in[s]$ is drawn from this distribution. There is a collection of $m$ tests, where test $e$ costs $c_{e} \in \mathbb{R}_{+}$and returns a positive result if $y^{*}$ lies in some subset $T_{e} \subseteq[s]$ and a negative result if $y^{*} \notin T_{e}$. The goal is to identify $y^{*}$ using tests of minimum expected cost.

We can transform any ODT instance into an instance of scenario submodular cover. We associate scenarios with hypotheses and the distribution $\mathcal{D}$ is given by probabilities $\left\{p_{i}\right\}_{i=1}^{s}$.

For each test $e$, we have an item $\mathcal{X}_{e}$ of cost $c_{e}$. The groundset $U=\left\{e^{+}, e^{-}: e\right.$ test $\}$ which corresponds to all possible (individual) test results. Item $\mathcal{X}_{e}$ realizes to $e^{+}$(resp. $e^{-}$) if test $e$ is positive (resp. negative). If $y^{*}$ is the realized scenario then the item realizations correspond to the test outcomes for hypothesis $y^{*}$. For each test $e$, define subsets $T\left(e^{-}\right)=T_{e}$ and $T\left(e^{+}\right)=[s] \backslash T_{e}$. The submodular function is $f(S)=\min \left\{\left|\bigcup_{v \in S} T(v)\right|, s-1\right\}$ for $S \subseteq U$. Note that $f(S)$ is the number of incompatible hypotheses given the tests results $S$. Moreover, $Q=s-1$. Applying Theorem 3.1.1, for any $r \geq 1$, we obtain an $r$-round adaptive algorithm that costs at most $O\left(r s^{1 / r} \log s\right)$ times the fully adaptive optimum. Our lower bound for scenario submodualar cover (Theorem 3.1.3) also implies an $\Omega\left(\frac{1}{r \log s} s^{1 / r}\right)$ bound on the $r$-round-adaptivity gap for ODT. So, for any constant $r \geq 1$, our $r$-round-adaptivity gap is tight up to an $O\left(\log ^{2} s\right)$ factor. Moreover, using Corollary 3.1.2, we obtain an $O(\log s)$ round algorithm of $\operatorname{cost} O(\log s)$ times the adaptive optimum. As shown in [27], $O(\log s)$ is the best possible approximation ratio, even for fully adaptive algorithms.

Application to Medical Diagnosis. Recall our motivating application in medical diagnosis where we know $s$ possible conditions a patient may suffer from (along with the priors of their occurrence), and our goal is to adaptively perform tests to identify the correct condition as quickly (and cheaply) as possible. This problem, known as automated diagnosis, can be directly cast as the optimal decision tree problem. See, e.g. [10] for applications of decision tree methods to diagnostic problems. See also [21] for an application of ODT in emergency response. Here, a first responder observes the symptoms of a victim of chemical exposure in order to identify the toxic chemical.

Application to Active Learning. In a typical (binary) classification problem, there is a $X$ set of data points, each of which is associated with $\mathrm{a}+$ or - label. There is also a set $\mathcal{H}$ of hypotheses, where each hypothesis provides a $+/-$ labeling of the data points. It is assumed that the true classifier/hypothesis $h^{*}$ belongs to $\mathcal{H}$. In the average-case setting that we consider, there is also a Bayesian prior $p_{\mathcal{H}}(\cdot)$ for the true hypothesis, i.e., $\operatorname{Pr}\left[h^{*}=h\right]=p_{\mathcal{H}}(h)$ for all $h \in \mathcal{H}$. The learner needs to identify the true hypothesis $h^{*}$. In active learning, the learner can query the label of any point $e \in X$ by incurring some cost $c_{e}$ (which corresponds
to some expert labeling $e$ ). The goal is to identify $h^{*}$ by querying points (possibly adaptively) at the minimum expected cost. See, e.g. [37, 60, 35] for more details on this approach. This is exactly an instance of optimal decision tree, where the data points correspond to tests. Applying Theorem 3.1.1, for any $r \geq 1$, we obtain an $r$-round adaptive algorithm that costs at most $O\left(r|\mathcal{H}|^{1 / r} \log (|\mathcal{H}|)\right)$ times the fully adaptive optimum.

### 3.7.2 Correlated Knapsack Cover

There are $n$ items, each of cost $c_{i}$ and random (integer) reward $\mathcal{X}_{i}$. The rewards may be correlated and are given by a joint distribution $\mathcal{D}$ with $s$ scenarios. The exact reward of an item is only known when it is probed. Given a target $Q$, the goal is to probe some items so that the total realized reward is at least $Q$ and we minimize the expected cost. This is a special case of scenario submodular cover. The groundset $U=\{(i, v): i \in[n], 0 \leq v \leq Q\}$ where element $(i, v)$ represents item $\mathcal{X}_{i}$ realizing to $v$. Any realization of value at least $Q$ is treated as equal to $Q$ : this is because the target is itself $Q$. For each element $e=(i, v) \in U$ let $a_{e}=v$ denote its value. Then, the submodular function is $f(S)=\min \left\{\sum_{e \in S} a_{e}, Q\right\}$ for $S \subseteq U$. By Theorem 3.1.1, we obtain an $r$-round adaptive algorithm with cost at most $O\left(s^{1 / r}(\log s+r \log Q)\right)$ times the optimal adaptive cost.

### 3.8 Computational Results

We provide a summary of computational results of our $r$-round adaptive algorithms for the stochastic set cover and optimal decision tree problems. We conducted all experiments using Python 3.8 and Gurobi 8.1 with a 2.3 Ghz Intel Core $i 5$ processor and 16 GB 2133 MHz LPDDR3 memory.

### 3.8.1 Optimal Decision Tree

Instances. We use a real-world dataset called WISER (http://wiser.nlm.nih.gov/) for our experiments. The WISER dataset describes symptoms that one may suffer from after being exposed to certain chemicals. It contains data corresponding to 415 chemicals (scenar-
ios for ODT) and 79 symptoms (elements with binary outcomes). Given a patient exhibiting certain symptoms, the goal is to identify the chemical that the patient has been exposed to (by testing as few symptoms as possible). This dataset has been used for evaluating algorithms for similar problems in other papers [24, 20, 21, 92]. For each symptom-chemical pair, the data specifies whether or not someone exposed to the chemical exhibits the given symptom. However, the WISER data has 'unknown' entries for some pairs. In order to obtain instances for ODT from this, we generate 10 different datasets by assigning random binary values to the 'unknown' entries. Then we remove all identical scenarios: to ensure that the ODT instance is feasible. We use the uniform probability distribution for the scenarios. Given these 10 datasets, we consider two cases. The first case (called WISER - U) has all tests with unit costs. In the second case, we generate costs randomly for each test from $\{1,4,7,10\}$ according to the probabilities $[0.1,0.2,0.4,0.3]$; for example, with probability 0.4 , a test is assigned cost 7. Varying cost captures the setting where tests may have different costs, and we may not want to schedule an expensive test without sufficient information. We refer to this case as WISER - R.

We also test our algorithm on synthetic data which we generate as follows. We set $s=10,000$ and $m=100$. For each $y \in[s]$, we randomly generate a binary sequence of outcomes which corresponds to how $y$ reacts to the tests. We do this in two ways: for test $e$, we set $y \in T_{e}$ with probability $p \in\{0.2,0.5\}$. If a sequence of outcomes is repeated, we discard the scenario to ensure feasibility of the ODT instance. We assign equal probability to each scenario. We generate instances using (i) unit costs or (ii) random costs from $\{1,4,7,10\}$ with respective probabilities $[0.1,0.2,0.4,0.3]$. Thus, we generate 4 types of instances with synthetic data. We refer to the instance generated with $p=0.2$ and unit costs as $\operatorname{SYN}-\mathbb{U}-0.2$. Other instances are named similarly.

Results. We test our $r$-round adaptive algorithm on all of the above mentioned datasets. We vary $r$ over integers in the interval $[1, \log s]$. Again, we compare to our fully-adaptive algorithm which adapts after every probe: in each step, this algorithm probes the item that maximizes the score (3.1) where $\mathcal{S}=\emptyset$ and $\mathcal{Z}$ consists of a single part with all scenarios. We also implemented the fully-adaptive "generalized binary search" algorithm due to [37]


Figure 3.5: Computational results for ODT on WISER dataset
as an algorithmic benchmark: on the instances considered, this algorithm performed nearly identically to our fully-adaptive algorithm; so, we exclude it from the plots.

We also compare to information-theoretic lower bounds obtained as follows. For instances with unit costs (WISER $-\mathrm{U}, \mathrm{SYN}-\mathrm{U}-0.2$ and $\mathrm{SYN}-\mathrm{U}-0.5$ ) this lower bound corresponds to the entropy which is $\log _{2}(s)$, where $s$ is the number of scenarios. Recall that all instances have uniform probabilities across scenarios. For instances with non-uniform costs (WISER - R, SYN $-R-0.2$ and SYN $-R-0.5$ ), the entropy is no longer a valid lower bound. Instead, we use an integer programming (IP) formulation to compute the optimal cost to identify a given scenario (see $\S 3.9$ for details) and then average over all scenarios. We note that there are instances where this information-theoretic lower bound is smaller than the optimal adaptive cost by an $O(s)$ factor.

For the WISER datasets, we compute averages using all scenarios. Figure 3.5a plots our algorithm's expected cost as a function of $r$ for WISER $-U$. We observe that our algorithm gets very close to the information-theoretic lower bound in only 3 rounds of adaptivity. Figure 3.5b plots our algorithm's costs for WISER - R. Here, we observe a sharp decrease in costs within 4 rounds of adaptivity, after which our algorithm's cost is within $\approx 50 \%$ of the information-theoretic lower bound. Note that we only plot results on our first dataset for WISER - U and WISER - R. We include plots for all 10 WISER datasets in Appendix 3.10.

For the synthetic data, we compute averages by sampling scenarios over 100 trials (since $s=10000$, computing expectation over all $s$ would be very slow). We plot the results in


Figure 3.6: Computational results for ODT on synthetic data with unit costs

Figures 3.6 and 3.7. We observe that with 6 rounds of adaptivity, our algorithm's cost nearly matches that of the fully-adaptive algorithm.


Figure 3.7: Computational results for ODT on synthetic data with non-uniform costs

### 3.9 An Information-Theoretic Lower Bound for ODT

In this section, we present an information theoretic lower bound for ODT instances. In an instance of the ODT problem, we are given $s$ hypotheses with probabilities $\left\{p_{i}\right\}_{i=1}^{s}$. An unknown random hypothesis $y^{*} \in[s]$ is drawn from this distribution (known as the true realization). Additionally, there is a collection of $m$ tests where each test $e$ costs $c_{e} \in \mathbb{R}_{+}$ and returns a positive result if $y^{*} \in T_{e} \subseteq[s]$, and a negative result otherwise. The goal is to
identify $y^{*}$ with minimum expected cost.
Let $\mathcal{Y}$ be a random variable denoting the true realization. We define set $S_{y^{*}}(y)$ as the set of tests that distinguish $y$ from $y^{*}$. Formally, $S_{y^{*}}(y)=\left\{e: R_{e}(y) \neq R_{e}\left(y^{*}\right)\right\}$. where $R_{e}(y)$ denotes the result returned by test $e$ under hypothesis $y$. Observe that to identify $y^{*}$, we must perform at least one test from $S_{y^{*}}(y)$ for all $y \neq y^{*}$. The following integer program (IP) computes the minimum cost needed to conclude that $\mathcal{Y}=y^{*}$.

$$
\begin{align*}
\mathrm{LB}\left(y^{*}\right)=\text { minimize } & \sum_{e=1}^{m} c_{e} \cdot x_{e} \\
\text { subject to } & \sum_{e \in S_{y^{*}}(y)} x_{e} \geq 1, \quad \text { for all } y \neq y^{*},  \tag{3.8}\\
& x_{e} \in\{0,1\}, \quad e \in[m],
\end{align*}
$$

where $x_{e}$, for $e \in[m]$, is a binary variable denoting whether test $e$ is performed. The constraints denoted by (3.8) ensure that the selected tests simultaneously eliminate all hypotheses $y \neq y^{*}$.

Note that $\operatorname{LB}\left(y^{*}\right)$ denotes the minimum cost needed to identify hypothesis $y^{*}$. Then, $\mathrm{LB}=\mathbb{E}[\operatorname{LB}(\mathcal{Y})]=\sum_{y^{*}} \mathrm{LB}\left(y^{*}\right) \cdot \mathbf{P}_{y^{*}}$ is an information-theoretic lower bound for the given instance of ODT. We note that the above IP only provides a lower bound on the cost for identifying a fixed hypothesis; it is not a formulation for the given ODT problem itself. Also note that this gives us an information-theoretic lower bound for ODT instances with both non-uniform costs and non-uniform probabilities.

For the special case of uniform costs, we use $\log _{2}(s)$ as a lower bound. This lower bound follows from Shannon's source coding theorem (see, e.g., [101] or, [36], Chapter 5), and holds even when we have tests that allow us to distinguish between any partition of the hypotheses. In this case, the IP formulation will incur a cost of 1 to identify $y^{*}$ (by performing the test that distinguishes $y^{*}$ from the rest) leading to a trivial lower bound.

### 3.10 Additional Plots

In the main body of the paper, we only include plots related to the first dataset for the WISER - U and WISER - R cases. The trends observed in the other datasets are similar. We include plots for all 10 datasets here for completeness.


Figure 3.8: Computational results for ODT on WISER - U


Figure 3.9: Computational results for ODT on WISER - R

## Chapter 4

## Stochastic Score Classification

### 4.1 Introduction

The problem of diagnosing complex systems often involves running a large number of tests for each component of such a system. One option to diagnose such systems is to perform tests on all components, which can be prohibitively expensive and slow. Therefore, we are interested in a policy that tests components one by one, and minimizes the average cost of testing. (See [107] for a survey.) Concretely, we consider a setting where the goal is to test various components, in order to assign a risk class to the system (e.g., whether the system has low/medium/high risk).

The stochastic score classification (SSClass) problem introduced by [53] models such situations. There are $n$ components in a system, where each component $i$ is "working" with independent probability $p_{i}$. While the probabilities $p_{i}$ are known a priori, the random outcomes $X_{i} \in\{0,1\}$ are initially unknown. The outcome $X_{i}$ of each component $i$ can be determined by performing a test of cost $c_{i}: X_{i}=1$ if $i$ is working and $X_{i}=0$ otherwise. The overall status of the system is determined by a linear score $r(X):=\sum_{i=1}^{n} a_{i} X_{i}$, where the coefficients $a_{i} \in \mathbb{Z}$ are input parameters. We are also given a collection of intervals $I_{1}, I_{2}, \ldots, I_{k}$ that partition the real line (i.e., all possible scores). The goal is to determine the interval $I_{j}$ (also called the class) that contains $r(X)$, while incurring minimum expected cost. A well-studied special case is when there are just two classes, which corresponds to evaluating a halfspace or linear-threshold-function [40].

Example: consider a system which must be assigned a risk class of low, medium, or high. Suppose there are five components in the system, each of which is working with probability $\frac{1}{2}$. The score for the entire system is the number of working components. A score of 5 corresponds to the "Low" risk class, scores between 2 and 4 correspond to "Medium" risk, and a score of at most 1 signifies "High" risk. Suppose that after testing components $\{1,2,3\}$, the system has score 2 (which occurs with probability $\frac{3}{8}$ ) then it will be classified as medium risk irrespective of the remaining two components: so testing can be stopped. Instead, if the system has score 3 after testing components $\{1,2,3\}$ (which occurs with probability $\frac{1}{8}$ ) then the class of the system cannot be determined with certainty (it may be either medium or low), and so further testing is needed.

A related problem is the $d$-dimensional stochastic score classification problem ( $d$-SSClass), which models the situation when a system has $d$ different functions, each with an associated linear score (as above). We must now perform tests on the underlying components to simultaneously assign a class to each of the $d$ functions.

In another related problem, a system again has $d$ different functions. Here, the status (working or failed) of each function is determined by some halfspace, and the overall system is considered operational if all $d$ functions are working. The goal of a diagnosing policy is to decide whether the system is operational, and if not, to return at least one function that has failed (and therefore needs maintenance). This is a special case of a problem we call explainable stochastic halfspace evaluation (EX-SFE).

Solutions for all these problems (SSClass, $d$-SSClass, and EX-SFE) are sequential decision processes. At each step, a component is tested and its outcome (working or failed) is observed. The information from all previously tested components can then be used to decide on the next component to test; this makes the process adaptive. This process continues until the risk class can be determined with certainty from the tested components. One simple class of solutions are non-adaptive solutions, which are simply described by a priority list: we then test components in this fixed order until the class can be uniquely determined. Such solutions are simpler and faster to implement, compared to their adaptive counterparts: the non-adaptive testing sequence needs to be constructed just once, after which it can be used for all input realizations. However, non-adaptive solutions are weaker than adaptive ones,
and our goal is to bound the adaptivity gap, the multiplicative ratio between the performance of the non-adaptive solution to that of the optimal adaptive one. Our main result shows that SSClass has a constant adaptivity gap, thereby answering an open question posed by [53]. Additionally, we show an adaptivity gap of $O\left(d^{2} \log d\right)$ for both the $d$-SSClass and EX-SFE problems.

### 4.1.1 Problem Definitions

Before we present the results and techniques, let us formally define the problems. For any integer $m$, we use $[m]:=\{1,2, \ldots, m\}$.

Stochastic Score Classification. An instance of SSClass consists of $n$ independent $\{0,1\}$ random variables $X=X_{1}, \ldots, X_{n}$, where variable $X_{i}$ has $\operatorname{Pr}\left[X_{i}=1\right]=\mathbb{E}\left[X_{i}\right]=p_{i}$. The cost to probe/query $X_{i}$ is $c_{i} \in \mathbb{R}_{+}$; both $p_{i}, c_{i}$ are known to us. We are also given non-negative weights $a_{i} \in \mathbb{Z}_{+}$, and the score of the outcome $X=\left(X_{1}, \ldots, X_{n}\right)$ is $r(X)=\sum_{i=1}^{n} a_{i} X_{i}$. In addition, we are given $B+1$ integers $\alpha_{1}, \ldots, \alpha_{B+1}$ such that class $j$ corresponds to the interval $I_{j}:=\left\{\alpha_{j}, \ldots, \alpha_{j+1}-1\right\}$. The score classification function $h:\{0,1\}^{n} \rightarrow\{1, \ldots, B\}$ assigns $h(X)=j$ precisely when $r(X) \in I_{j}$. The goal is to determine $h(X)$ at minimum expected cost. We assume non-negative weights only for simplicity: any instance with positive and negative weights can be reduced to an equivalent instance with all positive weights (see Appendix 4.7). Let $W:=\sum_{i=1}^{n} a_{i}$ denote the total weight. In our algorithm, we associate two numbers $\left(\beta_{j}^{0}, \beta_{j}^{1}\right) \in \mathbb{Z}_{+}^{2}$ with each class $j$, where $\beta_{j}^{0}=W-\alpha_{j+1}+1$ and $\beta_{j}^{1}=\alpha_{j}$.
$d$-Dimensional Stochastic Score Classification. This is a natural generalization of SSClass to $d \geq 2$ score functions. An instance of $d$-SSClass is the same as that for SSClass but where the weights are given by vectors $\mathbf{a}_{\mathbf{i}} \in \mathbb{Z}_{+}^{d}$. This results in a d-dimensional score function $r(X)=\sum_{i=1}^{n} \mathbf{a}_{i} X_{i}$; let $r_{k}(X)$ denote the $k^{\text {th }}$ component of $r(X)$. The input also specifies intervals $\left\{I_{j}^{(k)}\right\}_{j}$ for each of these dimensions $k \in[d]$, which in turn define score classification functions $\left\{h_{k}\right\}_{k \in[d]}$, such that $h_{k}(X)=j$ if $r_{k}(X) \in I_{j}^{(k)}$. The goal is to design a strategy to simultaneously evaluate $h_{1}, \ldots, h_{d}$ with minimum expected cost.

Explainable Stochastic Halfspace Evaluation. Finally, an instance of EX-SFE is similar to that of $d$-SSClass, but where each dimension has only two intervals $I_{0}^{(k)}, I_{1}^{(k)}$ specified by a single threshold (i.e., $I_{0}^{(k)}=\left\{y<\alpha_{k}\right\}$ and $I_{1}^{(k)}=\left\{y \geq \alpha_{k}\right\}$ ). This means that the score classification functions $h_{k}:\{0,1\}^{n} \rightarrow\{0,1\}$ are Boolean-valued. Note that $h_{k}$ corresponds to evaluating the halfspace $\sum_{i=1}^{n} a_{k i} X_{i} \geq \alpha_{k}$. Moreover, we are also given an aggregation function $f:\{0,1\}^{d} \rightarrow\{0,1\}$, and we want to evaluate $f\left(h_{1}(X), \ldots, h_{d}(X)\right)$. In other words, if we define the composite score classification function $h(X):=\left(h_{1}(X), h_{2}(X), \ldots, h_{d}(X)\right)$, we want to evaluate $(f \circ h)(X)$.

Moreover, the problem asks for an "explanation", or a witness of this evaluation. To define a witness, consider a tuple $\left(X^{\prime}, v\left(X^{\prime}\right), T\right)$, where $X^{\prime} \subseteq X$ is the subset of probed variables, $v\left(X^{\prime}\right)$ are the realizations for these variables, and $T \subseteq[d]$ is a subset of the dimensions. This tuple $\left(X^{\prime}, v\left(X^{\prime}\right), T\right)$ is a witness for $f \circ h$ if the following conditions are satisfied:

- The realizations $v\left(X^{\prime}\right)$ of the probed variables $X^{\prime}$ determine $h_{k}(X)$ for all dimensions $k \in T$. In other words, we can evaluate all the halfspaces corresponding to subset $T \subseteq[d]$.
- The values of $\left\{h_{k}(X)\right\}_{k \in T}$ completely determine $(f \circ h)(X)$; i.e., all realizations of the remaining variables $X \backslash X^{\prime}$ give the same value for $f \circ h$.

In other words, a witness is a proof of the function value that only makes use of probed variables. The goal is to design a probing strategy of minimum expected cost that determines $f \circ h$ along with a witness (as defined above). We assume that checking whether a given tuple is a witness can be done efficiently; see $\S 4.5$ for a discussion.

For example, when $f\left(y_{1}, \cdots y_{d}\right)=\bigwedge_{k=1}^{d} y_{k}$, EX-SFE corresponds to evaluating the intersection of $d$ halfspaces; the witness either confirms that all halfspaces are satisfied or identifies some violated halfspace. EX-SFE also captures more general cases: given a target $\bar{d} \leq d$, we can check whether at least $\bar{d}$ out of $d$ halfspaces are satisfied (using an appropriate $f$ ).

### 4.1.2 Results and Techniques

Our main result is the following algorithm (and adaptivity gap).

Theorem 4.1.1. There is a polynomial-time non-adaptive algorithm (called NACL) for stochastic score classification with expected cost at most a constant factor times that of the optimal adaptive policy.

This result improves on the prior work from [53, 40] in several ways. Firstly, we get a constant-factor approximation, improving upon the previous $O(\log W)$ and $O(B)$ ratios, where $W$ is the sum of weights, and $B$ the number of classes. Secondly, our algorithm is nonadaptive in contrast to the previous adaptive ones. Finally, our algorithm has nearly-linear runtime, which is faster than the previous algorithms.

An added benefit of our approach is that we obtain a "universal" solution that is simultaneously $O(1)$-approximate for all class-partitions. Indeed, the non-adaptive list produced by NACL only depends on the probabilities, costs, and weights, and not on the class boundaries $\left\{\alpha_{j}\right\}$; these $\alpha_{j}$ values are only needed in the stopping condition for probing.

Algorithm overview. To motivate our algorithm, suppose that we have probed a subset $S \subseteq[n]$ of variables, and there is a class $j$ such that $\sum_{i \in S} a_{i} X_{i} \geq \alpha_{j}$ and $\sum_{i \in S} a_{i}\left(1-X_{i}\right) \geq$ $W-\alpha_{j+1}+1$. The latter condition can be rewritten as $\sum_{i \in S} a_{i} X_{i}+\sum_{i \notin S} a_{i} \leq \alpha_{j+1}-1$. So, we can conclude that the final score lies in $\left\{\alpha_{j}, \ldots, \alpha_{j+1}-1\right\}$ irrespective of the outcomes of variables in $[n] \backslash S$. This means that $h(X)=j$. On the other hand, if the above condition is not satisfied for any class $j$, we must continue probing. Towards this end, we define two types of rewards for each variable $i \in[n]: R_{0}(i)=a_{i} \cdot\left(1-X_{i}\right)$ and $R_{1}(i)=a_{i} \cdot X_{i}$. (See Figure 4.1.) The total $R_{0}$-reward and $R_{1}$-reward from the probed variables correspond to upper and lower bounds on the score, respectively. Our non-adaptive algorithm NACL probes the variables in a predetermined order until $\sum_{i \in S} R_{0}(i) \geq \beta_{j}^{0}=W-\alpha_{j+1}+1$ and $\sum_{i \in S} R_{1}(i) \geq \beta_{j}^{1}=\alpha_{j}$ for some class $j$ (at which point it determines $h(X)=j$ ).

To get this ordering we first build two separate lists: list $L_{b}$ for the $R_{b}$-rewards (for $b=0,1)$ minimizes the cost required to cover some target amount of $R_{b}$-reward. Finally, interleaving lists $L_{0}$ and $L_{1}$ gives the final list. The idea behind list $L_{0}$ is as follows: if we only care about a single class $j$, we can set a target of $\beta_{j}^{0}$ and use the non-adaptive algorithm for stochastic knapsack cover [70]. Since the class $j$ is unknown, so is the target $\beta_{j}^{0}$ on the $R_{0}$-reward. Interestingly, we show how to construct a "universal" non-adaptive list $L_{0}$ that

(a) In this case, the $R_{0}$ reward (upper bound) and $R_{1}$ reward (lower bound) lie in class $j$ and hence probing can be stopped.

(b) Here $f(X)$ could be $j$ or $j+1$, so probing must continue.

Figure 4.1: Illustration of non-adaptive approach
works for all targets simultaneously. The construction proceeds in phases: in each phase $\ell \geq 0$, the algorithm adds a subset of variables with cost $O\left(2^{\ell}\right)$ that (roughly) maximizes the expected $R_{0}$ reward. Naıvely using the expected rewards can lead to poor performance, so a natural idea is to use rewards truncated at logarithmically-many scales (corresponding to the residual target); see for example, [42]. Moreover, to get a constant-factor approximation, we use the critical scaling idea from [70]. Roughly speaking, this identifies a single scale $\kappa$ such that with constant probability (1) the algorithm obtains large reward (truncated at scale $\kappa$ ), and (2) any subset of cost $2^{\ell}$ has small reward.

Analysis overview. The analysis of Theorem 4.1.1 relates the "non-completion" probabilities of our algorithm after cost $\gamma \cdot 2^{\ell}$ to that of the optimal adaptive algorithm after cost $2^{\ell}$, for each phase $\ell \geq 0$. The factor $\gamma$ corresponds to the approximation ratio of the algorithm. In order to relate these non-completion probabilities, we consider the $R_{0}$ and $R_{1}$-rewards obtained by an optimal adaptive algorithm, and argue that the non-adaptive algorithm obtains a higher $R_{0}$ as well as $R_{1}$ reward (with constant probability). Thus, if the optimal adaptive algorithm decides $h(X)$, so does the non-adaptive algorithm. Our algorithm/analysis also use various properties of the fractional knapsack problem.

Extensions. Next, we consider the $d$-dimensional score classification problem ( $d$-SSClass) and obtain the following result:

Theorem 4.1.2. There is a non-adaptive $O\left(d^{2} \log d\right)$-approximation algorithm for $d$-dimensional stochastic score classification.

We achieve this by extending the above approach (for $d=1$ ). We now define two rewards (corresponding to $R_{0}$ and $R_{1}$ ) for each dimension $d$. Then, we apply the list building algorithm for each of these rewards, resulting in $2 d$ separate lists. Finally, we interleave these lists to obtain the non-adaptive probing sequence. The analysis is also an extension of the $d=1$ case. The main differences are as follows. Just accounting for the $2 d$ lists results in an extra $O(d)$ factor in the approximation. Furthermore, we need to ensure (for each phase $\ell$ ) that with constant probability, our non-adaptive algorithm achieves more reward than the optimum for all the $2 d$ rewards. We incur another $O(d \log d)$ factor in the approximation in order to achieve this stronger property.

In a similar vein, our main result for EX-SFE is the following:
Theorem 4.1.3. There is a non-adaptive $O\left(d^{2} \log d\right)$-approximation algorithm for explainable stochastic halfspace evaluation.

The non-adaptive list for EX-SFE is constructed in the same manner as for $d$-SSClass, but the stopping rule relies on the oracle for verifying witnesses of $f \circ h$. As a special case, we obtain:

Corollary 4.1.4. There is a non-adaptive $O\left(d^{2} \log d\right)$-approximation algorithm for the explainable stochastic intersection of half-spaces problem.

The stochastic intersection of halfspaces problem (in a slightly different model) was studied previously by [25], where an $O(\sqrt{n \log d})$-approximation algorithm was obtained assuming all probabilities $p_{i}=\frac{1}{2}$. The main difference from our model is that [25] do not require a witness at the end. So their policy can stop if it concludes that there exists a violated halfspace (even without knowing which one), whereas our policy can only stop after it identifies a violated halfspace (or determines that all halfspaces are satisfied). We note that our approximation ratio is independent of the number of variables $n$ and holds for arbitrary probabilities.

Computational Results. Finally, we evaluate the empirical performance of our algorithm for score classification. In these experiments, our non-adaptive algorithm performs nearly as well as the previous-best adaptive algorithms, while being an order of magnitude faster.

In fact, on many instances, our algorithm provides an improvement in both the cost as well as the running time. On most instances, the cost of our algorithm is within $50 \%$ of an information-theoretic lower bound on the optimal value.

### 4.1.3 Related Work

The special case of SSCl ass with $B=2$ classes is the well-studied stochastic Boolean function evaluation for linear threshold functions $(\mathcal{S B F} \mathcal{T})$. Here, the goal is to identify whether a single halfspace is satisfied (i.e., the score is above or below a threshold). [40] gave an elegant 3-approximation algorithm for $\mathcal{S B F \mathcal { T }}$ using an adaptive dual greedy approach. Prior to their work, only an $O(\log W)$-approximation was known, based on the more general stochastic submodular cover problem [67, 56].

The general SSClass problem was introduced by [53], who showed that it can be formulated as an instance of stochastic submodular cover. Then, using general results such as $[67,56]$, they obtained an adaptive $O(\log W)$-approximation algorithm. Furthermore, [53] obtained an adaptive $3(B-1)$-approximation algorithm for SSCl ass by extending the approach of [40] for $\mathcal{S B F} \mathcal{T}$; recall that $B$ is the number of classes. [53] also studied the unweighted special case of SSClass (where all weights $a_{i}=1$ ) and gave a slightly better ( $B-1$ )-approximation algorithm. For the further special case with unit weights and costs, they obtained a non-adaptive 4-approximation algorithm. A main open question from this work was the possibility of a constant approximation for the general SSClass problem. We answer this in the affirmative. Moreover, our algorithm is non-adaptive: so we also bound the adaptivity gap.

The stochastic knapsack cover problem $(\mathcal{S K C})$ is closely related to $\mathcal{S B F} \mathcal{T}$. Given a set of items with random rewards and a target $k$, the goal is to (adaptively) select a subset of items having total reward at least $k$. The objective is to minimize the expected cost of selected items. [40] gave an adaptive 3-approximation algorithm for $\mathcal{S K C}$. Later, [70] gave a non-adaptive $O(1)$-approximation algorithm for $\mathcal{S K C}$. In fact, the result in [70] applied to the more general stochastic $k$-TSP problem [42]. Our algorithm and analysis use some ideas from [70, 42]. We use the notion of a "critical scale" from [70] to identify the correct reward truncation threshold. The approach of using non-completion probabilities in the analysis is
similar to [42]. There are also a number of differences: we exploit additional structure in the (fractional) knapsack problem and obtain a simpler and nearly-linear time algorithm.

More generally, non-adaptive solutions (and adaptivity gaps) have been used in solving various other stochastic optimization problems such as max-knapsack [38, 23], matching [15, 19], probing [62, 64] and orienteering [59, 61, 16]. Our result shows that this approach is also useful for SSCl ass.

SSClass and EX-SFE also fall under the umbrella of designing query strategies for "priced information", where one wants to evaluate a function by sequentially querying variables (that have costs). There are two lines of work here: comparing to an optimal strategy (as in our model) [73, 7, 53, 25], and comparing to the min-cost solution in hindsight (i.e., competitive analysis) $[29,33,34]$. We note that the "explainable" requirement in the EX-SFE problem (that we solve) is similar to the requirement in [73].

Organization. The rest of the paper is organized as follows. We state some preliminaries necessary for our proofs in $\S 4.2$. In $\S 4.3$, we formally state our non-adaptive algorithm for stochastic score classification and prove Theorem 4.1.1. In $\S 4.4$ and $\S 4.5$, we consider the $d$-SSClass and EX-SFE problems. We present our computational results in §4.6.

### 4.2 Preliminaries

We first state some basic results for the deterministic knapsack problem. In an instance of the knapsack problem, we are given a set $T$ of items with non-negative costs $\left\{c_{i}: i \in T\right\}$ and rewards $\left\{r_{i}: i \in T\right\}$, and a budget $D$ on the total cost. The goal is to select a subset of items of total cost at most $D$ that maximizes the total reward. The LP relaxation is the following:

$$
g(D)=\max \left\{\sum_{i \in T} r_{i} \cdot x_{i} \mid \sum_{i \in T} c_{i} \cdot x_{i} \leq D, x \in[0,1]^{T}\right\}, \quad \forall D \geq 0 .
$$

The following algorithm $\mathcal{A}_{\mathcal{K S}}$ solves the fractional knapsack problem and also obtains an approximate integral solution. Assume that the items are ordered so that $\frac{r_{1}}{c_{1}} \geq \frac{r_{2}}{c_{2}} \geq \cdots$. Let $t$ index the first item (if any) so that $\sum_{i=1}^{t} c_{i} \geq D$. Let $\psi:=\frac{1}{c_{t}}\left(D-\sum_{i=1}^{t-1} c_{i}\right)$ which lies
in $(0,1]$. Define

$$
x_{i}= \begin{cases}1 & \text { if } i \leq t-1 \\ \psi & \text { if } i=t \\ 0 & \text { if } i \geq t+1\end{cases}
$$

Return $x$ as the optimal fractional solution and $Q=\{1, \cdots, t\}$ as an integer solution. We prove the following fact in the appendix for completeness.

Theorem 4.2.1. Consider algorithm $\mathcal{A}_{\mathcal{K S}}$ on any instance of the knapsack problem with budget $D$.

1. $\langle r, x\rangle=\sum_{i=1}^{t-1} r_{i}+\psi \cdot r_{t}=g(D)$ and so $x$ is an optimal LP solution.
2. The derivative $g^{\prime}(D)=\frac{r_{t}}{c_{t}}$.
3. Solution $Q$ has cost $c(Q) \leq D+c_{\max }$ and reward $r(Q) \geq g(D)$.
4. $g(D)$ is a concave function of $D$.

### 4.3 The Stochastic Score Classification Algorithm

Our non-adaptive algorithm creates two lists $L_{0}$ and $L_{1}$ separately. These lists are based on the $R_{0}$ and $R_{1}$ rewards of the variables, where $R_{0}(i)=a_{i}\left(1-X_{i}\right)$ and $R_{1}(i)=a_{i} X_{i}$. It interleaves lists $L_{0}$ and $L_{1}$ together (by power-of- 2 costs) and then probes the variables in this non-adaptive order until the class is identified.

### 4.3.1 The Algorithm

We first explain how to build the lists $L_{0}$ and $L_{1}$. We only consider list $L_{0}$ below (the algorithm/analysis for $L_{1}$ are identical). The list building algorithm operates in phases. For each phase $\ell \geq 0$ it gets a budget of $O\left(2^{\ell}\right)$, and it solves several instances of the deterministic knapsack problem, where rewards are truncated expectations of $R_{0}$. We will use the following truncation values, also called scales.

$$
\mathcal{G}:=\left\{\theta^{\ell}: 0 \leq \ell \leq 1+\log _{\theta} W\right\}, \text { where } \theta>1 \text { is a constant. }
$$

For each scale $\tau \in \mathcal{G}$, we find a deterministic knapsack solution with reward $\mathbb{E}\left[\min \left\{R_{0} / \tau, 1\right\}\right]$ (see Equation 4.1 for the formal definition) and budget $\approx C 2^{\ell}$ (where $C>1$ is a constant). Including solutions for each scale would lead to an $O(\log W)$ loss in the approximation factor. Instead, as in [70], we identify a "critical scale" and only include solutions based on the critical scale. To this end, each scale $\tau$ is classified as either rich or poor. Roughly, in a rich scale, the knapsack solution after budget $C 2^{\ell}$ still has large "incremental" reward (formalized by the derivative of $g$ being at least some constant $\delta$ ). The critical scale is the smallest scale $\kappa$ that is poor, and so represents a transition from rich to poor. For our analysis, we will choose constant parameters $C, \delta$ and $\theta$ so that $\frac{C \delta}{\theta}>1$. We note however, that our algorithm achieves a constant approximation ratio for any constant values $C>1$, $\delta \in(0,1)$ and $\theta>0$.

```
Algorithm 6 PickReps \((\ell, \tau, \mathbf{r})\)
    let \(T \subseteq[n]\) denote the variables with non-zero reward and cost at most \(2^{\ell}\)
    run algorithm \(\mathcal{A}_{\mathcal{K S}}\) (Theorem 4.2.1) on the knapsack instance with items \(T\) and budget
    \(D=C 2^{\ell}\)
    let \(f=g^{\prime}(D)\) be the derivative of the LP value and \(Q \subseteq T\) the integral solution from
    \(\mathcal{A}_{\mathcal{K S}}\)
    if \(f>\delta 2^{-\ell}\) then
        scale \(\tau\) is rich
    else
        scale \(\tau\) is poor
    return \(Q\)
```

Subroutine PickReps (Algorithm 6) computes the knapsack solution for each scale $\tau$, and classifies the scale as rich/poor. The subroutine $\operatorname{BuILDList}(R)$ (Algorithm 7) builds the list for any set of random rewards $\{R(i): i \in[n]\}$. List $L_{b}$ (for $b=0,1$ ) is obtained by running BuildList $\left(R_{b}\right)$. Finally, the non-adaptive algorithm NACl involves interleaving the variables in lists $L_{0}$ and $L_{1}$; this is described in Algorithm 8. The resulting policy probes variables in the order given by NACL until the observed upper and lower bounds on the score lie within the same class. Note that there are $O\left(\log \left(n c_{\text {max }}\right)\right)$ phases and $O(\log W)$ scales: so the total number of deterministic knapsack instances solved is poly-logarithmic. Moreover, the knapsack algorithm $\mathcal{A}_{\mathcal{K} \mathcal{S}}$ runs in $O(n \log n)$ time. So the overall runtime of our algorithm is nearly linear.

```
Algorithm 7 BuildList \((\{R(i): i \in[n]\})\)
    list \(\Pi \leftarrow \emptyset\)
    for phase \(\ell=0,1, \ldots\) do
        for each scale \(\tau \in \mathcal{G}\) do
            define truncated rewards
\[
r_{i}^{\tau}=\left\{\begin{array}{lr}
\mathbb{E}\left[\min \left\{\frac{R(i)}{\tau}, 1\right\}\right], & \text { if } i \notin \Pi  \tag{4.1}\\
0, & \text { otherwise }
\end{array}\right.
\]
5: \(\quad S_{\ell, \tau} \leftarrow \operatorname{PickREPS}\left(\ell, \tau, \mathbf{r}^{\tau}\right)\)
        let \(\kappa\) be the smallest poor scale in \(\mathcal{G}\) (this is called the critical scale)
        \(\Pi_{\ell} \leftarrow S_{\ell, \kappa}\) and \(\Pi \leftarrow \Pi \circ \Pi_{\ell}\)
    return list \(\Pi\)
```

```
Algorithm 8 NaCl (Non-AdAptive Classifier)
    list \(L_{b} \leftarrow \operatorname{BuildList}\left(\left\{R_{b}(i): i \in[n]\right\}\right)\) for \(b=0,1\)
    let \(L_{b}^{\ell}\) denote the variables in phase \(\ell\) for list \(L_{b}\)
    for each phase \(\ell\), set \(S_{\ell} \leftarrow L_{0}^{\ell} \cup L_{1}^{\ell}\)
    return list \(S_{0}, S_{1}, \cdots, S_{\ell} \cdots\)
```


### 4.3.2 The Analysis

Lemma 4.3.1. The critical scale $\kappa$ in Step 6 of Algorithm 7 is always well defined.

Proof. To prove that there is a smallest poor scale, it suffices to show that not all scales can be rich. We claim that the last scale $\tau \geq W$ cannot be rich. Suppose (for a contradiction) that scale $\tau$ is rich. Then, by concavity of $g$ (see property 4 in Theorem 4.2.1), we have $g(D) \geq D \cdot g^{\prime}(D)>D \cdot \delta 2^{-\ell}=C \delta \geq 1$. On the other hand, the total deterministic reward at this scale, $\sum_{i=1}^{n} r_{i}^{\tau} \leq \frac{W}{\tau} \leq 1$. Thus, $g(D) \leq 1$, a contradiction.

Lemma 4.3.2. The cost $c\left(S_{\ell, \tau}\right) \leq(C+1) 2^{\ell}$ for any phase $\ell$. Hence, the cost incurred in phase $\ell$ of NACL is at most $(C+1) 2^{\ell+1}$.

Proof. Consider any call to PickReps in phase $\ell$. We have $S_{\ell, \tau}=Q$ where $Q$ is the integer solution from Theorem 4.2.1. It follows that $c\left(S_{\ell, \tau}\right)=c(Q) \leq C 2^{\ell}+\max _{i \in T} c_{i} \leq(C+1) 2^{\ell}$; note that we only consider variables of cost at most $2^{\ell}$ (see Step 1 of Algorithm 6). Finally, the variables $S_{\ell}$ in phase $\ell$ of NACL consist of the phase- $\ell$ variables of both $L_{0}$ and $L_{1}$. So the total cost of these variables is at most $(C+1) 2^{\ell+1}$.

We now analyze the cost incurred by our non-adaptive strategy NACL. We denote by OPT an optimal adaptive solution for SSClass. To analyze the algorithm, we use the following notation.

- $u_{\ell}$ : probability that NACL is not complete by end of phase $\ell$.
- $u_{\ell}^{*}$ : probability that OPT costs at least $2^{\ell}$.

We can assume by scaling that the minimum cost is 1 . So $u_{0}^{*}=1$. For ease of notation, we use OPT and NA to denote the random cost incurred by OPT and NACL respectively. We also divide OPT into phases: phase $\ell$ corresponds to variables in OPT after which the cumulative cost is between $2^{\ell-1}$ and $2^{\ell}$. The following lemma forms the crux of the analysis.

Lemma 4.3.3. For any phase $\ell \geq 1$, we have $u_{\ell} \leq q \cdot u_{\ell-1}+u_{\ell}^{*}$ where $q \leq 0.3$.
Before we prove this lemma, we use it to prove Theorem 4.1.1.

Proof of Theorem 4.1.1. This proof is fairly standard, see e.g., [42]. By the description of the non-adaptive algorithm, the cost until end of phase $\ell$ (in NACL) is at most $(C+$ 1) $\sum_{j=0}^{\ell} 2^{j+1} \leq 4(C+1) \cdot 2^{\ell}$. Let $\gamma=4(C+1)$ below. Moreover, NACL ends in phase $\ell$ with probability $\left(u_{\ell-1}-u_{\ell}\right)$. As a consequence of this, we have

$$
\begin{equation*}
\mathbb{E}[\mathrm{NA}] \leq \gamma \cdot\left(1-u_{0}\right)+\sum_{\ell \geq 1} \gamma \cdot 2^{\ell} \cdot\left(u_{\ell-1}-u_{\ell}\right)=\gamma+\gamma \cdot \sum_{\ell \geq 0} 2^{\ell} u_{\ell} \tag{4.2}
\end{equation*}
$$

Similarly, we can bound the cost of the optimal adaptive algorithm as

$$
\begin{equation*}
\mathbb{E}[\mathrm{OPT}] \geq \sum_{\ell \geq 0} 2^{\ell}\left(u_{\ell}^{*}-u_{\ell+1}^{*}\right) \geq u_{0}^{*}+\frac{1}{2} \cdot \sum_{\ell \geq 1} 2^{\ell} u_{\ell}^{*}=1+\frac{1}{2} \cdot \sum_{\ell \geq 1} 2^{\ell} u_{\ell}^{*} \tag{4.3}
\end{equation*}
$$

where the final equality uses the fact that $u_{0}^{*}=1$. Define $\Gamma:=\sum_{\ell \geq 0} 2^{\ell} u_{\ell}$. We have

$$
\begin{aligned}
\Gamma=\sum_{\ell \geq 0} 2^{\ell} u_{\ell} & \leq u_{0}+q \cdot \sum_{\ell \geq 1} 2^{\ell} \cdot u_{\ell-1}+\sum_{\ell \geq 1} 2^{\ell} \cdot u_{\ell}^{*} \\
& \leq u_{0}+q \cdot \sum_{\ell \geq 1} 2^{\ell} u_{\ell-1}+2 \cdot(\mathbb{E}[\mathrm{OPT}]-1) \\
& =u_{0}+2 q \cdot\left(\sum_{\ell \geq 0} 2^{\ell} u_{\ell}\right)+2 \cdot(\mathbb{E}[\mathrm{OPT}]-1) \\
& \leq 2 q \cdot \Gamma+2 \mathbb{E}[\mathrm{OPT}]-1,
\end{aligned}
$$

where the first inequality follows from Lemma 4.3.3, the second inequality from (4.3), and the last inequality from the fact that $u_{0} \leq 1$. Thus, $\Gamma \leq \frac{2}{1-2 q} \cdot \mathbb{E}[\mathrm{OPT}]-1$. From (4.2), we conclude $\mathbb{E}[\mathrm{NA}] \leq \frac{2 \gamma}{1-2 q} \cdot \mathbb{E}[\mathrm{OPT}]$. Setting $C=O(1)$ and $q=0.3$ completes the proof.

### 4.3.3 Proof of Lemma 4.3.3

Recall that NACL denotes the non-adaptive algorithm, and NA its random cost. Fix any phase $\ell \geq 1$, and let $\sigma$ denote the realization of the variables probed in the first $\ell-1$ phases of NACL. We further define the following conditioned on $\sigma$ :

- $u_{\ell}(\sigma)$ : probability that NACL is not complete by end of phase $\ell$.
- $u_{\ell}^{*}(\sigma)$ : probability that OPT costs at least $2^{\ell}$, i.e., OPT is not complete by end of phase $\ell$.

If NACL does not complete before phase $\ell$ then $u_{\ell-1}(\sigma)=1$, and we will prove

$$
\begin{equation*}
u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3 \tag{4.4}
\end{equation*}
$$

We can complete the proof using this. Note that $u_{\ell-1}(\sigma)$ is either 0 or 1. If $u_{\ell-1}(\sigma)=0$ then $u_{\ell}(\sigma)=0$ as well. So, Equation (4.4) implies that $u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3 u_{\ell-1}(\sigma)$ for all $\sigma$. Taking expectation over $\sigma$ gives Lemma 4.3.3. It remains to prove Equation (4.4).

We denote by $\mathcal{R}_{0}$ and $\mathcal{R}_{0}^{*}$ the total $R_{0}$ reward obtained in the first $\ell$ phases by NACL and OPT respectively. We similarly define $\mathcal{R}_{1}$ and $\mathcal{R}_{1}^{*}$. To prove Equation (4.4), we will
show that the probabilities (conditioned on $\sigma) \mathbf{P}\left(\mathcal{R}_{0}^{*}>\mathcal{R}_{0}\right)$ and $\mathbf{P}\left(\mathcal{R}_{1}^{*}>\mathcal{R}_{1}\right)$ are small. Intuitively, this implies that with high probability, if OPT finishes in phase $\ell$, then so does NACL. Formally, we prove the following key lemma.

Lemma 4.3.4 (Key Lemma). For $b \in\{0,1\}$, we have $\mathbf{P}\left(\mathcal{R}_{b}<\mathcal{R}_{b}^{*} \mid \sigma\right) \leq 0.15$.
Using these lemmas, we prove Equation (4.4).
Proof of Equation (4.4). Recall that we associate a pair ( $\beta_{j}^{0}, \beta_{j}^{1}$ ) with every class $j$. If OPT finishes in phase $\ell$, then there exists some $j$ such that $\mathcal{R}_{0}^{*} \geq \beta_{j}^{0}$ and $\mathcal{R}_{1}^{*} \geq \beta_{j}^{1}$. Thus,

$$
\mathbf{P}(\text { OPT finishes in phase } \ell \mid \sigma)=1-u_{\ell}^{*}(\sigma)=\mathbf{P}\left(\exists j: \mathcal{R}_{0}^{*} \geq \beta_{j}^{0} \text { and } \mathcal{R}_{1}^{*} \geq \beta_{j}^{1} \mid \sigma\right) .
$$

From Lemma 4.3.4 and union bound, we have $\mathbf{P}\left(\mathcal{R}_{0}<\mathcal{R}_{0}^{*}\right.$ or $\left.\mathcal{R}_{1}<\mathcal{R}_{1}^{*} \mid \sigma\right) \leq 0.3$. Then, we have

$$
\begin{aligned}
1-u_{\ell}(\sigma) & =\mathbf{P}(\text { NA finishes in phase } \ell \mid \sigma) \\
& \geq \mathbf{P}\left((\text { OPT finishes in phase } \ell) \bigwedge \mathcal{R}_{0} \geq \mathcal{R}_{0}^{*} \bigwedge \mathcal{R}_{1} \geq \mathcal{R}_{1}^{*} \mid \sigma\right) \\
& \geq \mathbf{P}(\text { OPT finishes in phase } \ell \mid \sigma)-\mathbf{P}\left(\mathcal{R}_{0}<\mathcal{R}_{0}^{*} \text { or } \mathcal{R}_{1}<\mathcal{R}_{1}^{*} \mid \sigma\right) \\
& \geq\left(1-u_{\ell}^{*}(\sigma)\right)-0.3
\end{aligned}
$$

Upon rearranging, this gives $u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3$ as desired.

### 4.3.4 Proof of the Key Lemma

We now present the proof of Lemma 4.3 .4 with $b=0$ (the case $b=1$ is identical). Henceforth, reward will only refer to $R_{0}$. For ease of notation, let $\sigma$ also represent the set of variables probed in the first $\ell-1$ phases. Observe that in phase $\ell$ of Algorithm 7, the previously probed variables $\Pi \subseteq \sigma$. (Note that $\Pi$ only includes variables in $L_{0}$ whereas $\sigma$ includes variables in both $L_{0}$ and $L_{1}$.)

Overview of proof. Recall that $S_{\ell}$ is the set of variables probed by NACL in phase $\ell$. Let $O_{\ell}$ be the variables probed by OPT in phase $\ell$; so the total cost of $O_{\ell}$ is at most $2^{\ell}$. Note that
$O_{\ell}$ is a random subset as OPT is adaptive. On the other hand, $S_{\ell}$ is a deterministic subset as NACL is a non-adaptive list. We will show that (conditioned on $\sigma$ ) the probability that $O_{\ell}$ has more reward than $S_{\ell}$ is small. The key idea is to use the critical scale $\kappa$ (in phase $\ell$ ) to argue that the following hold with constant probability (1) reward of $O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)$ is at most $\kappa$, and (2) reward of $S_{\ell} \backslash O_{\ell}$ is at least $\kappa$. This would imply that with constant probability, NACL gets at least as much reward as OPT by the end of phase $\ell$.

We note here that the probabilities and expectations in this proof are conditioned on $\sigma$. For ease of notation, we will drop this conditioning henceforth. For any subset $S \subseteq[n]$ of variables, we use $R_{0}(S):=\sum_{i \in S} R_{0}(i)$ to denote the total observed reward in $S$. We also use $\kappa^{-}$to be the scale immediately preceding the critical scale $\kappa$. (If $\kappa=1$ then $\kappa^{-}$is undefined, and all steps involving $\kappa^{-}$can be ignored.)

Upper bounding reward of $O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)$. Define new rewards:

$$
U_{i}=\left\{\begin{array}{lr}
\min \left\{\frac{R_{0}(i)}{\kappa}, 1\right\}, & \text { if } i \notin \sigma \cup S_{\ell}  \tag{4.5}\\
0, & \text { otherwise }
\end{array}\right.
$$

Note that $\mathbb{E}\left[U_{i}\right]=r_{i}^{\kappa}$ for all $i \notin \sigma \cup S_{\ell}$. Basically, we use the truncated rewards and ignore the variables probed up to phase $\ell$. We now show that any adaptive policy that selects variables of cost $2^{\ell}$ (outside $S_{\ell} \cup \sigma$ ) cannot get too much reward.

Lemma 4.3.5. If $\mathcal{A}$ is any adaptive policy of selecting variables from $[n] \backslash\left(S_{\ell} \cup \sigma\right)$ with total cost $\leq 2^{\ell}$ then $\mathbf{P}\left[R_{0}(\mathcal{A})<\kappa\right] \geq 1-\delta$. Hence, $\mathbf{P}\left[R_{0}\left(O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)\right) \geq \kappa\right] \leq \delta$.

Proof. Consider Algorithm 6 for scale $\kappa$; see also Theorem 4.2.1 for solving the knapsack problem. Subset $T \subseteq[n] \backslash \sigma$ consists of variables $i$ with reward $r_{i}^{\kappa}>0$ and cost $c_{i} \leq 2^{\ell}$. The variables in $T$ are ordered in non-increasing reward-to-cost ratio. Subset $Q=\{1,2, \cdots t\} \subseteq T$ is the minimal prefix of $T$ with total cost $\geq D=C 2^{\ell}$. As $\kappa$ is a poor scale, the derivative $g^{\prime}(D)=\frac{r_{t}^{\kappa}}{c_{t}} \leq \delta 2^{-\ell}$. We now claim:

$$
\begin{equation*}
\text { Any subset } O \subseteq[n] \backslash(Q \cup \sigma) \text { with } \operatorname{cost} c(O) \leq 2^{\ell} \text { has reward } r^{\kappa}(O) \leq \delta \tag{4.6}
\end{equation*}
$$

Clearly, every variable in $O$ has cost at most $2^{\ell}$ : so $O \subseteq T \backslash Q$. Using the fact that $Q$ is a prefix of $T$ in decreasing reward-to-cost order, we have

$$
\frac{r^{\kappa}(O)}{c(O)} \leq \min _{i \in Q} \frac{r_{i}^{\kappa}}{c_{i}}=\frac{r_{t}^{\kappa}}{c_{t}} \leq \delta 2^{-\ell}
$$

Using $c(O) \leq 2^{\ell}$, it now follows that $r^{\kappa}(O) \leq \delta$, proving (4.6).
Now consider adaptive policy $\mathcal{A}$. We also use $\mathcal{A}$ to denote the (random) subset selected. Note that $\mathcal{A} \subseteq[n] \backslash\left(S_{\ell} \cup \sigma\right) \subseteq[n] \backslash(Q \cup \sigma)$ as $S_{\ell} \supseteq S_{\ell, \kappa}=Q$. The expected $U$-reward is:

$$
A^{*}=\mathbb{E}_{\mathcal{A}, X}\left[\sum_{i \in \mathcal{A}} U_{i}\right]=\mathbb{E}_{\mathcal{A}, X}\left[\sum_{i=1}^{n} \mathbf{1}_{i \in \mathcal{A}} \cdot U_{i}\right]=\sum_{i=1}^{n} \mathbf{P}_{\mathcal{A}}(i \in \mathcal{A}) \cdot \mathbb{E}_{X}\left[U_{i}\right]=\mathbb{E}_{\mathcal{A}}\left[\sum_{i \in \mathcal{A}} \mathbb{E}_{X}\left[U_{i}\right]\right]
$$

The third equality above uses the fact that $U_{i}$ are independent: so $U_{i}$ is independent of $i \in \mathcal{A}$. Note that every outcome of $\mathcal{A}$ has total cost at most $2^{\ell}$. So, for all outcomes of $\mathcal{A}$, the total expected $U$-reward $\sum_{i \in \mathcal{A}} \mathbb{E}_{X}\left[U_{i}\right]=r^{\kappa}(\mathcal{A}) \leq \delta$ by (4.6). Combined with the above, we get $A^{*} \leq \delta$. By Markov's inequality, $\mathbf{P}\left[\sum_{i \in \mathcal{A}} U_{i} \geq 1\right] \leq \delta$, which implies

$$
\begin{equation*}
\mathbf{P}\left[\sum_{i \in \mathcal{A}} U_{i}<1\right] \geq 1-\delta \tag{4.7}
\end{equation*}
$$

Now, observe that $\sum_{i \in \mathcal{A}} U_{i}<1$ implies $\sum_{i \in \mathcal{A}} \min \left(R_{0}(i), \kappa\right)<\kappa$. Hence, $\sum_{i \in \mathcal{A}} R_{0}\left(X_{i}\right)<\kappa$. Combined with (4.7) this proves the first part of the lemma.

For the second part, consider $O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)$ as the adaptive policy $\mathcal{A}$. It follows that

$$
\mathbf{P}\left[R_{0}\left(O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)\right) \geq \kappa\right] \leq \delta,
$$

as claimed.

Lower bounding reward of $S_{\ell} \backslash O_{\ell}$. We first lower bound the expected reward.
Lemma 4.3.6. If $\kappa>1$ then $r^{\kappa}\left(S_{\ell} \backslash O_{\ell}\right) \geq \frac{\delta(C-1)}{\theta}$.
Proof. As $\kappa>1$, the rich scale $\kappa^{-}$exists. To reduce notation let $r_{i}^{-}=r_{i}^{\kappa^{-}}$be the reward at scale $\kappa^{-}$. Recall that the budget $D=C 2^{\ell}$. Also, let $h(D)$ and $g(D)$ denote the optimal LP
values of the knapsack instances considered in scale $\kappa^{-}$and $\kappa$ respectively. For any variable $i$, we have $r_{i}^{-} \geq r_{i}^{\kappa} \geq \frac{\kappa^{-}}{\kappa} \cdot r_{i}^{-}=\frac{1}{\theta} \cdot r_{i}^{-}$. Order the variables $T$ according to $\kappa^{-}$, i.e., in decreasing order of $\frac{r_{i}^{-}}{c_{i}}$. Let $t$ index the variable so that the derivative $h^{\prime}(D)=\frac{r_{t}^{-}}{c_{t}}$. Note that we have:

$$
\frac{r_{i}^{\kappa}}{c_{i}} \geq \frac{1}{\theta} \cdot \frac{r_{i}^{-}}{c_{i}} \geq \frac{1}{\theta} \cdot \frac{r_{t}^{-}}{c_{t}} \text { for all } 1 \leq i \leq t, \quad \text { and } \quad \sum_{i=1}^{t} c_{i} \geq D
$$

This implies that the derivative $g^{\prime}(D) \geq \frac{1}{\theta} \cdot \frac{r_{t}^{-}}{c_{t}}=\frac{h^{\prime}(D)}{\theta}$. Combined with the fact that $\kappa^{-}$ is rich, we have $g^{\prime}(D) \geq \frac{1}{\theta} \delta 2^{-\ell}$. Now, using the concavity of $g$ (see Theorem 4.2.1) and $D=C 2^{\ell}$,

$$
\begin{equation*}
g(D) \geq g\left(2^{\ell}\right)+g^{\prime}(D) \cdot\left(D-2^{\ell}\right) \geq g\left(2^{\ell}\right)+\frac{1}{\theta} \delta 2^{-\ell}(C-1) 2^{\ell}=g\left(2^{\ell}\right)+\frac{(C-1) \delta}{\theta} \tag{4.8}
\end{equation*}
$$

Note that the variables in this phase are $S_{\ell} \supseteq Q$ where $Q$ is obtained from Theorem 4.2.1 (for the knapsack instance at scale $\kappa$ ). Hence, $r^{\kappa}\left(S_{\ell}\right) \geq r^{\kappa}(Q) \geq g(D)$.

Now consider any outcome of $O_{\ell}$ (the variables up to cost $2^{\ell}$ in OPT). The total cost $c\left(O_{\ell}\right) \leq 2^{\ell}$. So, $O_{\ell}$ is always a feasible solution to the knapsack instance with budget $2^{\ell}$. This implies $r^{\kappa}\left(O_{\ell}\right) \leq g\left(2^{\ell}\right)$; recall that $g\left(2^{\ell}\right)$ is the optimal LP value. Therefore,

$$
r^{\kappa}\left(S_{\ell} \backslash O_{\ell}\right) \geq r^{\kappa}\left(S_{\ell}\right)-r^{\kappa}\left(O_{\ell}\right) \geq g(D)-g\left(2^{\ell}\right) \geq \frac{(C-1) \delta}{\theta}
$$

The last inequality uses (4.8).
Let $\mu:=(C-1) \delta / \theta$. We will ensure that $\mu>1$. The following is a Chernoff-type bound.
Lemma 4.3.7. We have $\mathbf{P}\left(R_{0}\left(S_{\ell} \backslash O_{\ell}\right)<\kappa\right) \leq e^{-(\mu-\ln \mu-1)}$.
Proof. Let $U_{i}:=\min \left\{\frac{R_{0}(i)}{\kappa}, 1\right\}$ for $i \in S_{\ell} \backslash O_{\ell}$. Below, we drop the range $i \in S_{\ell} \backslash O_{\ell}$ to reduce clutter. By Lemma 4.3.6, $\sum_{i} \mathbb{E}\left[U_{i}\right]=r^{\kappa}\left(S_{\ell} \backslash O_{\ell}\right) \geq \mu$. Note that $R_{0}\left(S_{\ell} \backslash O_{\ell}\right)<\kappa$ implies $\sum_{i} U_{i}<1$. So it suffices to upper bound $\mathbf{P}\left(\sum_{i} U_{i}<1\right)$.

Let $t>0$ be some parameter. We have:

$$
\mathbf{P}\left(\sum_{i} U_{i}<1\right)=\mathbf{P}\left(e^{-t \sum_{i} U_{i}}>e^{-t}\right) \leq \mathbb{E}\left[e^{-t \sum_{i} U_{i}}\right] \cdot e^{t}=e^{t} \prod_{i} \mathbb{E}\left[e^{-t U_{i}}\right]
$$

By convexity of $g(u)=e^{-t u}$ we have $e^{-t u} \leq 1-\left(1-e^{-t}\right) \cdot u$ for all $u \in[0,1]$. Taking expectation over $U_{i} \in[0,1]$, it follows that $\mathbb{E}\left[e^{-t U_{i}}\right] \leq 1-\left(1-e^{-t}\right) \cdot \mathbb{E}\left[U_{i}\right] \leq \exp \left(-\left(1-e^{-t}\right) \cdot \mathbb{E}\left[U_{i}\right]\right)$. Combined with the above,

$$
\mathbf{P}\left(\sum_{i} U_{i}<1\right) \leq e^{t} \prod_{i} e^{-\left(1-e^{-t}\right) \cdot \mathbb{E}\left[U_{i}\right]}=e^{t-\left(1-e^{-t}\right) \cdot \mu}
$$

Setting $t=\ln \mu>0$, the right-hand-side above is $e^{-\mu+1+\ln \mu}$ which completes the proof.

We are now ready to finish the proof.
Lemma 4.3.8. Consider any parameters $\delta>0, C>1$ and $\theta>1$ with $\mu=(C-1) \delta / \theta>1$.
Then, $\mathbf{P}\left(R_{0}\left(S_{\ell} \backslash O_{\ell}\right) \geq R_{0}\left(O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)\right)\right) \geq 1-\delta-e^{-\mu+1+\ln \mu}$.

Proof. By Lemma 4.3.5, $\mathbf{P}\left[R_{0}\left(O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)\right) \geq \kappa\right] \leq \delta$. By Lemma 4.3.7, $\mathbf{P}\left(R_{0}\left(S_{\ell} \backslash O_{\ell}\right)<\kappa\right) \leq$ $e^{-(\mu-\ln \mu-1)}$. The lemma now follows by union bound.

Setting $\delta=0.1, C=70$ and $\theta=1.1$, and using Lemma 4.3.8, we get

$$
\mathbf{P}\left[R_{0}\left(S_{\ell} \cup \sigma\right) \geq R_{0}\left(O_{\ell}\right)\right]=\mathbf{P}\left[R_{0}\left(S_{\ell} \backslash O_{\ell}\right) \geq R_{0}\left(O_{\ell} \backslash\left(S_{\ell} \cup \sigma\right)\right)\right] \geq 0.85
$$

This completes the proof of Lemma 4.3.4.

## $4.4 d$-Dimensional Stochastic Score Classification

In this section, we consider $d$-SSClass and prove Theorem 4.1.2. Recall that $d$-SSClass is a generalization of SSClass to $d$ "dimensions" where $d \geq 2$. An instance of $d$-SSClass consists of $n$ binary variables $X=X_{1}, \ldots, X_{n}$, and a $d$-dimensional score function $r(X)=$ $\sum_{i=1}^{n} \mathbf{a}_{i} X_{i} ; \mathbf{a}_{\mathbf{i}} \in \mathbb{Z}_{+}^{d}$. We denote the $k^{t h}$ component of $r(X)$ by $r_{k}(X)$. The input also specifies intervals $\left\{I_{j}^{(k)}\right\}_{j}$ for each of these dimensions $k \in[d]$, which in turn define score classification functions $\left\{h_{k}\right\}_{k \in[d]}$, such that $h_{k}(X)=j$ if $r_{k}(X) \in I_{j}^{(k)}$. The goal is to design a strategy to simultaneously evaluate $h_{1}, \ldots, h_{d}$ with minimum expected cost. We let the pair $\left(\alpha_{j}^{(k)}, \alpha_{j+1}^{(k)}-1\right)$ denote the lower and upper bound for interval $I_{j}^{(k)}$. For each dimension $k$ and class $j$, define $\beta_{k, j}^{0}=\sum_{i=1}^{n} a_{i k}-\alpha_{j+1}^{(k)}+1$ and $\beta_{k, j}^{1}=\alpha_{j}^{(k)}$. If $S \subseteq[n]$ denotes the set of
variables selected at some point then, in order to conclude that the class in dimension $k$ is $j$, we need $\sum_{i \in S} a_{i k}\left(1-X_{i}\right) \geq \beta_{k, j}^{0}$ and $\sum_{i \in S} a_{i k} X_{i} \geq \beta_{k, j}^{1}$.

We now give an overview of our algorithm (see Algorithm 9 for a formal description). It is easy to state and follows the same overall idea as the algorithm for SSClass (see §4.3 for details).

1. The algorithm creates two lists $L_{k, 0}$ and $L_{k, 1}$ for each dimension $k \in[d]$. These lists are based on the rewards $R_{k, 0}(i):=a_{i k}\left(1-X_{i}\right)$ and $R_{k, 1}(i):=a_{i k} X_{i}$.
2. These $2 d$ lists are interleaved together by power-of- 2 costs, and then probed nonadaptively until the algorithm can determine the correct class with respect to every dimension.
```
Algorithm 9 d-NACL
    list \(L_{k, b} \leftarrow \operatorname{BuildList}\left(R_{k, b}\right)\) for \(k \in[d], b=0,1\)
    Let \(L_{k, b}^{\ell}\) denote the variables in phase \(\ell\) for list \(L_{k, b}\)
    For each phase \(\ell\), set \(S_{\ell} \leftarrow \bigcup_{k \in[d]}\left(L_{k, 0}^{\ell} \cup L_{k, 1}^{\ell}\right)\)
    return list \(S_{0}, S_{1}, \ldots, S_{\ell}, \ldots\)
```

Recall that the list building algorithm (BuildList) uses parameters $C, \delta$ and $\theta$. For $d$-SSClass, we use $\delta \approx \frac{1}{d}, C \approx d \log d$ and $\theta=2$. This algorithm operates in phases: in phase $\ell \geq 0$, the algorithm gets a budget $\approx C 2^{\ell}$ to select variables to add to the list. From Lemma 4.3.2, the cost of the phase- $\ell$ variables for any list $L_{k, b}$ is at most $(C+1) 2^{\ell}$. Then, the cost of the variables in $S_{\ell}$ is at most $2 d \cdot(C+1) 2^{\ell}$. We formalize this in the following lemma.

Lemma 4.4.1. The cost incurred in phase $\ell$ of $d-\mathrm{NACL}$ is at most $2 d \cdot(C+1) 2^{\ell}$.

### 4.4.1 The Analysis

The overall analysis is similar to the analysis of NACL in $\S 4.3$. We denote by OPT an optimal adaptive solution for $d$-SSClass. The analysis relies on comparing the non-completion probabilities of OPT and $d$-NACL. Towards this end, we define:

- $u_{\ell}$ : probability that $d$-NACL is not complete by end of phase $\ell$.
- $u_{\ell}^{*}$ : probability that OPT costs at least $2^{\ell}$.

We can assume by scaling that the minimum cost is 1 . So $u_{0}^{*}=1$. For ease of notation, we use OPT and NA to denote the random cost incurred by OPT and $d$-NACL respectively. We also divide OPT into phases: phase $\ell$ corresponds to variables in OPT after which the cumulative cost is between $2^{\ell-1}$ and $2^{\ell}$. We set $C=O(d \log d), \delta=\frac{0.05}{d}$ and $\theta=2$. Recall that $C, \delta$ and $\theta$ are parameters of BuildList (Algorithm 7). The following lemma forms the crux of the analysis.

Lemma 4.4.2. For any phase $\ell \geq 1$, we have $u_{\ell} \leq q \cdot u_{\ell-1}+u_{\ell}^{*}$ where $q \leq 0.3$
Before we prove this lemma, we use it to prove Theorem 4.1.2.
Proof of Theorem 4.1.2. By the description of the non-adaptive algorithm, the cost until end of phase $\ell$ (in $d$-NACL) is at most $2 d \cdot(C+1) \sum_{j=0}^{\ell} 2^{j} \leq 4 d \cdot(C+1) \cdot 2^{\ell}$. Let $\gamma=4 d(C+1)$ below. Following the proof of Theorem 4.1.1, we conclude $\mathbb{E}[\mathrm{NA}] \leq \frac{2 \gamma}{1-2 q} \cdot \mathbb{E}[\mathrm{OPT}]$. The proof follows since $C=O(d \log d)$ and $q \leq 0.3$.

### 4.4.2 Proof of Lemma 4.4.2

Recall that $d$-NACL denotes the non-adaptive algorithm, and NA its random cost. Fix any phase $\ell \geq 1$, and let $\sigma$ denote the realization of the variables probed in the first $\ell-1$ phases of $d$-NACL. We further define the following conditioned on $\sigma$ :

- $u_{\ell}(\sigma)$ : probability that $d-\mathrm{NACL}^{2}$ is not complete by end of phase $\ell$.
- $u_{\ell}^{*}(\sigma)$ : probability that OPT costs at least $2^{\ell}$, i.e., OPT is not complete by end of phase $\ell$.

If $d$-NACL does not complete before phase $\ell$ then $u_{\ell-1}(\sigma)=1$, and we will prove

$$
\begin{equation*}
u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3 \tag{4.9}
\end{equation*}
$$

We can complete the proof using this. Note that $u_{\ell-1}(\sigma)$ is either 0 or 1 . If $u_{\ell-1}(\sigma)=0$ then $u_{\ell}(\sigma)=0$ as well. So, Equation (4.9) implies that $u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3 u_{\ell-1}(\sigma)$ for all $\sigma$. Taking expectation over $\sigma$ gives Lemma 4.4.2. It remains to prove Equation (4.9).

We denote by $\mathcal{R}_{k, 0}$ and $\mathcal{R}_{k, 0}^{*}$ the $R_{k, 0}$ rewards obtained in dimension $k$ in the first $\ell$ phases by $d$-NACL and OPT respectively. We similarly define $\mathcal{R}_{k, 1}$ and $\mathcal{R}_{k, 1}^{*}$. To prove Equation (4.9), we will show that the probabilities (conditioned on $\sigma) \mathbf{P}\left(\mathcal{R}_{k, 0}^{*}>\mathcal{R}_{k, 0}\right)$ and $\mathbf{P}\left(\mathcal{R}_{k, 1}^{*}>\mathcal{R}_{k, 1}\right)$ over all dimensions $k$ are small. This implies that with good probability, if OPT finishes in phase $\ell$, then so does $d$-NACL. Formally,
Lemma 4.4.3 (Key Lemma). For $k \in[d]$, and $b \in\{0,1\}$ we have $\mathbf{P}\left(\mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right) \leq \frac{0.15}{d}$. Proof of Equation (4.9). If OPT finishes in phase $\ell$, then there exists some $j_{k}$ for every dimension $k$ such that $\mathcal{R}_{k, 0}^{*} \geq \beta_{k, j_{k}}^{0}$ and $\mathcal{R}_{k, 1}^{*} \geq \beta_{k, j_{k}}^{1}$. Thus,
$\mathbf{P}($ OPT finishes in phase $\ell \mid \sigma)=1-u_{\ell}^{*}(\sigma)=\mathbf{P}\left(\exists\left(j_{k}\right)_{k \in[d]}: \mathcal{R}_{k, 0}^{*} \geq \beta_{k, j_{k}}^{0}\right.$ and $\left.\mathcal{R}_{k, 1}^{*} \geq \beta_{k, j_{k}}^{1} \forall k \mid \sigma\right)$.

From Lemma 4.4.3 and union bound, we have $\mathbf{P}\left(\exists k, b: \mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right) \leq 0.3$. Then, we have

$$
\begin{aligned}
1-u_{\ell}(\sigma) & =\mathbf{P}(\text { NA finishes in phase } \ell \mid \sigma) \geq \mathbf{P}\left((\text { OPT finishes in phase } \ell) \bigwedge \wedge_{k, b}\left(\mathcal{R}_{k, b} \geq \mathcal{R}_{k, b}^{*}\right) \mid \sigma\right) \\
& \geq \mathbf{P}(\mathrm{OPT} \text { finishes in phase } \ell \mid \sigma)-\mathbf{P}\left(\exists k, b: \mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right) \\
& \geq\left(1-u_{\ell}^{*}(\sigma)\right)-0.3
\end{aligned}
$$

Upon rearranging, this gives $u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3$ as desired.
We now prove Lemma 4.4.3. Using Lemma 4.3.8,
Lemma 4.4.4. We have $\mathbf{P}\left(\mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right)=\delta+e^{-\mu+1+\ln \mu}$ where $\mu:=\frac{(C-1) \delta}{\theta}$.
We set $C=400 d \ln d+1=O(d \log d), \delta=\frac{0.05}{d}$, and $\theta=2$. Then, we have $\mu=10 \ln d$, and from Lemma 4.4.4, we have

$$
\begin{aligned}
\mathbf{P}\left(\mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right) & =\delta+e^{-\mu+1+\ln \mu}=\frac{0.05}{d}+\exp (-10 \ln d+1+\ln 10 \ln d) \\
& =\frac{0.05}{d}+\frac{1}{d^{10}} \cdot \exp (1+\ln 10+\ln \ln d) \leq \frac{0.15}{d}
\end{aligned}
$$

where the last inequality uses $d \geq 2$.

### 4.5 Explainable Stochastic Halfspace Evaluation

We consider EX-SFE and prove Theorem 4.1.3 in this section. Recall that an instance of EX-SFE is similar to that of $d$-SSClass, but where each dimension $k$ has only two intervals $I_{0}^{(k)}, I_{1}^{(k)}$, specified by a single threshold $\alpha_{k}$. So, the score classification functions $h_{k}:\{0,1\}^{n} \rightarrow\{0,1\}$ are halfspaces. Additionally, there is an aggregation function $f:\{0,1\}^{d} \rightarrow\{0,1\}$, and we want to evaluate $f\left(h_{1}(X), \ldots, h_{d}(X)\right)$. Letting $h(X):=\left(h_{1}(X), h_{2}(X), \ldots, h_{d}(X)\right)$, we want to evaluate $(f \circ h)(X)$.

Moreover, the problem asks for a witness of this evaluation. Recall that a witness is a tuple ( $X^{\prime}, v\left(X^{\prime}\right), T$ ), where $X^{\prime} \subseteq X$ is the subset of probed variables, $v\left(X^{\prime}\right)$ are the realizations for these variables, and $T \subseteq[d]$ is a subset of the dimensions, satisfying the following conditions:

- The realizations $v\left(X^{\prime}\right)$ of the probed variables $X^{\prime}$ determine $h_{k}(X)$ for all dimensions $k \in T$. In other words, we can evaluate all the halfspaces corresponding to subset $T \subseteq[d]$.
- The values of $\left\{h_{k}(X)\right\}_{k \in T}$ completely determine $(f \circ h)(X)$; i.e., all realizations of the remaining variables $X \backslash X^{\prime}$ give the same value for $f \circ h$.

The goal is to design a probing strategy of minimum expected cost that determines $f \circ h$ along with a witness. Before describing our algorithm, we highlight the role of a witness in stochastic halfspace evaluation (by comparing to a model without witnesses). We also discuss the complexity of verifying witnesses for $f \circ h$.

Solutions with/without witness. Solutions that are not required to provide a witness for their evaluation stop when they can infer that the function $f \circ h$ remains constant irrespective of the realizations of the remaining variables. For example, consider the stochastic intersection of halfspaces problem (as studied in [25]). A feasible solution without a witness can stop probing when it determines that, with probability one, either halfspace $h_{1}$ or halfspace $h_{2}$ is violated (though the solution does not know precisely which halfspace is violated). Such a "stopping rule" may not be useful in situations where one also wants to know the identity of a violated halfspace (say, in order to take some corrective action). In contrast, a solution with a witness (as required in our model) would provide one specific violated halfspace or conclude that all halfspaces are satisfied.

Verifying witnesses. We now address the issue of verifying whether a tuple ( $\left.X^{\prime}, v\left(X^{\prime}\right), T\right)$ is a witness for $f \circ h$. Note that it is easy to check whether $v\left(X^{\prime}\right)$ determines $\left\{h_{k}(X)\right\}_{k \in T}$, and the challenge in verifying witnesses lies in confirming whether the values of $\left\{h_{k}(X)\right\}_{k \in T}$ completely determine $(f \circ h)(X)$. For certain special functions, such as intersection of halfspaces or $p$-of- $d$ functions (where we require at least $p$ of the $d$ halfspaces to be satisfied), this can be done efficiently. However, for a general aggregation function $f$ (without any structure to exploit), verifying a witness may require the evaluation of $f$ at $2^{d}$ points (corresponding to all outcomes of the halfspaces $[d] \backslash T$ ). While our algorithm works for any aggregation function $f$, for a polynomial running time, we need to assume an efficient oracle $O$ for verifying witnesses.

Our algorithm for EX-SFE is the same as for $d$-SSClass (Algorithm 9). However, there is a different stopping condition for probing variables on the non-adaptive list. We use ExNACL to denote the non-adaptive algorithm for EX-SFE: this continues probing variables until the observed realizations form a witness for $f \circ h$ (which is verfied using the oracle $O$ ). The analysis is also essentially the same as in $\S 4.4$, except for the difference in the stopping rule.

Recall that the list building algorithm (BuildList) uses parameters $C, \delta$ and $\theta$. As in $d$-SSClass, we use $\delta \approx \frac{1}{d}, C \approx d \log d$ and $\theta=2$. Recall that Algorithm 9 operates in phases. By Lemma 4.4.1, the cost of variables in any phase $\ell$ is at most $2 d \cdot(C+1) 2^{\ell}$.

We denote by OPT an optimal adaptive solution for EX-SFE. As before, we define :

- $u_{\ell}$ : probability that Ex-NACL is not complete by end of phase $\ell$.
- $u_{\ell}^{*}$ : probability that OPT costs at least $2^{\ell}$.

We will show that Lemma 4.4.2 continues to hold for Ex-NACL, which would imply Theorem 4.1.3.

In order to prove Lemma 4.4.2 for Ex-NACL, fix any phase $\ell \geq 1$ and let $\sigma$ denote the realization of the variables probed in the first $i-1$ phases of Ex-NACL. Define the following conditioned on $\sigma$ :

- $u_{\ell}(\sigma)$ : probability that Ex-NACL is not complete by end of phase $\ell$.
- $u_{\ell}^{*}(\sigma)$ : probability that OPT costs at least $2^{\ell}$, i.e., OPT is not complete by end of phase $\ell$.

If Ex-NACL does not complete before phase $\ell$ then $u_{\ell-1}(\sigma)=1$, and we will prove

$$
\begin{equation*}
u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3 \tag{4.10}
\end{equation*}
$$

This would imply Lemma 4.4.2 (as shown in §4.4).
It just remains to prove Equation (4.10). We denote by $\mathcal{R}_{k, 0}$ and $\mathcal{R}_{k, 0}^{*}$ the $R_{k, 0}$ rewards obtained in the first $\ell$ phases by Ex-NACL and OPT respectively. We similarly define $\mathcal{R}_{k, 1}$ and $\mathcal{R}_{k, 1}^{*}$. We note that Lemma 4.4.3 continues to hold here.

Proof of Equation (4.10). If OPT finishes in phase $\ell$, then there exists some witness $\left(X^{\star}, v\left(X^{\star}\right), T^{\star}\right)$ such that (i) the realizations $v\left(X^{\star}\right)$ of the variables $X^{\star}$ probed by OPT determine $h_{k}(X)$ for all dimensions $k \in T^{\star}$, and (ii) the values $\left\{h_{k}(X)\right\}_{k \in T^{\star}}$ completely determine $f \circ h$. We further partition $T^{\star}$ into $T_{0}^{\star}=\left\{k \in T^{\star}: h_{k}(X)=0\right\}$ and $T_{1}^{\star}=\left\{k \in T^{\star}: h_{k}(X)=1\right\}$. Using the definition of the thresholds $\beta_{k, j}^{0}$ and $\beta_{k, j}^{1}$ (see $\S 4.4$ ), we have:

C1. $\mathcal{R}_{k, 0}^{*} \geq \beta_{k, 0}^{0}$ and $\mathcal{R}_{k, 1}^{*} \geq \beta_{k, 0}^{1}$ for each $k \in T_{0}^{\star}$, and
C2. $\mathcal{R}_{k, 0}^{*} \geq \beta_{k, 1}^{0}$ and $\mathcal{R}_{k, 1}^{*} \geq \beta_{k, 1}^{1}$ for each $k \in T_{1}^{\star}$.
Let $\mathcal{T}$ denote the set of 3-way-partitions $\left(T_{0}, T_{1},[d] \backslash T_{0} \backslash T_{1}\right)$ where $f$ is completely determined by setting the coordinates in $T_{0}$ (resp. $T_{1}$ ) to 0 (resp. 1). Note that for any witness as above, we have $\left(T_{0}^{\star}, T_{1}^{\star},[d] \backslash T_{0}^{\star} \backslash T_{1}^{\star}\right) \in \mathcal{T}$. Thus,

$$
\begin{aligned}
& 1-u_{\ell}^{*}(\sigma)=\mathbf{P}(\mathrm{OPT} \text { finishes in phase } \ell \mid \sigma) \\
& =\mathbf{P}\left(\exists\left(T_{0}^{\star}, T_{1}^{\star},[d] \backslash T_{0}^{\star} \backslash T_{1}^{\star}\right) \in \mathcal{T}: \text { conditions } \mathrm{C} 1 \text { and } \mathrm{C} 2 \text { hold } \mid \sigma\right) .
\end{aligned}
$$

Note that if OPT finishes in phase $\ell$ and $\mathcal{R}_{k, b} \geq \mathcal{R}_{k, b}^{*}$ for all $k$ and $b$, then we can conclude that Ex-NACL also finishes in phase $\ell$ (with the same witness as OPT). From Lemma 4.4.3
and union bound, we have $\mathbf{P}\left(\exists k, b: \mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right) \leq 0.3$. Hence,
$1-u_{\ell}(\sigma)=\mathbf{P}($ Ex-NACL finishes in phase $\ell \mid \sigma) \geq \mathbf{P}\left((\mathrm{OPT}\right.$ finishes in phase $\left.\ell) \bigwedge \wedge_{k, b}\left(\mathcal{R}_{k, b} \geq \mathcal{R}_{k, b}^{*}\right) \mid \sigma\right)$ $\geq \mathbf{P}($ OPT finishes in phase $\ell \mid \sigma)-\mathbf{P}\left(\exists k, b: \mathcal{R}_{k, b}<\mathcal{R}_{k, b}^{*} \mid \sigma\right)$ $\geq\left(1-u_{\ell}^{*}(\sigma)\right)-0.3$

Upon rearranging, this gives $u_{\ell}(\sigma) \leq u_{\ell}^{*}(\sigma)+0.3$ as desired.

### 4.6 Computational Results

We provide a summary of computational results of our non-adaptive algorithm for the stochastic score classification problem. We conducted all of our computational experiments using Python 3.8 with a 2.3 GHz Intel Core i 5 processor and 16 GB 2133 MHz LPDDR3 memory. We use synthetic data to generate instances of SSClass for our experiments.

Instance Generation. We test our algorithm on synthetic data generated as follows. We first set $n \in\{100,200, \ldots, 1000\}$. Given $n$, we generate $n$ Bernoulli variables, each with probability chosen uniformly from $(0,1)$. We set the costs of each variable to be an integer in $[10,100]$. To select cutoffs (when $B \neq 2$ ), we first select $B \in\{5,10,15\}$ and then select the cutoffs (based on the value of $B$ ) uniformly at random in the score interval. We provide more details and plots in the full version of the paper. For each $n$ we generate 10 instances. For each instance, we sample 50 realizations in order to calculate the average cost and average runtime.

Algorithms. We compare our non-adaptive SSClass algorithm (Theorem 4.1.1) against a number of prior algorithms. For SBFT instances, we compare to the adaptive 3-approximation algorithm from [40]. For unweighted SSClass instances, we compare to the non-adaptive $2(B-1)$-approximation algorithm from [53]. For general SSClass instances, we compare to the adaptive $O(\log W)$-approximation algorithm from [53]. As a benchmark, we also compare to a naive non-adaptive algorithm that probes variables in a random order. We also compare to an information-theoretic lower bound (no adaptive policy can do better than this lower
bound). We obtain this lower bound by using an integer linear program to compute the (offline) optimal probing cost for a given realization (see §4.6.1 for details), and then taking an average over 50 realizations.

Parameters $C, \delta$, and $\theta$. As noted in $\S 4.3$, our algorithm achieves a constant factor approximation guarantee for any constant $C>1, \delta \in(0,1)$ and $\theta>1$. For our final computations, we (arbitrarily) choose values $C=2, \delta=0.01$, and $\theta=2$.

Reported quantities. For every instance, we compute the cost and runtime of each algorithm by taking an average over 50 independent realizations. For the non-adaptive algorithms, note that we only need one probing sequence for each instance. On the other hand, adaptive algorithms need to find the probing sequence afresh for each realization. As seen in all the runtime plots, the non-adaptive algorithms are significantly faster.

For each instance type (SBFT, Unweighted SSClass and SSClass), the plots in Figures 4.24.5 show the averages (for both cost and runtime) against the number of variables $n$. Note that each point in these plots corresponds to an average over (i) the 10 instances of its type and (ii) the 50 sampled realizations for each instance.

In Table 4.1, we report the average performance ratio (cost of the algorithm divided by the information-theoretic lower bound) of the various algorithms. For each instance type (SBFT, Unweighted SSClass and SSClass), we report the performance ratio averaged over all values of $n$ (10 choices) and all instances (10 each). Note that values closer to 1 demonstrate better performance.

Stochastic Boolean Function Evaluation for Linear Threshold Functions. To generate an instance of SBFT from synthetic data, we set $a_{i} \in[10]$ uniformly for all $i \in[n]$ and select a cutoff value uniformly in the score interval. We plot the results in Figure 4.2. Our cost is about $20 \%$ more than that of [40], but our runtime is over $100 \times$ faster for large instances.

Unweighted Stochastic Score Classification. To generate instances of unweighted SSClass from synthetic data, we set $a_{i}=1$ for all $i \in[n]$. We choose $B \in\{5,10,15\}$,

| Instance Type | Our Alg. | GGHK Alg. | Random List |
| :--- | :---: | :---: | :---: |
| Unweighted SSClass, $B=5$ | 1.50 | 1.48 | 1.80 |
| Unweighted SSClass, $B=10$ | 1.25 | 1.24 | 1.33 |
| Unweighted SSClass, $B=15$ | 1.13 | 1.13 | 1.19 |
| SSClass, $B=5$ | 1.59 | 1.94 | 2.43 |
| SSClass, $B=10$ | 1.34 | 1.45 | 1.73 |
| SSClass, $B=15$ | 1.22 | 1.39 | 1.47 |


| Instance Type | Our Alg. | DHK Alg. | Random List |
| :--- | :---: | :---: | :---: |
| SBFT | 2.18 | 1.74 | 5.63 |

Table 4.1: Average performance ratios relative to the lower bound.


Figure 4.2: Results for SBFT (Cost and Runtime)
and then select the cutoffs (based on the value of $B$ ) uniformly at random in the score interval. We test our non-adaptive algorithm against the non-adaptive algorithm of [53] and a random query order. Since, all the algorithms are non-adaptive, there is no difference in their running time. So, we focus on the average cost comparison among the algorithms. We observe that the average cost incurred by our non-adaptive algorithm is comparable to that of the non-adaptive algorithm of [53], and both algorithms outperform a random query order. We plot the results in Figure 4.3
(Weighted) Stochastic Score Classification. We test on synthetic SSClass instances with $B \in\{5,10,15\}$. The cutoff values $\alpha_{j}$ are selected uniformly at random in the score interval. We plot results in Figures 4.4 and 4.5. In all cases, we observe that our nonadaptive algorithm beats the adaptive algorithm in both query cost and runtime; for e.g., when $B=10$ and $n=900$ our cost is $10 \%$ less and our runtime is about $100 \times$ faster.


Figure 4.3: Results for Unweighted SSClass (Cost)


Figure 4.4: Results for SSClass (Cost)

### 4.6.1 An Information-Theoretic Lower Bound for SSClass

Here, we present an information theoretic lower bound for SSClass. Recall that an instance of SSClass consists of $n$ independent Bernoulli random variables $X=X_{1}, \ldots, X_{n}$, where variable $X_{i}$ is 1 with probability $p_{i}$, and its realization can be probed at cost $c_{i} \in \mathbb{R}_{+}$. The score of the outcome $X=\left(X_{1}, \ldots, X_{n}\right)$ is $r(X)=\sum_{i=1}^{n} a_{i} X_{i}$ where $a_{i} \in \mathbb{Z}_{+}$for all $i \in[n]$. Additionally, we are given $B+1$ thresholds $\alpha_{1}, \ldots, \alpha_{B+1}$ which define intervals $I_{1}, \ldots, I_{B}$ where $I_{j}=\left\{\alpha_{j}, \ldots, \alpha_{j+1}-1\right\}$. These intervals define a score classification function $h:\{0,1\}^{n} \rightarrow\{1, \ldots, B\} ; h(X)=j$ precisely when $r(X) \in I_{j}$. The goal is to determine $h(X)$ at minimum expected cost.

Let $\widehat{X}=\left(\widehat{X}_{1}, \ldots, \widehat{X}_{n}\right)$ correspond to a realization of the variables $X$. Furthermore, suppose that $h(\widehat{X})=j$; that is, under realization $\widehat{X}$, the score $h(\widehat{X})$ lies in $I_{j}$. Let $S \subseteq[n]$ correspond to the set of probed variables. Recall that $S$ is a feasible solution for SSCl ass under realization $\widehat{X}$ when the following conditions on the $R_{0}$ and $R_{1}$ rewards of $S$ hold: $\sum_{i \in S} R_{0}(i)=\sum_{i \in S} a_{i} \cdot\left(1-\widehat{X}_{i}\right) \geq \beta_{j}^{0}$ and $\sum_{i \in S} R_{1}(i)=\sum_{i \in S} a_{i} \cdot \widehat{X}_{i} \geq \beta_{j}^{1}$ where $\beta_{j}^{0}=$ $W-\alpha_{j+1}+1$ and $\beta_{j}^{1}=\alpha_{j}$. Thus, the following integer program computes a lower bound on


Figure 4.5: Results for SSClass (Runtime)
the probing cost needed to conclude that $h(\widehat{X})=j$.

$$
\begin{align*}
\text { minimize } & \sum_{i=1}^{n} c_{i} \cdot z_{i} \\
\text { subject to } & \sum_{i=1}^{n} a_{i} \widehat{X}_{i} \cdot z_{i} \geq \beta_{j}^{1}  \tag{4.11}\\
& \sum_{i=1}^{n} a_{i}\left(1-\widehat{X}_{i}\right) \cdot z_{i} \geq \beta_{j}^{0} \\
& z_{i} \in\{0,1\} \quad i \in[n]
\end{align*}
$$

where $z_{i}$, for $i \in[n]$, is a binary variable denoting whether $X_{i}$ is probed. Let $\widehat{\mathrm{LB}}$ denote the optimal value of (4.11). Then, $\mathrm{LB}=\mathbb{E}[\widehat{\mathrm{LB}}]$ is an information-theoretic lower bound for the given SSClass instance. We note that (4.11) only provides a lower bound on the probing cost for realization $\widehat{X}$, and is not a formulation for the given SSClass instance.

### 4.7 Handling Negative Weights

We now show how our results can be extended to the case where the weights $a_{i}$ may be positive or negative. For the stochastic score classification problem (SSClass), we provide a reduction from any instance (with aribtrary weights) to one with positive weights. Let $\mathcal{I}$ be any instance of SSClass, and let $P \subseteq[n]$ (resp. $N \subseteq[n]$ ) denote the variables with positive (resp. negative) weight. Note that we can re-write the score as follows:

$$
\begin{equation*}
r(X)=\sum_{i=1}^{n} a_{i} X_{i}=\sum_{i \in P} a_{i} X_{i}-\sum_{i \in N}\left|a_{i}\right| X_{i}=-\sum_{i \in N}\left|a_{i}\right|+\sum_{i \in P} a_{i} X_{i}+\sum_{i \in N}\left|a_{i}\right|\left(1-X_{i}\right) . \tag{4.12}
\end{equation*}
$$

Consider now a new SSClass instance with the $n$ variables $X_{i}^{\prime}=X_{i}$ for $i \in P$ and $X_{i}^{\prime}=$ $1-X_{i}$ for $i \in N$. The probabilities are $p_{i}^{\prime}=p_{i}$ for $i \in P$ and $p_{i}^{\prime}=1-p_{i}$ for $i \in N$. The weights are $a_{i}^{\prime}=a_{i}$ for $i \in P$ and $a_{i}^{\prime}=-a_{i}$ for $i \in N$; note that all weights are now positive. The costs remain the same as before. For any realization $X$, the new score is $\sum_{i=1}^{n} a_{i}^{\prime} X_{i}^{\prime}=\sum_{i \in N}\left|a_{i}\right|+r(X)$, using (4.12). Finally the class boundaries for the new instance are $\alpha_{j}^{\prime}=\alpha_{j}+\sum_{i \in N}\left|a_{i}\right|$. It is easy to check that a realization $X^{\prime}$ in the new instance has class $j$ if and only if the corresponding realization $X$ has class $j$ in the original instance $\mathcal{I}$.

## $d$-Dimensional score classification and explainable stochastic halfspace evalua-

tion. To handle negative weights in $d$-SSClass (and EX-SFE), we need to apply the above idea within the algorithm (it is not a black-box reduction to positive weights). At a high level, we use the fact that the algorithm simply interleaves the separate lists for each dimension.

As above, we introduce a new score for each dimension $k$ that only has positive weights:

$$
\begin{equation*}
r_{k}^{\prime}(X)=\sum_{i \in P_{k}} a_{i k} X_{i}+\sum_{i \in N_{k}}\left|a_{i k}\right|\left(1-X_{i}\right), \text { where } r_{k}(X)=r_{k}^{\prime}(X)-\sum_{i \in N_{k}}\left|a_{i k}\right| . \tag{4.13}
\end{equation*}
$$

Correspondingly, we redefine the two rewards as follows.

$$
R_{k, 0}(i)=\left\{\begin{array}{ll}
a_{i k}\left(1-X_{i}\right) & \text { if } i \in P_{k} \\
-a_{i k} X_{i} & \text { if } i \in N_{k}
\end{array}, \quad R_{k, 1}(i)= \begin{cases}a_{i k} X_{i} & \text { if } i \in P_{k} \\
-a_{i k}\left(1-X_{i}\right) & \text { if } i \in N_{k}\end{cases}\right.
$$

Note that after probing a subset $S \subseteq[n]$, the total $R_{k, 0}$ (resp. $R_{k, 1}$ ) reward corresponds to a lower (resp. upper) bound on the score $r_{k}^{\prime}(X)$. This also implies lower/upper bounds on the original score $r_{k}(X)$ by a linear shift. The rest of the algorithm remains the same as Algorithm 9. The analysis also remains the same.

### 4.8 Proof of Theorem 4.2.1

Recall the setting of Theorem 4.2.1. We are given a set $T$ of items with non-negative costs $\left\{c_{k}\right\}$ and rewards $\left\{r_{k}\right\}$, along with a budget $D$. The goal is to select a subset of items of total cost at most $D$ that maximizes the total reward. The following is a natural LP relaxation
of the knapsack problem where the objective is expressed as a function of the budget $D$.

$$
g(D)=\max \left\{\sum_{k \in T} r_{k} \cdot x_{k} \mid \sum_{k \in T} c_{k} \cdot x_{k} \leq D, x \in[0,1]^{T}\right\}, \quad \forall D \geq 0
$$

The following algorithm $\mathcal{A}_{\mathcal{K} \mathcal{S}}$ solves the fractional knapsack problem and also obtains an approximate integral solution. Assume that the items are ordered so that $\frac{r_{1}}{c_{1}} \geq \frac{r_{2}}{c_{2}} \geq \cdots$. Let $t$ index the first item (if any) so that $\sum_{k=1}^{t} c_{k} \geq D$. Let $\psi:=\frac{1}{c_{t}}\left(D-\sum_{k=1}^{t-1} c_{k}\right)$ which lies in $(0,1]$. Define

$$
x_{k}=\left\{\begin{array}{ll}
1 & \text { if } k \leq t-1 \\
\psi & \text { if } k=t
\end{array} .\right.
$$

Return $x$ as the optimal fractional solution and $Q=\{1, \cdots, t\}$ as an integer solution. We restate Theorem 4.2.1 for completeness.

Theorem 4.8.1. Consider algorithm $\mathcal{A}_{\mathcal{K S}}$ on any instance of the knapsack problem with budget $D$.

1. $g(D)=\sum_{k=1}^{t-1} r_{k}+\psi \cdot r_{t}=\langle r, x\rangle$ and so $x$ is an optimal LP solution.
2. The derivative $g^{\prime}(D)=\frac{r_{t}}{c_{t}}$.
3. Solution $Q$ has cost $c(Q) \leq D+c_{\max }$ and reward $r(Q) \geq g(D)$.
4. $g(D)$ is a concave function of $D$.

Proof. Let $x^{*}$ be an optimal LP solution. If $x^{*}=x$, we are done. Suppose that $x^{*} \neq x$, and assume without loss of generality that $\sum_{k=1}^{n} c_{k} \cdot x_{k}^{*}=D$; else we can obtain a greater reward by raising $x^{*}$. Let $j$ be the smallest index such that $x_{j}^{*}<x_{j}$ : note that $j \leq t$ is well defined by the definition of $x$. Let $h$ be the largest index with $x_{h}^{*}>x_{h}$ : note that such an index must exist as $\sum_{k=1}^{n} c_{k} \cdot x_{k}^{*}=\sum_{k=1}^{n} c_{k} \cdot x_{k}$. Moreover, $h \geq t$ by definition of our solution $x$. As $j \neq h$, we have $j<h$ from above. Define a new solution

$$
x_{k}^{\prime}=\left\{\begin{array}{ll}
x_{k}^{*} & \text { if } k \neq j, h \\
x_{j}^{*}+\delta & \text { if } k=j \\
x_{h}^{*}-\frac{c_{j}}{c_{h}} \delta & \text { if } k=h
\end{array} .\right.
$$

Above, $\delta=\min \left\{1-x_{j}^{*}, \frac{c_{h}}{c_{j}} x_{h}^{*}\right\}>0$. Intuitively, we are redistributing cost from item $h$ to $j$. Note that the cost of the new solution $\sum_{k=1}^{n} c_{k} \cdot x_{k}^{\prime}=\sum_{k=1}^{n} c_{k} \cdot x_{k}^{*}=D$. Moreover, the reward

$$
\sum_{k=1}^{n} r_{k} \cdot x_{k}^{\prime}=\sum_{k=1}^{n} r_{k} \cdot x_{k}^{*}+\delta r_{j}-\delta \frac{c_{j}}{c_{h}} r_{h} \geq \sum_{k=1}^{n} r_{k} \cdot x_{k}^{*}
$$

where we used $\frac{r_{j}}{c_{j}} \geq \frac{r_{h}}{c_{h}}$ which follows from $j<h$ and the ordering of items. Finally, by choice of $\delta$, either $x_{j}^{\prime}=1$ or $x_{h}^{\prime}=0$. It follows that $x^{\prime}$ is also an optimal LP solution. Repeating this process, we obtain that $x$ is also an optimal LP solution. This completes the proof of property (1).

For property (2), observe that

$$
g^{\prime}(D)=\lim _{\epsilon \rightarrow 0} \frac{g(D+\epsilon)-g(D)}{\epsilon}=\lim _{\epsilon \rightarrow 0} \frac{g(D)+\epsilon \cdot \frac{r_{t}}{c_{t}}-g(D)}{\epsilon}=\frac{r_{t}}{c_{t}}
$$

as desired.
Since $\psi \in(0,1]$, we have $c(Q)=D+(1-\psi) \cdot c_{t} \leq D+c_{\max }$ and $r(Q)=(1-\psi) \cdot r_{t}+g(D) \geq$ $g(D)$, proving property (3).

Finally, using property (2) and the non-increasing $\frac{r_{k}}{c_{k}}$ order of the items, it follows that $g(D)$ is a concave function. This proves property (4).

## Chapter 5

## Introduction to Batched Dueling Bandits

### 5.1 Motivation

The $K$-armed dueling bandits problem has been widely studied in machine learning due to its applications in search ranking, recommendation systems, sports ranking, etc. [114, 112, $108,6,117,115,116,41,68,76,77,97,31]$. It is a variation of the traditional stochastic bandit problem in which feedback is obtained in the form of pairwise preferences. This problem falls under the umbrella of preference learning [109], where the goal is to learn from relative feedback (in our case, given two alternatives, which of the two is preferred). Designing learning algorithms for such relative feedback becomes crucial in domains where qualitative feedback is easily obtained, but real-valued feedback would be arbitrary or not interpretable. We illustrate this using the web-search ranking application.

Web-search ranking is an example of a complex information retrieval system, where the goal is to provide a list (usually ranked) of candidate documents to the user of the system in response to a query $[96,71,113,65]$. Modern day search engines comprise hundreds of parameters which are used to output a ranked list in response to a query. However, manually tuning these parameters can sometimes be infeasible, and online learning frameworks (based on user feedback) have been invaluable in automatically tuning these parameters [84]. These methods do not affect user experience, enable the system to continuously learn about user
preferences, and thus continuously adapt to user behavior. For example, given two rankings $\ell_{1}$ and $\ell_{2}$, they can be interleaved and presented to the user in such a way that clicks indicate which of the two rankings is more preferable to the user [96]. The availability of such pairwise comparison data motivates the study of learning algorithms that exploit such relative feedback.

Previous learning algorithms have focused on a fully adaptive setting; in the web-ranking application this corresponds to the learning algorithm updating its parameters after each query. Such updates might be impractical in large systems for the following reasons. If the parameters are fine-tuned for each user and users make multiple queries in a short time, such continuous updates require a lot of computational power. Even if users are assigned to a small number of classes (and parameters are fine-tuned for each user-class), multiple users from the same class may simultaneously query the system, making it impractical to adapt after each interaction.

Motivated by this, we introduce the batched K-armed dueling bandits problem (or, batched dueling bandits), where the learning algorithm is only allowed to adapt a limited number of times. Specifically, the algorithm uses at most $B$ adaptive rounds and in each round it commits to a fixed batch of pairwise comparisons. The feedback for a batch is received simultaneously, and the algorithm chooses the next batch based on this (and previous) feedback.

### 5.2 Preliminaries

The $K$-armed dueling bandits problem [112] is an online optimization problem, where the goal is to find the best among $K$ bandits $\mathcal{B}=\left\{b_{1}, \ldots, b_{K}\right\}$ using noisy pairwise comparisons with low regret. In the traditional multi-armed bandit problem [9], an arm (or equivalently, bandit) $b_{j}$ can be pulled at each time-step $t$, which generates a random reward from an unknown stationary distribution with expected value $\mu_{j}$. However, in the $K$-armed dueling bandits problem, each iteration comprises a noisy comparison between two bandits (possibly the same), say $\left(b_{i}, b_{j}\right)$. The outcome of the comparison is an independent random variable, and the probability of picking $b_{i}$ over $b_{j}$ is a constant denoted $P_{i, j}=\frac{1}{2}+\Delta_{i, j}$ where $\Delta_{i, j} \in$
$\left(-\frac{1}{2}, \frac{1}{2}\right)$. Here $\Delta_{i, j}$ can be thought of as a measure of distinguishability between the two bandits, and we use $b_{i} \succ b_{j}$ when $\Delta_{i, j}>0$. We also refer to $\Delta_{i, j}$ as the gap between $b_{i}$ and $b_{j}$.

Throughout the paper, we let $b_{1}$ refer to the best bandit. To further simplify notation, we define $\Delta_{j}=\Delta_{1, j}$; that is, the gap between $b_{1}$ and $b_{j}$. We define the regret per timestep as follows: suppose bandits $b_{t_{1}}$ and $b_{t_{2}}$ are chosen in iteration $t$, then the regret $r(t)=$ $\frac{\Delta_{t_{1}}+\Delta_{t_{2}}}{2}$. The cumulative regret up to time $T$ is $R(T)=\sum_{t=1}^{T} r(t)$, where $T$ is the time horizon, and it's assumed that $K \leq T$. The cumulative regret can be equivalently stated as $R(T)=\frac{1}{2} \sum_{j=1}^{K} T_{j} \Delta_{j}$, where $T_{j}$ denotes the number comparisons involving $b_{j}$. We define $\Delta_{\text {min }}=\min _{j: \Delta_{j}>0} \Delta_{j}$ to be the smallest non-zero gap of any bandit with $b_{1}$. We say that bandit $b_{i}$ is a Condorcet winner if, and only if, $P_{i, j} \geq \frac{1}{2}$ for all $j \in \mathcal{B} \backslash\{i\}$. Furthermore, we say that the probabilistic comparisons exhibit strong stochastic transitivity (SST) if there exists an ordering, denoted by $\succeq$, over arms such that for every triple $b_{i} \succeq b_{j} \succeq b_{k}$, we have $\Delta_{i, k} \geq \max \left\{\Delta_{i, j}, \Delta_{j, k}\right\}$, and exhibits stochastic triangle inequality (STI) if for every triple $b_{i} \succeq b_{j} \succeq b_{k}, \Delta_{i, k} \leq \Delta_{i, j}+\Delta_{j, k}$.

### 5.2.1 Batch Policies

In traditional bandit settings, actions are performed sequentially, utilizing the results of all prior actions in determining the next action. In the batched setting, the algorithm must commit to a round (or batch) of actions to be performed in parallel, and can only observe the results after all actions in the batch have been performed. More formally, in round $r=1,2, \ldots$, the algorithm must decide the comparisons to be performed; afterwards all outcomes of the comparisons in batch $r$ are received. The algorithm can then, adaptively, select the next batch of comparisons. However, it can use at most a given number, $B$, of batches.

The batch sizes can be chosen non-adaptively (fixed upfront) or adaptively. In an adaptive policy the batch sizes may even depend on previous observations of the algorithm. An adaptive policy is more powerful than a non-adaptive policy, and may suffer a smaller regret. In this paper, we focus on such adaptive policies. Furthermore, note that the total number of comparisons (across all batches) must sum to $T$. We assume that the values of $T$ and $B$
are known. Observe that when $T=B$, we recover the fully sequential setting.

### 5.3 Overview of Results

We now provide a summary of our results. Our first result is as follows.
Theorem 5.3.1. For any integer $B \geq 1$, there is an algorithm for batched dueling bandits that uses at most $B$ rounds, and if the instance admits a Condorcet winner, the expected regret is bounded by

$$
\mathbb{E}[R(T)] \leq 3 K T^{1 / B} \log \left(2 w T K^{2} B\right) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}}
$$

The above bound is an instance-dependent bound. To obtain an instance-independent bound, recall that $\Delta_{\text {min }}=\min _{j: \Delta_{j}>0} \Delta_{j}$. We get that the expected worst-case regret is bounded by

$$
\mathbb{E}[R(T)] \leq \frac{\left.3 K^{2} T^{1 / B} \log \left(2 T K^{2} B\right)\right)}{\Delta_{\min }}
$$

In the sequential setting, $[117,76]$ achieve a bound of $O\left(K \frac{\log T}{\Delta_{\min }}\right)+O\left(\frac{K^{2}}{\Delta_{\text {min }}}\right)$ on the expected regret in the worst-case. When $B=\log (T)$, our worst-case regret is at most

$$
\mathbb{E}[R(T)] \leq 3 K^{2} \log \left(6 T K^{2} B\right) / \Delta_{\min }=O\left(K^{2} \log (T) / \Delta_{\min }\right)
$$

which nearly matches the best-known bound in the sequential setting. Our algorithm in Theorem 5.3.1 proceeds by performing all pairwise comparisons in an active set of bandits, and gradually eliminating sub-optimal bandits. This algorithm is straightforward, and its analysis follows that of [43] for batched stochastic multi-armed bandits (see §5.5). Although this is a simple result, it is an important step for the next set of results which apply when the instance satisfies the SST and STI conditions. These conditions impose a structure on the pairwise preference probabilities, and we are able to exploit this additional structure to obtain improved bounds. We only state the results here: refer to Chapter 6 for details and proofs.

Theorem 5.3.2. For any integer $B \geq 1$, there is an algorithm for batched dueling bandits that uses at most $B+1$ rounds, and if the instance satisfies the SST and STI assumptions, the expected regret is bounded by

$$
\mathbb{E}[R(T)]=\sum_{j: \Delta_{j}>0} O\left(\frac{\sqrt{K} T^{1 / B} \log (T)}{\Delta_{j}}\right)
$$

Using additional rounds of adaptivity, we get the following improved guarantee.
Theorem 5.3.3. For any integer $B \geq 1$, there is an algorithm for batched dueling bandits that uses at most $2 B+1$ rounds, and if the instance satisfies the SST and STI assumptions, the expected worst-case regret is bounded by

$$
\mathbb{E}[R(T)]=O\left(\frac{K B T^{1 / B} \log (T)}{\Delta_{\min }}\right)
$$

Thus, in $B=\log (T)$ rounds, our expected worst-case regret is bounded by $E[R(T)] \leq$ $O\left(\frac{K \log ^{2}(T)}{\Delta_{\text {min }}}\right)$ matching the best known result in the sequential setting up to an additional logarithmic factor.

We also improve the instance-dependent regret bound in Theorem 5.3.2 by using a few additional rounds. In particular, using the approach in Theorem 5.3.2 along with recursion, we obtain:

Theorem 5.3.4. For integers $B \geq 1, m \geq 0$ and parameter $\eta \in(0,1)$, there is an algorithm for batched dueling bandits that uses at most $B+m$ rounds, and if the instance satisfies the SST and STI assumptions, the expected regret is bounded by

$$
\mathbb{E}[R(T)]=O\left(m \cdot K^{\eta}+K^{(1-\eta)^{m}}\right) \cdot T^{1 / B} \log (\text { KTB }) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}} .
$$

Thus, for any constant $\eta \in(0,1)$, setting $m=\frac{1}{\eta} \log \left(\frac{1}{\eta}\right)$, we obtain expected regret bounded by

$$
\mathbb{E}[R(T)]=O\left(K^{\eta} T^{1 / B} \log (T)\right) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}}
$$

| Rounds $B+m$ | Regret |
| :---: | :---: |
| $B+2$ | $K^{0.39} T^{1 / B} \log (T) E$ |
| $B+3$ | $K^{0.32} T^{1 / B} \log (T) E$ |
| $B+5$ | $K^{0.25} T^{1 / B} \log (T) E$ |
| $B+10$ | $K^{0.17} T^{1 / B} \log (T) E$ |

Table 5.1: Instance-dependent regret bounds vs. rounds in Theorem 5.3.4; here, $E=$ $\sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}}$.
in at most $B+\frac{1}{\eta} \log \left(\frac{1}{\eta}\right)$ rounds. Conversely, given a value of $m$, we can appropriately select $\eta$ to minimize the regret. Table 5.1 lists our instance-dependent regret bounds for some values of $m$.

Finally, we complement our upper bound results with a lower bound for the batched $K$-armed dueling bandits problem, even under the SST and STI assumptions.

Theorem 5.3.5. Given an integer $B \geq 1$, and any algorithm that uses at most $B$ batches, there exists an instance of the $K$-armed batched dueling bandit problem that satisfies the SST and STI condition such that the expected regret

$$
\mathbb{E}[R(T)]=\Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{\min }}\right)
$$

The proofs of Theorems 5.3.2, 5.3.3, 5.3.4, and 5.3.5 appear in Chapter 6.
Lastly, we are able to obtained improved regret bounds for instances that satisfy the Condorcet condition using a novel technique that identifies the best arm in a small expected number of rounds, after which it uses this arm as an "anchor" to eliminate sub-optimal arms while incurring low regret. Formally, we show the following.

Theorem 5.3.6. For any integer $B \geq 1$, there is an algorithm for the $K$-armed dueling bandit problem that uses at most $B$ rounds with the following guarantee. For any $\delta>0$, with
probability at least $1-\delta-\frac{1}{T}$, its regret under the Condorcet condition is at most
$R(T) \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right)+\sum_{j \neq a^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.
We can convert the preceding high-probability bound to obtain an upper bound on expected regret as follows.

Theorem 5.3.7. For any integer $B \geq 1$, there is an algorithm for the $K$-armed dueling bandit problem that uses at most $B$ rounds, with expected regret under the Condorcet condition at most
$\mathbb{E}[R(T)]=O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2}\right)+\sum_{j \neq a^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.
When the number of rounds $B=\log (T)$, we obtain a batched algorithm that achieves the asymptotic optimality (in terms of $T$ ), even for sequential algorithms. We formalize this observation in the following corollary.

Corollary 5.3.8. There is an algorithm for the $K$-armed dueling bandit problem that uses at most $\log (T)$ rounds, with expected regret under the Condorcet condition at most

$$
\mathbb{E}[R(T)]=O\left(\frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+\sum_{j \neq a^{*}} O\left(\frac{\log (K T)}{\Delta_{j}}\right)
$$

As a consequence of Theorem 5.3.5, it follows that no algorithm can achieve $O\left(\frac{K}{\Delta_{\min }}\right.$. poly $(\log T))$ regret using $o\left(\frac{\log T}{\log \log T}\right)$ rounds. So, the $O(\log T)$ rounds required to achieve asymptotic optimality in Corollary 5.3.8 is nearly the best possible. The proofs of Theorems 5.3.6 and 5.3.7 appear in Chapter 7.

### 5.4 Related Work

The $K$-armed dueling bandit problem has been widely studied in recent years (we refer the reader to [105] for a comprehensive survey). Here, we survey the works that are most closely related to our setting. This problem was first studied in [112] under the SST and STI setting.

The authors obtained a worst-case regret upper bound of $\widetilde{O}\left(K \log T / \Delta_{\min }\right)$ and provided a matching lower bound. [114] considered a slightly more general version of the SST and STI setting and achieved an instance-wise optimal regret upper bound of $\sum_{j: \Delta_{j}>0} O\left(\log (T) / \Delta_{j}\right)$. Since, the SST+STI condition imposes a total order over the arms and might not hold for real-world datasets, [108] initiated the study of dueling bandits under the Condorcet winner condition. [108] proved a $O\left(K^{2} \log T / \Delta_{\min }\right)$ regret upper bound under the Condorcet condition, which was improved by [117] to $O\left(K^{2} / \Delta_{\min }^{2}\right)+\sum_{j: \Delta_{j}>0} O\left(\log T / \Delta_{j}^{2}\right)$. [76] achieved a similar but tighter KL divergence-based bound, which is shown to be asymptotically instancewise optimal (even in terms constant factors). There are also other works that improve the dependence on $K$ in the upper bound, but suffer a worse dependence on $\Delta_{j}$ 's [116]. This problem has also been studied under other noise models such as utility based models [6] and other notions of regret [31]. Alternate notions of winners such as Borda winner [68], Copeland winner [115, 77, 111], and von Neumann winner [41] have also been considered. There are also several works on extensions of dueling bandits that allow multiple arms to be compared at once [104, 5, 100].

All of the aforementioned works on the dueling bandits problem are limited to the sequential setting. To the best of our knowledge, ours is the first work that considers the batched setting for dueling bandits. However, batched processing for the stochastic multiarmed bandit problem has been investigated in the past few years. A special case when there are two bandits was studied by [93]. They obtain a worst-case regret bound of $O\left(\left(\frac{T}{\log (T)}\right)^{1 / B} \frac{\log (T)}{\Delta_{\text {min }}}\right)$. [48] studied the general problem and obtained a worst-case regret bound of $O\left(\frac{K \log (K) T^{1 / B} \log (T)}{\Delta_{\min }}\right)$, which was later improved by [43] to $O\left(\frac{K T^{1 / B} \log (T)}{\Delta_{\min }}\right)$. Furthermore, [43] obtained an instance-dependent regret bound of $\sum_{j: \Delta_{j}>0} T^{1 / B} O\left(\frac{\log (T)}{\Delta_{j}}\right)$. Our results for batched dueling bandits are of a similar flavor; that is, we get a similar dependence on $T$ and $B$. [43] also give batched algorithms for stochastic linear bandits and adversarial multi-armed bandits.

Recently, [99] designed a fully adaptive algorithm achieving an optimal regret of $\sum_{j: \Delta_{j}>0} \frac{O(\log T)}{\Delta_{j}}$ for dueling bandits under the Condorcet setting. This algorithm is based on the idea of dueling two classical bandit (MAB) algorithms against each other in a repeated zero-sum game with carefully designed rewards. The reward for one algorithm depends on the actions of
the other; hence, these algorithms need to achieve best-of-both-worlds guarantee for both stochastic and adversarial settings. However, the approach of [99] is not directly applicable to the batched setting that we consider. This is because, as shown by [43], any $B$-round algorithm for batched MAB in the adversarial setting has regret $\Omega(T / B)$.

Adaptivity and batch processing has been recently studied for stochastic submodular cover [56, 2, 44, 51] , and for various stochastic "maximization" problems such as knapsack [38, 23], matching [15, 19], probing [62] and orienteering [59, 61, 16]. Recently, there have also been several results examining the role of adaptivity in (deterministic) submodular optimization; e.g. $[13,11,14,12,30]$.

### 5.5 All Pairs Comparison Algorithm

In this section, we present a first algorithm, namely PCOMP, for the $K$-armed batched dueling bandits problem. Recall that given a set of $K$ bandits (or arms) $\mathcal{B}=\left\{b_{1}, \ldots, b_{K}\right\}$, and a positive integer $B \leq T$, we wish to find a sequence of $B$ batches of noisy comparisons with low regret. Given bandits $b_{i}$ and $b_{j}, P_{i, j}=\frac{1}{2}+\Delta_{i, j}$ denotes the probability of $b_{i}$ winning over $b_{j}$. Our pairwise comparison algorithm, PCOMP, proceeds by performing all-pairs comparisons amongst bandits in an active set, and gradually eliminating sub-optimal bandits.

Before describing our algorithm in detail we will set up some basic notation. We will denote by $\mathcal{A}$ the set of active arms, i.e. arms that have not been eliminated. We will use index $r$ for rounds or batches. At the end of each round $r$, our algorithms compute a fresh estimate of the pairwise probabilities based on the feedback from comparisons in round $r$ as:

$$
\begin{equation*}
\widehat{P}_{i, j}=\frac{\# b_{i} \text { wins against } b_{j} \text { in round } r}{\# \text { comparisons of } b_{i} \text { and } b_{j} \text { in round } r} . \tag{5.1}
\end{equation*}
$$

If a pair $\left(b_{i}, b_{j}\right)$ is compared in round $r$, it is compared $c_{r}=\left\lfloor q^{r}\right\rfloor$ times. In round $r$, the parameter $\gamma_{r}=\sqrt{\log \left(\frac{1}{\delta}\right) / 2 c_{r}}$ is used to eliminate bandits from the active set (the specific elimination criteria depends on the algorithm).

```
Algorithm 10 PCOMP(All Pairs Comparisons Algorithm)
    Input: Bandits \(\mathcal{B}\), time-horizon \(T\), rounds \(B\), comparison parameters \(q\) and \(\tau\)
    \(K \leftarrow|\mathcal{B}|, \delta \leftarrow \frac{1}{2 T K^{2} B}\), active bandits \(\mathcal{A} \leftarrow \mathcal{B}, c_{r} \leftarrow\left\lfloor q^{r+\tau-1}\right\rfloor, \gamma_{r} \leftarrow \sqrt{\log (1 / \delta) / 2 c_{r}}, r \leftarrow 1\)
    while number of comparisons \(\leq T\) do
        for all \(\left(b_{i}, b_{j}\right) \in \mathcal{A}^{2}\), perform \(c_{r}\) comparisons and compute \(\widehat{P}_{i, j}\) using \(\operatorname{Eq}(5.1)\).
        if \(\exists b_{i}, b_{j}\) such that \(\widehat{P}_{i, j}>\frac{1}{2}+\gamma_{r}\) then
                \(\mathcal{A} \leftarrow \mathcal{A} \backslash\left\{b_{j}\right\} \quad \triangleright\) delete \(b_{j}\) from \(\mathcal{A}\)
        \(r \leftarrow r+1\)
```


### 5.5.1 The Algorithm

We are now ready to describe the PCOMP algorithm. This algorithm takes as input the set of bandits $\mathcal{B}$, time-horizon $T$, rounds $B$ and comparison parameters $q$ and $\tau$. We will set the parameters $q=T^{1 / B}$ and $\tau=1$, unless otherwise specified. ${ }^{1}$ In round $r \in[B]$, this algorithm compares each pair $\left(b_{i}, b_{j}\right) \in \mathcal{A}^{2}$ for $c_{r}$ times. It then computes fresh estimates of the pairwise probabilities $\widehat{P}_{i, j}$ for all $\left(b_{i}, b_{j}\right) \in \mathcal{A}^{2}$. If, for some bandit $b_{j}$, there exists bandit $b_{i}$ such that $\widehat{P}_{i, j}>\frac{1}{2}+\gamma_{r}$, then bandit $b_{j}$ is eliminated from $\mathcal{A}$. We provide the pseudo-code in Algorithm 10.

The following theorem (proved in §5.5.2) describes the regret bound obtained by PCOMP under the Condorcet assumption, and formalizes Theorem 5.3.1.

Theorem 5.5.1. Given any set $\mathcal{B}$ of $K$ bandits, time-horizon $T$, rounds $B$, parameters $q=T^{1 / B}$ and $\tau=1$, the expected regret of PCOMP for the batched $K$-armed dueling bandits problem under the Condorcet assumption is at most

$$
\mathbb{E}[R(T)] \leq 3 K T^{1 / B} \log \left(2 T K^{2} B\right) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}}
$$

Setting $\Delta_{\min }:=\min _{j: \Delta_{j}>0} \Delta_{j}$, we get

$$
\mathbb{E}[R(T)] \leq \frac{3 K^{2} T^{1 / B} \log \left(2 T K^{2} B\right)}{\Delta_{\min }}
$$

[^0]
### 5.5.2 Regret Analysis

We present the regret analysis for PCOMP in this section. We first prove the following lemma which denotes a "good" event under which we will analyze the regret of the algorithm.

Lemma 5.5.2. For any batch $r \in[B]$, and for any pair $b_{i}, b_{j}$ that are compared $c_{r}$ times, we have

$$
\mathbf{P}\left(\left|P_{i, j}-\widehat{P}_{i, j}\right|>\gamma_{r}\right) \leq 2 \delta,
$$

where $\gamma_{r}=\sqrt{\log \left(\frac{1}{\delta}\right) / 2 c_{r}}$.
Proof. Note that $\mathbb{E}\left[\widehat{P}_{i, j}\right]=P_{i, j}$, and applying Hoeffding's inequality gives

$$
\mathbf{P}\left(\left|\widehat{P}_{i, j}-P_{i, j}\right|>\gamma_{r}\right) \leq 2 \exp \left(-2 c_{r} \cdot \gamma_{r}^{2}\right)=2 \delta .
$$

We analyze the regret of our algorithm under a good event, $G$. We show that the $G$ occurs with high probability; in the event that $G$ does not occur (denoted $\bar{G}$ ), we incur a regret of $T$. Towards defining $G$, we say that an estimate $\widehat{P}_{i, j}$ at the end of batch $r$ is correct if $\left|\widehat{P}_{i, j}-P_{i, j}\right| \leq \gamma_{r}$. We say that $G$ occurs if every estimate in every batch is correct.

Lemma 5.5.3. The probability that every estimate in every batch of PCOMP is correct is at least $1-1 / T$.

Proof. Applying Lemma 5.5.2 and taking a union bound over all pairs and batches, we get that the probability that some estimate is incorrect is at most $K^{2} \times B \times 2 \delta=\frac{1}{T}$ where $\delta=1 / 2 K^{2} B T$. Thus, $\mathbf{P}(\bar{G}) \leq \frac{1}{T}$.

Using Lemma 5.5.3, the expected regret (of any algorithm) can be written as follows:

$$
\begin{align*}
\mathbb{E}[R(T)] & =\mathbb{E}[R(T) \mid G] \cdot \mathbf{P}(G)+\mathbb{E}[R(T) \mid \bar{G}] \cdot \mathbf{P}(\bar{G}) \\
& \leq \mathbb{E}[R(T) \mid G]+T \cdot \frac{1}{T}=\mathbb{E}[R(T) \mid G]+1 \tag{5.2}
\end{align*}
$$

Proof of Theorem 5.5.1. First, recall that in each batch of PCOMP every pair of active arms is compared $c_{r}$ times where $c_{r}=\left\lfloor q^{r}\right\rfloor$ with $q=T^{1 / B}$. Since, $q^{B}=T$, PCOMP uses at most $B$ batches.

Following Lemma 5.5.3 and (5.2), we only need to bound $\mathbb{E}[R(T) \mid G]$. Given $G$, whenever $P_{i, j}>\frac{1}{2}+2 \gamma_{r}$ (that is $\Delta_{i, j}>2 \gamma_{r}$ ), we have $\widehat{P}_{i, j}>\frac{1}{2}+\gamma_{r}$ : so bandit $b_{j}$ will be eliminated by $b_{i}$. Furthermore, given bandits $b_{i}$ and $b_{j}$ such that $b_{i} \succeq b_{j}, b_{i}$ will never be eliminated by $b_{j}$ under event $G$. This implies that $b_{1}$ is never eliminated: this is crucial as we use $b_{1}$ as an anchor to eliminate sub-optimal bandits. Recall that the regret can be written as follows:

$$
R(T)=\frac{1}{2} \sum_{j=1}^{K} T_{j} \Delta_{1, j}
$$

where $T_{j}$ is the number of comparisons that $b_{j}$ partakes in. We proceed by bounding $T_{j}$. Towards this end, let $T_{1, j}$ be a random variable denoting the number of comparisons performed between $b_{1}$ and $b_{j}$. As $b_{1}$ is never eliminated, $T_{j} \leq K \cdot T_{1, j}$. Let $r$ denote the last round such that $b_{j}$ survives round $r$, i.e., $b_{j} \in \mathcal{A}$ at the end of round $r$. We can then conclude that $\Delta_{j}:=\Delta_{1, j} \leq 2 \gamma_{r}$ (else $b_{1}$ would eliminate $b_{j}$ in round $r$ ). We get

$$
\Delta_{j} \leq 2 \cdot \sqrt{\frac{\log \left(\frac{1}{\delta}\right)}{2 c_{r}}}
$$

which on squaring and re-arranging gives:

$$
\begin{equation*}
c_{r} \leq \frac{2 \log \left(\frac{1}{\delta}\right)}{\Delta_{j}^{2}} \tag{5.3}
\end{equation*}
$$

Now, note that $b_{j}$ could have been played for at most one more round. Thus, we have

$$
T_{1, j}=\sum_{\tau=1}^{r+1} c_{\tau} \leq q \sum_{\tau=0}^{r} c_{\tau} \leq 2 q \cdot c_{r}
$$

where the final inequality follows from summing up $\sum_{\tau=1}^{r-1} c_{\tau}$, and using $B \leq \log (T)$. Then,
we have $T_{j} \leq 2 K q \cdot c_{r}$. Using 5.3, and plugging in $q=T^{1 / B}$ and $\delta=1 / 6 T K^{2} B$ we have

$$
\begin{aligned}
E[R(T) \mid G] & \leq \frac{1}{2} \sum_{j}\left(2 K T^{1 / B} \cdot \frac{2 \log \left(6 T K^{2} B\right)}{\Delta_{j}^{2}}\right) \cdot \Delta_{j} \\
& =\sum_{j: \Delta_{j}>0} \frac{K T^{1 / B} \log \left(6 T K^{2} B\right)}{\Delta_{j}} \\
& =2 K T^{1 / B} \log \left(6 T K^{2} B\right) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}}
\end{aligned}
$$

Note that when $\Delta_{j}=0$ for $b_{j} \in \mathcal{B}$, we exclude the corresponding term in the regret bound. Combining this with (5.2) gives the first bound of Theorem 5.5.1. Plugging in $\Delta_{\min }=$ $\min _{j: \Delta_{j}>0} \Delta_{j}$ completes the proof.

## Chapter 6

## Algorithms using Seeded Comparisons for Batched Dueling Bandits

### 6.1 Overview

In this chapter we provide detailed proofs, and formalize Theorems 5.3.2,5.3.3, 5.3.4 and 5.3.5. The algorithms for the first three theorems are based on a seeded comparisons idea, and provide improved regret bounds when the dueling bandit instance satisfies strong stochastic transitivity and stochastic triangle inequality. The lower bound instance of Theorem 5.3.5 applies even under the SST and STI assumptions.

### 6.1.1 Results and Techniques

We restate the main theorems proved in this chapter, and provide the high-level ideas used in proving them.

Theorem 5.3.2. For any integer $B \geq 1$, there is an algorithm for batched dueling bandits that uses at most $B+1$ rounds, and if the instance satisfies the SST and STI assumptions, the expected regret is bounded by

$$
\mathbb{E}[R(T)]=\sum_{j: \Delta_{j}>0} O\left(\frac{\sqrt{K} T^{1 / B} \log (T)}{\Delta_{j}}\right)
$$

The idea behind this algorithm is to first sample a "sufficiently small" seed set, and then to perform all pairwise comparisons between the seed set and the active set to eliminate sub-optimal arms. The idea is to exploit the structure of pairwise probabilities so that we do not need to perform all pairwise comparisons. Additionally, if the seed set is found to be sub-optimal, we can construct a much smaller active set; thus allowing us to switch to the pairwise comparison policy. In the sequential setting, [112] obtain instance-dependent regret bounded by $\sum_{j: \Delta_{j}>0} O\left(\frac{\log (T)}{\Delta_{j}}\right)$. Our result nearly matches this sequential bound (with an extra multiplicative factor of $\sqrt{K}$ ) when $B=\log (T)$. Observe that the worstcase regret of [114] in the sequential setting is bounded by $O\left(\frac{K \log (T)}{\Delta_{\min }}\right)$, while we obtain $\mathbb{E}[R(T)] \leq O\left(\frac{K \sqrt{K} T^{1 / B} \log (T)}{\Delta_{\min }}\right)$.

Next, we improve the worst-case regret by reducing the comparisons performed as follows. We first perform pairwise comparisons amongst bandits in the seed set, and pick a candidate bandit. This candidate bandit is used to eliminate sub-optimal arms from the active set. Although selecting a candidate bandit each time requires additional adaptivity, we get a better bound on the worst-case expected regret by exploiting the fact that there can be at most $B$ candidate bandits.

Theorem 5.3.3. For any integer $B \geq 1$, there is an algorithm for batched dueling bandits that uses at most $2 B+1$ rounds, and if the instance satisfies the SST and STI assumptions, the expected worst-case regret is bounded by

$$
\mathbb{E}[R(T)]=O\left(\frac{K B T^{1 / B} \log (T)}{\Delta_{\min }}\right)
$$

Thus, in $B=\log (T)$ rounds, our expected worst-case regret is bounded by $E[R(T)] \leq$ $O\left(\frac{K \log ^{2}(T)}{\Delta_{\text {min }}}\right)$ matching the best known result in the sequential setting up to an additional logarithmic factor.

We also improve the instance-dependent regret bound in Theorem 5.3.2 by using a few additional rounds. In particular, using the approach in Theorem 5.3.2 along with recursion, we obtain:

Theorem 5.3.4. For integers $B \geq 1, m \geq 0$ and parameter $\eta \in(0,1)$, there is an algorithm for batched dueling bandits that uses at most $B+m$ rounds, and if the instance satisfies the

SST and STI assumptions, the expected regret is bounded by

$$
\mathbb{E}[R(T)]=O\left(m \cdot K^{\eta}+K^{(1-\eta)^{m}}\right) \cdot T^{1 / B} \log (\text { KTB }) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}} .
$$

Thus, for any constant $\eta \in(0,1)$, setting $m=\frac{1}{\eta} \log \left(\frac{1}{\eta}\right)$, we obtain expected regret bounded by

$$
\mathbb{E}[R(T)]=O\left(K^{\eta} T^{1 / B} \log (T)\right) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}}
$$

in at most $B+\frac{1}{\eta} \log \left(\frac{1}{\eta}\right)$ rounds. Conversely, given a value of $m$, we can appropriately select $\eta$ to minimize the regret.

The idea behind this algorithm is to use a seed-set of size $K^{\eta}$, and to recurse when the seed-set is found to be sub-optimal. We bound the number of recursive calls by $m$ (which ensures that there are at most $B+m$ rounds) and show that the active set shrinks by a shrinks by a power of $(1-\eta)$ in each recursive call (which is used to bound regret).

Finally, we complement our upper bound results with a lower bound for the batched $K$-armed dueling bandits problem, even under the SST and STI assumptions.

Theorem 5.3.5. Given an integer $B \geq 1$, and any algorithm that uses at most $B$ batches, there exists an instance of the $K$-armed batched dueling bandit problem that satisfies the SST and STI condition such that the expected regret

$$
\mathbb{E}[R(T)]=\Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{\min }}\right)
$$

The above lower bound shows that the $T^{1 / B}$ dependence in our upper bounds is necessary. Note that the above lower bound also applies to the more general Condorcet winner setting. The proof is similar to the lower bound proof in [48] for batched multi-armed bandits. The main novelty in our proof is the design of a family of hard instances with different values of $\Delta_{\text {min }}$ 's that satisfy the SST and STI conditions.

Organization of the Chapter. The rest of the chapter is organized as follows. In $\S 6.2$ we provide details about two seeded comparisons algorithms that proves Theorems 5.3.2
and 5.3.3. In $\S 6.3$, we extend these ideas to prove a recursive algorithm that achieves the guarantees of Theorem 5.3.4. In $\S 6.4$, we provide computational results, and we conclude in $\S 6.5$ with a lower bound, proving Theorem 5.3.5.

### 6.2 The Algorithms

In this section, we present two algorithms, namely SCOMP and SCOMP2, for the $K$-armed batched dueling bandits problem. Recall that given a set of $K$ bandits (or arms) $\mathcal{B}=$ $\left\{b_{1}, \ldots, b_{K}\right\}$, and a positive integer $B \leq T$, we wish to find a sequence of $B$ batches of noisy comparisons with low regret. Given bandits $b_{i}$ and $b_{j}, P_{i, j}=\frac{1}{2}+\Delta_{i, j}$ denotes the probability of $b_{i}$ winning over $b_{j}$. At a high0-level, both SCOMP and SCOMP2, first select a (sufficiently small) seed set $\mathcal{S} \subseteq \mathcal{B}$, and eliminate bandits in an active set by successively comparing them to (all or few) bandits in $\mathcal{S}$. If the seed set $\mathcal{S}$ is itself found to be sub-optimal in a subsequent round, then these algorithms call the all-pairs algorithm PCOMP(see $\S 5.5$ for details) over the remaining active arms.

Before describing our algorithms, we recall some relevant notation. We denote by $\mathcal{A}$ the set of active arms, i.e. arms that have not been eliminated. We use index $r$ for rounds or batches. At the end of each round $r$, our algorithms compute a fresh estimate of the pairwise probabilities based on the feedback from comparisons in round $r$ as:

$$
\begin{equation*}
\widehat{P}_{i, j}=\frac{\# b_{i} \text { wins against } b_{j} \text { in round } r}{\# \text { comparisons of } b_{i} \text { and } b_{j} \text { in round } r} . \tag{6.1}
\end{equation*}
$$

If a pair $\left(b_{i}, b_{j}\right)$ is compared in round $r$, it is compared $c_{r}=\left\lfloor q^{r}\right\rfloor$ times. In round $r$, the parameter $\gamma_{r}=\sqrt{\log \left(\frac{1}{\delta}\right) / 2 c_{r}}$ is used to eliminate bandits from the active set (the specific elimination criteria depends on the algorithm).

### 6.2.1 Seeded Comparisons Algorithms

In this section, we present two algorithms for the batched dueling bandits problem, namely SCOMP and SCOMP2. The algorithms work in two phases:

- In the first phase, the algorithms sample a seed set $\mathcal{S}$ by including each bandit from $\mathcal{B}$
independently with probability $1 / \sqrt{K}$. This seed set is used to eliminate bandits from the active set $\mathcal{A}$.
- Under certain switching criteria, the algorithms enter the second phase which involves running algorithm PCOMP on some of the remaining bandits.

The algorithms differ in how the candidate set is used to eliminate active bandits in the first phase.

In SCOMP, all pairwise comparisons between $\mathcal{S}$ (seed set) and $\mathcal{A}$ (active bandits) are performed. Specifically, in round $r$, every active bandit is compared with every bandit in $\mathcal{S}$ for $c_{r}$ times. If, for some bandit $b_{j}$, there exists bandit $b_{i}$ such that $\widehat{P}_{i, j}>\frac{1}{2}+3 \gamma_{r}$, then bandit $b_{j}$ is eliminated (from $\mathcal{A}$ as well as $\mathcal{S}$ ); note that the elimination criteria here is stricter than in PCOMP. If, in some round $r$, there exists bandit $b_{j}$ such that $b_{j}$ eliminates all bandits $b_{i} \in \mathcal{S}$, then the algorithm constructs a set $\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, i}>\frac{1}{2}+\gamma_{r}\right.\right.$ for all $\left.b_{i} \in \mathcal{S}\right\}$, and invokes PCOMP on bandits $\mathcal{A}^{*}$ with starting batch $r$. This marks the beginning of the second phase, which continues until time $T$. We provide the pseudocode in Algorithm 11.

```
Algorithm 11 SCOMP(Seeded Comparisons Algorithm)
    Input: Bandits \(\mathcal{B}\), time-horizon \(T\), rounds \(B\)
    \(q \leftarrow T^{1 / B}, \delta \leftarrow \frac{1}{6 T K^{2} B}\), active bandits \(\mathcal{A} \leftarrow \mathcal{B}, c_{r} \leftarrow\left\lfloor q^{r}\right\rfloor, \gamma_{r} \leftarrow \sqrt{\log (1 / \delta) / 2 c_{r}}, r \leftarrow 1\)
    \(\mathcal{S} \leftarrow\) add elements from \(\mathcal{B}\) into \(\mathcal{S}\) w.p. \(1 / \sqrt{K}\)
    while number of comparisons \(\leq T\) do \(\quad \triangleright\) phase I
        for all \(\left(b_{i}, b_{j}\right) \in \mathcal{S} \times \mathcal{A}\), compare \(b_{i}\) and \(b_{j}\) for \(c_{r}\) times and compute \(\widehat{P}_{i, j}\)
        if \(\exists b_{i} \in \mathcal{S}, b_{j} \in \mathcal{A}, \widehat{P}_{i, j}>\frac{1}{2}+3 \gamma_{r}\) then \(\triangleright\) elimination
            \(\mathcal{A} \leftarrow \mathcal{A} \backslash\left\{b_{j}\right\}, \mathcal{S} \leftarrow \mathcal{S} \backslash\left\{b_{j}\right\}\)
        if \(\exists b_{j}\) such that \(\widehat{P}_{j, i}>\frac{1}{2}+3 \gamma_{r}\) for all \(b_{i} \in \mathcal{S}\) then \(\triangleright\) switching
            construct set \(\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, i}>\frac{1}{2}+\gamma_{r}\right.\right.\) for all \(\left.b_{i} \in \mathcal{S}\right\}\)
            \(r^{*} \leftarrow r, T^{*} \leftarrow \#\) comparisons until round \(r^{*}\), break
        \(r \leftarrow r+1\)
    \(\operatorname{run} \operatorname{PCOMP}\left(\mathcal{A}^{*}, T-T^{*}, q, r^{*}\right) \quad \triangleright\) phase II
```

We obtain the following result (proved in §6.2.2) when the given instance satisfies SST and STI. This formalizes Theorem 5.3.2.

Theorem 6.2.1. Given any set $\mathcal{B}$ of $K$ bandits, time-horizon $T$, parameter $B$, SCOMP uses
at most $B+1$ batches, and has expected regret bounded by

$$
\mathbb{E}[R(T)]=\sum_{j: \Delta_{j}>0} O\left(\frac{\sqrt{K} T^{1 / B} \log (T)}{\Delta_{j}}\right)
$$

under the strong stochastic transitivity and stochastic triangle inequality assumptions.
Observe that this gives a worst-case regret bound of $O\left(\frac{K \sqrt{K} T^{1 / B} \log (T)}{\Delta_{\min }}\right)$ for SCOMP under SST and STI. We can improve this by sampling each bandit from $\mathcal{B}$ independently into the seed set with probability $K^{-2 / 3}$ : this gives a worst-case regret bound of $O\left(\frac{K^{4 / 3} T^{1 / B} \log (T)}{\Delta_{\min }}\right)$ in $B+1$ rounds. To further improve this worst-case bound, we add more rounds of adaptivity in SCOMP to obtain SCOMP2. Specifically, each round $r$ in the first phase is divided into two rounds of adaptivity.

- In the first round $r^{(1)}$, pairwise comparisons among the bandits in $\mathcal{S}$ are performed, and an undefeated $b_{i_{r}^{*}}$ is selected as a candidate. We say that $b_{i}$ defeats $b_{j}$ if $\widehat{P}_{i, j}>\frac{1}{2}+\gamma_{r}$
- In the second round $r^{(2)}$, the candidate $b_{i_{r}^{*}}$ is used to eliminate active bandits. A bandit $b_{j}$ is eliminated if $\widehat{P}_{i_{r}^{*}, j}>\frac{1}{2}+5 \gamma_{r}$.

The switching criterion in SCOMP2 is different from that of SCOMP. Here, if in some round $r$, there is a bandit $b_{j}$ such that $b_{j}$ eliminates $b_{i_{r}^{*}}$, then the algorithm constructs set $\mathcal{A}^{*}=$ $\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, i_{r}^{*}}>\frac{1}{2}+3 \gamma_{r}\right.\right\}$, and invokes PCOMP on bandits $\mathcal{A}^{*}$ with starting batch $r$. See Algorithm 12 for a formal description.

In $\S 6.2 .2$, we prove that SCOMP2 obtains an improved worst-case regret bound (at the cost of additional adaptivity) over SCOMP when the given instance satisfies SST and STI, thus proving Theorem 5.3.3 (formalized in Theorem 6.2.2).

Theorem 6.2.2. Given any set $\mathcal{B}$ of $K$ bandits, time-horizon $T$ and parameter $B$, SCOMP2 uses at most $2 B+1$ batches, and has worst-case expected regret bounded by

$$
\mathbb{E}[R(T)]=O\left(\frac{K B T^{1 / B} \log (T)}{\Delta_{\min }}\right)
$$

under strong stochastic transitivity and stochastic triangle inequality, where $\Delta_{\min }:=\min _{j: \Delta_{j}>0} \Delta_{j}$.

```
Algorithm 12 SCOMP2 (Seeded Comparisons Algorithm 2)
    Input: Bandits \(\mathcal{B}\), time-horizon \(T\), rounds \(B\)
    \(q \leftarrow T^{1 / B}, \delta \leftarrow \frac{1}{6 T K^{2} B}\), active bandits \(\mathcal{A} \leftarrow \mathcal{B}, c_{r} \leftarrow\left\lfloor q^{r}\right\rfloor, \gamma_{r} \leftarrow \sqrt{\log (1 / \delta) / 2 c_{r}}, r \leftarrow 1\)
    \(\mathcal{S} \leftarrow\) add elements from \(\mathcal{B}\) into \(\mathcal{S}\) with probability \(1 / \sqrt{K}\)
    while number of comparisons \(\leq T\) do \(\quad \triangleright\) phase I
        \(r^{(1)}\) : compare all pairs in \(\mathcal{S}\) for \(c_{r}\) times and compute \(\widehat{P}_{i, j}\).
        candidate \(b_{i_{r}^{*}} \leftarrow\) any bandit \(i \in \mathcal{S}\) with \(\max _{j \in \mathcal{S}} \widehat{P}_{j, i} \leq \frac{1}{2}+\gamma_{r}\). \(\quad\) extra batch
        \(r^{(2)}\) : for all \(b_{j} \in \mathcal{A}\), compare \(b_{i_{r}^{*}}\) and \(b_{j}\) for \(c_{r}\) times and compute \(\widehat{P}_{i_{r}^{*}, j}\).
        if \(\exists b_{j} \in \mathcal{A}, \widehat{P}_{i_{r}^{*}, j}>\frac{1}{2}+5 \gamma_{r}\) then \(\triangleright\) elimination
                \(\mathcal{A} \leftarrow \mathcal{A} \backslash\left\{b_{j}\right\}, \mathcal{S} \leftarrow \mathcal{S} \backslash\left\{b_{j}\right\}\)
        if \(\exists b_{j}\) such that \(\widehat{P}_{j, i_{r}^{*}}>\frac{1}{2}+5 \gamma_{r}\) then \(\triangleright\) switching
                construct set \(\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, 2_{r}^{*}}>\frac{1}{2}+3 \gamma_{r}\right.\right\}\)
                \(r^{*} \leftarrow r, T^{*} \leftarrow \#\) comparisons until round \(r^{*}\), break
        \(r \leftarrow r+1\)
    \(\operatorname{run} \operatorname{PCOMP}\left(\mathcal{A}^{*}, T-T^{*}, q, r^{*}\right) \quad \triangleright\) phase II
```


### 6.2.2 Regret Analysis

We present the regret analysis for the algorithms described in $\S 6.2$ in this section. We first prove the following lemma which will be used in the analysis of both algorithms.

Lemma 6.2.3. For any batch $r \in[B]$, and for any pair $b_{i}, b_{j}$ that are compared $c_{r}$ times, we have

$$
\mathbf{P}\left(\left|P_{i, j}-\widehat{P}_{i, j}\right|>\gamma_{r}\right) \leq 2 \delta,
$$

where $\gamma_{r}=\sqrt{\log \left(\frac{1}{\delta}\right) / 2 c_{r}}$.
Proof. Note that $\mathbb{E}\left[\widehat{P}_{i, j}\right]=P_{i, j}$, and applying Hoeffding's inequality gives

$$
\mathbf{P}\left(\left|\widehat{P}_{i, j}-P_{i, j}\right|>\gamma_{r}\right) \leq 2 \exp \left(-2 c_{r} \cdot \gamma_{r}^{2}\right)=2 \delta .
$$

We analyze the regret of our algorithms under a good event, $G$. We show that the $G$ occurs with high probability; in the event that $G$ does not occur (denoted $\bar{G}$ ), we incur a regret of $T$. Towards defining $G$, we say that an estimate $\widehat{P}_{i, j}$ at the end of batch $r$ is correct if $\left|\widehat{P}_{i, j}-P_{i, j}\right| \leq \gamma_{r}$. We say that $G$ occurs if every estimate in every batch is correct.

Lemma 6.2.4. The probability that every estimate in every batch of SCOMP and SCOMP2 is correct is at least $1-1 / T$.

Proof. Applying Lemma 6.2.3 and taking a union bound over all pairs and batches (note SCOMP2 has at most $2 B+1 \leq 3 B$ batches), we get that the probability that some estimate is incorrect is at most $K^{2} \times 3 B \times 2 \delta=\frac{1}{T}$ where $\delta=1 / 6 K^{2} B T$. Thus, $\mathbf{P}(\bar{G}) \leq \frac{1}{T}$.

Using Lemma 6.2.4, the expected regret (of any algorithm) can be written as follows:

$$
\begin{align*}
\mathbb{E}[R(T)] & =\mathbb{E}[R(T) \mid G] \cdot \mathbf{P}(G)+\mathbb{E}[R(T) \mid \bar{G}] \cdot \mathbf{P}(\bar{G}) \\
& \leq \mathbb{E}[R(T) \mid G]+T \cdot \frac{1}{T}=\mathbb{E}[R(T) \mid G]+1 \tag{6.2}
\end{align*}
$$

### 6.2.3 Proofs of Theorems $\mathbf{6 . 2 . 1}$ and $\mathbf{6 . 2 . 2}$

In this section, we provide the proofs of Theorem 6.2.1 and Theorem 6.2.2. Henceforth, we assume the SST and STI properties. We need the following definition. For a bandit $b_{j}$, let $E_{j}=\left\{b_{i} \in \mathcal{B}: \Delta_{i, j}>0\right\}$; that is, the set of bandits superior to bandit $b_{j}$. We define $\operatorname{rank}\left(b_{j}\right)=\left|E_{j}\right| .^{1}$

As before, we analyze the regret of SCOMP and SCOMP2 under event $G$. By Lemma 6.2.4 and (6.2), we only need to bound the expected regret under $G$; that is, we need to bound $\mathbb{E}[R(T) \mid G]$. Conditioned on event $G$, the following Lemmas 6.2.5,6.2.6 and 6.2.7 hold for both SCOMP and SCOMP2.

Lemma 6.2.5. The best bandit $b_{1}$ is never deleted from $\mathcal{A}$ in the elimination step of phase I.

Proof. In SCOMP, $b_{i}$ deletes $b_{j}$ in batch $r$ if $\widehat{P}_{i, j}>\frac{1}{2}+3 \gamma_{r}$, and in SCOMP2 if $\widehat{P}_{i, j}>\frac{1}{2}+5 \gamma_{r}$. If $b_{1}$ is deleted due to some bandit $b_{j}$, then by applying Lemma 6.2 .3 (in either case), we get $P_{j, 1}>\frac{1}{2}+2 \gamma_{r}$, a contradiction.

Lemma 6.2.6. When the algorithm switches to PCOMP on set $\mathcal{A}^{*}$, we have $b_{1} \in \mathcal{A}^{*}$ and $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$ where $b_{i_{\mathcal{S}}^{*}}$ is the best bandit in $\mathcal{S}$.

[^1]Proof. We first consider algorithm SCOMP. Here, the switching occurs when, in some batch $r$, there exists $b_{j^{*}} \in \mathcal{A}$ such that $\widehat{P}_{j^{*}, i}>\frac{1}{2}+3 \gamma_{r}$ for all $b_{i} \in \mathcal{S}$, Moreover, $\mathcal{A}^{*}=\left\{b_{j} \in\right.$ $\mathcal{A} \left\lvert\, \widehat{P}_{j, i}>\frac{1}{2}+\gamma_{r}\right.$ for all $\left.b_{i} \in \mathcal{S}\right\}$. Consider any $b_{i} \in \mathcal{S}$. Given $G, \widehat{P}_{j^{*}, i}>\frac{1}{2}+3 \gamma_{r}$ implies that $P_{j^{*}, i}>\frac{1}{2}+2 \gamma_{r}$. By SST, $P_{1, i} \geq P_{j^{*}, i}$, and again using event $G, \widehat{P}_{1, i}>\frac{1}{2}+\gamma_{r}$. Thus, $b_{1} \in \mathcal{A}^{*}$. We now bound $\left|\mathcal{A}^{*}\right|$. Let $b_{i_{s}^{*}}$ be the best bandit in $\mathcal{S}$, i.e., the bandit of smallest rank. Consider any bandit $b_{j} \in \mathcal{A}^{*}$. We have $\widehat{P}_{j, i_{\mathcal{E}}}>\frac{1}{2}+\gamma_{r}$, which implies (by event $G$ ) that $P_{j, i_{S}^{*}}>\frac{1}{2}$. So, we must have $b_{j} \succ b_{i_{S}^{*}}$. Consequently, $\mathcal{A}^{*} \subseteq\left\{b_{j} \in \mathcal{B}: b_{j} \succ b_{i_{S}^{*}}\right\}$, which implies $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{s}^{*}}\right)$.

We now consider SCOMP2. Here, we select an undefeated candidate bandit $b_{i_{r}^{*}}$ in batch $r$, and the algorithm switches if there exists $b_{j^{*}} \in \mathcal{A}$ such that $\widehat{P}_{j^{*}, i_{r}^{*}}>\frac{1}{2}+5 \gamma_{r}$. Moreover, $\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, i_{r}^{*}}>\frac{1}{2}+3 \gamma_{r}\right.\right\}$. Given $G$, we have $P_{j^{*}, i_{r}^{*}}>\frac{1}{2}+4 \gamma_{r}$. By SST and again applying $G$, we obtain $\widehat{P}_{1, i_{r}^{*}}>\frac{1}{2}+3 \gamma_{r}$. So, $b_{1} \in \mathcal{A}^{*}$. We now argue that $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$. Again, let $b_{i_{\mathcal{S}}}$ be the best bandit in $\mathcal{S}$. As $b_{i_{r}^{*}}$ is undefeated after round $r^{(1)}$, we have $\widehat{P}_{i_{S}^{*}, i_{r}^{*}} \leq \frac{1}{2}+\gamma_{r}$, which implies $P_{i_{S}^{*}, i_{r}^{*}} \leq \frac{1}{2}+2 \gamma_{r}$ (by event $G$ ). Now, consider any bandit $b_{j} \in \mathcal{A}^{*}$. We have $\widehat{P}_{j, i_{\mathcal{S}}^{*}}>\frac{1}{2}+3 \gamma_{r}$, which implies (by event $G$ ) that $P_{j, i_{\mathcal{S}}^{*}}>\frac{1}{2}+2 \gamma_{r}$. It follows that $b_{j} \succ b_{i_{\mathcal{S}}^{*}}$ for all $b_{j} \in \mathcal{A}^{*}$. Hence, $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{s}^{*}}\right)$.

Lemma 6.2.7. We have $\mathbb{E}\left[\operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)\right] \leq \sqrt{K}$ and $\mathbb{E}\left[\operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)^{2}\right] \leq 2 K$.
Proof. Let $R$ be a random variable denoting $\operatorname{rank}\left(b_{i_{s}^{*}}\right)$. Note that $R=k$ if, and only if, the first $k-1$ bandits are not sampled into $\mathcal{S}$, and the $k^{\text {th }}$ bandit is sampled into $\mathcal{S}$. Thus, $R$ is a geometric random variable with success probability $p:=\frac{1}{\sqrt{K}} .{ }^{2}$ Recall that the mean and variance of a geometric random variable are $\frac{1}{p}$ and $\frac{1}{p^{2}}-\frac{1}{p}$ respectively. So, $\mathbb{E}[R] \leq \frac{1}{p}=\sqrt{K}$. Moreover, $\mathbb{E}\left[R^{2}\right] \leq \frac{2}{p^{2}}=2 K$.

Using Lemmas 6.2.5, 6.2.6 and 6.2.7, we complete the proofs of Theorems 6.2.1 and 6.2.2.
Proof of Theorem 6.2.1. We bound the expected regret of SCOMP conditioned on $G$. Let $R_{1}$ and $R_{2}$ denote the regret incurred in phase I and II respectively.

[^2]Bounding $R_{1}$. Fix a bandit $b_{j}$. Let $r$ denote the last round such that $b_{j} \in \mathcal{A}$ and switching does not occur (at the end of round $r$ ). Let $b_{i_{\mathcal{S}}}$ be the best bandit in $\mathcal{S}$. As $b_{j}$ is not eliminated by $b_{i_{\mathcal{S}}^{*}}$, we have $\widehat{P}_{i_{\mathcal{S}}^{*}, j} \leq \frac{1}{2}+3 \gamma_{r}$, which implies (by event $G$ ) $P_{i_{\mathcal{S}}, j} \leq \frac{1}{2}+4 \gamma_{r}$. Moreover, as switching doesn't occur, we have $\min _{i \in \mathcal{S}} \widehat{P}_{1, i} \leq \frac{1}{2}+3 \gamma_{r}$ (by Lemma 6.2.5, $b_{1}$ is never deleted from $\mathcal{A}$ ). We now claim that $P_{1, i_{s}^{*}} \leq \frac{1}{2}+4 \gamma_{r}$. Otherwise, by SST we have $\min _{i \in \mathcal{S}} P_{1, i}=P_{1, i_{\mathcal{S}}^{*}}>\frac{1}{2}+4 \gamma_{r}$, which (by event $G$ ) implies $\min _{i \in \mathcal{S}} \widehat{P}_{1, i}>\frac{1}{2}+3 \gamma_{r}$, a contradiction! It now follows that $\Delta_{i_{S}^{*}, j} \leq 4 \gamma_{r}$ and $\Delta_{1, i_{\mathcal{S}}^{*}} \leq 4 \gamma_{r}$. Consider now two cases:

1. $b_{1} \succeq b_{i_{s}^{*}} \succeq b_{j}$. Then, by STI, $\Delta_{1, j} \leq 8 \gamma_{r}$, and
2. $b_{1} \succeq b_{j} \succeq b_{i_{\mathcal{S}}^{*}}$. Then, by $\operatorname{SST} \Delta_{1, j} \leq \Delta_{i_{\mathcal{S}}^{*}, j} \leq 4 \gamma_{r}$.

In either case, we have $\Delta_{j}=\Delta_{1, j} \leq 8 \gamma_{r}$, which implies $c_{r} \leq \frac{\log (1 / \delta)}{2 \gamma_{r}^{2}} \leq \frac{32 \log (1 / \delta)}{\Delta_{j}^{2}}$.
Now, let $T_{j}$ be a random variable denoting the number of comparisons of $b_{j}$ with other bandits before switching. By definition of round $r$, bandit $b_{j}$ will participate in at most one round after $r$ (in phase I). So, we have

$$
T_{j} \leq \begin{cases}|\mathcal{S}| \cdot \sum_{\tau=1}^{r+1} c_{\tau} & \text { if } b_{j} \notin \mathcal{S} \\ K \cdot \sum_{\tau=1}^{r+1} c_{\tau} & \text { if } b_{j} \in \mathcal{S}\end{cases}
$$

Taking expectation over $\mathcal{S}$, we get

$$
\begin{aligned}
\mathbb{E}\left[T_{j}\right] & \leq \mathbb{E}\left[K \sum_{\tau=1}^{r+1} c_{\tau} \mid b_{j} \in \mathcal{S}\right] \cdot \mathbf{P}\left(b_{j} \in \mathcal{S}\right)+\mathbb{E}\left[|\mathcal{S}| \sum_{\tau=1}^{r+1} c_{\tau} \mid b_{j} \notin \mathcal{S}\right] \cdot \mathbf{P}\left(b_{j} \notin \mathcal{S}\right) \\
& \leq\left(K \sum_{\tau=1}^{r+1} c_{\tau}\right) \cdot \frac{1}{\sqrt{K}}+\mathbb{E}\left[|\mathcal{S}| \mid b_{j} \notin \mathcal{S}\right] \cdot \sum_{\tau=1}^{r+1} c_{\tau} \leq 2 \sqrt{K} \sum_{\tau=1}^{r+1} c_{\tau},
\end{aligned}
$$

where the third inequality uses $\mathbb{E}\left[|\mathcal{S}| \mid b_{j} \notin \mathcal{S}\right] \leq \sqrt{K}$. Moreover,

$$
\sum_{\tau=1}^{r+1} c_{\tau} \leq 2 T^{1 / B} \cdot c_{r}=O\left(\frac{T^{1 / B} \log (1 / \delta)}{\Delta_{j}^{2}}\right)
$$

Thus,

$$
\begin{equation*}
\mathbb{E}\left[R_{1}\right]=\sum_{j} \mathbb{E}\left[T_{j}\right] \cdot \Delta_{j}=\sum_{j: \Delta_{j}>0} O\left(\frac{T^{1 / B} \sqrt{K} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right) \tag{6.3}
\end{equation*}
$$

Bounding $R_{2}$. We now bound the regret after switching. From Lemmas 6.2.5 and 6.2.6, we know that $b_{1}$ is never deleted, $b_{1} \in \mathcal{A}^{*}$, and $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}}\right)$. For any $\mathcal{A}^{*}$, applying Theorem 5.5.1 we get,

$$
R_{2} \leq 3\left|\mathcal{A}^{*}\right| T^{1 / B} \log \left(6 T\left|\mathcal{A}^{*}\right|^{2} B\right) \sum_{j \in \mathcal{A}^{*}: \Delta_{j}>0} \frac{1}{\Delta_{j}} \leq 3\left|\mathcal{A}^{*}\right| T^{1 / B} \log \left(6 T K^{2} B\right) \sum_{j \in \mathcal{B}: \Delta_{j}>0} \frac{1}{\Delta_{j}}
$$

By Lemma 6.2.7, $\mathbb{E}\left[\left|\mathcal{A}^{*}\right|\right] \leq \sqrt{K}$, hence

$$
\begin{equation*}
\mathbb{E}\left[R_{2}\right] \leq 3 \sqrt{K} T^{1 / B} \log \left(6 T K^{2} B\right) \sum_{j: \Delta_{j}>0} \frac{1}{\Delta_{j}} \tag{6.4}
\end{equation*}
$$

Combining (6.3) and (6.4), we get

$$
\mathbb{E}[R(T) \mid G]=\sum_{j: \Delta_{j}>0} O\left(\frac{T^{1 / B} \sqrt{K} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right)
$$

and by (6.2), this concludes the proof.
Proof of Theorem 6.2.2. We bound the expected regret conditioned on $G$. Let $R_{1}$ and $R_{2}$ denote the regret incurred in phase I and II respectively.

Bounding $R_{1}$. Fix a bandit $b_{j}$. Let $r$ denote any round such that $b_{j} \in \mathcal{A}$ and switching does not occur (at the end of round $r$ ). As in the proof of Theorem 6.2.1, we first show that $c_{r}=O\left(\frac{\log (1 / \delta)}{\Delta_{j}^{2}}\right)$. Recall that $b_{i_{r}^{*}}$ is the candidate in round $r$. As $b_{j}$ is not eliminated by $b_{i_{r}^{*}}$, we have $\widehat{P}_{i_{r}^{*}, j} \leq \frac{1}{2}+5 \gamma_{r}$, which implies (by event $G$ ) $P_{i_{s}^{*}, j} \leq \frac{1}{2}+6 \gamma_{r}$. Moreover, as switching doesn't occur, we have $\widehat{P}_{1, i_{r}^{*}} \leq \frac{1}{2}+5 \gamma_{r}$ (by Lemma 6.2.5, $b_{1}$ is never deleted from $\mathcal{A}$ ). By event $G$, we get $P_{1, i_{r}^{*}} \leq \frac{1}{2}+6 \gamma_{r}$. It now follows that $\Delta_{i_{r}^{*}, j} \leq 6 \gamma_{r}$ and $\Delta_{1, i_{r}^{*}} \leq 6 \gamma_{r}$. Consider now two cases:

1. $b_{1} \succeq b_{i_{r}^{*}} \succeq b_{j}$. Then, by STI, $\Delta_{1, j} \leq 12 \gamma_{r}$, and
2. $b_{1} \succeq b_{j} \succeq b_{i_{s}^{*}}$. Then, by SST $\Delta_{1, j} \leq \Delta_{i_{r}^{*}, j} \leq 6 \gamma_{r}$.

In either case, we have $\Delta_{j}=\Delta_{1, j} \leq 12 \gamma_{r}$, which implies $c_{r} \leq \frac{\log (1 / \delta)}{2 \gamma_{r}^{2}}=O\left(\frac{\log (1 / \delta)}{\Delta_{j}^{2}}\right)$.

We further divide $R_{1}$ into two kinds of regret: $R_{1}^{(c)}$ and $R_{1}^{(n)}$ where $R_{1}^{(c)}$ refers to the regret incurred by candidate arms and $R_{1}^{(n)}$ is the regret incurred by non-candidate arms.

Bounding $R_{1}^{(n)}$. For any bandit $b_{j}$, let $T_{j}$ be a random variable denoting the number of comparisons of $b_{j}$ (in phase I) when $b_{j}$ is not a candidate. Also, let $r$ be the last round such that $b_{j} \in \mathcal{A}$ and switching doesn't occur. So, $b_{j}$ will participate in at most one round after $r$, and

$$
T_{j} \leq \begin{cases}\sum_{\tau=1}^{r+1} c_{\tau} & \text { if } b_{j} \notin \mathcal{S} \\ |\mathcal{S}| \cdot \sum_{\tau=1}^{r+1} c_{\tau} & \text { if } b_{j} \in \mathcal{S}\end{cases}
$$

Taking expectation over $\mathcal{S}$, we get

$$
\begin{aligned}
\mathbb{E}\left[T_{j}\right] & \leq \mathbb{E}\left[|\mathcal{S}| \sum_{\tau=1}^{r+1} c_{\tau} \mid b_{j} \in \mathcal{S}\right] \cdot \mathbf{P}\left(b_{j} \in \mathcal{S}\right)+\mathbb{E}\left[\sum_{\tau=1}^{r+1} c_{\tau} \mid b_{j} \notin \mathcal{S}\right] \cdot \mathbf{P}\left(b_{j} \notin \mathcal{S}\right) \\
& \leq \sum_{\tau=1}^{r+1} c_{\tau} \cdot\left(\frac{1}{\sqrt{K}} \cdot \mathbb{E}\left[|\mathcal{S}| \mid b_{j} \in \mathcal{S}\right]+1\right) \leq\left(2+\frac{1}{\sqrt{K}}\right) \cdot \sum_{\tau=1}^{r+1} c_{\tau},
\end{aligned}
$$

where the third inequality uses $\mathbb{E}\left[|\mathcal{S}| \mid b_{j} \in \mathcal{S}\right] \leq 1+\sqrt{K}$.
Moreover, using $c_{r}=O\left(\frac{\log (1 / \delta)}{\Delta_{j}^{2}}\right)$, we have $\sum_{\tau=1}^{r+1} c_{\tau}=O\left(\frac{T^{1 / B} \log (1 / \delta)}{\Delta_{j}^{2}}\right)$. Thus,

$$
\begin{equation*}
\mathbb{E}\left[R_{1}^{(n)}\right]=\sum_{j} \mathbb{E}\left[T_{j}\right] \cdot \Delta_{j} \leq \sum_{j: \Delta_{j}>0} O\left(\frac{T^{1 / B} \log \left(\frac{1}{\delta}\right)}{\Delta_{1, j}}\right) \leq O\left(\frac{T^{1 / B} K \log \left(\frac{1}{\delta}\right)}{\Delta_{\min }}\right) \tag{6.5}
\end{equation*}
$$

Bounding $R_{1}^{(c)}$. Observe that if $b_{j}$ is a candidate in round $r$, then the regret incurred by $b_{j}$ in round $r$ is at most $K c_{r} \cdot \Delta_{1, j}$. Also, $c_{r-1} \leq O\left(\frac{\log \left(\frac{1}{\delta}\right)}{\Delta_{j}^{2}}\right)$ because $b_{j} \in \mathcal{A}$ and switching hasn't occurred at end of round $r-1$. Thus, we have $c_{r}=T^{1 / B} c_{r-1} \leq O\left(\frac{T^{1 / B} \log \left(\frac{1}{\delta}\right)}{\Delta_{j}^{2}}\right)$. We can thus write

$$
R_{1}^{(c)}=\sum_{r=1}^{B} \sum_{j} K c_{r} \cdot \Delta_{j} \cdot \mathbb{I}\left[i_{r}^{*}=j\right],
$$

where $\mathbb{I}\left[i_{r}^{*}=j\right]$ is an indicator random variable denoting whether $b_{j}$ was the candidate bandit in round $r$. Observe that there is exactly one candidate bandit, $b_{i_{r}^{*}}$, in each round. So,

$$
\begin{align*}
R_{1}^{(c)} & =K \sum_{r=1}^{B} c_{r} \Delta_{i_{r}^{*}} \leq K \sum_{r=1}^{B} O\left(\frac{T^{1 / B} \log \left(\frac{1}{\delta}\right)}{\Delta_{i_{r}^{*}}^{2}}\right) \cdot \Delta_{i_{r}^{*}} \\
& =K \sum_{r=1}^{B} O\left(\frac{T^{1 / B} \log \left(\frac{1}{\delta}\right)}{\Delta_{i_{r}^{*}}}\right) \leq O\left(\frac{T^{1 / B} K B \log \left(\frac{1}{\delta}\right)}{\Delta_{\min }}\right) \tag{6.6}
\end{align*}
$$

Combining (6.5) and (6.6), we get

$$
\begin{equation*}
\mathbb{E}\left[R_{1}\right] \leq O\left(\frac{T^{1 / B} K B \log \left(\frac{1}{\delta}\right)}{\Delta_{\min }}\right) \tag{6.7}
\end{equation*}
$$

Bounding $R_{2}$. Finally, we bound the regret in phase II where we only have bandits $\mathcal{A}^{*}$. From Lemmas 6.2.5 and 6.2.6, we know that $b_{1} \in \mathcal{A}^{*}$, and $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$. For any $\mathcal{A}^{*}$, applying Theorem 5.5.1 we get,

$$
R_{2} \leq 3\left|\mathcal{A}^{*}\right| T^{1 / B} \log \left(6 T\left|\mathcal{A}^{*}\right|^{2} B\right) \sum_{j \in \mathcal{A}^{*}: \Delta_{j}>0} \frac{1}{\Delta_{j}} \leq 3\left|\mathcal{A}^{*}\right|^{2} \cdot T^{1 / B} \log \left(6 T K^{2} B\right) \cdot \frac{1}{\Delta_{\min }}
$$

By Lemma 6.2.7, $\mathbb{E}\left[\left|\mathcal{A}^{*}\right|^{2}\right] \leq 2 K$, and so:

$$
\begin{equation*}
\mathbb{E}\left[R_{2}\right] \leq \frac{6 T^{1 / B} K \log \left(6 T K^{2} B\right)}{\Delta_{\min }} \tag{6.8}
\end{equation*}
$$

Finally, combining (6.7) and (6.8) completes the proof.

### 6.3 A Recursive Algorithm for Batched Dueling Bandits

In this section, we describe a recursive algorithm, termed R-SCOMP for batched dueling bandits. The prior algorithms (SCOMP and SCOMP2) rely both on the seed set eliminating sub-optimal arms and on the fact that if the seed set is found to be sub-optimal, we can substantially shrink the active set and switch to the pairwise comparisons policy. we gener-
alize SCOMP to R-SCOMP by requiring an input $m \geq 1$ and $\eta \in(0,1)$. At a high level, R-SCOMP recurses $m$ times before switching to PCOMP. We maintain the property that each time it recurses, the active set shrinks by a factor of $K^{\eta}$. Note that when $m=1$ and $\eta=1 / 2$, we recover SCOMP.

The algorithm takes as input the set of bandits $\mathcal{B}$, time-horizon $T$, comparison parameters $q$ and $\tau$, integers $B$ and $m$, and an accuracy parameter $\eta \in(0,1)$. Initially, we set $q=T^{1 / B}$, $\tau=1$ and $\delta=\frac{1}{2 T K^{2}(B+m)}$. If $m=0$, the algorithm executes PCOMP; else, the algorithm works in two phases:

- In the first phase, the algorithm samples a seed set $\mathcal{S}$ by including each bandit from $\mathcal{B}$ independently with probability $1 / K^{1-\eta}$. This seed set is used to eliminate bandits from the active set $\mathcal{A}$ (like in SCOMP).
- Under a certain switching criteria, the algorithm recurses on the active set $\mathcal{A}$ with $m=m-1$.

If $m \geq 1$, R-SCOMP performs all pairwise comparisons between $\mathcal{S}$ (seed set) and $\mathcal{A}$ (active bandits). Specifically, in round $r$, every active bandit is compared with every bandit in $\mathcal{S}$ for $c_{r}$ times. If, for some bandit $b_{j}$, there exists bandit $b_{i}$ such that $\widehat{P}_{i, j}>\frac{1}{2}+3 \gamma_{r}$, then bandit $b_{j}$ is eliminated (from $\mathcal{A}$ as well as $\mathcal{S}$ ). If, in some round $r$, there exists bandit $b_{j}$ such that $b_{j}$ eliminates all bandits $b_{i} \in \mathcal{S}$, then the algorithm constructs a set $\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \mid \widehat{P}_{j, i}>\right.$ $\frac{1}{2}+\gamma_{r}$ for all $\left.b_{i} \in \mathcal{S}\right\}$, and recurses R-SCOMP on bandits $\mathcal{A}^{*}$ with parameter $\tau=r$, and $q$ and $\delta$ as set before. Additionally, the number of recursive calls is set to $m-1$. Observe that the elimination and the switching criteria are the same as in SCOMP. Note that comparisons at round $r$ are repeated when a recursive call is invoked, and since there are at most $m$ recursive calls, R-SCOMP uses at most $B+m$ adaptive rounds. We describe the algorithm formally in Algorithm 13.

The following theorem, which formalizes Theorem 5.3.4, is the main result of this section.
Theorem 6.3.1. Given any set $\mathcal{B}$ of $K$ bandits, time-horizon $T$, integers $B$ and $m$, parameters $q=T^{1 / B}, r=1$ and $\delta=\frac{1}{2 T K^{2}(B+m)}$, and an accuracy parameter $\eta>0$, R-SCOMP uses

```
Algorithm 13 R-SCOMP(Recursive Seeded Comparisons Algorithm)
    Input: Bandits \(\mathcal{B}\), time-horizon \(T\), comparison parameters \(q, \tau\), and \(\delta\), \#recursive calls
    \(m\), accuracy \(\eta\)
    active bandits \(\mathcal{A} \leftarrow \mathcal{B}, c_{r} \leftarrow\left\lfloor q^{r}\right\rfloor, \gamma_{r} \leftarrow \sqrt{\log (1 / \delta) / 2 c_{r}}, r \leftarrow \tau\)
    if \(m=0\) then \(\triangleright\) base case
        run \(\operatorname{PCOMP}(\mathcal{B}, T, q, \tau)\)
    \(\mathcal{S} \leftarrow\) add elements from \(\mathcal{B}\) into \(\mathcal{S}\) w.p. \(1 / K^{1-\eta}\)
    while number of comparisons \(\leq T\) do
        for all \(\left(b_{i}, b_{j}\right) \in \mathcal{S} \times \mathcal{A}\), compare \(b_{i}\) and \(b_{j}\) for \(c_{r}\) times and compute \(\widehat{P}_{i, j}\)
        if \(\exists b_{i} \in \mathcal{S}, b_{j} \in \mathcal{A}, \widehat{P}_{i, j}>\frac{1}{2}+3 \gamma_{r}\) then \(\triangleright\) elimination
            \(\mathcal{A} \leftarrow \mathcal{A} \backslash\left\{b_{j}\right\}, \mathcal{S} \leftarrow \mathcal{S} \backslash\left\{b_{j}\right\}\)
        if \(\exists b_{j}\) such that \(\widehat{P}_{j, i}>\frac{1}{2}+3 \gamma_{r}\) for all \(b_{i} \in \mathcal{S}\) then \(\quad \triangleright\) switching
            construct set \(\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, i}>\frac{1}{2}+\gamma_{r}\right.\right.\) for all \(\left.b_{i} \in \mathcal{S}\right\}\)
            \(r^{*} \leftarrow r, T^{*} \leftarrow \#\) comparisons until round \(r^{*}\), break
        \(r \leftarrow r+1\)
    \(\operatorname{run} \operatorname{R-SCOMP}\left(\mathcal{A}^{*}, T-T^{*}, q, r^{*}, \delta, m-1, \eta\right)\)
        \(\triangleright\) recursive call
```

at most $B+m$ batches, and has expected regret bounded by

$$
\mathbb{E}[R(T)]=\sum_{j: \Delta_{j}>0} O\left(\left(m \cdot K^{\eta}+K^{(1-\eta)^{m}}\right) \cdot \frac{T^{1 / B} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right)
$$

under strong stochastic transitivity and stochastic triangle inequality.

### 6.3.1 The Analysis

We now provide the regret analysis of R-SCOMP, and prove Theorem 6.3.1. To keep the exposition in this section self-contained, we restate Lemma 6.2.3 which will be used to define a good event for R-SCOMP.

Lemma 6.3.2. For any $r \in[B]$, and for any pair $b_{i}, b_{j}$ that are compared $c_{r}$ times, we have

$$
\mathbf{P}\left(\left|P_{i, j}-\widehat{P}_{i, j}\right|>\gamma_{r}\right) \leq 2 \delta,
$$

where $\gamma_{r}=\sqrt{\log \left(\frac{1}{\delta}\right) / 2 c_{r}}$.
As before, we analyze the regret of R-SCOMP under event a good event, $G$. We show that $G$ occurs with high probability; in the event that $G$ does not occur (denoted $\bar{G}$ ), we incur a
regret of $T$. Towards defining $G$, we say that an estimate $\widehat{P}_{i, j}$ at the end of batch $r$ is correct if $\left|\widehat{P}_{i, j}-P_{i, j}\right| \leq \gamma_{r}$. We say that $G$ occurs if every estimate in every batch is correct.

Lemma 6.3.3. The probability that every estimate in the execution of R-SCOMP is correct is at least $1-1 / T$.

Proof. Applying Lemma 6.3.2 and taking a union bound over all pairs and batches (note R-SCOMP has at most $B+m$ batches), we get that the probability that some estimate is incorrect is at most $K^{2} \times(B+m) \times 2 \delta=\frac{1}{T}$ where $\delta=\frac{1}{2 K^{2} T(B+m)}$. Thus, $\mathbf{P}(\bar{G}) \leq \frac{1}{T}$.

Using Lemma 6.3.3, the expected regret R-SCOMP can be written as follows:

$$
\begin{align*}
\mathbb{E}[R(T)] & =\mathbb{E}[R(T) \mid G] \cdot \mathbf{P}(G)+\mathbb{E}[R(T) \mid \bar{G}] \cdot \mathbf{P}(\bar{G}) \\
& \leq \mathbb{E}[R(T) \mid G]+T \cdot \frac{1}{T}=\mathbb{E}[R(T) \mid G]+1 \tag{6.9}
\end{align*}
$$

By Lemma 6.3.3 and (6.9), we only need to bound the expected regret under $G$; that is, we need to bound $\mathbb{E}[R(T) \mid G]$. Henceforth, we assume the SST and STI properties. Recall that for a bandit $b_{j}$, we define $E_{j}=\left\{b_{i} \in \mathcal{B}: \Delta_{i, j}>0\right\}$; that is, the set of bandits superior to bandit $b_{j}$, and $\operatorname{rank}\left(b_{j}\right)=\left|E_{j}\right|$. Conditioned on event $G$, the following Lemmas 6.3.4,6.3.5 and 6.3.6 hold for R-SCOMP.

Lemma 6.3.4. The best bandit $b_{1}$ is never deleted.
Proof. In R-SCOMP, $b_{i}$ deletes $b_{j}$ in batch $r$ if $\widehat{P}_{i, j}>\frac{1}{2}+3 \gamma_{r}$. If $b_{1}$ is deleted due to some bandit $b_{j}$, then by applying Lemma 6.3.2, we get $P_{j, 1}>\frac{1}{2}+2 \gamma_{r}$, a contradiction.

Lemma 6.3.5. When the algorithm invokes a recursive call on $\mathcal{A}^{*}$, we have $b_{1} \in \mathcal{A}^{*}$ and $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$ where $b_{i_{\mathcal{S}}^{*}}$ is the best bandit in $\mathcal{S}$.

Proof. Let $\mathcal{A}$ denote the set of active bandits in the some execution of R-SCOMP. Note that a recursive call is invoked when, in some batch $r$, there exists $b_{j^{*}} \in \mathcal{A}$ such that $\widehat{P}_{j^{*}, i}>\frac{1}{2}+3 \gamma_{r}$ for all $b_{i} \in \mathcal{S}$, Moreover, $\mathcal{A}^{*}=\left\{b_{j} \in \mathcal{A} \left\lvert\, \widehat{P}_{j, i}>\frac{1}{2}+\gamma_{r}\right.\right.$ for all $\left.b_{i} \in \mathcal{S}\right\}$. Consider any $b_{i} \in \mathcal{S}$. Given $G, \widehat{P}_{j^{*}, i}>\frac{1}{2}+3 \gamma_{r}$ implies that $P_{j^{*}, i}>\frac{1}{2}+2 \gamma_{r}$. By SST, $P_{1, i} \geq P_{j^{*}, i}$, and again using event $G, \widehat{P}_{1, i}>\frac{1}{2}+\gamma_{r}$. Thus, $b_{1} \in \mathcal{A}^{*}$. We now bound $\left|\mathcal{A}^{*}\right|$. Let $b_{i_{\mathcal{S}}}$ be the best bandit in $\mathcal{S}$, i.e., the bandit of smallest rank. Consider any bandit $b_{j} \in \mathcal{A}^{*}$. We have $\widehat{P}_{j, i_{s}^{*}}>\frac{1}{2}+\gamma_{r}$,
which implies (by event $G$ ) that $P_{j, i_{\mathcal{S}}^{*}}>\frac{1}{2}$. So, we must have $b_{j} \succ b_{i_{s}^{*}}$. Consequently, $\mathcal{A}^{*} \subseteq\left\{b_{j} \in \mathcal{B}: b_{j} \succ b_{i_{\mathcal{S}}^{*}}\right\}$, which implies $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$.

Lemma 6.3.6. We have $\mathbb{E}\left[\operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)\right] \leq K^{(1-\eta)}$.
Proof. The $R$ be a random variable denoting $\operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$. Note that $R=k$ if, and only if, the first $k-1$ bandits are not sampled into $\mathcal{S}$, and the $k^{\text {th }}$ bandit is sampled into $\mathcal{S}$. Thus, $R$ is a geometric random variable with success probability $p:=\frac{1}{K^{1-\eta}}$. Thus, $\mathbb{E}[R]=\frac{1}{p}=K^{(1-\eta)}$.

Using Lemmas 6.3.4, 6.3.5 and 6.3.6, we complete the proof of Theorem 6.3.1.

Proof of Theorem 6.3.1. The proof proceeds by induction on $m$. When $m=0$, R-SCOMP runs PCOMP and the result follows by Theorem 5.5.1 (proving the base case). Now, suppose that $m \geq 1$. We bound the expected regret of R-SCOMP conditioned on $G$. Let $R_{1}$ and $R_{2}$ denote the regret incurred before and after the first recursive call.

Bounding $R_{1}$. Fix a bandit $b_{j}$. Let $r$ denote the last round such that $b_{j} \in \mathcal{A}$ and we do not recurse at the end of round $r$. Let $b_{i_{\mathcal{S}}^{*}}$ be the best bandit in $\mathcal{S}$. As $b_{j}$ is not eliminated by $b_{i_{\mathcal{S}}^{*}}$, we have $\widehat{P}_{i_{S}^{*}, j} \leq \frac{1}{2}+3 \gamma_{r}$, which implies (by event $G$ ) $P_{i_{\mathcal{S}}^{*}, j} \leq \frac{1}{2}+4 \gamma_{r}$. Moreover, as switching doesn't occur, we have $\min _{i \in \mathcal{S}} \widehat{P}_{1, i} \leq \frac{1}{2}+3 \gamma_{r}$ (by Lemma 6.3.4, $b_{1}$ is never deleted from $\mathcal{A}$ ). By SST, we conclude that $P_{1, i_{\mathcal{S}}^{*}} \leq \frac{1}{2}+4 \gamma_{r}$. It now follows that $\Delta_{i_{\mathcal{S}}^{*}, j} \leq 4 \gamma_{r}$ and $\Delta_{1, i_{\mathcal{S}}^{*}} \leq 4 \gamma_{r}$. Consider now two cases:

1. $b_{1} \succeq b_{i_{\mathcal{S}}^{*}} \succeq b_{j}$. Then, by STI, $\Delta_{1, j} \leq 8 \gamma_{r}$, and
2. $b_{1} \succeq b_{j} \succeq b_{i_{\mathcal{S}}^{*}}$. Then, by SST $\Delta_{1, j} \leq \Delta_{i_{\mathcal{S}}^{*}, j} \leq 4 \gamma_{r}$.

In either case, we have $\Delta_{j}=\Delta_{1, j} \leq 8 \gamma_{r}$, which implies $c_{r} \leq \frac{\log (1 / \delta)}{2 \gamma_{r}^{2}} \leq \frac{32 \log (1 / \delta)}{\Delta_{j}^{2}}$.
Now, let $T_{j}$ be a random variable denoting the number of comparisons of $b_{j}$ with other bandits before the recursive call. By definition of round $r$, bandit $b_{j}$ will participate in at most one round after $r$ (before recursing). So, we have

$$
T_{j} \leq \begin{cases}|\mathcal{S}| \cdot \sum_{\tau=1}^{r+1} c_{\tau} & \text { if } b_{j} \notin \mathcal{S} \\ K \cdot \sum_{\tau=1}^{r+1} c_{\tau} & \text { if } b_{j} \in \mathcal{S}\end{cases}
$$

Taking expectation over $\mathcal{S}$, we get

$$
\begin{aligned}
\mathbb{E}\left[T_{j}\right] & \leq \mathbb{E}\left[K \sum_{\tau=1}^{r+1} c_{\tau} \mid b_{j} \in \mathcal{S}\right] \cdot \mathbf{P}\left(b_{j} \in \mathcal{S}\right)+\mathbb{E}\left[|\mathcal{S}| \sum_{\tau=1}^{r+1} c_{\tau} \mid b_{j} \notin \mathcal{S}\right] \cdot \mathbf{P}\left(b_{j} \notin \mathcal{S}\right) \\
& \leq\left(K \sum_{\tau=1}^{r+1} c_{\tau}\right) \cdot \frac{1}{K^{1-\eta}}+\mathbb{E}\left[|\mathcal{S}| \mid b_{j} \notin \mathcal{S}\right] \cdot \sum_{\tau=1}^{r+1} c_{\tau} \leq 2 K^{\eta} \sum_{\tau=1}^{r+1} c_{\tau},
\end{aligned}
$$

where the third inequality uses $\mathbb{E}\left[|\mathcal{S}| \mid b_{j} \notin \mathcal{S}\right] \leq K^{\eta}$. Moreover,

$$
\sum_{\tau=1}^{r+1} c_{\tau} \leq 2 T^{1 / B} \cdot c_{r}=O\left(\frac{T^{1 / B} \log (1 / \delta)}{\Delta_{j}^{2}}\right)
$$

Thus,

$$
\begin{equation*}
\mathbb{E}\left[R_{1}\right]=\sum_{j} \mathbb{E}\left[T_{j}\right] \cdot \Delta_{j}=\sum_{j: \Delta_{j}>0} O\left(\frac{K^{\eta} T^{1 / B} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right) \tag{6.10}
\end{equation*}
$$

Bounding $R_{2}$. We now bound the regret after a recursive call is invoked. From Lemmas 6.3.4 and 6.3.5, we know that $b_{1}$ is never deleted, $b_{1} \in \mathcal{A}^{*}$, and $\left|\mathcal{A}^{*}\right| \leq \operatorname{rank}\left(b_{i_{\mathcal{S}}^{*}}\right)$. For any $\mathcal{A}^{*}$, on applying the inductive hypothesis with $m-1$ recursive calls, we get

$$
\begin{aligned}
\mathbb{E}\left[R_{2} \mid \mathcal{A}^{*}\right] & \leq \sum_{j: \Delta_{j}>0} O\left(\left((m-1) \cdot\left|\mathcal{A}^{*}\right|^{\eta}+\left|\mathcal{A}^{*}\right|^{(1-\eta)^{m-1}}\right) \cdot \frac{T^{1 / B} \log \left(6\left|\mathcal{A}^{*}\right|^{2} T B\right)}{\Delta_{j}}\right) \\
& \leq \sum_{j: \Delta_{j}>0} O\left(\left((m-1) \cdot K^{\eta}+\left|\mathcal{A}^{*}\right|^{(1-\eta)^{m-1}}\right) \cdot \frac{T^{1 / B} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right)
\end{aligned}
$$

since $\left|\mathcal{A}^{*}\right| \leq K$. Taking an expectation over $\mathcal{A}^{*}$, we obtain

$$
\mathbb{E}\left[R_{2}\right] \leq \sum_{j: \Delta_{j}>0} O\left(\left((m-1) \cdot K^{\eta}+\mathbb{E}\left[\left|\mathcal{A}^{*}\right|^{(1-\eta)^{m-1}}\right]\right) \cdot \frac{T^{1 / B} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right)
$$

Finally, observe that by Jensen's inequality, we have $\mathbb{E}\left[\left|\mathcal{A}^{*}\right|^{(1-\eta)^{m-1}}\right] \leq \mathbb{E}\left[\left|\mathcal{A}^{*}\right|\right]^{(1-\eta)^{m-1}}$, and by Lemma 6.3.6 $\mathbb{E}\left[\left|\mathcal{A}^{*}\right|\right] \leq K^{1-\eta}$. Combining these observations, we get $\mathbb{E}\left[\left|\mathcal{A}^{*}\right|^{(1-\eta)^{m-1}}\right] \leq$ $K^{(1-\eta)^{m}}$. Thus, we obtain

$$
\begin{equation*}
\mathbb{E}\left[R_{2}\right] \leq \sum_{j: \Delta_{j}>0} O\left(\left((m-1) \cdot K^{\eta}+K^{(1-\eta)^{m}}\right) \cdot \frac{T^{1 / B} \log \left(6 K^{2} T B\right)}{\Delta_{j}}\right) \tag{6.11}
\end{equation*}
$$

Finally, combining (6.10) and (6.11) completes the induction.

### 6.4 Experimental Results

We provide a summary of computational results of our algorithms for the batched dueling bandits problem. We conducted our computations using $\mathrm{C}++$ and Python 2.7 with a 2.3 Ghz Intel Core $i 5$ processor and 16 GB 2133 MHz LPDDR3 memory.

Experimental Setup. We compare all our algorithms, namely PCOMP, SCOMP, and SCOMP2 to a representative set of sequential algorithms for dueling bandits. Specifically, we use the dueling bandit library due to [76], and compare our algorithms to RUCB [117], RMED1 [76], and Beat-the-Mean [114]. Henceforth, we refer to Beat-the-Mean as BTM. We plot the cumulative regret $R(t)$ incurred by the algorithms against time $t$. Furthermore, to illustrate the dependence on $B$, we run another set of experiments on SCOMP2 and plot the cumulative regret $R(t)$ incurred by SCOMP2 against time $t$ for varying values of $B .^{3}$ We perform these experiments using both real-world and synthetic data. We use the following datasets:

Six rankers. This real-world dataset is based on the 6 retrieval functions used in the engine of ArXiv.org.

Sushi. The Sushi dataset is based on the Sushi preference dataset [72] that contains the preference data regarding 100 types of Sushi. A preference dataset using the top-16 most popular types of sushi is obtained.

BTL-Uniform. We generate synthetic data using the Bradley-Terry-Luce (BTL) model. Under this model, each arm $b_{i} \in \mathcal{B}$ is associated with a weight $w_{i}>0$ (sampled uniformly in the interval $(0,1])$, and we set $P_{i, j}=w_{i} /\left(w_{i}+w_{j}\right)$. We set the number of arms $K=100$. Note that the data generated in this way satisfies SST and STI [112]. We refer to this data as SYN-BTL.

Hard-Instance. The last dataset is a synthetic dataset inspired by the hard instances that we construct for proving our lower bound (see Theorem 5.3.5). Again, we set $K=100$, and pick $\ell \in[K]$ uniformly at random as the Condorcet winner. We select $\Delta$ uniformly in
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$(0,0.5)$, and set $P_{\ell, i}=\frac{1}{2}+\Delta$ for $i \neq \ell$. Furthermore, for all $i, j \neq \ell$, we set $P_{i, j}=1 / 2$. We refer to this data as SYN-CD.

Note that there exists a Condorcet winner in all datasets. Moreover, the SYN-BTL dataset satisfies SST and STI. We repeat each experiment 10 times and report the average regret. In our algorithms, we use the KL-divergence based confidence bound (as in RMED1) for elimination as it performs much better empirically (and our theoretical bounds continue to hold). In particular, we replace lines 5, 6 and 8 in PCOMP, SCOMP and SCOMP2, respectively, with KL-divergence based elimination criterion that eliminates an arm $i$ if there exists another arm $j$ if $\hat{P}_{i j}<\frac{1}{2}$ and $N_{i j} \cdot D_{\mathrm{KL}}\left(\hat{P}_{i j}, \frac{1}{2}\right)>\log (T \delta)$ where $N_{i j}$ is the number of times arm $i$ and $j$ are played together. We report the average cumulative regret at each time step.

Comparison with sequential dueling bandit algorithms. As mentioned earlier, we
compare our algorithms against a representative set of sequential dueling bandits algorithms (RUCB [117], RMED1 [76], and BTM [114]). Note that the purpose of these experiments is to perform a sanity check to ensure that our batched algorithms, using a small number of batches, perform well when compared with sequential algorithms. We set $\alpha=0.51$ for RUCB, and $f(K)=0.3 K^{1.01}$ for RMED1, and $\gamma=1.3$ for BTM. We chose these parameters as they are known to perform well both theoretically and empirically [76]. We set $T=10^{5}$, $\delta=1 / T K^{2}$ and $B=\lfloor\log (T)\rfloor=16$. We plot the results in Figure 6.1. We observe that SCOMP2 performs comparably to RMED1 in all datasets, even outperforms RUCB in 3 out of the 4 datasets, and always beats BTM. Notice that both PCOMP and SCOMP considerably outperform BTM on the six rankers and sushi data; however their performance degrades on the synthetic data demonstrating the dependence on $K$.

Trade-off with number of batches $B$. We study the trade-off of cumulative regret against the number of batches using SCOMP2. We set $T=10^{5}$, and vary $B \in\{2,8,16\}$. We also plot the regret incurred by RMED1 as it performs the best amongst all sequential algorithms (and thus serves as a good benchmark). We plot the results in Figure 6.2. We observe that as we increase the number of batches, the (expected) cumulative regret decreases. Furthermore, we observe that on the synthetic datasets (where $K=100$ ), the regret of SCOMP2 approaches that of RMED1; in fact, the regret incurred is almost identical for the SYN-BTL dataset.

### 6.5 Lower Bound

In this section, we present a lower bound for the batched dueling bandits problem under the SST and STI setting. Note that this lower bound also applies to the more general Condorcet winner setting. The main result of this section is the following:

Theorem 6.5.1. Given an integer $B>1$, and any algorithm that uses at most $B$ batches, there exists an instance of the $K$-armed batched dueling bandit problem that satisfies the SST and STI conditions such that the expected regret

$$
\mathbb{E}\left[R_{T}\right]=\Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{\min }}\right)
$$



Figure 6.2: Regret v/s B for SCOMP2.
where $\Delta_{\min }$ is defined with respect to the particular instance.
In order to prove this theorem, we will construct a family of instances such that any algorithm for batched dueling bandits cannot simultaneously beat the above regret lower bound over all instances in the family. We exploit the fact that the algorithm is unaware of the particular instance chosen from the family at run-time, and hence, is unaware of the gap $\Delta_{\text {min }}$ under that instance.

## Family of Instances $\mathcal{I}$ :

- Let $F$ be an instance where $P_{i, j}=\frac{1}{2}$ for all $i, j \in \mathcal{B}$.
- For $j \in[B]$, let $\Delta_{j}=\frac{\sqrt{K}}{24 B} \cdot T^{(j-1) / 2 B}$. For $j \in[B]$ and $k \in[K]$, let $E_{j, k}$ be an instance where bandit $b_{k}$ is the Condorcet winner such that $P_{k, l}=\frac{1}{2}+\Delta_{j}$ for all $l \in[K] \backslash\{k\}$ and $P_{l, m}=\frac{1}{2}$ for all $l, m \in[K] \backslash\{k\}$.
- The family of instances $\mathcal{I}:=\left\{E_{j, k}\right\}_{j \in[B], k \in[K]} \cup\{F\}$.


### 6.5.1 Proof of Theorem 6.5.1

Let us fix an algorithm $\mathcal{A}$ for this problem. Let $T_{j}=T^{j / B}$ for $j \in[B]$. Let $t_{j}$ be the total (random) number of comparisons until the end of batch $j$ during the execution of $\mathcal{A}$. We will overload notation and denote by $I^{t}$ the distribution of observations seen by the algorithm when the underlying instance is $I$. We will sometimes use $P_{i, j}(I)$ for the probability of $i$ beating $j$ under an instance $I$ to emphasize the dependence on $I$. We will also write $\Delta_{\min }(I)$ to emphasize the dependence on the underlying instance $I$.

We define event $A_{j}$ as follows:

$$
A_{j}=\left\{t_{j^{\prime}}<T_{j^{\prime}}, \forall j^{\prime}<j \text { and } t_{j} \geq T_{j}\right\},
$$

and denote by $E_{j, k}\left(A_{j}\right)$ the event that $A_{j}$ occurs given that the instance selected is $E_{j, k}$. Similarly, $F\left(A_{j}\right)$ denotes the event that $A_{j}$ occurs when the instance selected is $F$. Now, define

$$
p_{j}=\frac{1}{K} \sum_{l=1}^{K} \mathbf{P}\left(E_{j, l}\left(A_{j}\right)\right) .
$$

Observe that $p_{j}$ is the average probability of event $A_{j}$ conditional on the instance having $\operatorname{gap} \Delta_{j}$.

Lemma 6.5.2. $\sum_{j=1}^{B} p_{j} \geq \frac{1}{2}$.
Proof. Note that the event $A_{j}$ is determined by observations until $T_{j-1}$. This is because
$t_{j-1}<T_{j-1}$, and once the observations until $t_{j-1}$ are seen: the next batch $j$ determines whether or not $A_{j}$ occurs. Hence, in order to bound the probability of $A_{j}$ under two different instances $F$ and $E_{j, l}$ we use the Pinsker's inequality as

$$
\left|\mathbf{P}\left(F\left(A_{j}\right)\right)-\mathbf{P}\left(E_{j, l}\left(A_{j}\right)\right)\right| \leq \sqrt{\frac{1}{2} D_{\mathrm{KL}}\left(F^{T_{j-1}} \| E_{j, l}^{T_{j-1}}\right)}
$$

for $l \in[K]$. Let $\tau_{l}$ be the random variable for the number of times arm $l$ is played until $T_{j-1}$. We first bound $D_{\mathrm{KL}}\left(F^{T_{j-1}} \| E_{j, l}^{T_{j-1}}\right)$ as

$$
\begin{align*}
D_{\mathrm{KL}}\left(F^{T_{j-1}} \| E_{j, l}^{T_{j-1}}\right) & \stackrel{(a)}{=} \sum_{t=1}^{T_{j-1}} D_{\mathrm{KL}}\left(P_{t_{1}, t_{2}}(F) \| P_{t_{1}, t_{2}}\left(E_{j, l}\right)\right) \\
& \stackrel{(b)}{=} \sum_{t=1}^{T_{j-1}} \operatorname{Pr}_{F}(\operatorname{arm} l \text { is played in trial } t) \cdot D_{\mathrm{KL}}\left(\frac{1}{2} \| \frac{1}{2}+\Delta_{j}\right) \\
& \stackrel{(c)}{\leq} \mathbb{E}_{F}\left[\tau_{l}\right] \cdot 4 \Delta_{j}^{2}, \tag{6.12}
\end{align*}
$$

where (a) follows from the fact that, given $F$, the outcome of comparisons are independent across trials, (b) follows from the fact that the KL-divergence between $P_{t_{1}, t_{2}}(F)$ and $P_{t_{1}, t_{2}}\left(E_{j, k}\right)$ is non-zero only when $\operatorname{arm} l$ is played in trial $t$, and $(c)$ follows from the fact that $D_{\mathrm{KL}}(p \| q) \leq \frac{(p-q)^{2}}{q \cdot(1-q)}$. Using the above bounds, we have that

$$
\begin{aligned}
\frac{1}{K} \sum_{l=1}^{K}\left|\mathbf{P}\left(F\left(A_{j}\right)\right)-\mathbf{P}\left(E_{j, l}\left(A_{j}\right)\right)\right| & \leq \frac{1}{K} \sum_{l=1}^{K} \sqrt{\frac{1}{2} D_{\mathrm{KL}}\left(F^{T_{j-1}}| | E_{j, l}^{T_{j-1}}\right)} \\
& \leq \frac{1}{K} \sum_{l=1}^{K} \sqrt{\frac{1}{2} \cdot 4 \Delta_{j}^{2} \mathbb{E}_{F}\left[\tau_{l}\right]}=\frac{1}{K} \sum_{l=1}^{K} \sqrt{2 \Delta_{j}^{2} \mathbb{E}_{F}\left[\tau_{l}\right]} \\
& \stackrel{(a)}{\leq} \sqrt{\frac{2 \Delta_{j}^{2} \mathbb{E}_{F}\left[\sum_{l=1}^{K} \tau_{l}\right]}{K}} \\
& \stackrel{(b)}{\leq} \sqrt{\frac{2 \Delta_{j}^{2} \cdot 2 T_{j-1}}{K}}=\frac{1}{2 B}
\end{aligned}
$$

where (a) follows from the concavity of $\sqrt{x}$ and Jensen's inequality, and (b) follows from the
fact that $\sum_{l=1}^{K} \tau_{l} \leq T_{j-1}$. We thus have

$$
\begin{aligned}
\left|\mathbf{P}\left(F\left(A_{j}\right)\right)-p_{j}\right| & =\left|\mathbf{P}\left(F\left(A_{j}\right)\right)-\frac{1}{K} \sum_{l=1}^{K} \mathbf{P}\left(E_{j, l}\left(A_{j}\right)\right)\right| \\
& \leq \frac{1}{K} \sum_{l=1}^{K}\left|\mathbf{P}\left(F\left(A_{j}\right)\right)-\mathbf{P}\left(E_{j, l}\left(A_{j}\right)\right)\right| \leq \frac{1}{2 B} .
\end{aligned}
$$

Finally, we can write

$$
\sum_{j=1}^{B} p_{j} \geq \sum_{j=1}^{B}\left(\mathbf{P}\left(F\left(A_{j}\right)\right)-\frac{1}{2 B}\right) \geq \sum_{j=1}^{B} \mathbf{P}\left(F\left(A_{j}\right)\right)-\frac{1}{2} \geq \frac{1}{2}
$$

As a consequence of this lemma, we can conclude that there exists some $j \in[B]$ such that $p_{j} \geq \frac{1}{2 B}$. We focus on the event where gap is $\Delta_{j}$, and prove that when $p_{j} \geq \frac{1}{2 B}, \mathcal{A}$ must suffer a high regret leading to a contradiction. The next lemma formalizes this.

Lemma 6.5.3. If, for some $j, p_{j} \geq \frac{1}{2 B}$, then

$$
\sup _{I: \Delta_{\min }(I)=\Delta_{j}} \mathbb{E}\left[R_{T}(I)\right] \geq \Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{j}}\right)
$$

Proof. Fix $k \in[K]$. We will construct a family of instances $\left\{Q_{j, k, l}\right\}_{l \neq k}$ where $Q_{j, k, l}$ is defined as:

Instance $Q_{j, k, l}:$ Arm $l$ is the Condorcet winner and the pairwise preferences are defined as:

$$
P_{l m}=\frac{1}{2}+2 \Delta_{j}, \forall m \in[K] \backslash\{l\} ; \quad P_{k m}=\frac{1}{2}+\Delta_{j}, \forall m \in[K] \backslash\{l, k\} ;
$$

and $P_{m m^{\prime}}=\frac{1}{2}$ for remaining pairs $\left(m, m^{\prime}\right)$.

We also let $Q_{j, k, k}:=E_{j, k}$. Note that the regret is $\geq \Delta_{j}$ if the underlying instance is $Q_{j, k, l}$
and the pair played is not $\left(b_{l}, b_{l}\right)$. We have that

$$
\sup _{I: \Delta_{\min }(I)=\Delta_{j}} \mathbb{E}\left[R_{T}(I)\right] \geq \Delta_{j} \sum_{t=1}^{T} \frac{1}{K} \sum_{l \neq k} Q_{j, k, l}^{t}\left(\left(b_{t_{1}}, b_{t_{2}}\right) \neq\left(b_{l}, b_{l}\right)\right),
$$

where $Q_{j, k, l}^{t}$ denotes the distribution of observations available at time $t$ under instance $Q_{j, k, l}$ and $Q_{j, k, l}^{t}\left(\left(b_{t_{1}}, b_{t_{2}}\right) \neq\left(b_{l}, b_{l}\right)\right)$ is the probability that the algorithm does not play arm $\left(b_{l}, b_{l}\right)$ at time $t$ under $Q_{j, k, l}^{t}$. In order to bound the above quantity we will need the following lemma from [48].

Lemma 6.5.4 (Lemma 3 of [48]). Let $Q_{1}, \cdots Q_{K}$ be probability measures on some common probability space $(\Omega, \mathcal{F})$, and $\psi: \Omega \rightarrow[K]$ be any measurable function (i.e., test). Then, for any tree $\mathcal{T}=([K], E)$ with vertex set $[K]$ and edge set $E$,

$$
\frac{1}{K} \sum_{i=1}^{K} Q_{i}(\psi \neq i) \geq \frac{1}{K} \sum_{\left(l, l^{\prime}\right) \in E} \int \min \left\{d Q_{l}, d Q_{l^{\prime}}\right\}
$$

Using the above lemma for the star graph centered at $k$, we have that

$$
\begin{align*}
\sup _{I: \Delta_{\min }(I)=\Delta_{j}} \mathbb{E}\left[R_{T}(I)\right] & \geq \Delta_{j} \sum_{t=1}^{T} \frac{1}{K} \sum_{l \neq k} \int \min \left\{d Q_{j, k, k}^{t}, d Q_{j, k, l}^{t}\right\} \\
& \stackrel{(a)}{\geq} \Delta_{j} \sum_{t=1}^{T_{j}} \frac{1}{K} \sum_{l \neq k} \int \min \left\{d Q_{j, k, k}^{t}, d Q_{j, k, l}^{t}\right\} \\
& \stackrel{(b)}{\geq} \Delta_{j} \sum_{t=1}^{T_{j}} \frac{1}{K} \sum_{l \neq k} \int \min \left\{d Q_{j, k, k}^{T_{j}}, d Q_{j, k, l}^{T_{j}}\right\} \\
& \geq \Delta_{j} \sum_{t=1}^{T_{j}} \frac{1}{K} \sum_{l \neq k} \int_{A_{j}} \min \left\{d Q_{j, k, k}^{T_{j}}, d Q_{j, k, l}^{T_{j}}\right\} \\
& \stackrel{(c)}{\geq} \Delta_{j} \sum_{t=1}^{T_{j}} \frac{1}{K} \sum_{l \neq k} \int_{A_{j}} \min \left\{d Q_{j, k, k}^{T_{j-1}}, d Q_{j, k, l}^{T_{j-1}}\right\} \tag{6.13}
\end{align*}
$$

where (a) follows because $T_{j} \leq T$, (b) follows due to the fact that $\int \min \{d P, d Q\}=1-$ $D_{\mathrm{TV}}(P, Q)$ and the fact that $D_{\mathrm{TV}}\left(Q_{j, k, k}^{T_{j}}, Q_{j, k, l}^{T_{j}}\right)$ is at least $D_{\mathrm{TV}}\left(Q_{j, k, k}^{t}, Q_{j, k, l}^{t}\right)$ as the sigma algebra $\mathcal{F}_{Q_{j, k, k}^{t}}$ of $Q_{j, k, k}^{t}$ is a subset of the sigma algebra $\mathcal{F}_{Q_{j, k, k}^{T_{j}}}$ of $Q_{j, k, k}^{T_{j}},(c)$ follow from the
fact that the event $A_{j}$ is determined by observations until $T_{j-1}$ as explained in the proof of Lemma 6.5.2. We then have that

$$
\begin{align*}
\int_{A_{j}} \min \left\{d Q_{j, k, k}^{T_{j-1}}, d Q_{j, k, l}^{T_{j-1}}\right\} & =\int_{A_{j}} \frac{d Q_{j, k, k}^{T_{j-1}}+d Q_{j, k, l}^{T_{j-1}}-\left|d Q_{j, k, k}^{T_{j-1}}-d Q_{j, k, l}^{T_{j-1}}\right|}{2} \\
& =\frac{Q_{j, k, k}^{T_{j-1}}\left(A_{j}\right)+Q_{j, k, l}^{T_{j-1}}\left(A_{j}\right)}{2}-\int_{A_{j}} \frac{\left|d Q_{j, k, k}^{T_{j-1}}-d Q_{j, k, l}^{T_{j-1}}\right|}{2} \\
& \stackrel{(a)}{\geq} Q_{j, k, k}^{T_{j-1}}\left(A_{j}\right)-\frac{1}{2} D_{\mathrm{TV}}\left(Q_{j, k, k}^{T_{j-1}}, Q_{j, k, l}^{T_{j-1}}\right)-D_{\mathrm{TV}}\left(Q_{j, k, k}^{T_{j-1}}, Q_{j, k, l}^{T_{j-1}}\right) \\
& =Q_{j, k, k}^{T_{j-1}}\left(A_{j}\right)-\frac{3}{2} D_{\mathrm{TV}}\left(Q_{j, k, k}^{T_{j-1}}, Q_{j, k, l}^{T_{j-1}}\right), \tag{6.14}
\end{align*}
$$

where (a) follows from the fact that $D_{\mathrm{TV}}(P, Q)=\sup _{A}|P(A)-Q(A)|$. Let us define $\tau_{l}$ to be the random variable for the number of times arm $l$ is played until $T_{j-1}$ We also have that

$$
\begin{align*}
\frac{1}{K} \sum_{l \neq k} D_{\mathrm{TV}}\left(Q_{j, k, k}^{T_{j-1}}, Q_{j, k, l}^{T_{j-1}}\right) & \leq \frac{1}{K} \sum_{l \neq k} \sqrt{\frac{1}{2} D_{\mathrm{KL}}\left(Q_{j, k, k}^{T_{j-1}}| | Q_{j, k, l}^{T_{j-1}}\right)} \\
& \stackrel{(a)}{\leq} \frac{1}{K} \sum_{l \neq k} \sqrt{\frac{1}{2} \cdot 16 \Delta_{j}^{2} \mathbb{E}_{E_{j, k}}\left[\tau_{l}\right]}=\frac{1}{K} \sum_{l \neq k} \sqrt{8 \Delta_{j}^{2} \mathbb{E}_{E_{j, k}}\left[\tau_{l}\right]} \\
& \stackrel{(b)}{\leq} \sqrt{\frac{8 \Delta_{j}^{2} \mathbb{E}_{E_{j, k}}\left[\sum_{l \neq k} \tau_{l}\right]}{K}} \\
& \stackrel{(c)}{\leq} \sqrt{\frac{8 \Delta_{j}^{2}}{K} 2 T_{j-1}}=\frac{1}{6 B} \tag{6.15}
\end{align*}
$$

where (a) follows from a similar calculation as eq. (6.12) in the proof of Lemma 6.5.2, (b) follows from the concavity of $\sqrt{x}$ and Jensen's inequality, and $(c)$ follows from the fact that $\sum_{l=1}^{K} \tau_{l} \leq T_{j-1}$.

Combining eqs. (6.13) to (6.15) we have that

$$
\sup _{I: \Delta_{\min }(I)=\Delta_{j}} \mathbb{E}\left[R_{T}(I)\right] \geq \Delta_{j} T_{j}\left(\mathbf{P}\left(E_{j, k}\left(A_{j}\right)\right)-\frac{1}{4 B}\right) .
$$

Since the above inequality holds for all $k \in[K]$, by averaging we get

$$
\begin{aligned}
\sup _{I: \Delta_{\min }(I)=\Delta_{j}} \mathbb{E}\left[R_{T}(I)\right] & \geq \Delta_{j} T_{j}\left(\frac{1}{K} \sum_{k=1}^{K} \mathbf{P}\left(E_{j, k}\left(A_{j}\right)\right)-\frac{1}{4 B}\right) \\
& =\Delta_{j} T_{j}\left(p_{j}-\frac{1}{4 B}\right) \\
& \geq \Delta_{j} T_{j} \frac{1}{4 B} .
\end{aligned}
$$

Substituting the value of $\Delta_{j} T_{j}$ we get

$$
\begin{aligned}
\sup _{I: \Delta_{\min }(I)=\Delta_{j}} \mathbb{E}\left[R_{T}(I)\right] & \geq \Delta_{j} T_{j} \frac{1}{4 B}=\frac{\sqrt{K}}{24 B} T^{-(j-1) / 2 B} T^{j / B} \frac{1}{4 B} \\
& =\frac{\sqrt{K}}{24 B} T^{(j-1) / 2 B} T^{1 / B} \frac{1}{4 B}=\Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{j}}\right)
\end{aligned}
$$

Finally, $\sum_{j=1}^{B} p_{j} \geq \frac{1}{2}$ implies that there exists $j \in[B]$ with $p_{j} \geq 1 / 2 B$. Combining the two lemmas above, we get that there exists $j \in[B]$ with $p_{j} \geq 1 / 2 B$ such that the algorithm incurs a regret of $\Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{j}}\right)$. In this case, there must exist an instance $E_{j, k}$ with $\operatorname{gap} \Delta_{\min }\left(E_{j, k}\right)=\Delta_{j}$ such that the regret of the algorithm under $E_{j, k}$ is $\Omega\left(\frac{K T^{1 / B}}{B^{2} \Delta_{j}}\right)$. This completes the proof of our lower bound.

## Chapter 7

## An Improved Algorithm for Batched Dueling Bandits under Condorcet Condition

### 7.1 Overview

In this chapter we provide detailed proofs, and formalize Theorems 5.3.6 and 5.3.7. The main contributions presented in this chapter are as follows.

### 7.1.1 Contributions

- We design an algorithm, denoted C2B, for the batched dueling bandit problem, and analyze its regret under the Condorcet condition. This algorithm achieves a smooth trade-off between the expected regret and the number of batches, $B$.
- Crucially, when $B=\log (T)$, our regret bounds nearly match the best regret bounds $[76,117]$ known in the fully sequential setting. Hence, our results show that $O(\log T)$ rounds are sufficient to achieve asymptotically optimal regret as a function of $T$.
- Our results rely on new ideas for showing that the Condorcet winner arm can be 'trapped' using few adaptive rounds with high (constant) probability while incurring a
reasonable amount of regret. We can then integrate over this space of probabilities to obtain a bound on the expected regret (in the same vein as [117]). Once the Condorcet arm is 'trapped', we can quickly eliminate all other 'sub-optimal' arms and minimize regret in the process.
- Finally, we run computational experiments to validate our theoretical results. We show that C2B, using $O(\log T)$ batches, achieves almost the same performance as fully sequential algorithms (which effectively use $T$ batches) over a variety of real datasets.


### 7.1.2 Results and Techniques

We provide both high-probability and expected regret bounds as mentioned in Chapter 5. We restate the theorems for completeness.

Theorem 5.3.6. For any integer $B \geq 1$, there is an algorithm for the $K$-armed dueling bandit problem that uses at most $B$ rounds with the following guarantee. For any $\delta>0$, with probability at least $1-\delta-\frac{1}{T}$, its regret under the Condorcet condition is at most
$R(T) \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right)+\sum_{j \neq a^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.
Theorem 5.3.7. For any integer $B \geq 1$, there is an algorithm for the $K$-armed dueling bandit problem that uses at most $B$ rounds, with expected regret under the Condorcet condition at most
$\mathbb{E}[R(T)]=O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2}\right)+\sum_{j \neq a^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.
When the number of rounds $B=\log (T)$, we obtain a batched algorithm that achieves the asymptotic optimality (in terms of $T$ ), even for sequential algorithms. We formalize this observation in Corollary 5.3.8.

Technical Challenges. The only other approach for batched dueling bandits (under the Condorcet condition) is the algorithm PCOMP (see Chapter 5), which performs all-pairs
comparisons among arms in an active set. Such an approach cannot achieve regret better than $O\left(K^{2} \log T\right)$ because the active set may remain large throughout. In order to achieve better regret bounds, we focused on the stronger $\mathrm{SST}+\mathrm{STI}$ condition (see Chapter 6). In this setting, our main idea is to first sample a seed set, and use this seed set to eliminate sub-optimal arms. Their algorithm proceeds by performing all pairwise comparisons between the seed set and the set of active arms. However, the analysis of these 'seeded comparison' algorithms crucially rely on the total-ordering imposed by the SST and STI assumptions. Unfortunately, there is no such structure to exploit in the Condorcet setting: if the seed set does not contain the Condorcet winner, we immediately incur high regret.

The existing fully sequential algorithms such as RUCB [117] and RMED [76] are highly adaptive in nature. For instance, RUCB plays each candidate arm against an optimistic competitor arm using upper confidence bounds (UCB) on pairwise probabilities. This allows RUCB to quickly filter out candidates and uncover the Condorcet arm. Similarly, RMED plays each arm against a carefully selected competitor arm that is likely to beat this arm. However, such competitors can change frequently over trials in both RUCB and RMED. Since the batched setting requires comparisons to be predetermined, we do not have the flexibility to adapt to such changes in competitors. Hence, these existing fully sequential algorithms cannot be easily implemented in our setting.

Furthermore, we might also be tempted to consider an explore-then-exploit strategy where we first explore to find the Condorcet arm and exploit by playing this arm for remaining trials. However, this strategy is likely to fail because identifying the Condorcet arm with high probability might involve performing many comparisons, directly leading to high $\left(\Omega\left(K^{2} \log T\right)\right)$ regret; on the other hand, if the Condorcet winner is not identified with high probability, the exploit phase becomes expensive. This motivated us to consider algorithms that allow some form of recourse; that is, unless an arm is found to be sub-optimal, it must be given the opportunity to participate in the comparisons (as it could be the Condorcet winner).

The idea behind our new algorithm is to identify the Condorcet winner $i^{*}$ in a small expected number of rounds, after which it uses this arm as an "anchor" to eliminate suboptimal arms while incurring low regret. To identify the best arm, in each round we define a candidate arm and compare it against arms that it "defeats". Arms that are not defeated
by the candidate arm are compared to all active arms: this step ensures that the Condorcet winner is eventually discovered. We show that $i^{*}$ becomes the candidate, and defeats all other arms within a small number of rounds (though the algorithm may not know if this has occurred). Additionally, once this condition is established, it remains invariant in future rounds. This allows us to eliminate sub-optimal arms and achieve low regret.

Comparison to RUCB. Initially, RUCB puts all arms in a pool of potential champions, and "optimistically" (using a upper confidence bound) performs all pairwise comparisons. Using these, it constructs a set of candidates $C$. If $|C|=1$, then that arm is the hypothesised Condorcet winner and placed in a set $B$. Then, a randomized strategy is employed to choose a champion arm $a_{c}$ (from sets $C$ and $B$ ) which is compared to arm $a_{d}$ which is most likely to beat it. The pair $\left(a_{c}, a_{d}\right)$ is compared, the probabilities are updated and the algorithm continues. Although our algorithm also seeks to identify the best arm, we do not employ the UCB approach nor do we use any randomness. In their analysis, [117] show that the best arm eventually enters the set $B$, and remains in $B$ : we also show a similar property for our algorithm in the analysis. Finally, similar to the analysis of [117], we first give a high-probability regret bound for our algorithm which we then convert to a bound on the expected regret.

### 7.2 The Batched Algorithm

In this section, we describe a $B$-round algorithm for the $K$-armed dueling bandit problem under the Condorcet condition. Recall that given a set of $K$ arms, $\mathcal{B}=\{1, \ldots, K\}$, and a positive integer $B \leq \log (T)$, we wish to find a sequence of $B$ batches of noisy comparisons with low regret. Given arms $i$ and $j$, recall that $p_{i, j}=\frac{1}{2}+\Delta_{i, j}$ denotes the probability of $i$ winning over $j$ where $\Delta_{i, j} \in(-1 / 2,1 / 2)$. We use $i^{*}$ to denote the Condorcet winner; recall that $i^{*}$ is a Condorcet winner if $p_{i^{*}, j} \geq 1 / 2$ for all $j \in \mathcal{B}$. To simplify notation, we use $\Delta_{j}=\Delta_{i^{*}, j}$. Before describing our algorithm, we first define some notation. We use $\mathcal{A}$ to denote the current set of active arms; i.e., the arms that have not been eliminated. We will use index $r$ for rounds or batches. If pair $(i, j)$ is compared in round $r$, it is compared
$q_{r}=\left\lfloor q^{r}\right\rfloor$ times where $q=T^{1 / B}$. We define the following quantities at the end of each round $r$ :

- $N_{i, j}(r)$ is the total number of times the pair $(i, j)$ has been compared.
- $\widehat{p}_{i, j}(r)$ is the frequentist estimate of $p_{i, j}$, i.e.,

$$
\begin{equation*}
\widehat{p}_{i, j}(r)=\frac{\# i \text { wins against } j \text { until end of round } r}{N_{i, j}(r)} \tag{7.1}
\end{equation*}
$$

- Two confidence-interval radii for each $(i, j)$ pair:

$$
\begin{equation*}
c_{i, j}(r)=\sqrt{\frac{2 \log \left(2 K^{2} q_{r}\right)}{N_{i, j}(r)}} \quad \text { and } \quad \gamma_{i, j}(r)=\sqrt{\frac{\log \left(K^{2} B T\right)}{2 N_{i, j}(r)}} \tag{7.2}
\end{equation*}
$$

We now describe our $B$-round algorithm, called Catching the Condorcet winner in Batches (or, C2B). At a high-level, the algorithm identifies the best arm $i^{*}$ in a small expected number of rounds, after which it uses this arm as an "anchor" to eliminate suboptimal arms while incurring low regret. In every round $r$, we do the following:

1. We define a defeated set $D_{r}(i)$ for every active arm $i$; this set comprises arms that are defeated with confidence by $i$. Specifically, $j \in D_{r}(i)$ if $\widehat{p}_{i, j}(r-1)>1 / 2+c_{i, j}(r-1)$.
2. Then, we define a candidate $i_{r}$ as the arm that defeats the most number of arms; that is, $i_{r}=\arg \max _{i \in \mathcal{A}}\left|D_{r}(i)\right|$.
3. For every arm $i \neq i_{r}$ :

- If $i \in D_{r}\left(i_{r}\right)$, then we compare $i$ to $i_{r}$ for $q_{r}$ times. The idea here is to use $i_{r}$ as an anchor against $i$. We will show that $i^{*}$ becomes the candidate $i_{r}$ in a small number of rounds. Then, this step ensures that we eliminate arms efficiently using $i^{*}$ as an anchor.
- If $i \notin D_{r}\left(i_{r}\right)$, then $i$ is compared to all arms in $\mathcal{A}$ for $q_{r}$ times. This step crucially protects the algorithm against cases where a sub-optimal arm becomes the candidate (and continues to become the candidate). For example, suppose $K=[5]$
and the arms are linearly ordered as $1 \succ 2 \succ \cdots \succ 5$. Furthermore suppose that in some round $r$, we have that (a) 2 defeats $3,4,5$ and (b) 1 (best arm) defeats 2 but not the others. So, 2 is the candidate in round $r$; if 1 is not compared to $3,4,5$, then 2 would continue to be the candidate (leading to high regret).

4. If, for any arm $j$, there is arm $i$ such that $\widehat{p}_{i, j}(r)>\frac{1}{2}+\gamma_{i, j}(r)$, then $j$ is eliminated from $\mathcal{A}$.

This continues until $T$ total comparisons are performed. See Algorithm 14 for a formal description. The main result of this section is to show that C2B achieves the guarantees stated in Theorems 5.3.6 and 5.3.7.

```
Algorithm 14 C2B (Catching the Condorcet winner in Batches)
    Input: Arms \(\mathcal{B}\), time-horizon \(T\), integer \(B \geq 1\)
    active arms \(\mathcal{A} \leftarrow \mathcal{B}, r \leftarrow 1\), emprical probabilities \(\widehat{p}_{i, j}(0)=\frac{1}{2}\) for all \(i, j \in \mathcal{B}^{2}\)
    while number of comparisons \(\leq T\) do
        if \(\mathcal{A}=\{i\}\) for some \(i\) then play \((i, i)\) for remaining trials
        \(D_{r}(i) \leftarrow\left\{j \in \mathcal{A}: \widehat{p}_{i, j}(r-1)>\frac{1}{2}+c_{i, j}(r-1)\right\}\)
        \(i_{r} \leftarrow \arg \max _{i \in \mathcal{A}}\left|D_{r}(i)\right|\)
        for \(i \in \mathcal{A} \backslash\left\{i_{r}\right\}\) do
            if \(i \in D_{r}\left(i_{r}\right)\) then
                compare \(\left(i_{r}, i\right)\) for \(q_{r}\) times
            else
                for each \(j \in \mathcal{A}\), compare \((i, j)\) for \(q_{r}\) times
        compute \(\widehat{p}_{i, j}(r)\) values
        if \(\exists i, j: \widehat{p}_{i, j}(r)>\frac{1}{2}+\gamma_{i, j}(r)\) then
            \(\mathcal{A} \leftarrow \mathcal{A} \backslash\{j\}\)
        \(r \leftarrow r+1\)
```

Overview of the Analysis. We provide a brief outline of the proofs of our main results. Let $\delta>0$ be any value. Towards proving Theorem 5.3.6, we first define two events:

- The first event, denoted $G$, ensures that $i^{*}$ is not eliminated during the execution of C2B. We show that $\mathbf{P}(G) \geq 1-1 / T$.
- The second event, denoted $E(\delta)$, says that there exists a round $C(\delta)$ (defined later) such that for all $r>C(\delta)$, the estimate $\widehat{p}_{i, j}(r-1)$ satisfies the confidence interval of $c_{i, j}(r-1)$. Moreover, $\mathbf{P}(E(\delta)) \geq 1-\delta$.

By union bound, $\mathbf{P}(G \cap E(\delta)) \geq 1-\delta-1 / T$. Together, we use $G$ and $E(\delta)$ to argue that:

- the best arm, $i^{*}$, is not defeated by any arm $i$ in any round $r>C(\delta)$,
- and that there exists a round $r(\delta) \geq C(\delta)$ such that for every round after $r(\delta)$, arm $i^{*}$ defeats every other arm.

Under the event $G \cap E(\delta)$, we analyze the regret in two parts: (i) regret incurred up to round $r(\delta)$, which is upper bounded by $K^{2} \sum_{r \leq r(\delta)} q^{r}$ and (ii) regret after $r(\delta)$, which is the regret incurred in eliminating sub-optimal arms using $i^{*}$ as an anchor. Finally, we can use the highprobability bound to also obtain a bound on the expected regret, proving Theorem 5.3.7.

### 7.2.1 The Analysis

In this section, we prove high-probability and expected regret bounds for C2B. Recall that $q=T^{1 / B}$, and that $q \geq 2$. We first prove the following lemma which will be used to prove that $i^{*}$ is never eliminated.

Lemma 7.2.1. For any batch $r \in[B]$, and for any pair $(i, j)$, we have

$$
\mathbf{P}\left(\left|\widehat{p}_{i, j}(r)-p_{i, j}\right|>\gamma_{i, j}(r)\right) \leq 2 \eta,
$$

where $\eta=1 / K^{2} B T$.
Proof. Note that $\mathbb{E}\left[\widehat{p}_{i, j}(r)\right]=p_{i, j}$, and applying Hoeffding's inequality gives

$$
\mathbf{P}\left(\left|\widehat{p}_{i, j}(r)-p_{i, j}\right|>\gamma_{i, j}(r)\right) \leq 2 \exp \left(-2 N_{i, j}(r) \cdot \gamma_{i, j}(r)^{2}\right) \leq 2 \eta .
$$

We first define the good event $G$ as follows.
Definition 7.2.1 (Event $G)$. An estimate $\widehat{p}_{i, j}(r)$ at the end of batch $r$ is strongly-correct if $\left|\widehat{p}_{i, j}(r)-p_{i, j}\right| \leq \gamma_{i, j}(r)$. We say that event $G$ occurs if every estimate in every batch $r \in[B]$ is strongly-correct.

The following two lemmas show that $G$ occurs with high probability and that $i^{*}$ is not eliminated under $G$.

Lemma 7.2.2. The probability that every estimate in every batch of C2B is strongly-correct is at least $1-1 / T$.

Proof. Applying Lemma 7.2.1 and taking a union bound over all pairs and batches, we get that the probability that some estimate is not strongly-correct is at most $\binom{K}{2} \times B \times 2 \eta \leq \frac{1}{T}$ where $\eta=1 / K^{2} B T$. Thus, $\mathbf{P}(\bar{G}) \leq \frac{1}{T}$.

We now show that, under event $G$, the best arm $i^{*}$ is never eliminated.
Lemma 7.2.3. Conditioned on $G$, the best arm $i^{*}$ is never eliminated from $\mathcal{A}$ in the elimination step of C2B.

Proof. In C2B, an arm $j$ is deleted in batch $r$ iff there is an arm $i \in \mathcal{A}$ with $\widehat{p}_{i, j}(r)>$ $\frac{1}{2}+\gamma_{i, j}(r)$. If $i^{*}$ is eliminated due to some arm $j$, then by definition of event $G$, we get $p_{j, i^{*}} \geq \widehat{p}_{i, j}(r)-\gamma_{i, j}(r)>\frac{1}{2}$, a contradiction.

## High-probability Regret Bound

We now prove Theorem 5.3.6. Fix any $\delta>0$. We first define another good event as follows.
Definition 7.2.2 (Event $E(\delta))$. An estimate $\widehat{p}_{i, j}(r)$ in batch $r$ is weakly-correct if $\mid \widehat{p}_{i, j}(r)-$ $p_{i, j} \mid \leq c_{i, j}(r)$. Let $C(\delta):=\left\lceil\frac{1}{2} \log _{q}(1 / \delta)\right\rceil$. We say that event $E(\delta)$ occurs if for each batch $r \geq C(\delta)$, every estimate is weakly-correct.

The next lemma shows that $E(\delta)$ occurs with probability at least $1-\delta$.
Lemma 7.2.4. For all $\delta>0$, we have

$$
\mathbf{P}(\neg E(\delta))=\mathbf{P}\left(\exists r \geq C(\delta), i, j:\left|\widehat{p}_{i, j}(r)-p_{i, j}\right|>c_{i, j}(r)\right) \leq \delta
$$

Proof. For any pair $i, j$ of arms and round $r$, let $B_{i, j}(r)$ denote the event that $\left|\widehat{p}_{i, j}(r)-p_{i, j}\right|>$ $c_{i, j}(r)$. Note that $N_{i j}(r) \leq \sum_{s=1}^{r} q_{s} \leq 2 q_{r}$. For any integer $n$, let $s_{i j}(n)$ denote the sample
average of $n$ independent Bernoulli r.v.s with probability $p_{i j}$. By Hoeffding's bound,

$$
\mathbf{P}\left[\left|s_{i j}(n)-p_{i j}\right|>c\right] \leq 2 e^{-2 n c^{2}}, \quad \text { for any } c \in[0,1]
$$

We now bound

$$
\begin{aligned}
\mathbf{P}\left[B_{i j}(r)\right] & \leq \sum_{n=0}^{2 q_{r}} \mathbf{P}\left[B_{i j}(r) \wedge N_{i j}(r)=n\right] \\
& \leq \sum_{n=0}^{2 q_{r}} \mathbf{P}\left[\left|s_{i j}(n)-p_{i j}\right|>\sqrt{\frac{2 \log \left(2 K^{2} q_{r}\right)}{n}}\right] \leq \sum_{n=0}^{2 q_{r}} 2 \exp \left(-2 n \cdot \frac{2 \log \left(2 K^{2} q_{r}\right)}{n}\right) \\
& \leq 4 q_{r} \cdot \frac{1}{\left(2 K^{2} q_{r}\right)^{4}} \leq \frac{1}{4 K^{2} \cdot q_{r}^{2}}
\end{aligned}
$$

The second inequality uses the definition of $c_{i j}(r)$ when $N_{i j}(r)=n$. The last inequality uses $K \geq 2$. Next, by a union bound over arms and rounds, we can write the desired probability as

$$
\begin{align*}
\mathbf{P}\left(\exists r \geq C(\delta), i, j: B_{i, j}(r)\right) & \leq \sum_{r \geq C(\delta)} \sum_{i<j} \mathbf{P}\left(B_{i, j}(r)\right) \\
& \leq \sum_{r \geq C(\delta)}\binom{K}{2} \cdot \frac{1}{4 K^{2} \cdot q_{r}^{2}} \leq \sum_{r \geq C(\delta)} \frac{1}{8 q_{r}^{2}} \\
& \leq \sum_{r \geq C(\delta)} \frac{1}{2 q^{2 r}}=\frac{1}{2 q^{2 C(\delta)}} \cdot\left(1+\frac{1}{q^{2}}+\frac{1}{q^{4}}+\cdots\right) \leq \frac{1}{q^{2 C(\delta)}} \leq \delta \tag{7.3}
\end{align*}
$$

The second inequality above uses the bound on $\mathbf{P}\left[B_{i j}(r)\right]$. The first inequality in (7.3) uses $q_{r}=\left\lfloor q^{r}\right\rfloor \geq q^{r}-1 \geq \frac{q^{r}}{2}$ as $q \geq 2$. The last inequality in (7.3) uses the definition of $C(\delta)$.

The lemma now follows by the definition of event $\neg E(\delta)$ as $\exists r \geq C(\delta), i, j: B_{i, j}(r)$.
We will analyze our algorithm under both events $G$ and $E(\delta)$. Conditioned on these, we next show:

- The best arm, $i^{*}$, is not defeated by any arm $i$ in any round $r>C(\delta)$ (Lemma 7.2.5).
- Furthermore, there exists a round $r(\delta) \geq C(\delta)$ such that arm $i^{*}$ defeats every other arm, in every round after $r(\delta)$ (Lemma 7.2.7).

Intuitively, these observations imply that our algorithm identifies the best arm after $r(\delta)$ rounds. Thus, beyond round $r(\delta)$, we only perform pairwise comparisons of the form $\left(i^{*}, i\right)$ for $i \neq i^{*}$ : thus, $i^{*}$ is used as an anchor to eliminate sub-optimal arms. Note that event $G$ is required to ensure that $i^{*}$ is not eliminated (especially in rounds before $C(\delta)$ where the Lemma 7.2.4 does not apply). We now prove the aforementioned observations.

Lemma 7.2.5. Conditioned on $G$ and $E(\delta)$, for any round $r>C(\delta)$, arm $i^{*}$ is not defeated by any other arm, i.e., $i^{*} \notin \cup_{i \neq i^{*}} D_{r}(i)$.

Proof. Fix any round $r \geq C(\delta)+1$. Suppose that $i^{*} \in D_{r}(i)$ for some other arm $i$. This implies that $\widehat{p}_{i, i^{*}}(r-1)>\frac{1}{2}+c_{i, i^{*}}(r-1)$. But under event $E(\delta)$, we have $\left|\widehat{p}_{i, i^{*}}(r-1)-p_{i, i^{*}}\right| \leq$ $c_{i, i^{*}}(r-1)$ because $r-1 \geq C(\delta)$. Combined, these two observations imply $p_{i, i^{*}}>\frac{1}{2}$, a contradiction.

To proceed, we need the following definitions.
Definition 7.2.3. The candidate $i_{r}$ of round $r$ is called the champion if $\left|D_{r}\left(i_{r}\right)\right|=|\mathcal{A}|-1$; that is, if $i_{r}$ defeats every other active arm.

Definition 7.2.4. Let $r(\delta) \geq C(\delta)+1$ be the smallest integer such that

$$
q^{r(\delta)} \geq 2 A \log A, \quad \text { where } A:=\frac{32}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2}\right)
$$

We use the following inequality based on this choice of $r(\delta)$.
Lemma 7.2.6. The above choice of $r(\delta)$ satisfies

$$
q^{r}>\frac{8}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2} q_{r}\right), \quad \forall r \geq r(\delta)
$$

Proof. Using the fact that $q_{r} \leq q^{r}$, it suffices to show $q^{r} \geq \frac{8}{\Delta_{\min }^{2}} \cdot\left(\log \left(2 K^{2}\right)+\log q^{r}\right)$. Moreover,

$$
\log \left(2 K^{2}\right)+\log q^{r} \leq\left(1+\log \left(2 K^{2}\right)\right) \cdot\left(1+\log q^{r}\right) \leq 4 \cdot \log \left(2 K^{2}\right) \cdot \log q^{r},
$$

where the last inequality uses $K \geq 2, r \geq r(\delta) \geq 1$ and $q \geq 2$. So, it suffices to show:

$$
\begin{equation*}
q^{r}>A \cdot \log \left(q^{r}\right), \quad \forall r \geq r(\delta), \quad \text { where } A=\frac{32}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2}\right) \tag{7.4}
\end{equation*}
$$

Below, let $x=q^{r}, R:=2 A \log A$ and function $f(x):=x-A \log x$. We will show that $f(x)>0$ for all $x \geq R$, which would imply (7.4) because $q^{r(\delta)} \geq R$. As $R \geq A$, and $f$ is increasing for $x \geq A$, it suffices to show that $f(R) \geq 0$. Indeed,

$$
\frac{f(R)}{A}=2 \log A-\log (2 A \log A)=\log A-\log (2 \log A)>0,
$$

where the inequality uses $A \geq 8$.

Then, we have the following.
Lemma 7.2.7. Conditioned on $G$ and $E(\delta)$, the best arm $i^{*}$ is the champion in every round $r>r(\delta)$.

Proof. We first argue that $i^{*}$ is compared to all active arms in each round $r \geq r(\delta)$. By Lemma 7.2.3, we know $i^{*} \in \mathcal{A}$. By Lemma 7.2.5, we have $i^{*} \notin D_{r}(j)$ for all $j \neq i^{*}$ because $r \geq r(\delta) \geq 1+C(\delta)$. If candidate $i_{r} \neq i^{*}$, then $i^{*}$ will be compared to all $j \in \mathcal{A}$ (since $\left.i^{*} \notin D_{r}\left(i_{r}\right)\right)$. On the other hand, if $i_{r}=i^{*}$, then (1) for any $j \in D_{r}\left(i^{*}\right)$, arm $j$ is only compared to $i^{*}$, and (2) for any $j \in \mathcal{A} \backslash D_{r}\left(i^{*}\right)$, arm $j$ is compared to all active arms including $i^{*}$.

Next, we show that for any round $r \geq r(\delta)+1$, arm $i^{*}$ defeats all other arms, i.e., $\left|D_{r}\left(i^{*}\right)\right|=|\mathcal{A}|-1$. This would imply that $i_{r}=i^{*}$ and $i^{*}$ is the champion. Consider any arm $j \in \mathcal{A} \backslash i^{*}$. Since $i^{*}$ is compared to all active arms in round $r-1 \geq r(\delta)$, we have

$$
N_{i^{*}, j}(r-1) \geq q^{r-1}>\frac{8}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2} q_{r-1}\right),
$$

where the second inequality is by Lemma 7.2 .6 with $r-1 \geq r(\delta)$. Now, by definition, we have

$$
c_{i^{*}, j}(r-1)=\sqrt{\frac{2 \log \left(2 K^{2} q_{r-1}\right)}{N_{i^{*}, j}(r-1)}}<\sqrt{\frac{2 \log \left(2 K^{2} q_{r-1}\right)}{\frac{8}{\Delta_{\min }^{2}} \log \left(2 K^{2} q_{r-1}\right)}}=\frac{\Delta_{\min }}{2} .
$$

Given this, it is easy to show that $i^{*}$ defeats arm $j$ in round $r$. Conditioned on $E(\delta)$, we know that $\left|\widehat{p}_{i^{*}, j}(r-1)-p_{i^{*}, j}\right| \leq c_{i^{*}, j}(r-1)<\frac{\Delta_{\text {min }}}{2}$. Then, we have

$$
\widehat{p}_{i^{*}, j}(r-1)>p_{i^{*}, j}-\frac{\Delta_{\min }}{2}=\frac{1}{2}+\Delta_{j}-\frac{\Delta_{\min }}{2} \geq \frac{1}{2}+\frac{\Delta_{\min }}{2}>\frac{1}{2}+c_{i^{*}, j}(r-1) .
$$

Therefore, $j \in D_{r}\left(i^{*}\right)$. It now follows that for any round $r \geq r(\delta)+1$, arm $i^{*}$ is the champion.

We are now ready to prove Theorem 5.3.6.
Proof of Theorem 5.3.6. First, recall that in round $r$ of C2B, any pair is compared $q_{r}=\left\lfloor q^{r}\right\rfloor$ times where $q=T^{1 / B}$. Since $q^{B}=T$, C2B uses at most $B$ rounds.

For the rest of proof, we fix $\delta>0$. We now analyze the regret incurred by C2B, conditioned on events $G$ and $E(\delta)$. Recall that $\mathbf{P}(G) \geq 1-1 / T$ (Lemma 7.2.2), and $\mathbf{P}(E(\delta)) \geq 1-\delta$ (Lemma 7.2.4). Thus, $\mathbf{P}(G \cap E(\delta)) \geq 1-\delta-1 / T$. Let $R_{1}$ and $R_{2}$ denote the regret incurred before and after round $r(\delta)$ (see Definition 7.2.4) respectively.

Bounding $R_{1}$. This is the regret incurred up to (and including) round $r(\delta)$. We upper bound the regret by considering all pairwise comparisons every round $r \leq r(\delta)$.

$$
\begin{aligned}
R_{1} & \leq K^{2} \cdot \sum_{r \leq r(\delta)} q_{r} \leq K^{2} \cdot \sum_{r \leq r(\delta)} q^{r} \leq 2 K^{2} \cdot q^{r(\delta)} \\
& \leq 2 K^{2} \cdot \max \left\{q \cdot 2 A \log A, q^{C(\delta)+1}\right\},
\end{aligned}
$$

where the last inequality uses Definition 7.2 .4 ; recall $A=\frac{32}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2}\right)$. Plugging in the value of $C(\delta) \leq 1+\frac{1}{2} \log _{q}(1 / \delta)$, we obtain

$$
\begin{equation*}
R_{1} \leq O\left(K^{2}\right) \cdot \max \left\{q \cdot \frac{\log K}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right), q^{2} \sqrt{\frac{1}{\delta}}\right\} \tag{7.5}
\end{equation*}
$$

Bounding $R_{2}$. This is the regret in rounds $r \geq r(\delta)+1$. By Lemma 7.2.7, arm $i^{*}$ is the champion in all these rounds. So, the only comparisons in these rounds are of the form $\left(i^{*}, j\right)$ for $j \in \mathcal{A}$.

Consider any arm $j \neq i^{*}$. Let $T_{j}$ be the total number of comparisons that $j$ participates in after round $r(\delta)$. Let $r$ be the penultimate round that $j$ is played in. We can assume that $r \geq r(\delta)$ (otherwise arm $j$ will never participate in rounds after $r(\delta)$, i.e., $T_{j}=0$ ). As arm $j$ is not eliminated after round $r$,

$$
\widehat{p}_{i^{*}, j}(r) \leq \frac{1}{2}+\gamma_{i^{*}, j}(r) .
$$

Moreover, by $E(\delta)$, we have $\widehat{p}_{i^{*}, j}(r) \geq p_{i^{*}, j}-c_{i^{*}, j}(r)$ because $r \geq r(\delta) \geq C(\delta)$. So,

$$
\frac{1}{2}+\Delta_{j}=p_{i^{*}, j} \leq \widehat{p}_{i^{*}, j}(r)+c_{i^{*}, j}(r) \leq \frac{1}{2}+\gamma_{i^{*}, j}(r)+c_{i^{*}, j}(r) .
$$

It follows that

$$
\Delta_{j} \leq \gamma_{i^{*}, j}(r)+c_{i^{*}, j}(r) \leq \frac{3}{\sqrt{2}} \sqrt{\frac{\log \left(2 K^{2} B T\right)}{N_{i^{*}, j}(r)}}
$$

where the final inequality follows by definition of $c$ and $\gamma$. On re-arranging, we get $N_{i^{*}, j}(r) \leq$ $\frac{9 \log \left(2 K^{2} B T\right)}{2 \Delta_{j}^{2}}$. As $r+1$ is the last round that $j$ is played in, and $j$ is only compared to $i^{*}$ in each round after $r(\delta)$,

$$
T_{j} \leq N_{i^{*}, j}(r+1) \leq N_{i^{*}, j}(r)+2 q \cdot N_{i^{*}, j}(r) \leq \frac{15 q \cdot \log \left(2 K^{2} B T\right)}{\Delta_{j}^{2}}
$$

The second inequality follows since $j$ is compared to $i^{*}$ in rounds $r$ and $r+1$, and the number of comparisons in round $r+1$ is $\left\lfloor q^{r+1}\right\rfloor \leq q \cdot\left(2 q_{r}\right) \leq 2 q \cdot N_{i^{*}, j}(r)$. Adding over all arms $j$, the total regret accumulated beyond round $r(\delta)$ is

$$
\begin{equation*}
R_{2}=\sum_{j \neq i^{*}} T_{j} \Delta_{j} \leq \sum_{j \neq i^{*}} O\left(\frac{q \cdot \log (K T)}{\Delta_{j}}\right) \tag{7.6}
\end{equation*}
$$

Combining (7.5) and (7.6), and using $q=T^{1 / B}$, we obtain
$R(T) \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right)+\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.

This completes the proof Theorem 5.3.6.

## Expected Regret Bound

In this section, we present the proof of Theorem 5.3.7. We first state the definitions needed in the proof. Let $F_{X}(\cdot)$ denote the cumulative density function (CDF) of a random variable $X$; that is, $F_{X}(x)=\mathbf{P}(X \leq x)$. The inverse CDF of $X$, denoted $F_{X}^{-1}$, is defined as $F_{X}^{-1}(z)=$ $\inf \{x: \mathbf{P}(X \leq x) \geq z\}$ where $z \in[0,1]$. We will use the identity $\mathbb{E}[X]=\int_{0}^{1} F_{X}^{-1}(z) d z$.

Proof of Theorem 5.3.7. First, note that in round $r$ of C2B, any pair is compared $q_{r}=\left\lfloor q^{r}\right\rfloor$ times where $q=T^{1 / B}$. Since $q^{B}=T$, C2B uses at most $B$ rounds.

Let $R(T)$ be the random variable denoting the regret incurred by C2B. By Theorem 5.3.6, we know that with probability at least $1-\delta-1 / T$,

$$
R(T) \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right)+\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)
$$

Thus, $F_{R(T)}^{-1}(1-\delta-1 / T) \leq G(\delta)$ where

$$
G(\delta):=A+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right)+B
$$

where to simplify notation we set $A=O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)$ and $B=\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.
Using the identity for expectation of a random variable, we get

$$
\begin{aligned}
\mathbb{E}[R(T)] & =\int_{0}^{1} F_{R(T)}^{-1}(z) d z \\
& =\int_{0}^{1-\frac{1}{T}} F_{R(T)}^{-1}(z) d z+\underbrace{\int_{1-\frac{1}{T}}^{T} F_{R(T)}^{-1}(z) d z}_{\leq T \cdot \frac{1}{T}=1} \\
& \leq \int_{0}^{1-\frac{1}{T}} F_{R(T)}^{-1}(z) d z+1 \\
& =\int_{1-\frac{1}{T}}^{0} F_{R(T)}^{-1}\left(1-\delta-\frac{1}{T}\right)(-d \delta)+1 \\
& \leq \int_{0}^{1-\frac{1}{T}} G(\delta) d \delta+1 \\
& \leq A+O\left(T^{2 / B} \cdot K^{2}\right)+B+1
\end{aligned}
$$

where the fourth equality follows by setting $1-q-1 / T=\delta$ and the final inequality follows since $\int_{0}^{1}\left(\frac{1}{\delta}\right)^{1 / 2} \leq 2$. Thus,
$\mathbb{E}[R(T)] \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2}\right)+\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot \log (K T)}{\Delta_{j}}\right)$.
This completes the proof of Theorem 5.3.7.

### 7.3 Computational Results

In this section, we provide details of our computational experiments. The goal of our experiments is to answer the following questions: (i) How does the regret of C 2 B using $B=\lfloor\log (T)\rfloor$ batches compare to that of existing fully sequential as well as batched algorithms? and (ii) Can the regret of C 2 B match the regret of the best known sequential algorithms; if yes, then how many rounds suffice to achieve this? Towards answering (i), we compare C2B to a representative set of sequential algorithms for dueling bandits using the library due to [76]. We compare C2B to the sequential algorithms RUCB [117], RMED [76], and BEAT-THEMean (BTM) [114]. We allow these algorithms to work as prescribed; that is, they work in $B=T$ batches. The reason that we chose these sequential algorithms is that our batched algorithm (C2B) is based on a similar paradigm, and such a comparison demonstrates the power of adaptivity in this context. We also compare C2B to the batched algorithm SCOMP2 [4]. We plot the cumulative regret $R(t)$ incurred by the algorithms against time $t$. We set $B=\lfloor\log (T)\rfloor$ for C2B and SCOMP2 in this experiment. For (ii), we increased $B$ by a small amount; we found that the performance of C2B improves noticeably when given a constant number of additional rounds (we use $B=\lfloor\log (T)\rfloor+6$ in this experiment). We perform these experiments using the following real-world datasets.

Six rankers. This dataset is based on the 6 retrieval functions used in the engine of ArXiv.org.

Sushi. The Sushi dataset is based on the Sushi preference dataset [72] that contains the preference data regarding 100 types of Sushi. A preference dataset using the top-16 most popular types of sushi is obtained.

Irish election data. The Irish election data for Dublin and Meath is available at prefib.org. It contains partial preference orders over candidates. As in [5], these are transformed into preference matrices by selecting a subset of candiates to ensure that a Condorcet winner exists. There are 12 candidates in the Irish-Meath dataset, and 8 in the Irish-Dublin dataset.

MSLR and Yahoo! data. We also run experiments on two web search ranking datasets: the Microsoft Learning to Rank (MSLR) dataset [94] and the Yahoo! Learning to Rank Challenge Set 1 [28]. These datasets have been used in prior work on online ranker evaluation $[116,81]$. We use preference matrices generated using the "navigational" configuration (see [81] for details). The MSLR dataset has 136 rankers and the Yahoo! dataset has 700 rankers. We sample 30 rankers from each dataset while ensuring the existence of a Condorcet winner. In this way, we obtain two datasets, denoted MSLR30 and Yahoo30.

Note that there exists a Condorcet winner in all datasets. We repeat each experiment 20 times and report the average regret. In our algorithm, we use the KL-divergence based confidence bound due to [76] for elimination as it performs much better empirically, and our theoretical bounds continue to hold (see §7.4). This KL-divergence based elimination criterion eliminates an arm $i$ in round $r$ if $I_{i}(r)-I^{*}(r)>\log (T)+f(K)$ where $I_{i}(r)=$ $\sum_{j: \widehat{p}, j(r)<\frac{1}{2}} N_{i, j}(r) \cdot D_{\mathrm{KL}}\left(\widehat{p}_{i, j}(r), \frac{1}{2}\right)$ and $I^{*}(r)=\min _{j \in[K]} I_{i}(r)$.

Computational Results. As mentioned earlier, we compare our algorithms against a representative set of sequential dueling bandits algorithms (RUCB, RMED, and BTM). We set $\alpha=0.51$ for RUCB, and $f(K)=0.3 K^{1.01}$ for RMED and C2B, and $\gamma=1.3$ for BTM: these parameters are known to perform well both theoretically and empirically [76]. We set $T=10^{6}$ for MSLR30 and Yahoo30 datasets (as they have larger number of arms), and $T=10^{5}$ for the remaining four. For the first set of experiments, we set $B=\lfloor\log (T)\rfloor$. We observe that C2B always outperforms BTM and beats SCOMP2 on most of the datasets. We observe that even when SCOMP2 beats C2B it has a slightly linear curve (implying that its regret would keep increasing as $T$ increases) while the regret curve of C2B is mostly flat. Furthermore, C2B performs comparably to RUCB in all datasets except Yahoo30. We plot the results in Figure 7.1. In the second set of experiments, we set $B=\lfloor\log (T)\rfloor+6$. We observe that C2B always outperforms RUCB and, in fact, performs comparably to RMED


Figure 7.1: Regret v/s t plots of algorithms when $B=\lfloor\log (T)\rfloor$


Figure 7.2: Regret v/s t plots of algorithms when $B=\lfloor\log (T)\rfloor+6$
on all datasets except Yahoo30. We plot the results in Figure 7.2. Finally, we note that SCOMP2 exhibits varying performance across runs (even on the same dataset) and we think that this is due to the randomness involved in selecting the "seed set".

### 7.4 The Batched Algorithm with KL-based Elimination Criterion

In this section, we modify C2B to use a Kullback-Leibler divergence based elimination criterion. We provide a complete description of the algorithm, denoted C2B-KL, in Algorithm 15. In what follows, we highlight the main differences of C2B-KL from C2B. Recall the following notation. We use $\mathcal{A}$ to denote the current set of active arms; i.e., the arms that have not been eliminated. We use index $r$ for rounds or batches. If pair $(i, j)$ is compared in round $r$, it is compared $q_{r}=\left\lfloor q^{r}\right\rfloor$ times where $q=T^{1 / B}$. We define the following quantities at the end of each round $r$ :

- $N_{i, j}(r)$ is the total number of times the pair $(i, j)$ has been compared.
- $\widehat{p}_{i, j}(r)$ is the frequentist estimate of $p_{i, j}$, i.e.,

$$
\begin{equation*}
\widehat{p}_{i, j}(r)=\frac{\# i \text { wins against } j \text { until end of round } r}{N_{i, j}(r)} . \tag{7.7}
\end{equation*}
$$

- A confidence-interval radius for each $(i, j)$ pair:

$$
c_{i, j}(r)=\sqrt{\frac{2 \log \left(2 K^{2} q_{r}\right)}{N_{i, j}(r)}}
$$

- We define a term $I_{j}(r)$ which, at a high-level, measures how unlikely it is for $j$ to be the Condorcet winner at the end of batch $r$ :

$$
I_{j}(r)=\sum_{i: \widehat{p}_{i, j}(r) \geq \frac{1}{2}} D_{\mathrm{KL}}\left(\widehat{p}_{i, j}(r), \frac{1}{2}\right) \cdot N_{i, j}(r),
$$

where $D_{\mathrm{KL}}(p, q)$ denotes the Kullback-Leibler divergence between two Bernoulli distributions: $B(p)$ and $B(q)$. We define $I^{*}(r)=\min _{j \in \mathcal{A}} I_{j}(r)$.

The $B$-round algorithm, C2B-KL, proceeds exactly as C2B. The only change is in the elimination criterion, which we describe next.

Elimination Criterion. In round $r$, if, for any arm $j$, we have $I_{j}(r)-I^{*}(r)>\log (T)+$ $f(K)$, then $j$ is eliminated from $\mathcal{A}$. Here $f(K)$ is a non-negative function of $K$, independent of $r$.

The main result of this section is to show that C2B-KL achieves the following guarantee.
Theorem 7.4.1. For any integer $B \geq 1$, there is an algorithm for the $K$-armed dueling bandit problem that uses at most $B$ rounds. Furthermore, for any $\delta>0$, with probability at least $1-\delta-\frac{1}{T} \cdot e^{K \log (C)-f(K)}$, where $C$ is some constant (see Lemma 7.4.2), its regret under the Condorcet condition is at most

$$
\begin{aligned}
R(T) \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right) & +\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot \log (T)}{\Delta_{j}}\right) \\
& +\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot f(K)}{\Delta_{j}}\right)
\end{aligned}
$$

Remark. Setting $f(K)>K \log (C)$, we get the same asymptotic expected regret bound as in Theorem 5.3.7. Following [76], we set $f(K)=0.3 K^{1.01}$ in our experiments.

We require the following result in the proof of Theorem 7.4.1.
Fact 7.4.1. For any $\mu$ and $\mu_{2}$ satisfying $0<\mu_{2}<\mu<1$. Let $C_{1}\left(\mu, \mu_{2}\right)=\left(\mu-\mu_{2}\right)^{2} /(2 \mu(1-$ $\left.\mu_{2}\right)$ ). Then, for any $\mu_{3} \leq \mu_{2}$,

$$
D_{K L}\left(\mu_{3}, \mu\right)-D_{K L}\left(\mu_{3}, \mu_{2}\right) \geq C_{1}\left(\mu, \mu_{2}\right)>0
$$

The high-level outline of the analysis is exactly the same as that of C2B. For completeness, we provide the analysis in the following section; however, we skip the proofs of lemmas that follow from the analysis of C2B.

```
Algorithm 15 C2B-KL
    Input: Arms \(\mathcal{B}\), time-horizon \(T\), integer \(B \geq 1\)
    active arms \(\mathcal{A} \leftarrow \mathcal{B}, r \leftarrow 1\), emprical probabilities \(\widehat{p}_{i, j}(0)=\frac{1}{2}\) for all \(i, j \in \mathcal{B}^{2}\)
    while number of comparisons \(\leq T\) do
        if \(\mathcal{A}=\{i\}\) for some \(i\) then play \((i, i)\) for remaining trials
        \(D_{r}(i) \leftarrow\left\{j \in \mathcal{A}: \widehat{p}_{i, j}(r-1)>\frac{1}{2}+c_{i, j}(r-1)\right\}\)
        \(i_{r} \leftarrow \arg \max _{i \in \mathcal{A}}\left|D_{r}(i)\right|\)
        for \(i \in \mathcal{A} \backslash\left\{i_{r}\right\}\) do
            if \(i \in D_{r}\left(i_{r}\right)\) then
                compare ( \(i_{r}, i\) ) for \(q_{r}\) times
            else
                for each \(j \in \mathcal{A}\), compare \((i, j)\) for \(q_{r}\) times
        compute \(\widehat{p}_{i, j}(r)\) values
        if \(\exists j: I_{j}(r)-I^{*}(r)>\log (T)+f(K)\) then
            \(\mathcal{A} \leftarrow \mathcal{A} \backslash\{j\}\)
            \(r \leftarrow r+1\)
```


### 7.4.1 The Analysis

In this section, we prove the high-probability regret bound for C2B-KL. Recall that $q=T^{1 / B}$, and that $q \geq 2$. We first show that, with high probability, $i^{*}$ is not eliminated during the execution of the algorithm. The following lemma formalizes this.

Lemma 7.4.2. Let $G$ denote the event that the best arm $i^{*}$ is not eliminated during the execution of C2B-KL. We can bound the probability of $\bar{G}$ as follows.

$$
\mathbf{P}(\bar{G}) \leq \frac{1}{T} \cdot e^{K \log (C)-f(K)}
$$

where $C=\max _{j} C(j)+1$, is a constant, with $C(j)=\left(\frac{1}{e^{D_{K L}\left(p_{j, i^{*}, 1 / 2}\right)}-1}+\frac{e^{C_{1}\left(p_{i^{*}, j, 1 / 2}\right)}}{\left(e^{C_{1}\left(p_{i^{*}, j}, 1 / 2\right.}-1\right)^{2}}\right)$.
Proof. Let $n_{j}$ denote the number of times $i^{*}$ and $j$ are compared. Let $\widehat{p}_{i^{*}, j}\left(n_{j}\right)$ denote the frequentist estimate of $p_{i^{*}, j}$ when $i^{*}$ and $j$ are compared $n_{j}$ times (we will abuse notation and use $\widehat{p}_{i^{*}, j}$ when $n_{j}$ is clear from context). Let $S \in 2^{[K] \backslash\left\{i^{*}\right\}} \backslash \emptyset$, and consider vector $\left\{n_{j} \in \mathbb{N}: j \in S\right\}$. We define $A=\sum_{j \in S} D_{\mathrm{KL}}\left(\widehat{p}_{j, i^{*}}, 1 / 2\right) \cdot n_{j}$. Let $D\left(S ;\left\{n_{j}: j \in S\right\}\right)$ denote the event that $i^{*}$ and $j$ are compared $n_{j}$ times and $\widehat{p}_{i^{*}, j} \leq 1 / 2$ for all $j \in S$, and that $A>\log (T)+f(K)$. The probability of this event upper bounds the probability that $i^{*}$
is eliminated (as per our elimination criterion) when $i^{*}$ and $j$ are compared $n_{j}$ times, and $\widehat{p}_{i^{*}, j} \leq 1 / 2$ for all $j \in S$. We will show that

$$
\begin{equation*}
\mathbf{P}\left(D\left(S ;\left\{n_{j}: j \in S\right\}\right)\right) \leq \frac{e^{-f(K)}}{T} \prod_{j \in S}\left(e^{-n_{j} D_{\mathrm{KL}}\left(p_{j, i^{*}}, 1 / 2\right)}+n_{j} e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)}\right) \tag{7.8}
\end{equation*}
$$

where $C_{1}\left(\mu_{1}, \mu_{2}\right)=\left(\mu_{1}-\mu_{2}\right)^{2} /\left(2 \mu_{1}\left(1-\mu_{2}\right)\right)$. Using the above, we first show that by taking a union bound over all $S \in 2^{[K] \backslash\left\{i^{*}\right\}} \backslash \emptyset$ and $\left\{n_{j}: j \in S\right\}$, we obtain the final result. We have

$$
\begin{align*}
\mathbf{P}(\bar{G}) & \leq \sum_{S \in 2^{\left[K \backslash \backslash i^{*}\right\}} \backslash \backslash \emptyset} \sum_{n_{j} \in \mathbb{N}^{|S|}} \mathbf{P}\left(D\left(S ;\left\{n_{j}: j \in S\right\}\right)\right) \\
& \leq \sum_{S \in 2^{[K] \backslash\left\{i^{*}\right\} \backslash \emptyset}} \sum_{n_{j} \in \mathbb{N}^{|S|}} \frac{e^{-f(K)}}{T} \prod_{j \in S}\left(e^{-n_{j} D_{\mathrm{KL}}\left(p_{j, i^{*}}, 1 / 2\right)}+n_{j} e^{C_{1}\left(p_{j, i^{*}}, 1 / 2\right)}\right) \\
& =\frac{e^{-f(K)}}{T} \sum_{S \in 2^{\left[K \backslash \backslash i^{*}\right\}} \backslash \emptyset} \prod_{j \in S} \sum_{n_{j} \in \mathbb{N}}\left(e^{-n_{j} D_{\mathrm{KL}}\left(p_{j, i^{*}, 1 / 2}\right)}+n_{j} e^{C_{1}\left(p_{j, i^{*}}, 1 / 2\right)}\right)  \tag{7.9}\\
& =\frac{e^{-f(K)}}{T} \sum_{S \in 2^{\left[K \backslash \backslash i^{*}\right\}}} \prod_{\emptyset}\left(\frac{1}{e^{D_{\mathrm{KL}}\left(p_{j, i^{*}, 1 / 2}\right)}-1}+\frac{\left.e^{C_{1}\left(p_{j, i^{*}}, 1 / 2\right.}\right)}{\left(e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)}-1\right)^{2}}\right)  \tag{7.10}\\
& \leq \frac{e^{-f(K)}}{T} \sum_{S \in 2^{\left[K \backslash \backslash i^{*}\right\}} \backslash \emptyset}(C-1)^{|S|} \leq \frac{e^{-f(K)}}{T} \cdot C^{K}  \tag{7.11}\\
& =\frac{1}{T} \cdot e^{K \log (C)-f(K)}
\end{align*}
$$

where (7.9) follows by swapping the order of summation and multiplication, (7.10) uses $\sum_{n=1}^{\infty} e^{-n x}=1 /\left(e^{x}-1\right)$ and $\sum_{n=1}^{\infty} n e^{-n x}=e^{x} /\left(e^{x}-1\right)^{2}$, and (7.11) follows by letting $C(j)=\left(\frac{1}{e^{D_{\mathrm{KL}}\left(p_{j, i^{*}, 1 / 2}\right)}-1}+\frac{e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)}}{\left(e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)}-1\right)^{2}}\right), C=\max _{j} C(j)+1$ and the binomial theorem. To complete the proof, we need to prove (7.8).

For the remainder of this proof, we fix $S \in 2^{[K] \backslash\left\{i^{*}\right\}} \backslash \emptyset$, and vector $\left\{n_{j} \in \mathbb{N}: j \in S\right\}$. Observe that

$$
\mathbf{P}\left(D\left(S ;\left\{n_{j}: j \in S\right\}\right)\right)=\mathbf{P}(A>\log (T)+f(K))=\mathbf{P}\left(T<e^{-f(K)} \cdot e^{A}\right)
$$

where we defined $A=\sum_{j \in S} D_{\mathrm{KL}}\left(\widehat{p}_{j, i^{*}}, 1 / 2\right) \cdot n_{j}$. By Markov's inequality, we have

$$
\begin{equation*}
\mathbf{P}\left(e^{-f(K)} \cdot e^{A}>T\right) \leq \frac{\mathbb{E}\left[e^{-f(K)} \cdot e^{A}\right]}{T}=\frac{e^{-f(K)}}{T} \cdot \mathbb{E}\left[e^{A}\right] \tag{7.12}
\end{equation*}
$$

where the last equality follows since $f(K)$ is constant (with respect to $\left\{n_{j}\right\}$ values). So, it suffices to bound $\mathbb{E}\left[e^{A}\right]$. Towards this end, we define the following term:

$$
P_{j}\left(x_{j}\right)=\mathbf{P}\left(\widehat{p}_{j, i^{*}} \geq \frac{1}{2} \text { and } D_{\mathrm{KL}}\left(\widehat{p}_{j, i^{*}}, \frac{1}{2}\right) \geq x_{j}\right)
$$

Then, we have

$$
\begin{align*}
\mathbb{E}\left[e^{A}\right] & =\int_{\left\{x_{j}\right\} \in[0, \log (2)]|S|} \exp \left(\sum_{j \in S} n_{j} x_{j}\right) \prod_{j \in S} d\left(-P_{j}\left(x_{j}\right)\right) \\
& =\prod_{j \in S} \int_{x_{j} \in[0, \log 2]} e^{n_{j} x_{j}} d\left(-P_{j}\left(x_{j}\right)\right)  \tag{7.13}\\
& =\prod_{j \in S}\left(\left[-e^{n_{j} x_{j}} P_{j}\left(x_{j}\right)\right]_{0}^{\log (2)}+\int_{x_{j} \in[0, \log (2)]} n_{j} e^{n_{j} x_{j}} P_{j}\left(x_{j}\right) d x_{j}\right)  \tag{7.14}\\
& =\prod_{j \in S}\left(P_{j}(0)+\int_{x_{j} \in[0, \log (2)]} n_{j} e^{n_{j} x_{j}} P_{j}\left(x_{j}\right) d x_{j}\right) \\
& \leq \prod_{j \in S}\left(e^{-n_{j} D_{\mathrm{KL}}\left(p_{j, i^{*}, 1 / 2}\right)}+\int_{x_{j} \in[0, \log (2)]} n_{j} e^{n_{j} x_{j}} e^{-n_{j}\left(x_{j}+C_{1}\left(p_{j, i^{*}, 1 / 2}\right)\right)} d x_{j}\right)  \tag{7.15}\\
& =\prod_{j \in S}\left(e^{-n_{j} D_{\mathrm{KL}}\left(p_{j, i^{*}, 1 / 2}\right)}+\int_{x_{j} \in[0, \log (2)]} n_{j} e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)} d x_{j}\right) \\
& \leq \prod_{j \in S}\left(e^{-n_{j} D_{\mathrm{KL}}\left(p_{j, i^{*}}, 1 / 2\right)}+n_{j} e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)}\right)
\end{align*}
$$

where (7.13) follows from the independence of the comparisons. We obtain (7.14) by applying integration by parts, (7.15) follows from the Chernoff bound and Fact 7.4.1; here $C_{1}\left(\mu_{1}, \mu_{2}\right)=\left(\mu_{1}-\mu_{2}\right)^{2} /\left(2 \mu_{1}\left(1-\mu_{2}\right)\right)$, and the final inequality follows by observing that $\int_{x_{j} \in[0, \log (2)]} n_{j} e^{C_{1}\left(p_{j, i^{*}}, 1 / 2\right)} d x_{j}=n_{j} e^{C_{1}\left(p_{j, i^{*}, 1 / 2}\right)} \cdot \int_{x_{j} \in[0, \log (2)]} d x_{j}=n_{j} e^{C_{1}\left(p_{j, i^{*}}, 1 / 2\right)} \log (2)$. Note that $\log$ refers to the natural $\operatorname{logarithm}$, so we have $\log (2) \leq 1$. Combined with (7.12), this completes the proof of (7.8).

## High-probability Regret Bound

We now prove Theorem 7.4.1. Fix any $\delta>0$. We first define event $E(\delta)$ as before.
Definition 7.4.1 (Event $E(\delta))$. An estimate $\widehat{p}_{i, j}(r)$ in batch $r$ is weakly-correct if $\mid \widehat{p}_{i, j}(r)-$ $p_{i, j} \mid \leq c_{i, j}(r)$. Let $C(\delta):=\left\lceil\frac{1}{2} \log _{q}(1 / \delta)\right\rceil$. We say that event $E(\delta)$ occurs if for each batch $r \geq C(\delta)$, every estimate is weakly-correct.

The next lemma shows that $E(\delta)$ occurs with probability at least $1-\delta$. Since $E(\delta)$ does not depend on the elimination criterion, its proof follows from the analysis of C2B.

Lemma 7.4.3. For all $\delta>0$, we have

$$
\mathbf{P}(\neg E(\delta))=\mathbf{P}\left(\exists r \geq C(\delta), i, j:\left|\widehat{p}_{i, j}(r)-p_{i, j}\right|>c_{i, j}(r)\right) \leq \delta
$$

As before, we analyze our algorithm under both events $G$ and $E(\delta)$. Recall that, under event $G$, the best arm $i^{*}$ is not eliminated. Conditioned on these, we next show:

- The best arm, $i^{*}$, is not defeated by any arm $i$ in any round $r>C(\delta)$ (Lemma 7.4.4).
- Furthermore, there exists a round $r(\delta) \geq C(\delta)$ such that arm $i^{*}$ defeats every other arm, in every round after $r(\delta)$ (Lemma 7.4.6).

We re-state the formal lemmas next.
Lemma 7.4.4. Conditioned on $G$ and $E(\delta)$, for any round $r>C(\delta)$, arm $i^{*}$ is not defeated by any other arm, i.e., $i^{*} \notin \cup_{i \neq i^{*}} D_{r}(i)$.

To proceed, we need the following definitions.
Definition 7.4.2. The candidate $i_{r}$ of round $r$ is called the champion if $\left|D_{r}\left(i_{r}\right)\right|=|\mathcal{A}|-1$; that is, if $i_{r}$ defeats every other active arm.

Definition 7.4.3. Let $r(\delta) \geq C(\delta)+1$ be the smallest integer such that

$$
q^{r(\delta)} \geq 2 A \log A, \quad \text { where } A:=\frac{32}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2}\right)
$$

We use the following inequality based on this choice of $r(\delta)$.

Lemma 7.4.5. The above choice of $r(\delta)$ satisfies

$$
q^{r}>\frac{8}{\Delta_{\min }^{2}} \cdot \log \left(2 K^{2} q_{r}\right), \quad \forall r \geq r(\delta)
$$

Then, we have the following.
Lemma 7.4.6. Conditioned on $G$ and $E(\delta)$, the best arm $i^{*}$ is the champion in every round $r>r(\delta)$.

We are now ready to prove Theorem 7.4.1.

Proof of Theorem 7.4.1. First, recall that in round $r$ of C2B, any pair is compared $q_{r}=\left\lfloor q^{r}\right\rfloor$ times where $q=T^{1 / B}$. Since $q^{B}=T$, C2B uses at most $B$ rounds.

For the rest of proof, we fix $\delta>0$. We now analyze the regret incurred by C 2 B , conditioned on events $G$ and $E(\delta)$. Recall that $\mathbf{P}(G) \geq 1-\frac{1}{T} \cdot e^{K \log (C)-f(K)}($ Lemma 7.4.2), and $\mathbf{P}(E(\delta)) \geq$ $1-\delta$ (Lemma 7.4.3). Thus, $\mathbf{P}(G \cap E(\delta)) \geq 1-\delta-\frac{1}{T} \cdot e^{K \log (C)-f(K)}$. Let $R_{1}$ and $R_{2}$ denote the regret incurred before and after round $r(\delta)$ (see Definition 7.4.3) respectively.

Bounding $R_{1}$. We can bound $R_{1}$ as in the proof of Theorem 5.3.6; so, we get

$$
\begin{equation*}
R_{1} \leq O\left(K^{2}\right) \cdot \max \left\{q \cdot \frac{\log K}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right), q^{2} \sqrt{\frac{1}{\delta}}\right\} \tag{7.16}
\end{equation*}
$$

Bounding $R_{2}$. This is the regret in rounds $r \geq r(\delta)+1$. By Lemma 7.4.6, arm $i^{*}$ is the champion in all these rounds. So, the only comparisons in these rounds are of the form $\left(i^{*}, j\right)$ for $j \in \mathcal{A}$.

Consider any arm $j \neq i^{*}$. Let $T_{j}$ be the total number of comparisons that $j$ participates in after round $r(\delta)$. Let $r$ be the penultimate round that $j$ is played in. We can assume that $r \geq r(\delta)$ (otherwise arm $j$ will never participate in rounds after $r(\delta)$, i.e., $T_{j}=0$ ). As arm $j$ is not eliminated after round $r$,

$$
I_{j}(r)-I^{*}(r) \leq \log (T)+f(K)
$$

By Lemma 7.4.6, $I^{*}(r)=0$ (since $i^{*}$ is the champion, the summation is empty). So, we have $I_{j}(r) \leq \log (T)+f(K)$. Observe that

$$
\begin{equation*}
I_{j}(r) \geq D_{\mathrm{KL}}\left(\widehat{p}_{i^{*}, j}(r), \frac{1}{2}\right) N_{i^{*}, j}(r) \tag{7.17}
\end{equation*}
$$

We can lower bound $D_{\mathrm{KL}}\left(\widehat{p}_{i^{*}, j}(r), \frac{1}{2}\right)$ as follows.

$$
D_{\mathrm{KL}}\left(\widehat{p}_{i^{*}, j}(r), \frac{1}{2}\right) \geq\left(\widehat{p}_{i^{*}, j}(r)-\frac{1}{2}\right)^{2} \geq\left(p_{i^{*}, j}-c_{i^{*}, j}(r)-\frac{1}{2}\right)^{2} \geq\left(\frac{\Delta_{j}}{2}\right)^{2}
$$

where the first inequality follows from Pinsker's inequality, the second inequality uses Lemma 7.4.3 and the final inequality uses the fact that $c_{i^{*}, j}(r) \leq \frac{\Delta_{\min }}{2}$, which follows by the choice of $r(\delta)$. Plugging this into (7.17), we get

$$
\frac{\Delta_{j}^{2}}{4} \cdot N_{i^{*}, j}(r) \leq \log (T)+f(K)
$$

which on re-arranging gives

$$
N_{i^{*}, j}(r) \leq \frac{4(\log (T)+f(K))}{\Delta_{j}^{2}}
$$

As $r+1$ is the last round that $j$ is played in, and $j$ is only compared to $i^{*}$ in each round after $r(\delta)$,

$$
T_{j} \leq N_{i^{*}, j}(r+1) \leq N_{i^{*}, j}(r)+2 q \cdot N_{i^{*}, j}(r) \leq \frac{12 q \cdot(\log (T)+f(K))}{\Delta_{j}^{2}}
$$

The second inequality follows since $j$ is compared to $i^{*}$ in rounds $r$ and $r+1$, and the number of comparisons in round $r+1$ is $\left\lfloor q^{r+1}\right\rfloor \leq q \cdot\left(2 q_{r}\right) \leq 2 q \cdot N_{i^{*}, j}(r)$. Adding over all arms $j$, the total regret accumulated beyond round $r(\delta)$ is

$$
\begin{equation*}
R_{2}=\sum_{j \neq i^{*}} T_{j} \Delta_{j} \leq \sum_{j \neq i^{*}} O\left(\frac{q \cdot(\log (T)+f(K))}{\Delta_{j}}\right) \tag{7.18}
\end{equation*}
$$

Combining (7.16) and (7.18), and using $q=T^{1 / B}$, we obtain

$$
\begin{aligned}
R(T) \leq O\left(T^{1 / B} \cdot \frac{K^{2} \log (K)}{\Delta_{\min }^{2}} \cdot \log \left(\frac{\log K}{\Delta_{\min }}\right)\right)+O\left(T^{2 / B} \cdot K^{2} \cdot \sqrt{\frac{1}{\delta}}\right) & +\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot \log (T)}{\Delta_{j}}\right) \\
& +\sum_{j \neq i^{*}} O\left(\frac{T^{1 / B} \cdot f(K)}{\Delta_{j}}\right)
\end{aligned}
$$

This completes the proof Theorem 7.4.1.

## Chapter 8

## Directions for Future Work

We conclude this thesis with a couple of directions for future work.

Batched Algorithms for Other Stochastic Optimization Problems. A generalization of SSC and ScnSC asks for covering a submodular function when the costs of the stochastic items are given by a metric; for example, items may correspond to physical locations and 'selecting' an item corresponds to moving to the selected location using a shortest path. We can extend the approach from Chapter 2 to handle such costs and provide algorithms that obtain good approximation guarantees under limited adaptivity. The deterministic problem is well understood [67] but the stochastic variant has not yet been studied. The stochastic variant can be used to model the Informative Path Planning (IPP) problem that has applications in UAV Search-and-Rescue and Equivalence Class Determination [82] and warrants investigation. Furthermore, it would be interesting to investigate other models for the UAV Search-and-Rescue problem and design practical algorithms with limited adaptivity for it; for example, what if we have $k$ UAVs that can communicate in some limited way? Can we design algorithms that achieve good theoretical guarantees while being easy to implement in practice?

The concept of adaptive submodularity generalizes SSC and captures certain problems that are not captured by SSC, for example, the influence maximization problem. [56] show that influence maximization under the independent cascade model and the full adoption model are special cases of adaptive submodularity. Hence, guarantees for adaptive submodular-
ity (under full/limited adaptivity) imply guarantees for the influence maximization problem under these models. However, as demonstrated by the results in Chapter 4, we can obtain better guarantees for specific problems by exploiting the inherent structure in the problem; for example, we obtain a constant factor non-adaptive solution for SSClass whereas taking SSClass as a special case of SSC does not give us such strong guarantees. The influence maximization problem captures diffusion dynamics (depending on the model) and has important applications in capturing spread of epidemics and viral marketing. A direction for future research is to design algorithms with limited adaptivity for the influence maximization problem.

Stochastic Optimization with Bandit Feedback. In many stochastic optimization problems involving uncertainty in the input (for example, SSC, ScnSC and SSClass), a common assumption is that the distribution over input instances is known. While this assumption holds in settings with readily available data (we can use historical data to approximate the distribution), it may not be applicable in general. For example, consider a sensor deployment application where the sensors are newly manufactured, and information about their failure rate is unavailable. Such settings pose a dual problem- we need to simultaneously learn the input distributions while designing good algorithms for the problem. This poses two crucial challenges: (i) what sort of feedback should we assume? and (ii) how do we measure the performance of our learning algorithms? Consider the following special case of diagnosing complex systems: we have a complex system comprising many components, each of which fails with some known probability. We say that the system is working if there are no failures, else system maintenance needs to be undertaken. In this case, the simple nonadaptive policy that tests components in decreasing order of failure probabilities is optimal (assuming uniform testing costs). Now, suppose that the failure probabilities are unknown. It is unclear how to approach such a problem: a crucial challenge arises from the fact that any suggested policy is followed only until a failure is observed. A "desirable" solution for this problem should have low-regret with respect to the optimal non-adaptive policy when failure probabilities are known. Towards this end, an open direction is to develop a framework to incorporate learning using bandit feedback and design a general strategy to obtain
low-regret algorithms for such stochastic optimization problems. Some recent work in this area is $[46,50]$ but much more remains open.
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[^0]:    ${ }^{1}$ We allow general parameters $q$ and $\tau$ in order to allow PCOMP to be used in conjunction with other policies.

[^1]:    ${ }^{1}$ Note that SST and STI imposes a linear ordering on the bandits. So, we can assume $b_{1} \succeq b_{2} \succeq \cdots \succeq b_{K}$. Thus, $\operatorname{rank}\left(b_{j}\right)<j$; that is, it is at most the number of bandits strictly preferred over $b_{j}$.

[^2]:    ${ }^{2}$ Strictly speaking, $R$ is truncated at $K$.

[^3]:    ${ }^{3}$ We also conducted these experiment for PCOMP and SCOMP and the conclusions were similar.

