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ABSTRACT 
The open data movement is often touted as a sweeping strategy to democratize science, promote diverse data reuse, 

facilitate reproducibility, accelerate innovation, and much more. However, the potential perils of open data are 

seldom examined and discussed in equal measure to these promises. As we continue to invest in open data, we need 

to study the full spectrum of what open data facilitates in practice, which can then inform future policy and design 

decisions. This paper aims to address this gap by presenting an investigative digital ethnography of one contrarian 

community, anthropogenic climate change (ACC) skeptics, to describe how they process, analyze, preserve, and 

share data. Skeptics often engage in data reuse similar to conventional data reusers, albeit for unconventional 

purposes and with varying degrees of trust and expertise. The data practices of ACC skeptics challenge the 

assumption that open data is universally beneficial. These findings carry implications for data repositories and how 

they might curate data and design databases with this type of reuse in mind. 
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INTRODUCTION 
One of the purported promises of the open data movement is its democratizing potential, affording people outside of 

scholarly communities the ability to access and analyze data (Baack, 2015; Cavalier & Kennedy, 2016; Espinosa et 

al., 2014; Nielsen, 2011; Ricker et al., 2020; Zuiderwijk & Janssen, 2014). Open data activists typically envision a 

“democratization of information” (Baack, 2015) as a largely positive development. There are numerous examples of 

these prosocial outcomes, such as citizen groups like the Anti-Eviction Mapping Project and the Mapping Police 

Violence Database utilizing open government data to support the needs of marginalized communities (Anti-Eviction 

Mapping Project, 2021; Mapping Police Violence, 2021). 

However, open data can also be susceptible to misuse or misinterpretation by various communities. For instance, 

local governments and private companies often misuse climate data when determining financial climate-related 

risks, resulting in inaccurate projections (Fiedler et al., 2021). Additionally, during the COVID-19 pandemic, anti-

mask proponents employed ‘orthodox visualization methods’ on open government data to bolster their ‘unorthodox 

arguments’ against mask mandates (Lee et al., 2021). In another example, DNA samples and 3D facial images were 

utilized to train machine-learning algorithms used by law enforcement agencies to reconstruct suspects’ faces from 

DNA samples, leading to biased outcomes (Pasquetto, 2018). 

Understanding the different ways open data are used and misused is crucial for infrastructural development and 

supporting appropriate data reuse by scholars and non-scholars alike. These tasks often fall to data repositories 

managing the discoverability, accessibility, usability, and preservation of datasets housed in their collections. 

Understanding the diverse data practices of a full range of repository users – even those that may misuse data – is 

essential in informing design decisions and curatorial activities.  

In this paper, we conduct an investigative digital ethnography on a contrarian community (that is, a community that 

defines itself in opposition to the mainstream and employs misinformation (Ribeiro et al., 2020)) of data reusers -- 

anthropogenic climate change (ACC) skeptics -- examining their data practices, specifically how they acquire, 

process, analyze, preserve, and publish/share open climate data. We analyze how ACC skeptics’ data practices 

compare to traditional academic data practices by comparing them to the primary elements of the USGS’s data 

lifecycle model (DLM) (Faundeen et al., 2014). We ask: What are ACC skeptics’ data practices and goals? How do 

these differ from those of academic or traditional data reusers? We find that skeptics’ data reuse is similar to that of 

traditional data reusers, albeit with different research goals, levels of trust, and expertise. We end with a discussion 

of the implications of these findings for data repositories, including the need for data misuse policies and designing 

for diverse user groups.  

LITERATURE REVIEW 
Open Data and Data Re- and Mis-use 
Open data refers to datasets that can be accessed and “freely used, modified, and shared by anyone for any purpose” 

(Open Knowledge Foundation, n.d.). The promises of open data have been espoused for years, with groups touting 

its potential to facilitate reproducibility (AlQuraishi & Sorger, 2016; Martens & Vizcaíno, 2017; Stodden et al., 

2014), accelerate innovation (Knoppers, 2014; Knoppers et al., 2014), democratize science (Cavalier & Kennedy, 
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2016; Nielsen, 2011), promote collaboration (Pasquetto et al., 2019), and derive new insights from old research 

(Pasquetto et al., 2019; Rung & Brazma, 2013; Zimmerman, 2003, 2008). Sabina Leonelli suggests that the very 

allure of open data “lies precisely in the impossibility to predict and quantify their potential as evidence in advance,” 

reflecting the reality that it is impossible to thoroughly foresee how data will be reused (2013, p. 9). In the United 

States, the federal government has issued memorandums (Holdren, 2013), executive orders (Obama, 2013), and 

more binding legislation (Ryan, 2019) that require all federally-funded research to publish non-sensitive data 

publicly. In response to these potential benefits and governmental mandates, stakeholders have invested in making 

the promises of open data a reality via initiatives such as the FAIR guiding principles for scientific data management 

and stewardship (Wilkinson et al., 2016). 

The perils of open data are less frequently explored but not disregarded. Philip Mirowski argues that open data may 

be more readily utilized by those with greater resources, such as corporate data scientists, which could exacerbate 

existing power imbalances and fail to truly democratize and diversify science (2014, 2018). There is also a well-

established literature on indigenous data sovereignty, which addresses the historical harms caused by data collected 

about indigenous communities and emphasizes community control and ethics rather than maximum openness 

(CARE Principles, 2022; OCAP, 2022; Radin, 2017; Tsosie et al., 2021). Making data public means that contrarian 

communities, those that oppose mainstream views or attitudes and often create and spread misinformation, such as 

ACC skeptics, vaccine skeptics, flat earthers, and eugenicists, can also use the data (Ribeiro et al., 2020). Data 

creators also have concerns about sharing their data due to the potential for misuse or misinterpretation (Cragin et 

al., 2010; Sayogo & Pardo, 2013; Tenopir et al., 2015, 2018), as evidenced by instances of misuse as defined by 

subject matter experts in climate science (Fiedler et al., 2021; Hardy & Jamieson, 2017), genomics (Pasquetto, 

2018), ecology (Clavero et al., 2022), and medicine (Jourdain, 2021). Furthermore, the very concept of open data 

can be weaponized in politicized debates (Levy & Johns, 2016), with partisans in legislative bodies using the 

perceived non-partisan value of scientific transparency and open data to advance their political agendas. At the same 

time, the open data requirements are worded, perhaps purposefully, to be impossible to satisfy due to technical 

infeasibility, lack of resources, or missing privacy, security, and confidentiality exceptions.  

Open data facilitate data reuse, defined as the “usage of a dataset by someone other than the data creator” (Pasquetto 

et al., 2017). Various studies examine who searches for open data, why they do so, and how they reuse data. Most 

studies focus on academic data reuse practices using data access requests (Coady et al., 2017; Federer, 2019), 

surveys (Curty et al., 2017; Faniel et al., 2016; Gregory et al., 2020; Tenopir et al., 2011; Yoon & Kim, 2017), and 

published data citation metrics (Fan et al., 2022; Huang et al., 2015; Khan et al., 2019; Lafia et al., 2023; Park et al., 

2018; Peters et al., 2017; Piwowar & Vision, 2013; Robinson-Garcia et al., 2017). 

Several types of data reuse have been identified, including:  

● Comparative data reuse: Data are reused for ground-truthing, calibration, comparison, and confirmation 
(Pasquetto et al., 2019). 

● Integrative data reuse: Data are reused to answer new questions, identify patterns, perform meta-analyses, 

or develop new statistical methods (Pasquetto et al., 2019; Thomer, 2022). 

● Reproducibility data reuse: Researchers reuse the same data and analysis methods to verify a study’s 
findings (Borgman, 2015; Federer, 2019; Pasquetto et al., 2017). 

● Infrastructural data reuse: Data are reused to populate a database or repository (Federer, 2019). 

● Educational data reuse: Data are reused for educational or instructional purposes (Thomer et al., 2023). 

Overwhelmingly, studies that measure the impact and outcome of open data are done by advocates of that 

infrastructure, leading to a potential for positive biases (Mayernik et al., 2017). Additionally, by focusing on 

academic impact, they often fail to consider reuses in educational or policy settings (Mayernik et al., 2017). 

Another group of studies examines the data practices within different disciplines (Borgman et al., 2015; Faniel et al., 

2013, 2020; Faniel & Yakel, 2017; Weber et al., 2013). The goal is to support repositories as they make design 

decisions to support these intended users (Faniel et al., 2020; Faniel & Yakel, 2017; Kansa, 2012). Repositories 

intending to serve broader communities have even greater user requirements to consider. The design choices and 

material forms of data schemas in repositories profoundly impact how “these systems play in the social settings in 

which they are used” (Thomer & Wickett, 2020). 

Climate Science and the Persistent Presence of Skeptics  
Climate science is one of many disciplines embracing open data; the Registry of Research Data Repositories lists 

131 repositories associated with the keywords “climate” or “climate change” (Re3data, 2014). The majority of 

climate research focuses on the drivers and effects of ACC, “a statistically significant variation in either the mean 
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state of the climate or in its variability, persisting for an extended period,” caused by human activity 

(VijayaVenkataRaman et al., 2012). Climate scientists use global climate models (GCMs) and simulations to make 

projections about the future climate (Edwards, 1999, 2010). As a scientific concept, ACC has reached a level of 

scientific consensus that most theories will never attain, with 99.99% of publishing scientists validating its existence 

(Powell, 2015). However, despite this relative certainty, ACC skepticism still permeates politics and popular culture, 

principally in white, conservative, male-dominated circles (McCright & Dunlap, 2011; Sharman, 2014). This 

skepticism could have disastrous consequences if it delays climate change mitigation and adaptation.  

At their most extreme, ACC skeptics use climate science’s reliance on models to dismiss the discipline and its 

findings as imaginary and politically motivated. In less extreme circumstances, they discover and report errors in 

climate data to spark debate and introduce additional uncertainty (Gramling, 2007), or they use and manipulate open 

climate data in direct service of their positions and beliefs (Lewandowsky et al., 2016). ACC skeptics use techniques 

such as data-dredging or p-hacking, both forms of data analysis misuse, to support their claims (Nissen et al., 2016). 

Lewandowsky et al. performed a blind expert test on multiple contrarian claims about climate data and found them 

all to be misleading (Lewandowsky et al., 2016). Skeptics present their findings as having the same legitimacy as the 

research of thousands of climate scientists. Frank Fischer studied how climate science skeptics interpret scientific 

studies, noting that fact-checking and scientific literacy is insufficient in changing their minds; instead, researchers 

need to look deeper at how climate skepticism is culturally and historically situated (Fischer, 2019). 

METHODS 
To gain insights into the data practices of ACC skeptics, we conducted an investigative digital ethnography that 

combines methods from digital ethnography (Boellstorff, 2012; Coleman, 2010, 2012; Hine, 2000; Krafft & 

Donovan, 2020; Panofsky & Donovan, 2019; Pink et al., 2015) and investigative journalism (Silverman, 2020). The 

overall process for conducting an investigative digital ethnography involves identifying relevant topics and artifacts, 

ascertaining the media ecosystem and influencers, creating a monitoring environment and strategy, auditing 

assumptions, and analyzing findings (Friedberg, 2020). Following conventional digital ethnography methods, we 

account for the infrastructures that afford these data practices (Pink et al., 2015). We contextualize these as 

knowledge infrastructures that are “robust networks of people, artifacts, and institutions that generate, share, and 

maintain specific knowledge about the human and natural worlds” (Edwards, 2010). 

Initially, we created social media accounts on Reddit, Twitter, and YouTube and seeded these accounts by following 

popular ACC organizations and influencers identified from the DeSmog Disinformation Database (Lay, 2022). We 

then engaged with platform affordances, such as viewing, liking, and reposting content, to influence 

recommendation algorithms and expand the monitoring environment. The recommendation algorithms suggested 

new accounts to follow through algorithmic-assisted snowball sampling. The final monitoring environment included 

40 Twitter accounts, four Facebook groups, two subreddits, and five YouTube channels.  

The data collection period lasted from September 2021 through November 2021, totaling 75 hours. When open data 

were discussed or reused, we archived the webpage. If posts linked to blogs or organizations that mentioned open 

data, those websites and subsequent comments were archived. YouTube videos were transcribed. Daily memos were 

written during the data collection and analysis periods. In total, 189 articles and posts were archived, 17 screenshots 

were taken, and 19 pages of memos were written. 

All the data artifacts were uploaded into NVivo for qualitative coding in January 2022. We synthesized themes 

across the data using grounded theory (Glaser & Strauss, 1967) adapted for social media analysis (Postill & Pink, 

2012), inductively coding the data for emergent themes. While doing this, we compiled lists of data reusers, 

instances of dataset reuse, analytical tools mentioned by reusers and so on. These themes were then coded into 

higher-level concepts, constructing theories grounded in the data (Charmaz, 2014). We then organized our findings 

about ACC skeptics’ data practices according to the USGS DLM primary model elements to compare these 

contrarian practices to normative data practices (Faundeen et al., 2014). We chose this model because it highlights 

the relationship between data management activities and research project workflows, allowing us to focus on how 

ACC skeptics interact with data repositories and manage their data. Moreover, the model is designed for types of 

data that ACC skeptics are likely to reuse (e.g., from the earth and environmental sciences). The primary data life 

cycle stages include plan, acquire, process, analyze, preserve, and publish/share. Within the analyze concept, we 

additionally coded for the way in which data was reused for analysis, for instance, comparative or integrative as 

appropriate (Pasquetto et al., 2019; Thomer, 2022). If instances of data reuse did not fit within these categories, new 

codes were created.  

FINDINGS 
The ACC Skeptic Community   
Across platforms, we observed 77 data reusers posting on their social media accounts, authoring blog posts, and 

creating websites. Notably, the majority of identifiable influencers in this contrarian community are conservative, 
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white, male, and over 50. Influencers are predominantly located in the United States, Canada, Australia, and 

England. Some of them have direct ties to the oil, gas, and coal industries as well as the tobacco industry. Three of 

the individuals were part of the Trump Administration, working in various agencies such as the Environmental 

Protection Agency (EPA), National Security Council (NSC), National Oceanic and Atmospheric Administration 

(NOAA), and White House Office of Science and Technology Policy (OSTP). 

Generally, reusers are highly educated, many stating they have PhDs. They claim expertise in a wide range of 

disciplines, including aerospace engineering, atmospheric science, chemistry, climatology, economics, forestry, 

geography, geophysical science, hydrology, meteorology, modern history, philosophy, physics, and political science. 

We observed an overlap between ACC skeptics and anti-vaxxers, anti-maskers, and skeptics of the 2020 U.S. 

presidential election results. Though here we focus on their analysis of climate data, we also found that they apply 

their data literacy to other public datasets, including 2020 U.S. presidential election data, as well as COVID-19 data. 

Plan & Acquire   
While the USGS DLM’s lifecycle begins with planning work, we did not find that our users’ planned their projects 

publicly online. Instead, the majority of early lifecycle discussions focused on the acquisition and evaluation of 

public data and data repositories.  

What Data do ACC Skeptics Reuse? 
We observed ACC skeptics reuse 61 datasets (Figure 1) from 45 data repositories; of these, ACC skeptics most 

frequently reuse observational datasets about temperature because the core assumption of ACC rests on the idea that 

global temperatures are increasing. As a result, skeptics often rely on observational temperature datasets to challenge 

this assertion and attempt to undermine it in various ways. The top five most reused datasets are as follows:  

● HadCRUT from the Met Office Hadley Centre and the Climatic Research Unit (CRU) (found in 24 
documents) (Brohan et al., 2006; Morice et al., 2012, 2021). HadCRUT combines a sea surface temperature 

(SST) dataset and a land surface air temperature dataset. Often, skeptics state that these data are less 

trustworthy because of CRU’s involvement with Climategate, a controversy where an ACC skeptic 

published hacked emails from CRU and cited them as evidence that climate scientists had manipulated data 

to make global warming appear worse (Leiserowitz et al., 2013). 

● Global Temperature Report from The University of Alabama in Huntsville Earth System Science Center 

(found in 13 documents) (Christy & Spencer, 2022). Two ACC skeptics, John R. Christy, and Roy W. 

Spencer, created this dataset. This global temperature dataset is derived from NOAA’s TIROS-N satellite 

microwave data and shows less extreme increases in temperature than similar datasets. 

● Goddard Institute for Space Studies Surface Temperature (GISTEMP) Analysis Dataset from NASA (found 
in nine documents) (GISTEMP Team, 2022). GISTEMP is comparable to the HadCRUT dataset in 

combining a land-surface air temperature dataset and an SST dataset to create a global temperature dataset, 

and the two are often compared.  

● Global Historical Climatology Network monthly (GHCNm) Dataset from NOAA’s National Center for 

Environmental Information (NCEI) (found in eight documents) (Menne et al., 2018). This dataset provides 

monthly climate summaries from stations around the world. Climate skeptics critique this dataset saying 

data are skewed due to urbanization and homogenization.  

An additional 15 temperature datasets are found in the sample (see the supplementary material for the complete list).  

Two datasets are reused in six documents, tying each other for the fifth most reused dataset. Unlike the previous four 

datasets, neither are temperature datasets. They include:   

● NOAA’s Global Monitoring Laboratory (GML) Earth - System Research Laboratories Monthly Average 
Mauna Loa CO2 (Tans & Keeling, 2022). This dataset shows monthly mean measurements of atmospheric 

CO2 at the Mauna Loa Observatory in Hawaii. Skeptics use this dataset to examine trends in CO2 and test 

for correlation with other variables. There is one other CO2 dataset in the sample. 

● National Snow & Ice Data Center’s Multisensor Analyzed Sea Ice Extent – Northern Hemisphere (MASIE-

NH) (U.S. National Ice Center & NSIDC, 2010). MASIE-NH provides a graphical view of sea ice extent. 

Skeptics use this dataset to explore trends in sea ice over time, suggesting the cause of changes are 

exaggerated or seasonal. Three other sea ice datasets are in the sample.  

A related research topic to sea ice is the exploration of sea level trends, mainly arguing that the rate of sea level rise 

is not increasing. The sample included four sea-level datasets.  
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Another popular research topic is natural disaster rates, including fires, hurricanes, droughts, diseases, and 

associated climate-related death data. In this area of research, ten different datasets were reused. Skeptics commonly 

try to show that natural disaster rates are not increasing or attribute the observed disaster rate increase to changes in 

disaster categorization and reporting rates. 

Skeptics also suggest alternative causes of climate change. These potential climate change drivers include the sun, 

the ocean’s oscillations, and atmospheric water vapor. The sample contains five solar datasets examining sunspot 

numbers, total solar irradiance, and outgoing longwave radiation. Six datasets look at the ocean’s oscillations. Only 

one dataset records atmospheric water vapor.  

The last common research topic is investigations into the capabilities of fossil fuels and renewable energies. The 

sample contains seven energy datasets representing energy grid conditions, electricity production data, crude oil 

production, and fossil-fuel CO2 emissions. Quality of life data, like world development indicators or food 

production, are often used alongside fossil fuel usage to insinuate that quality of life has increased because of fossil 

fuels.  

Figure 1: Dataset reuse frequency in collected documents. Due to space constraints, we only list the top 5 most 

reused datasets; see the supplementary material for the complete list. Frequency is calculated as the number of 

documents the dataset appears in.  

How do ACC Skeptics Evaluate Data and Data Repositories? 
In this contrarian community, not all data are created equal; unadjusted or “raw” data are considered superior to all 

other forms of knowledge because they are the least affected by human subjectivity. By “raw,” skeptics refer to data 

directly collected from instruments with no additional processing, adjustments, homogenization, or manipulation. 

Overwhelmingly, ACC skeptics favored reusing observational data over other types of data. Climate science, as a 

discipline, relies on GCMs rather than observational data, which ACC skeptics prefer. Most of the observed ACC 

skeptics did not engage sophisticatedly with GCMs enough to demonstrate mainstream climate science literacy. 

Instead, they reject these models outright, considering them inferior to observational data. Observational data are 

thus often used to critique proxy data and climate model projections.  

Consequently, when acquiring data, some ACC skeptics closely examine data repositories, documentation, 

curatorial decisions, and scholarly products to find processing that has “contaminated” the raw data. For instance, in 

a Reddit post, a skeptic critiques the GHCNm dataset by directly quoting the dataset’s documentation (Menne et al., 

2018). 

“… in the introduction to the data (CDRP-ATBD-0859 Rev 1 GHCN-M Mean Temperature-v4.pdf) it 

states: ‘Data are collected from NOAA in situ networks as well as other national and international 

providers. They are subjected to a series of processes that combine data from various sources, perform 

quality control, homogeneity corrections, and output the data for customer access and permanent archive.’  

And their readme.txt from their ftp site says in the Introduction: ‘. . . The greatest difference from previous 

version is a greatly expanded set of stations based on the large data holdings in GHCN-Daily as well as 

data collected as part of the International Surface Temperature Initiative databank (ISTI; Rennie et al. 

2014).’ 
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So the data you get is different from the raw data version to version. Considering these data have been 

adjusted in the combined sources with obviously large changes up to Version #4…how would I know they 

haven’t been “adjusting” their data to better align with everyone else?” 

ACC skeptics also note when different versions of datasets will be removed or no longer supported actively by 

repositories and accuse repository staff of changing or removing data to support the theory of ACC. If available, 

they compare different versions of datasets to note changes using the Wayback Machine.  

In the most extreme cases of curatorial oversight, skeptics contact the data repository to question a dataset’s 

limitations and intended uses. For instance, one ACC skeptic discusses repository employees by name from the 

Centre for Research on Epidemiology of Disasters EM-DATA International Disaster Database, accusing them of 

endorsing a publication that contradicts the data’s recommended use. Within the blog post, the author includes 

correspondence with repository employees. 

Even when ACC skeptics are not accusing repositories of intentionally altering data for political purposes, they often 

analyze curatorial decisions and documentation for their own reuse. For example, the website Climate4You 

compares differences in sea surface temperature (SST) using two different datasets, HadSST3 and UAHv6 and notes 

how changes in curatorial activities in both datasets affect their analysis. However, not all ACC skeptics adhere to 

appropriate data usage and documentation provided by data repositories in their analyses. For instance, the NSIDC 

recommends against using the MASIE-NH dataset to compare sea ice trends over time, suggesting instead using the 

NSIDC Sea Ice Index on a monthly, not daily, basis. Nevertheless, despite the repository’s recommendations, Ron 

Clutz compares MASIE-NH data on specific days in different years in a Science Matters blog post. 

Process    
In the USGS DLM, the next lifecycle phase is processing: this includes data cleaning, data element definition, 

dataset integration, and calibration to prepare data for analysis. We found limited descriptions of data processing by 

ACC skeptics for perhaps two compounding reasons. Firstly, many data reusers did not publicly publish or write 

about their data processing activities. Secondly, as shown in the acquire step, skeptics often disparage any data 

processing that researchers or repositories carry out on the data, valorizing “raw” data. When ACC skeptics’ data 

processing activities are made public, they often are not extensive, perhaps because of these beliefs. 

That said, one common act of processing is converting data files to make them more accessible and computable in 

spreadsheets. Zoe Phin typically uses more accessible files in her published data reuse blog posts, but does not 

always convert data files for her own work. For instance, when examining albedo data she uses the netCDF file 

provided by NASA Earth Data. However, when sharing data with others in her comments, she converts the original 

netCDF file to a plain text file for ease of access by less technical users. Nowadays, data repositories often provide 

various file formats, including CSV and TXT files, making the need to convert file formats unnecessary. For 

example, in a CO2Science blog post, the author uses the HADCRUT CSV version of the dataset over the netCDF 

version, along with the TXT file of CO2 data from NASA.  

Analyze  
In the USGS DLM, analyze encompasses the activities undertaken by ACC skeptics as they explore and interpret the 

data they have selected, ultimately drawing their conclusions.  

We separate analytical activities into the data reuse typology discussed in the literature review and methods section, 

which includes comparative or integrative data reuse. We found instances of comparative and integrative reuse 

(Pasquetto et al., 2019; Thomer, 2022). We additionally observed a new kind of data reuse which we call quality 

assessment reuse. We describe each of these below. 

Integrative data reuse entails reusing data for new analyses to “identify patterns, correlations, or causal 

relationships” (Pasquetto et al., 2019). Integrative data reuse can include meta-analyses or novel statistical analyses. 

Within the ACC skepticism community, integrative data reuse is widespread and includes identifying patterns in 

observational data and testing for correlation between variables. ACC skeptics use observational data to identify 

trends in temperature, CO2 levels, sea ice area, sea-level rise, and natural disasters. Many of their findings directly 

contradict the scientific consensus: global temperature is cooling, sea ice size is increasing, or natural disaster rates 

are decreasing. Others assert that there are no identifiable trends in these variables. Others admit to identifiable and 

even statistically significant trends that support the scientific consensus but assert that they cannot be attributed to 

anthropogenic CO2 emissions. Finally, some evaluate the dataset and conclude that the data are flawed and 

unreliable due to changes in measurement practices or other perceived errors. These options lead to the almost 

inevitable contradiction of the scientific consensus regardless of the data used.  

Comparative data reuse consists of reusing data “to assess similarities and differences for purposes such as ground-

truthing, calibration, and experimental controls” (Pasquetto et al., 2019). Comparative data reuse within the ACC 
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skepticism community includes using observational data to evaluate model projections and proxy data. It also 

encompasses the comparison of similar datasets from different organizations or different versions of the same 

dataset. For instance, observational data are often used to test other types of what ACC skeptics perceive as inferior 

data, like climate model outputs and proxy measurements for temperature and CO2. One skeptic described 

observational data as “ground truth data” or “information provided by direct observation as opposed to information 

provided by inference.”  

Finally, ACC skeptics reuse data in a way that does not straightforwardly fit into existing typologies, which we call 

quality assessment data reuse. While similar to reuse for reproducibility, it is distinct because they are not trying to 

reproduce the findings of a publication; rather, they solely analyze the quality of a dataset. For instance, one 

contrarian site, surfacestations.org, run by Anthony Watts, organized volunteers to survey temperature stations to 

document “biases and errors through faulty siting, encroachments, or maintenance issues.” Even though Watts 

showed these biases and errors to be statistically insignificant, he continues to critique the GHCN dataset publicly. 

The ACC skeptic website Climate4You contains perhaps the best example of quality assessment reuse in our 

sample. The website contains a global temperature page, which analyzes five global temperature datasets in a 

multitude of ways, including linear and polynomial regression for different periods of time. Here we focus on one 

example of analysis, which the site calls testing for temporal stability or each dataset’s internal degree of stability 

over time. The site does this by “plotting the net change in their global temperature record” between the May 2008 

version of a dataset and the October 2021 version of the same dataset. By comparing the temporal stability of 

datasets, Climate4You asserts that,  

“…it is not possible to conclude which of the above five databases represents the best estimate on global 

temperature variations. The answer to this question remains elusive. All five databases are the result of 

much painstaking work, and they all represent admirable attempts towards establishing an estimate of 

recent global temperature changes. At the same time it should however be noted, that a temperature record 

which keeps on changing the past hardly can qualify as being correct.” 

Tools for Analysis 
Most skeptics rely on their own software, like Excel or R, to analyze data and create visualizations. Andy May, who 

analyzes data using R and Excel, states that “R makes it easy to do the calculation, but it is unsatisfying since we 

don’t get much understanding from running it or from the output.” This duplication of data analysis aligns with the 

skeptical values of teaching others how to reuse data and questioning assumptions behind analysis. 

Skeptics also take advantage of interactive data analysis tools provided by data repositories, ACC skeptics’ 

organizations, and agnostic groups (Figure 3). This means that skeptics are not solely reliant on official data analysis 

tools but have other options that provide additional flexibility and interoperability with various datasets. Wood for 

Trees is the most popular tool created by an ACC agnostic software engineer, hosting “C++ software tools for 

analysis and graphing of [historical climate] time series data, and an interactive graph generator where users can 

play with different ways of analyzing data.” The home page asserts that, 

“It’s not the place of this Web site (or anyone else) to tell you the answers, even if I could! This is just a 

tool to help you dig into the data to help you form your own opinions. Whatever you decide the most 

important thing is that you learned what the issues in analysis are and how to test your ideas against real 

data.” 

This statement reflects a mindset common in ACC skeptics that devalues expertise and emphasizes trusting one’s 

own data analysis. However, Clark follows this assertion with the following warning “with sharp tools comes great 

responsibility…beware of short, cherry-picked trends.” This is more guidance than skeptical tools offer. 

The main C++ program for Wood for Trees is the analysis tool that performs a variety of processes on time-series 

data formats before outputting the data to a format suitable for plotting with Gnuplot. The program can read a 

variety of datasets, including the major global temperature datasets, Mauna Loa CO2 monthly average, PDO index, 

AMO index, and NSIDC Sea Ice Index. Recently, Wood for Trees added the ability for linear least-squares 

regression. Still, Clark notes “that it can be fairly dangerous…depending on your preconceptions, by picking your 

start and end times carefully, you can now ‘prove’ whatever you want with temperature trends.” This affordance, 

perhaps, contributes to its popularity with ACC skeptics.  

RimFrost.no and Sealevel.info are two other tools that provide interactive database visualization tools incorporating 

numerous open datasets. RimFrost.no, “a unique collection of essential climate info,” provides a tool to graphically 

represent thousands of datasets, including temperature data, ice data “CO2 emissions, CO2-in-the-air measurements, 

river discharge data, precipitation intensity data, glacier mass balances, ocean energy and ocean water levels, 

sunspot numbers, and skiing conditions.” Sealevel.info is a website created by an ACC skeptic to provide a similar 
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tool as Wood for Trees but for sea-level data. The “spreadsheets…consolidate data from NOAA, PSMSL, and other 

sources to simplify examination of tide-gauge data for long term sea-level trend analysis.”  

The seven other data analysis tools are associated with specific data repositories or governmental agencies. 

Generally, these have more limitations than the tools above, only including data from their own repository. The most 

used of these is NSIDC’s Charctic Interactive Sea Ice Graph, which visualizes the Arctic and Antarctic yearly 

seasonal cycles of sea ice extent beginning in 1979, which is the start of the satellite record.  

 

Figure 3: Frequency of interactive database visualization tool use in collected documents. Frequency is 

calculated as the number of documents the tool is used in.  

Preserve  
The preserve stage of the USGS DLM involves activities related to storing data for long-term use and accessibility. 

This includes creating documentation and metadata, using accessible storage file formats, and creating 

supplementary products for preservation. 

Many skeptical organizations utilize data to populate their websites and databases, providing convenient access to 

data in one location. When datasets are shared, application-neutral storage formats such as CSV files are commonly 

used. For example, Wood for Trees provides “raw” data in tabular plain-text files accompanied by metadata. The 

metadata in the file includes information on who processed the data (e.g., www.woodfortrees.org), the original 

source of the data (e.g., NASA Goddard Institute for Space Studies), a link to the original data (e.g., 

data.giss.nasa.gov/gistemp), the file name (e.g., GLB.Ts.txt), and a brief description of the data (e.g., Time series 

(gistemp) from 1880 to 2023.08). Other websites’ file formats are more diverse. For instance, SeaLevel.info 

provides JSON files with extensive metadata, copies of NOAA’s data in CSV files, spreadsheets of tabulated data in 

Microsoft Excel HTML format, and documentation for metadata in plain-text files. 

Other websites and groups, such as Climate4You and Going Green Canada, rely on data repositories only providing 

links to publicly-available datasets without creating their own databases. They often choose to provide links to the 

documentation of these datasets to promote further understanding of the data. However, relying on these data 

repositories for data preservation means that any changes made by the official organization can affect the 
availability of data. Data and documentation may be moved to different sites, such as when many NOAA datasets 

were moved from NCDC to NCEI. In other cases, data repositories may remove certain datasets due to errors, newer 

versions, or administrative changes. As a result, links to datasets and documentation on these sites may occasionally 

be dead as site managers fail to update the links. 

Publish/Share 
In the USGS DLM, activities in the publish/share phase conventionally include the publication of findings in peer-

reviewed journals as well as the distribution of data online. However, within the sample, ACC skeptics, with one 

exception, never published in peer-reviewed journals. Instead, they post their findings in blog posts, skeptical 

conferences, and on social media.  

Frequently blog posts with data reuse cases have extremely long comment sections, reaching up to hundreds of 

pages. Commenters include ACC skeptics and some non-skeptics, although their specific stance on the issue is often 

difficult to determine. When errors are pointed out that the data reuser agrees with, the work is frequently changed. 

For instance, one skeptic responds to an error in his figure by stating, “Thank you very much for finding my labeling 

error in Figure 10 that inadvertently switched the labels for land and deep ocean, ending up disagreeing with my 

http://www.woodfortrees.org/
http://www.woodfortrees.org/
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own calculations. I updated the PDF above to correct this error.” In a way, the comments section functions as peer 

review. Commenters provide constructive critique, and reusers revise their work accordingly.   

When discussing data sharing or publishing efforts, ACC skeptics emphasize the importance of involving more 

people in reusing climate data. If a commenter wants to reproduce work, the reuser will provide data, instructions, 

guidance, and in some cases, the code used. Very occasionally, data reusers refuse to provide data and code when 

asked for by commenters. One data reuser, Willis Eschenbach, states that the size of the data, along with their 

unwieldiness and lack of documentation, make them difficult to reuse. Instead, he would “MUCH rather do new and 

interesting research than spend time beating my code into usable shape.” While Eschenbach’s refusal may be due to 

flawed code or deliberate misuse, it seems just as likely that it results from the time commitment needed to make 

code understandable and reusable. However, he does provide the commenter with a folder with the basic functions 

he used. As another data reuser mentions in the comments of her blog post, “making small mistakes gets people 

involved. I think I’ll do it more often. I just made 2 more experts.” 

DISCUSSION 
ACC Skeptics’ Data Practices in Existing Lifecycle Models and Reuse Typologies  
ACC skeptics’ data practices align with those described by the USGS DLM in the sense that skeptics acquire, 

process, analyze, preserve, and publish/share data, often in that order. However, skeptics diverge from traditional 

researchers in their data evaluation, research goals, criteria for publishable findings, and publication outlets. First, 

very rarely do ACC skeptics collect their own data and thus are entirely reliant on data they find in open access 

repositories. Second, the end research goal of many ACC skeptics is to discredit data by finding alleged errors. 

Additionally, skeptics do not process their data to the extent that traditional researchers would, perhaps, in part 

because they view mainstream processing activities as contaminating “raw” data, potentially leading to biases. 

Furthermore, ACC skeptics rarely publish in peer-reviewed journals; instead, they often post or present their 

findings in blog posts, skeptical conferences, and on social media. 

Several studies have identified and categorized different types of scientific data reuse (Coady et al., 2017; Federer, 

2019; Gregory et al., 2020; Pasquetto et al., 2019). These typologies are based on the data reuse practices of typical 

data reusers, such as academic researchers. Do the data reuse types found in the ACC skepticism community fit 

within these typologies? Largely, the answer is yes, with some caveats. Within the ACC skepticism community, data 

reuse types can be broadly classified into integrative data reuse (Pasquetto et al., 2019), comparative data reuse 

(Pasquetto et al., 2019), quality assessment data reuse, and infrastructural data reuse (Federer, 2019).  

Integrative data reuse, as defined by Pasquetto et al. (2019), refers to the use of datasets for new analyses with the 

aim of identifying patterns, correlations, or causal relationships. Integrative reuse is widely observed within the 

ACC skepticism community, often involving the identification of patterns in observational data and testing for 

correlations between variables. However, it is a less common practice in the academic communities studied in the 

Pasquetto et al. paper. Pasquetto et al. argued that significant amounts of tacit knowledge are needed to facilitate 

effective integrative reuse; we speculate that because ACC skeptics are not performing integrative data reuse in the 

normative epistemological context of climate science, they do not share mainstream scientists’ qualms about 

integrating other people’s data. They do not consider tacit knowledge valid and do not require it for integrative 

reuse. Thus, integrative reuse is more common in ACC skeptic communities than in mainstream.  

Comparative data reuse entails the practice of utilizing data to assess similarities and differences for various 

purposes, such as ground-truthing, calibration, and experimental controls (Pasquetto et al., 2019). Pasquetto et al. 

found comparative reuse to be common in the academic communities they studied; we similarly found that 

comparative data reuse is a prevalent and routine practice within the ACC skepticism community. Skeptics use 

observational data to evaluate model projections and proxy data, as well as to compare similar datasets from 

different organizations or different versions of the same dataset. 

We observed on type of data reuse not found in existing typologies. In quality assessment data reuse, skeptics 

analyze the quality of a dataset to identify flaws or weaknesses, as shown in tests for temporal stability or 

surfacestations.org surveys. This differs from quality assessment done by the mainstream climate science 

community, where the quality of their selected data is assessed prior to reuse. For mainstream climate scientists, this 

assessment is rarely the final public output of the reuse. Additionally, ACC skeptics often conduct these quality 

assessments solely to discredit the data and climate science in its entirety.   

Finally, we additionally observed instances of infrastructural data reuse, which involves reusing one or more 

datasets to populate a database or repository (Federer, 2019). ACC skeptics reuse datasets to populate databases on 

multiple sites, including Climate4You, Sealevel.info, and CO2Science. They bring together datasets from various 

agencies and universities that are often siloed from one another into one accessible database. This serves a larger 

goal of creating an alternative knowledge infrastructure that mimics and takes advantage of climate science’s 
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mainstream knowledge infrastructure in an attempt to weaken it. We term this infrastructure a parasitic knowledge 

infrastructure that builds on the back of the mainstream climate science knowledge infrastructure (Wofford, 2022). 

A parasitic knowledge infrastructure generates, shares, and maintains its knowledge using components of another 

knowledge infrastructure while simultaneously weakening that infrastructure it relies upon. The “hypertransparency 

[of] open data, open code, commodity software tools, and alternative publication venues” allows skeptics to 

selectively use these artifacts (Edwards, 2019, p. 21). 

Implications for Data Repositories   
Our findings show that ACC skeptics frequently evaluate and interact with data repositories. Data will inevitably be 

reused in ways repositories do not anticipate and, perhaps, do not agree with. This will be difficult, if not impossible, 

to avoid through any act of design or curation. Nonetheless, our study has implications for repositories in dealing 

with contrarian reusers. While these implications primarily apply to scientific data repositories, they may also hold 

relevance for other contexts, disciplines, or data types. Future research is needed to investigate the interactions 

between contrarian communities and different types of data repositories.  

First, repositories must consider how they might handle the misuse of data and develop policies accordingly. 

Throughout our work, we have struggled with how to characterize ACC skeptics’ use of data. The reusers we 

observed would not consider their work misuse of data, but certainly, many (if not all) mainstream scientists and 

data curators see ACC skeptic’s practices as inappropriate or flawed. Data repositories and curators are likely not in 

a position to act as arbiters for truth, but it is essential to recognize that repositories, like all technologies, are not 

neutral. Curatorial policies have the power to shape not just data reuse but public perceptions of scholarship. 

Second, it is crucial to recognize that trust in a repository, its curators, and its data are not guaranteed. In fact, certain 

communities of reusers will come to a repository with high degrees of distrust. This distrust is not limited to 

contrarian communities. It may also be seen in other contexts, such as communities in cities expressing distrust in 

data collection and representation (Yoon & Copeland, 2020) or environmental justice groups distrusting federal data 

repositories due to perceived ties with polluting companies. Previous studies have linked more traditional data 

reusers’ trust in repositories with “organizational attributes, user communities (recommendations and frequent use), 

past experiences, repository processes (documentation, data cleaning, and quality checking), and users’ perception 

of the repository roles” (Yoon, 2014, p. 17). ACC skeptics bring up these factors when discussing their level of trust 

in repositories. Often data reusers lose trust in repositories due to validity errors or missing variables. Thorough and 

transparent documentation thus enhances trust and helps avoid violations in the first place (Yoon, 2017). However, 

even with increased documentation and decreased errors, it is unlikely that ACC skeptics would stop questioning 

and critiquing repositories. At the same time, these steps would give ACC skeptics less fodder for skepticism.  

Furthermore, data repositories should be designed with various potential user groups in mind, even if all reuse cases 

cannot be predicted. Different user groups will come to the repository with various levels of expertise and goals; 

subsequently, they will interact with the repository and data differently. Data and tools, even if not publicized, will 

be found by non-experts. Because of this, repositories should design tools that do not easily afford misuse, even, in 

some cases, at the expense of flexibility. Yoon et al. suggest using data intermediaries to empower prosocial 

communities with limited resources to build data literacy and capacity (2018). Data intermediaries are agents 

positioned between two other agents in a data supply-demand chain that facilitate the reuse of data (Schalkwyk et 

al., 2015; Yoon et al., 2018). In this case, however, data intermediaries could be used to understand how data are 

being reused and, with contrarian communities, to decrease the likelihood of data misuse.  

CONCLUSION AND FUTURE WORK  
This paper examines the data practices of one contrarian community of data reusers, ACC skeptics. These practices 

are made possible through the parasitic relationship that exists between the skeptics’ knowledge infrastructure and 

the mainstream climate science knowledge infrastructure and its increased openness. In future work, we will further 

develop the concept of parasitic knowledge infrastructures and how contrarian knowledge infrastructures can 

simultaneously rely on and weaken consensus-based knowledge infrastructures through this case study. Other 

research, soon to be published by our team, looks at how three different contrarian communities, pro-life activists, 

Young Earth Creations, and ACC skeptics, engage with scientific values and norms (e.g., objectivity), standards 

(e.g., uncertainty), validation processes (e.g., consensus), and artifacts (Pasquetto et al., 2023). Finally, we hope to 

see whether this parasitic relationship distinguishes skeptics’ knowledge practices from other forms of public-led 

epistemic practices, such as those seen in environmental justice groups. 
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