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Section S1 Supplemental empirical methods27

Section S1.1 Quantifying susceptibility to predation of different28

clones29

Our mesocosm experiment used nine genotypes of Daphnia dentifera that differed in feeding30

rates and susceptibility to infection by the parasite Metschnikowia bicuspidata: BD 05-42,31

BD 08-46(81), BD 19-64(73), CB 24-68, DW 22-58(84), DW 29-75, IL 14-43, ML 30-82,32

and ML 32-84. Clones with “BD” at the start are from Beaver Dam Lake, the “CB” clone33

is from Canvasback Lake, the “DW” clones are from Downing Lake, “IL” from Island Lake,34

and “ML” from Midland Lake; these lakes are in Greene and Sullivan Counties, Indiana.35

We quantified the susceptibility of these nine genotypes to predation by Chaoborus36

punctipennis. To do this, we reared individuals from each D. dentifera genotype at 20 °C.37

When they reached 8 days old, we placed individuals in 150 mL beakers filled with 100 mL38

of filtered lake water at densities of 1, 2, 5 or 10 animals/beaker. All individuals in a beaker39

were from the same genotype, and all individuals used in this study were uninfected (and40

had not been exposed to parasites). We placed a single 3rd or 4th instar C. punctipennis41

(collected from lakes in Indiana and starved 48 hours prior to the feeding trials) into each42

beaker. Beakers were kept in the dark at 20 °C for 16 hours, at which point the number43

of surviving D. dentifera was recorded. Susceptibility to predation was then quantified by44

estimating predator attack rates, as described in the multi-clone model section below.45

Section S1.2 Quantifying selectivity of predation of infected vs.46

uninfected prey47

We quantified the susceptibility of uninfected (susceptible) and infected D. dentifera indi-48

viduals to predation by Chaoborus punctipennis. This was part of a larger study on the49

effect of infection on host behavior; full results of that study will be reported elsewhere. To50

do this, we reared individuals of a single genotype (known as “Mid-37”, which comes from51

Midland Lake, Indiana) at 20 °C. All individuals were maintained at 20 °C under an 18:652

light:dark schedule. When the individuals were 9 days old, the population was split into53

a control population and an exposed population. For the control population, groups of 2054

individuals were transferred to 120 mL beakers with 100 mL of lake water. For the exposed55

population, groups of 20 individuals were transferred to 120 mL beakers and exposed to56

Metschnikowia bicuspidata spores at a dose of 200 spores per mL. Animals were moved to57

beakers with clean (spore-free) water after 24 hours. Every three days thereafter, animals58

were moved to beakers with clean water, taking care not to transfer any offspring.59

Beginning the day after infection, and every third day after that, beakers of 10 Daphnia60

from each population were exposed to a third or fourth instar Chaoborus. For the “control”61

treatment, all individuals in each beaker were from the control population (and therefore62

not exposed to parasites). For the “exposed” treatment, all individuals in each beaker were63

from the exposed population but not (yet) showing obvious signs of infection (especially asci64

in the hemolymph). For the “infected” treatment, all individuals in each beaker were from65
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the exposed population and showing visible signs of infection; because of delays between66

when individuals are exposed and when they develop asci, we did not have “infected”67

beakers until 10 days post-exposure. For the predation trials, beakers were kept in the68

dark at 20 °C for 15 hours, at which point the number of surviving D. dentifera was69

recorded. Susceptibility to predation was then quantified by estimating predator attack70

rates, as described in the multi-clone model section below.71

Section S1.3 Additional methods related to mesocosm experi-72

ment and genotyping73

Each tank received 70 individuals of the following clonal lines: BD 05-42, BD 08-46(81),74

BD 19-64(73), CB 24-68, DW 22-58(84), DW 29-75, IL 14-43, ML 30-82, and ML 32-75

84. These are the same genotypes that were used in the “Quantifying susceptibility to76

predation of different clones” experiment (above). Table S3 (below) contains estimates of77

the per spore susceptibility, feeding rates, and susceptibility to predation for each of these78

genotypes. These genotypes do not show a tradeoff between susceptibility to predation79

and susceptibility to parasitism (Figure S1a).80

Each of these genotypes was known to have a unique multilocus genotype using a set81

of microsatellites developed by Fox (2004) and that we have used in prior studies (Strauss82

et al., 2017). We were therefore able to genotype the individuals that were preserved in83

ethanol during our routine sampling, following the general methods outlined in Allen et al.84

(2010). We analyzed individuals that had been preserved on weeks 2, 6, and 9 to determine85

evolutionary changes in the population that resulted from shifts in clonal frequencies.86

Individuals were first rinsed in deionized water to remove ethanol. We then digested87

tissue and extracted DNA by incubating each individual in a 5% Chelex solution. This88

solution contained 0.8 g Chelex resin (200-400 mesh), 8 mL TE buffer, and 8 mL molecular-89

grade water. The Chelex solution was vortexed, then 150 µL was immediately pipetted90

into a sterile 1.5 mL microcentrifuge tube. A single Daphnia individual was added, then91

the tube was again briefly vortexed. Samples were then incubated at 50 °C for at least92

3 hours. We then raised the temperature to 99 degrees C for 10 minutes. Samples were93

then briefly vortexed at a low speed, then centrifuged at 8000 rpm for 2 mL. 70 µL of the94

supernatant was then pipetted to a new microcentrifuge tube and stored in the freezer95

until PCR.96

We then amplified four microsatellite loci using PCR, using primers that were designed97

by Fox (2004): Dgm106, Dgm109, Dgm112, and Dgm113. The genotypes we used in this98

study have unique microsatellite genotypes at these four loci. Each PCR reaction contained99

6 µL Qiagen multiplex PCR mastermix, 1.2 µL primer mix (2 mmol each), 3.8 µL ddH20,100

and 1 µL DNA sample. PCR was run on a SimpliAmp Thermal Cycler. Cycling was101

initiated with one cycle at 95 °C for 15 minutes, followed by 30 cycles (94 °C for 30 s,102

58 °C for 180 s, 72 °C for 90 s) and a final extension at 72 °C for 10 minutes. Amplified103

DNA was diluted (1 µl amplified DNA and 10 µl ddH20). Samples were sent to the Roy J.104

Carver Biotechnology Center at the University of Illinois Urbana-Champaign (Urbana, IL,105
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USA) for microsatellite fragment analysis. We called alleles using GeneMapper software106

(Version 5: Applied Biosystems, Foster City, CA, USA). Because the genotypes we used in107

this experiment had unique combinations of alleles at these four loci, we were able to use108

this information to assign each individual to one of the genotypes that we used to start109

the experiment.110

Section S2 Supplemental empirical results111

Section S2.1 Evolution in prey populations112

As stated in the results section in the main text, the mean susceptibility of the populations113

evolved over time via clonal selection. For mean susceptibility to parasitism, there was114

a significant effect of time (F1,71 = 112.0, p < 0.0001) and parasitism (F1,39 = 4.86, p =115

0.0334) but not of predation (F3,39 = 2.16, p = 0.1079). None of the interaction effects were116

significant (predation*parasitism: F3,39 = 1.52, p = 0.225; predation*time: F3,71 = 0.475,117

p = 0.701; parasitism*time: F1,71 = 0.135, p = 0.715) though the three way interaction118

was marginally significant (predation*parasitism*time: F3,71 = 2.18, p = 0.0979).119

For mean susceptibility to predation, there was a significant effect of time (F1,71 =120

17.06, p = 0.0001) and parasitism (F1,39 = 4.46, p = 0.0411) but not of predation (F3,39121

= 0.446, p = 0.7217). None of the two-way interaction effects were significant (preda-122

tion*parasitism: F3,39 = 0.283, p = 0.837; predation*time: F3,71 = 1.19, p = 0.319; par-123

asitism*time: F1,71 = 0.34, p = 0.562) though the three way interaction was significant124

(predation*parasitism*time: F3,71 = 5.499, p = 0.0019).125
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Table S1: Results of the pairwise comparison of total host density across the experiment for the different predator ×126

parasite treatments, using the emmeans package. The number indicates the predation level (0, 0.1, 0.5, or 1 Chaoborus127

predator per L). The two parasitism treatments are indicated by “No parasites” and “Parasites”. The 1 predator per L128

predation treatments with and without parasites did not differ significantly from one another. However, these highest129

predation treatments (that is, 1.0 predator per L with and without parasites) differed significantly from all of the other130

treatments; none of those other treatments differed significantly from one another. Put differently, every significant131

contrast involves one of the two 1 predator per L predation treatments being compared with something other than the132

other 1 predator per L predation treatment.133

Contrast Estimate SE df lower.CL upper.CL t.ratio p.value
0 Chaob No parasites - 0.1 Chaob No parasites 0.49 0.34 39 -0.6 1.59 1.44 0.834
0 Chaob No parasites - 0.5 Chaob No parasites 0.08 0.33 39 -0.97 1.12 0.23 1
0 Chaob No parasites - 1 Chaob No parasites 2.01 0.33 39 0.97 3.05 6.16 8.13E-06
0 Chaob No parasites - 0 Chaob Parasites 0.41 0.33 39 -0.63 1.46 1.27 0.904
0 Chaob No parasites - 0.1 Chaob Parasites 0.31 0.33 39 -0.74 1.35 0.95 0.979
0 Chaob No parasites - 0.5 Chaob Parasites 0.35 0.33 39 -0.69 1.4 1.08 0.957
0 Chaob No parasites - 1 Chaob Parasites 2.51 0.33 39 1.47 3.56 7.7 6.43E-08
0.1 Chaob No parasites - 0.5 Chaob No parasites -0.42 0.34 39 -1.51 0.68 -1.22 0.921
0.1 Chaob No parasites - 1 Chaob No parasites 1.52 0.34 39 0.42 2.61 4.43 0.002
0.1 Chaob No parasites - 0 Chaob Parasites -0.08 0.34 39 -1.17 1.02 -0.23 1
0.1 Chaob No parasites - 0.1 Chaob Parasites -0.18 0.34 39 -1.28 0.91 -0.54 0.999
0.1 Chaob No parasites - 0.5 Chaob Parasites -0.14 0.34 39 -1.23 0.96 -0.41 1
0.1 Chaob No parasites - 1 Chaob Parasites 2.02 0.34 39 0.93 3.12 5.9 1.83E-05
0.5 Chaob No parasites - 1 Chaob No parasites 1.93 0.33 39 0.89 2.98 5.93 1.69E-05
0.5 Chaob No parasites - 0 Chaob Parasites 0.34 0.33 39 -0.71 1.38 1.04 0.965
0.5 Chaob No parasites - 0.1 Chaob Parasites 0.23 0.33 39 -0.81 1.28 0.71 0.996
0.5 Chaob No parasites - 0.5 Chaob Parasites 0.28 0.33 39 -0.77 1.32 0.85 0.989
0.5 Chaob No parasites - 1 Chaob Parasites 2.44 0.33 39 1.39 3.48 7.47 1.31E-07
1 Chaob No parasites - 0 Chaob Parasites -1.6 0.33 39 -2.64 -0.55 -4.89 4.35E-04
1 Chaob No parasites - 0.1 Chaob Parasites -1.7 0.33 39 -2.75 -0.66 -5.21 1.59E-04
1 Chaob No parasites - 0.5 Chaob Parasites -1.66 0.33 39 -2.7 -0.61 -5.08 2.44E-04
1 Chaob No parasites - 1 Chaob Parasites 0.5 0.33 39 -0.54 1.55 1.54 0.781
0 Chaob Parasites - 0.1 Chaob Parasites -0.11 0.33 39 -1.15 0.94 -0.32 1
0 Chaob Parasites - 0.5 Chaob Parasites -0.06 0.33 39 -1.11 0.98 -0.19 1
0 Chaob Parasites - 1 Chaob Parasites 2.1 0.33 39 1.05 3.14 6.43 3.45E-06
0.1 Chaob Parasites - 0.5 Chaob Parasites 0.05 0.33 39 -1 1.09 0.14 1
0.1 Chaob Parasites - 1 Chaob Parasites 2.2 0.33 39 1.16 3.25 6.76 1.24E-06
0.5 Chaob Parasites - 1 Chaob Parasites 2.16 0.33 39 1.12 3.2 6.62 1.91E-06

134
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Section S3 Supplemental methods for models135

Section S3.1 Model assumptions136

The model given in equations (1.a-c) in the main text makes the following assumptions: (i)137

all spores are identical, regardless of which clone released them; (ii) all clones are equally138

exposed to the spores (which matches the experiment); (iii) the predators have a Type 1139

functional response; (iv) infected individuals release more spores if they die due to infection140

than if they die due to consumption by predators (because they have less time to develop141

within the host, as is supported by prior studies (Auld et al., 2014)); (v) susceptible and142

infected individuals have unequal uptake rates (which is supported by prior studies, e.g.,143

Penczykowski et al. (2022); Searle et al. (2016)); (vi) there is no recovery from infection,144

i.e., infection is lethal; (vii) predators have higher attack rates on infected individuals than145

susceptible individuals. The model includes the removal of liquid for destructive sampling,146

which occurs at rate λ, but we set λ = 0 in the model analyses because the removal rate147

is negligible; see below for details.148

Section S3.2 Estimating model parameter values149

Details about how each parameter value was estimated are given below. The values are150

summarized in Table S3.151

152

Clone reproduction rates, Gi: We cannot estimate the functions defining clonal re-153

production rates because we do not have estimates of the growth rates and competitive154

abilities for all nine genotypes. However, we do not need that information for our analyses.155

Specifically, our calculations of the basic reproduction number R0 and the reproduction156

number (R) are independent of the reproduction functions because we compute them us-157

ing the empirically measured prey densities. Also, the sensitivity of total prey density158

to predation (dN∗/dP ) can be computed without a parameterization of the reproduction159

rates, provided we make the reasonable assumption that the average per capita growth160

rate decreases with increased density; see Section S6 for details.161

162

Estimating predator attack rates on susceptible individuals, ai: Attack rates163

were estimated from the predation trials with different clones (Section Section S1.1) where164

predators were offered different numbers of uninfected individuals of a particular genotype.165

These experiments used all nine genotypes, but predators were only offered individuals from166

a single genotype at a time, as indicated in Section S1.1 above.167

Let S(t) be susceptible prey density at time t in a consumption experiment, T be the168

total length of the experiment, S(0) = S0 be the initial density, Se be the density eaten169

at the end of the experiment, and P be the predator density. We assume the predator170

has a Type 1 functional response, which means the change in prey density is given by the171

differential equation
dS

dt
= −aiSP where ai is the attack rate on susceptible individuals of172
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clone i. Solving this differential equation yields S(T ) = S0 exp(−aiPT ). This means that173

the density of prey eaten is given by174

Se = S0 − S(T ) = S0(1− exp(−aiPT )).

This derivation is a special case of the derivation for Type 2 functional responses originally175

derived in Royama (1971) and Rogers (1972) and reviewed in Rosenbaum and Rall (2018).176

The model was fit to the consumption data for clone i in the following way. The values of177

T and P are known quantities and the same across all replicates. Let n be the total number178

of replicates across all prey density treatments for clone i. At the end of the experiment,179

an individual prey is either dead or alive. Thus, the model is fit to the predation data180

using a likelihood function that assumes the data are binomially distributed. For replicate181

j, let S0,j denote the initial density and Se,j denote the observed number of prey eaten at182

the end of the experiment. For a given parameter âi and a given replicate, the expected183

number of eaten prey is Ŝe,j = S0,j(1− exp(−âiPT )). From this, the expected probability184

an individual is eaten in replicate j is ρ̂ = Ŝe,j/S0,j. Assuming a binomial distribution, the185

likelihood of the parameter ρ̂ given the data in all replicates is186

L(Se,1, ..., Se,n, S0,1, ..., S0,n|ρ̂) =
∏
j

c(S0,j, Se,j)(ρ̂)
Se,j(1− ρ̂)S0,j−Se,j (S1)

where c(S0,j, Se,j) denotes combinations of S0,j individuals taken Se,j at a time. The neg-187

ative log likelihood is188

NLL = −
∑
j

ln[c(S0,j, Se,j)] + Se,j ln(ρ̂) + (S0,j − Se,j) ln(1− ρ̂) (S2)

The negative log likelihood is maximized at the parameter value satisfying ∂NLL/∂ρ̂ = 0.189

Differentiating and rearranging terms yields190

0 = −
∑
j

Se,j/ρ̂+
∑
j

(S0,j − Se,j)/(1− ρ̂) (S3)

⇒ 0 = −(1− ρ̂)
∑
j

Se,j + ρ̂
∑
j

(S0,j − Se,j) (S4)

⇒ ρ̂ =
∑
j

Se,j

/∑
j

S0,j. (S5)

Substituting using ρ̂ = Ŝe,j/S0,j = 1 − exp(−âiPT ) and solving for âi yields the estimate191

for âi that maximizes the negative log likelihood,192

âi = − 1

PT
ln

(
1−

∑
j Se,j∑
j S0,j

)
(S6)
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Estimating predator attack rates on infected individuals, ωai: As explained above,193

we estimated predator attack rates on susceptible individuals of each clone (ai). We did not194

estimate predator attack rates on infected individuals of each clone. Instead, we assume195

(i) the attack rates on infected individuals of clone i are a multiplicative factor of the196

attack rates on the susceptible individuals of clone i and (ii) the multiplicative factor197

is the same for all Daphnia genotypes. This means that we assume the attack rates on198

infected individuals of clone i are ωai, where ω determines if infected individuals experience199

increased predation rates (ω > 1), equal predation rates (ω = 1), or reduced predation200

rates (ω < 1) relative to susceptible individuals.201

The factor ω was estimated from the predation trials with susceptible and infected202

individuals of the Mid 37 clone; see Section S1.2 for details. The predation trials measured203

the number of Daphnia (out of 10) that were consumed. We converted these values to204

the proportion of individuals killed (i.e., number killed divided by 10). Because we could205

not detect signs of infection until day 10, we classified the replicates based on two factors.206

Factor 1 was infection status, which includes three treatments: (i) “control”, meaning207

not exposed to spores, (ii) “exposed”, meaning exposed to spores, but showing no visible208

signs of infection under a dissecting microscope, and (iii) “infected”, meaning exposed to209

spores and showing visible signs of infection. Factor 2 was time block, which includes two210

treatments: (i) Block 1 is all measurements on days 1, 4, and 7 post exposure and (ii)211

Block 2 is all measurements on days 10 and 13 post exposure.212

The data was analyzed using a two-way ANOVA in R; see accompanying code. Infection213

status was a significant factor (F2,127 = 7.5, p < 0.001), time block was not (F1,127 = 0.76,214

p > 0.35), and there was no significant interaction (F1,127 = 0.53, p > 0.45). We used the215

Tukey-Kramer Method to perform a multiple comparison test of means between infection216

status treatments. The differences between the mean for “infection” and the means for “ex-217

posed” and “control” were statistically significant (estimated difference between infected218

and control: 0.22, 95% CI: 0.06-0.38, p = 0.004; estimated difference between infected and219

exposed: 0.21, 95% CI: 0.05-0.37, p = 0.006) whereas the difference between the means for220

“exposed” and “control” was not statistically significant (estimated difference: 0.011, 95%221

CI: -0.09-0.12, p > 0.95); see Table S2.222

We estimated ω using the data from the “control” and “infected” treatment. We did223

not use the data from the “exposed” treatment (exposed individuals who are not visibly224

infected) because our model does not include an exposed class and assumes all individuals225

are visibly infected immediately after infection. To estimate ω, we used equation (S6) to226

estimate the attack rates on susceptible and infected individuals,227

âS =
−1

PT
ln

(
1−

∑
j Ne,j∑
j N0,j

)
= 0.017/pred/hr (S7)

âI =
−1

PT
ln

(
1−

∑
j N

′
e,j∑

j N
′
0,j

)
= 0.043/pred/hr (S8)

where P = 1 individual is the number of predators in each replicate and T = 15 hours228
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is the length of the experiment. In the first equation, âS is the estimated attack rate on229

susceptible individuals, N0,j = 10 is the number of susceptible individuals at the start of230

replicate j, and Ne,j is the number of susceptible individuals eaten in replicate j. Similarly,231

in the second equation, âI is the estimated attack rate on visibly infected individuals, N ′
0,j =232

10 is the number of visibly infected individuals at the start of replicate j, and N ′
e,j is the233

number of visibly infected individuals eaten in replicate j. The values of
∑

j Ne,j/
∑

j N0,j234

and
∑

j N
′
e,j/
∑

j N
′
0,j are the mean fractions of susceptible (control) and visibly infected235

individuals eaten, respectively. The values for those fractions are listed under the category236

“mean” in Table S2.237

The ratio of the attack rates is âI/âS = 2.5. In addition, the difference between the at-238

tack rates is âI − âS = 0.0258/pred/hr. If we set the attack rates for infected individuals of239

clone i to âi+2.5, that would be a doubling of the attack rate for the clone most susceptible240

to predation (BD05-42) and a quadrupling of the attack rate for the clone least suscepti-241

ble to predation (CB24-68). Based on this and as a conservative estimate we set ω = 2,242

which means the attack rate on infected individuals is twice that of susceptible individuals.243

244

Table S2: Comparison of the mean fraction of individuals eaten during in the predation245

trials with susceptible and infected individuals of clone Mid 37. Groups were determined246

based on Tukey-Kramer Method comparisons; the differences between the mean for “infec-247

tion” and the means for “exposed” and “control” were statistically significant (estimated248

difference between infected and control: 0.22, 95% CI: 0.06-0.38, p = 0.004; estimated249

difference between infected and exposed: 0.21, 95% CI: 0.05-0.37, p = 0.006) whereas the250

difference between the means for “exposed” and “control” was not statistically significant251

(estimated difference: 0.011, 95% CI: -0.09-0.12, p > 0.95).252

Treatment Mean Group
Control 0.227 a
Exposed 0.24 a
Infected 0.475 b

253

254

255

Prey mortality rates, mi and µi: We assume all prey clones have the same disease-256

induced morality rate. Disease-induced mortality occurs approximately 20 days after ex-257

posure, so the mortality rate is estimated to be 0.05/day = 0.0021/hour. Uninfected258

individuals can live for multiple months, which means that the rate of mortality due to259

factors other than disease (mi) is much smaller. Consequently, we assume that the natural260

morality rate is negligibly small and set mi = 0.261

262

Liquid removal rate, λ: Liquid removal rate was 2L of 60L once per week. Thus, the263

average removal rate per hour is 2/60/7/24 hr−1 = 0.0001986 hr−1. This value is negligi-264

ble compared to the spore degradation rate (0.0083 hr−1) and prey mortality rate (0.0021265

hr−1). Consequently, we do not include it in our analyses.266

267

Prey filtering rates, fSi
and fIi: The filtering rates for susceptible individuals were268
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estimated in lab experiments (C.E. Cáceres and I. Menel, unpubl. data). Based on prior269

work on D. dentifera (Penczykowski et al., 2022; Searle et al., 2016), we assume that the270

filtering rates for infected individuals are half of the filtering rates for susceptible individ-271

uals (fIi = 0.5fSi
).272

273

Per spore probability of infection, pi: For the exposure experiments, each individual274

was put in 0.045L of lake water and exposed to a spore density of 200,000 spores/L for 24275

hours. We model spore density in the experiment using the differential equation276

dZ/dt = −fiSZ (S9)

where Z is the density of spores with initial condition Z(0) = 200, 000 spores/L, fi is277

the filtering rate of clone i in units of L/hr, and S = 1/0.045 indiv/L is the density of278

a single individual in 0.045L of lake water. The solution to the differential equation is279

Z(t) = Z(0) exp(−fiSt), with units of spores/L. This means that the density of spores280

consumed by the individual in 24 hours is281

Z(0)− Z(24) = Z(0)(1− exp(−fi24/0.045))spores/L. (S10)

The total number of spores taken up in 24 hours is computed by multiplying by 0.045L.282

If the fraction of infected individuals across replicates is Fi, then the per spore probability283

of infection is284

pi = Fi/ [Z(0)(1− exp(−fi24/0.045))0.045]︸ ︷︷ ︸
spores consumed

. (S11)

Table S4 shows the values used to compute pi.285

286

Genotype-specific spore yield (burst size), χi: Spore yield from infected prey was287

estimated in lab experiments (C.E. Cáceres and I. Menel, unpubl. data). The value of χi288

for genotype BD19-64 was not measured. Because of this, we used the average of the other289

genotypes for its value.290

291

Reduction in spore burst size, xi: We did not measure within-host proliferation of292

spores in this study. The model in Auld et al. (2014) was used to estimate the reduction293

in burst size for infected individuals that were consumed by predators. In that study, the294

within-host density of spores was modeled as dz/dt = r(1− z/σ) where r is the maximum295

exponential replication rate of spores, σ is the maximum burst size, and z(0) = z0 is the296

initial within-host density of spores. Thus, the within-host spore density is given by297

z(t) =
σz0e

rt

σ − z0 + z0ert
. (S12)

To use the model, we need to estimate r, z0 and σ for each clone. We note a few things298

about this. First, spore density will never reach the maximum burst size (σ) in finite299

time. Consequently, we do not want to use the measured burst sizes (χi) as the estimate300
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for σ to avoid underestimating the burst size for individuals that are not consumed by301

predators (P = 0 treatment). Second, the parameterized model and empirical data in302

Auld et al. (2014) show that spore density reaches half of its maximum value about 13303

days past exposure. Third, for the two different parasites studied in Auld et al. (2014),304

the estimated values of r were nearly identical.305

We estimated the values of r, z0 and σ for each clone in the following way. First, we306

assume the value of r was the same for all clones and set to the value (0.5/day = 0.0208/hr)307

estimated in Auld et al. (2014). Second, the values of z0 and σ were chosen such that (i)308

the within-host density of spores is half of its maximum on day 13 (i.e., hour 314) and309

(ii) the burst size for an infected individual that dies on day 20 (i.e., hour 480) is equal310

to the measured values of χi. The first condition was motivated by the data and model in311

Auld et al. (2014) (see previous paragraph). The second condition is consistent with our312

assumption that infected individuals die 20 days after exposure. The values of z0 and σ313

are given by solving the equations z(312) = σ/2 and z(480) = χi, which yields314

z0 =
χi(e

312r + e480r)

e480r(1 + e312r)
, σ =

χi(e
312r + e480r)

e480r
. (S13)

For an infected individual of clone i that dies at time T , the reduction in burst315

size is given by z(T )/χi. The average time to mortality in the absence of predators is316

T = 1/µi = 480 hours. Consistent with our model assumptions, z(480)/χi = 1, which317

means there is no reduction in spore burst size in the absence of predators. When preda-318

tors are present at density P , the average time to mortality for an infected individual of319

clone i is T = 1/(µi+ωaiP ). Thus, the reduction in spore burst size is xi = z(T )/χi where320

T = 1/(µi + ωaiP ). The estimates of z0, σ, and xi for all clones and predator density321

treatments are given in Table S5.322

323

Spore degradation rate, δ: The spore degradation rate is taken from Strauss et al.324

(2015). The value in that study is 0.2 day−1 = 0.0083 hr−1.325

326
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Table S3: Summary of estimated parameters values for all prey clones327

328

Parameter Prey Genotype
BD05-42 BD08-46(81) BD19-64(73) CB24-68 DW22-58(84) DW29-75 IL14-43 ML30-82 ML32-84

pi 5.54·10−4 5.64·10−4 0 5.25·10−4 6.88·10−4 5.77·10−4 1.17·10−3 8.58·10−4 4.93·10−4

fSi 1.44·10−4 1.74·10−4 9.94·10−5 1.552·10−4 2.46·10−4 2.65·10−4 1.54·10−4 5.8·10−5 2.78·10−4

fIi 7.2·10−5 8.7·10−5 4.97·10−5 7.76·10−5 1.23·10−4 1.33·10−4 7.7·10−5 2.9·10−5 1.39·10−4

µi 0.00208 0.00208 0.00208 0.00208 0.00208 0.00208 0.00208 0.00208 0.00208
ai 0.0197 0.0134 0.0116 0.0062 0.0144 0.0082 0.016 0.0157 0.0096
ω 2 2 2 2 2 2 2 2 2
χi 78231 36990 83034 † 70578 89909 146128 108163 41667 92610
xi for P = 0.1 0.047 0.1098 0.1501 0.4558 0.0937 0.2968 0.0741 0.0773 0.2213
xi for P = 0.5 0.004 0.0059 0.0071 0.0188 0.0055 0.0116 0.0049 0.005 0.0091
xi for P = 1 0.0026 0.0032 0.0035 0.0065 0.0030 0.0048 0.0028 0.0029 0.0041

329

† Value was not measured. Listed value is the average of the values for the other genotypes330

Parameter values are defined in Table 1 of the main text.331

The per spore probabilities of infection (pi) are computed in equation (S11)332

Filtering rates for infected individuals (fIi) are half of that for susceptible individuals (fSi)333

Attack rates (ai) are computed using equation (S6)334

Increase in attack rate for infected individuals (ω) is computed using equations (S7) and (S8)335

Reductions in burst size (xi) are computed using equations (S12) and (S13)336

337

Table S4: Values used to calculate per spore probabilities of infection338

339

Prey Genotype
BD05-42 BD08-46(81) BD19-64(73) CB24-68 DW22-58(84) DW29-75 IL14-43 ML30-82 ML32-84

Fraction infected (Fi) 0.3684 0.45 0 0.375 0.7619 0.6842 0.8333 0.2353 0.6111
Filtering rate (fSi) 1.44·10−4 1.74·10−4 9.94·10−5 1.55·10−4 2.46·10−4 2.65·10−4 1.54·10−4 5.8·10−5 2.78·10−4

Spores consumed (Z(0)− Z(24)) 665 798 465 714 1107 1186 710 274 1240
Infection probability (pi) 5.54·10−4 5.64·10−4 0 5.25·10−4 6.88·10−4 5.77·10−4 1.17·10−3 8.58·10−4 4.93·10−4

340

Values are computed using equations (S9)-(S11)341

342
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Table S5: Values used to calculate reduction in burst size for consumed infected individuals343

344

Prey Genotype
BD05-42 BD08-46(81) BD19-64(73) CB24-68 DW22-58(84) DW29-75 IL14-43 ML30-82 ML32-84

Estimated burst size (χi) 78231 36990 83034∗ 70578 89909 146128 108163 41667 92610
Maximum burst size (σi) 8.06·104 3.81·104 8.55·104 7.27·104 9.26·104 1.51·105 1.11·105 4.29·104 9.54·104
Initial density (z0) 121 57 128 109 139 226 167 64 143
Reduction for P = 0.1 (xi) 0.047 0.1098 0.1501 0.4558 0.0937 0.2968 0.0741 0.0773 0.2213
Reduction for P = 0.5 (xi) 0.004 0.0059 0.0071 0.0188 0.0055 0.0116 0.0049 0.005 0.0091
Reduction for P = 1 (xi) 0.0026 0.0032 0.0035 0.0065 0.0030 0.0048 0.0028 0.0029 0.0041

345

Values were computing using equations (S12) and (S13).346
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Section S3.3 Computing the parasite reproduction numbers347

The basic reproduction number (R0) and the reproduction number (R) are computed using348

the next generation matrix (NGM) (Van den Driessche and Watmough, 2008; Diekmann349

et al., 2010). The reproduction number is equal to the basic reproduction number whenever350

all individuals in the population are susceptible (i.e., N = S + I = S because I = 0).351

Throughout this section we assume loss due to volume removal is negligible (λ = 0).352

We start by giving the equations for R0 and R when we have measurements of total353

density (Ni) and infected density (Ii) for each clone. For a single-clone population with354

total density Ni, the basic reproduction number is355

R0,i(Ni) =
χi (mi + µi + ωxiaiP )

(mi + µi + ωaiP )

pifSi
Ni

(δ + fSi
Ni)

(S14)

The basic reproduction number for a multi-clone system with densities N1, ..., Nn is356

R0(N1, ..., Nn) =
∑
i

χi (mi + µi + ωxiaiP )

(mi + µi + ωaiP )

pifSi
Ni

(δ +
∑

j fSj
Nj)

. (S15)

The reproduction number is similarly computed to be357

R(N1, ..., Nn, I1, ..., In) =
∑
i

χi (mi + µi + ωxiaiP )

(mi + µi + ωaiP )

pifSi
(Ni − Ii)

(δ +
∑

j[fSj
(Nj − Ij) + fIjIj])

(S16)

where the densities of susceptible individuals are Si = Ni − Ii.358

To get the equations for R0 and R in equations (2.a) and (2.b) of the main text, we359

write the formulas in terms of the total density of all clones (N =
∑

i Ni), the total density360

of infected individuals (I =
∑

i Ii), and the clone frequencies (q1, ..., qn). In particular, the361

formulas for R0 and R are rewritten using Ni = piN , Ii = piI, and Si = pi(N − I). Note362

that equations (2.a) and (2.b) of the main text assume that the frequency distributions for363

susceptible individuals and infected individuals are the same.364

Section S4 Supplemental results for models365

Section S4.1 Partitioning effects of ecology and evolution on changes366

in R0 and R367

Motivation: Figure 2 shows that the calculated values of R0 and R changed between368

weeks 0 and 2. These changes are due to ecological changes (i.e., changes in prey den-369

sity) and evolutionary changes (i.e., changes in clone frequencies). Our goal here to assess370

whether changes in the values of R0 and R were primarily driven by ecological changes,371

evolutionary changes, or both.372

373

Method: We use the Geber Method (Hairston Jr et al., 2005) to partition the changes374

in R0 and R into contributions from ecological change (i.e., change in prey densities) and375
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contributions from evolutionary change (i.e., changes in clone frequencies). The formulas376

for the Geber Method are set up in the following way. Measurements are taken at time377

points t1, ..., tm. Let Ntk denote the total prey density at time tk, Itk denote the total378

density of infected individuals at time tk, and q⃗tk = (q1,tk , ..., qn,tk) denote the vector of379

clone frequencies at time tk. Following Hairston Jr et al. (2005), the contribution of380

ecological processes to changes in R0 is computed using the formula,381

∆eco(tk, tk+1) =
R0(Ntk+1

, q⃗tk)−R0(Ntk , q⃗tk)

2(tk+1 − tk)
+

R0(Ntk+1
, q⃗tk+1

)−R0(Ntk , q⃗tk+1
)

2(tk+1 − tk)
. (S17)

The contribution of evolutionary (i.e., changes in clone frequencies) to changes in R is382

computed using the formula,383

∆evo(tk, tk+1) =
R0(Ntk , q⃗tk+1

)−R0(Ntk , q⃗tk)

2(tk+1 − tk)
+

R0(Ntk+1
, q⃗tk+1

)−R0(Ntk+1
, q⃗tk)

2(tk+1 − tk)
. (S18)

The formulas for the contributions of ecological and evolutionary processes to changes in384

R are identical, except that all instances of R0(Ntk , q⃗tj) are replaced with R(Ntk , Itk , q⃗tj).385

The denominators of both formulas include tk+1 − tk to account for uneven inter-sampling386

times. Consequently, both formulas report the effects of ecology and evolution in terms of387

standardized rates.388

In the formulas, R0(Ntk , q⃗tk) are “real” values of R0 computed from the empirical den-389

sities and frequencies measured at the same time point. In comparison, R0(Ntk+1
, q⃗tk) and390

R0(Ntk , q⃗tk+1
) are hypothetical values of R0 computed from densities and frequencies mea-391

sured at different time points. Equation (S17) represents the effect of ecology because it392

computes the changes in R0 that would occur if the total prey density could change from393

Ntk to Ntk+1
, but the clone frequencies were held fixed at the values at the first time point394

(q⃗tk) or the second time point (q⃗tk+1
). Positive and negative values mean that changes in395

prey density caused R0 to increase and decrease, respectively. Likewise, equation (S18)396

represents the effect of evolution because it computes the changes in R0 that would occur397

if the clone frequencies could change from q⃗tk to q⃗tk+1
, but the total prey densities were398

held fixed at the values at the first time point (Ntk) or the second time point (Ntk+1
).399

Positive and negative values mean that changes in prey density caused R0 to increase and400

decrease, respectively. Ecological processes have larger effects than evolutionary processes401

when ∆eco is larger in magnitude than ∆evo, and vice versa.402

403

Results: We applied equations (S17) and (S18) to the values of R0 and R computed404

at weeks 0 and 2 of our experiment. We did not apply the equations to later weeks405

because the estimates of R0 and R may not be accurate due to changes in predator406

densities (which affects the parameter xi). The results are shown in Figure S3. Positive407

(∆eco > 0) and negative (∆eco < 0) values in Figure S3a,b mean the changes in prey408

densities caused R0 and R to increase and decrease, respectively. Positive (∆evo > 0)409

and negative (∆evo < 0) values in Figure S3c,d mean the changes in clone frequencies410
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caused R0 and R to increase and decrease, respectively. In Figure S3e,f, values above411

and below the dashed purple line imply that ecological processes have larger and smaller412

effects, respectively, than evolutionary processes.413

For the lower predation treatments, the increases in prey densities caused the values of414

R0 and R to increase (all dots of all shades of blue have positive values in Figure S3a,b).415

In addition, the effects of ecology were generally larger in magnitude than the effects of416

evolution (all dots of all shades of blue are above the dashed purple line in Figure S3e,f).417

The only exceptions are two replicates of the 0.5 predator/L treatment (one blue dot on418

and one blue dot below the purple line in Figure S3f).419

For the highest predation treatments, the changes inR0 andR were small in magnitude420

between weeks 0 and 2. As a consequence, the effects of changes in prey densities and421

changes in clone frequencies are also small in magnitude (all black dots are close to 0 in422

Figure S3a-d). Overall, this means that ecology and evolution had small effects of roughly423

similar magnitude on the changes in R0 and R in the highest predation treatment.424

To explore if our results were sensitive to the assumption that predators had higher425

attack rates on infected prey than susceptible prey, we computedR0 andR assuming ω = 1426

and applied the Geber Method equations (S17) and (S18). Figure S4 shows that the values427

ofR0 andR change in similar ways when predators are assumed to have equal attacks rates428

on susceptible and infected prey. In addition, Figure S5 shows that our results from the429

Geber Method are qualitatively unchanged. One important difference between the values430

of R0 in Figures 2 and S4 is that none of the values of R0 are below 1 when predators have431

equal attack rates on susceptible and infected prey (all points at week 0 above the purple432

line in Figure S4a). Because outbreaks did not occur in the highest predation treatments433

and the values of R0 are below 1 for those treatments when predators are assumed to434

have higher attack rates on infected prey, this is indirect support for the assumption that435

predators have higher predation rates on infected prey.436

Section S4.2 Healthy herds hypothesis: predictions about total437

prey density438

Motivation: The healthy herds hypothesis predicts that for a prey population that is439

suppressed by both a parasite and a predator, if regulation of the prey population by the440

parasite is greater than regulation by the predator, then predator removal can cause the441

prey population to decrease. In this case, the predator-prey interaction suppresses the442

parasite, which allows the prey population to remain at higher abundances than would be443

possible in the absence of the predator.444

Our experimental results do not allow us to determine if the above prediction applies445

to our system. This is because (i) the parasite went extinct in all of the highest predation446

treatments and (ii) the variation in Daphnia densities across the lower predation treatments447

is similar to the variation in Daphnia densities in each of the lower predation treatments.448

Here, we use the mathematical model to assess whether our parameter estimates provide449

indirect support for the above hypothesis.450
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451

Model and Approximations: We analyze a single-clone version of the multi-clone model452

(1.a-c) from the main text. We analyze a single-clone version of the model because an453

equivalent analysis of a multi-clone model would require a full parameterization of the454

reproduction functions for each clone (Gi), which we do not have. To facilitate the analysis,455

we convert the model from a SI form that tracks susceptible (S) and infected (I) prey456

densities to an NY form that tracks the total density of prey (N), infection prevalence457

(i.e., the proportion of infected prey, Y = I/N), and spore density (Z). The equation for458

infection prevalence is derived using the quotient rule from calculus: dY/dt = d(I/N)/dt =459

(1/N)(dI/dt)− (I/N)(dN/dt).460

The model equations are461

dN

dt
=

reproduction︷ ︸︸ ︷
Ng(N)

non-disease mortality︷ ︸︸ ︷
−mN −

predation︷ ︸︸ ︷
aS(1− Y )NP − aIY NP −

disease mortality︷ ︸︸ ︷
µY N

dY

dt
=

infection︷ ︸︸ ︷
pf(1− Y )Z −

non-disease & disease mortality︷ ︸︸ ︷
(m+ µ)Y −

predation︷ ︸︸ ︷
aIY P −Y

N

dN

dt

dZ

dt
=

shedding︷ ︸︸ ︷
(χµ+ χm+ χaIx(P )P )NY −

uptake︷ ︸︸ ︷
fNZ −

degradation︷︸︸︷
δZ

(S19)

The notation is similar to the clonal model from the main text with the key difference462

being that overlines denote values averaged across the population. In particular, g(N)463

is the per capita growth rate of the population (averaged across all clones); m is the464

average mortality rate due to causes other than disease and predation; aS and aI = ωaS465

are the average predation rates for susceptible and infected individuals, respectively; µ466

is the average mortality rate due to disease; pf is the average rate at which susceptible467

individuals become infected, which accounts for the differences in the filtering rates and468

probabilities of infection across clones; χm is the average excretion rate for individuals469

who die due to causes other than disease and predation; χµ and χaIx(P ) are the average470

excretion rates for individuals who die due to disease and predation, respectively; and f is471

the average filtering rate. To simplify the notation, the liquid removal rate (λ) has been472

absorbed into the non-disease mortality rates and the spore degradation rate. The average473

values are computed using the clonal frequencies, qi, ..., qn. For example, aI =
∑

i aIiqi and474

χµ =
∑

i χiµiqi. Specific choices for the frequencies are discussed later.475

We note the following about model (S19). First, all of the assumptions about the476

clonal model (1.a-c) in the main text also apply to model (S19) with one exception. The477

one exception is that model (S19) assumes susceptible and infected individuals have equal478

uptake rates. This assumption is necessary in order for the analytical calculations to remain479

tractable. Second, we assume the attack rates on infected individuals are twice the attack480

rates on susceptible individuals for all clones (ω = 2). To simplify the equations, we use481

the more condense notation aI = ωaS and χaIx(P ) = ωχaSx(P ). Third, the function g482

defines the growth of the population and accounts for intraspecific competition. We assume483
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g is a decreasing function, i.e., g′(N) < 0. We cannot parameterize the per capita growth484

rate function g(N) because we do not have estimates of the growth rates and competitive485

abilities for all of the prey clones.486

Fourth, the notation χaIx(P ) is used to explicitly denote that the release rate of infected487

individuals who are consumed by predators depends on predator density. In particular,488

the reduction in burst size for infected individuals of clone i that are consumed (xi) is489

computed by replacing the value of t in equation (S12) with the average lifespan of an490

infected individual, 1/(µi + ωaiP ), which yields491

xi(P ) =
1

χi

σiz0,i exp(r/[µi + aI,iP ])

σ − z0,i + z0,i exp(r/[µi + aI,iP ])
(S20)

where r is the maximum replication rate of spores within an infected individual (assumed492

to be the same for all clones) and for clone i, χi is the burst size of infected individuals493

that are not consumed, σi is the maximum burst size, µi is the disease-induced mortality494

rate, and aI,i is the predation attack rate on infected individuals.495

Finally, in the calculations that follow, it is useful to know that

dxi

dP
= −xi(P )

raI,i(σ − z0)

[σ − z0,i + z0,i exp(r/[µi + aI,iP ])] [aI,iP + µ]2
< 0. (S21)

Biologically, this means that increases in predator density cause greater decreases in the496

spore burst size of consumed infected individuals of clone i. This occurs because greater497

predator density means an infected individual is more likely to die sooner after infec-498

tion, which results in less time for within-host replication of the spores. Because in-499

creased predator density leads to decreased spore burst sizes of consumed infected indi-500

viduals for all clones, the average burst size for consumed infected individuals also de-501

creases with increased predator density. Said mathematically, dχaIx(P )/dP < 0 because502

χaIx(P ) =
∑

i χiaIixi(P )qi and the previous equation shows dxi(P )/dt < 0 for all i.503

504

Responses in total prey density to increased predator density: Let p∗ = (N∗, Y ∗, Z∗)505

be an equilibrium of model (S19) where the prey and parasite stably coexist. Our goal506

is to compute how the total population size at equilibrium, N∗, changes in response to507

increased predation (P ). We cannot directly compute the total population size at equilib-508

rium because we do not have estimates for the growth function g(N). Nonetheless, we can509

compute how the total prey population size at equilibrium changes as predator density is510

varied. This is done by computing the derivative ∂N∗/∂P . If ∂N∗/∂P is negative, then511

increased predator density results in lower prey density. This outcome does not support512

the healthy herds hypothesis because it suggests that prey density will be highest when the513

predator is absent. If ∂N∗/∂P is positive, then increased predator density results in higher514

prey density. This outcome supports the healthy herds hypothesis because it suggests that515

prey density will be lower when the predator is absent in comparison to when the predator516

is present.517

To compute the derivative, set all equations in model (S19) equal to zero and simplify518

the second equation using dN/dt = 0. Solving the dZ/dt equation for the equilibrium spore519
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density yields Z∗ = (χµ + χm + χaIx(P )P )N∗Y ∗/(fN∗ + m). Substituting Z∗ into the520

second equation and solving for the equilibrium infection prevalence, Y ∗, yields521

Y ∗ = 1− fN∗ + δ

N∗pf
· µ+m+ aIP

χµ+ χm+ χaIx(P )P
. (S22)

Substituting Y ∗ into the dN/dt equation yields522

0 = g(N∗)−m− aSP + (aSP − aIP − µ)

(
1− fN∗ + δ

N∗pf

µ+m+ aIP

χµ+ χm+ χaIx(P )P

)
. (S23)

Implicitly differentiating the equation with respect to P and solving for ∂N∗/∂P results in523

∂N∗

∂P
=

1

g′ + (aSP − aIP − µ)
(

µ+m+aIP

χµ+χm+χaIx(P )P

δ
pf(N∗)2

)×
[
aS(1− Y ) + aIY + (aSP − aIP − µ̄)

fN∗ + δ

pfN∗ · aI(χµ+ χm)− χaIx(P )(µ+m)

(χµ+ χm+ χaIx(P )P )2

−(aSP − aIP − µ)
fN∗ + δ

pfN∗
(m+ µ+ aIP )

(χmu+ χm+ χaIx(P )P )2
dχaIx(P )

dP
P

]
.

(S24)

With some algebraic manipulation, the equilibrium conditions dZ/dt = 0 and dY/dt = 0524

can be combined and rearranged to yield525

1 =
fN + δ

pfN
· m+ µ+ aIP + pfZ

χm+ χµ+ χaIx(P )P
. (S25)

Substituting into equation (S24) produces526
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∂N∗

∂P
=

Term 1︷ ︸︸ ︷
1

g′ + (aSP − aIP − µ)︸ ︷︷ ︸
Factor 1.1

(
µ+m+ aIP

χµ+ χm+ χaIx(P )P

δ

pf(N∗)2

)
︸ ︷︷ ︸

Factor 1.2

×

[ Term 2︷ ︸︸ ︷
aS(1− Y )+

Term 3︷︸︸︷
aIY +

Term 4︷ ︸︸ ︷
−aI ·

χµ+ χm

χµ+ χm+ χaIx(P )P︸ ︷︷ ︸
Factor 4.1

· µ− aSP + aIP

µ+m+ aIP + pfZ︸ ︷︷ ︸
Factor 4.2

+

Term 5︷ ︸︸ ︷
χaIx(P )(µ+m)

χµ+ χm+ χaIx(P )P︸ ︷︷ ︸
Factor 5.1

· µ− aSP + aIP

µ+m+ aIP + pfZ︸ ︷︷ ︸
Factor 5.2

+

Term 6︷ ︸︸ ︷
µ+m+ aIP

χµ+ χm+ χaIx(P )P︸ ︷︷ ︸
Factor 6.1

· µ− aSP + aIP

µ+m+ aIP + pfZ︸ ︷︷ ︸
Factor 6.2

dχaIx(P )

dP
P︸ ︷︷ ︸

Factor 6.3

]
.

(S26)

The magnitudes and signs of the factors and terms in equation (S26) are listed below.527

Term 1: Term 1 is likely to be negative in most systems for three reasons. First, g′528

is assumed to be negative. Second, Factor 1.2 is positive. Third, Factor 1.1 is likely to529

be negative in most systems. The reasoning is that Factor 1.1 can be written as (aSP −530

aIP − µ) = −(g(N)−m− aSP )/Y using the equilibrium condition dN/dt = 0. The sum531

g(N)−m−aSP is negative only if (i) prey density is sufficiently large such that g(N) ≈ 0,532

(ii) infection prevalence is very high (Y ≈ 1), and (iii) the predation rates for susceptible533

individuals are much larger than those for infected individuals (aS ≫ aI). Because these534

conditions are unlikely to be met in most empirical systems, we expect that Factor 1.1 will535

be negative. This results in Term 1 being negative.536

Term 2: Term 2 is positive. It is smaller in magnitude when predators have lower attack537

rates on susceptible individuals (smaller aS) and infection prevalence is high (Y closer to538

1).539

Term 3: Term 3 is positive. It is smaller in magnitude when predators have lower attack540

rates on infected individuals and infection prevalence is low (Y small).541

Term 4: Term 4 is always smaller in magnitude than aI and it is likely to be negative542

in most systems. The justification is the following. First, Factor 4.1 is positive and less543

than 1 (because the numerator is smaller than the denominator). Factor 4.1 is larger if544

infected individuals have smaller burst sizes (small x).545

Second, Factor 4.2 is smaller than 1 in magnitude and likely to be positive. To see this,546

use the equilibrium conditions dN/dt = 0 and 0 = dS/dt = Ng(N)−mN(1−Y )− aS(1−547

Y )NP − pfZN(1− Y ) to rewrite Factor 4.2 as548
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µ− aSP + aIP

µ+m+ aIP + pfZ
=

(g(N)−m− aSP )/Y

(g(N)−m(1− Y )− aSP (1− Y ))/Y + g(N)/(1− Y )−mN − aSP

(S27)

=
g(N)−m− aSP

g(N)−m− aSP + g(N)Y/(1− Y )
. (S28)

The text about Term 1 explains why the numerator and denominator are likely to be549

positive in most systems. Factor 4.2 must be smaller than 1 in magnitude because the550

numerator of the previous equation is smaller than the denominator.551

Term 5: Term 5 is likely to be positive in most systems. This is because Factor 5.1552

is positive and Factor 5.2 is likely to be positive in most systems (see explanation about553

Factor 4.2).554

Term 6: Term 6 is likely to be negative in most systems. This is because Factor 6.1 is555

positive, Factor 6.2 is likely to be positive in most systems (see explanation about Factor556

4.2), and Factor 6.3 is negative (see equation (S21) and surrounding text).557

558

Altogether, for most systems we expect µ − aSP + aIP > 0, which implies Term 1 is559

negative, Terms 2, 3, and 5 are positive, Term 6 is negative, and Term 4 is negative and560

smaller in magnitude than aI . In this case, the healthy herds hypothesis is supported, i.e.,561

equation (S26) is positive, only if Terms 4 and 6 are large in magnitude and Terms 1, 2,562

and 5 are small in magnitude.563

564

Responses in total prey density to increased spore density: To determine how565

equilibrium prey density is affected by the parasite, we compute how the equilibrium prey566

density, N∗, changes with increased spore density, Z∗. This is done by computing the567

derivatives568

dN∗

dZ∗ =
∂N∗

∂δ

/
∂Z∗

∂δ
(S29)

where ∂N∗

∂δ
and ∂Z∗

∂δ
define how the prey and spore equilibrium densities respond to small569

increases in the spore degradation rate. If ∂N∗/∂P is negative, then increased spore density570

results in lower prey density. If ∂N∗/∂P is positive, then increased spore density results571

in higher prey density.572

The derivative ∂N∗/∂δ is computed by implicitly differentiating equation (S23) and
solving, which yields

∂N∗

∂δ
=

1

g′ + (aSP − aIP − µ)
(

µ+m+aIP

χµ+χm+χaIx(P )P

δ
pf(N∗)2

)
︸ ︷︷ ︸

Factor 1

· aSP − aIP − µ

pfN∗︸ ︷︷ ︸
Factor 2

· µ+m+ aIP

χµ+ χm+ χaIx(P )P︸ ︷︷ ︸
Factor 3

.

(S30)

Factor 1 is expected to be negative in most systems; see the text about Term 1 for equation573

(S26). For the same reason, Factor 2 is expected to be negative for most systems. Factor574

3 is always positive. In total, we expect ∂N∗/∂δ to be positive for most systems.575
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The derivative ∂Z∗/∂δ is computed using the Jacobian-based framework developed by
Bender et al. (1984) and (Yodzis, 1988). Let J be the Jacobian of model (S19) and let M
denote the submatrix of the Jacobian where the third row and column have been removed.
After some straightforward algebraic manipulation, the derivative simplifies to

∂Z∗

∂δ
=

(
− ∂

∂δ

dZ

dt

)
(−1)3+3|M|

|J|
(S31)

=
−Z∗N∗g′(N∗)(pfZ∗ +m+ µ+ aIP )

|J|
< 0. (S32)

where |J| and |M| are the determinants of the Jacobian and the submatrix. The deter-576

minant of the Jacobian is negative, i.e., |J| < 0, because we assume the equilibrium is577

stable. We also assume g′ < 0. Consequently, ∂Z∗/∂δ is always negative and increased578

spore degradation always causes the equilibrium spore density to decrease.579

Combining the above, we predict that increases in equilibrium spore density will cause580

a decrease in prey density (dN∗/dZ∗ < 0) for most systems.581

582

Interpretation: All of the following results assume µ− aSP + aIP > 0. We expect this583

condition to be met in most systems. The only exceptions are systems where prey density584

is very close to its carrying capacity (g(N) ≈ 0), infection prevalence is very high (Y ≈ 1),585

and the predation rates for susceptible individuals are much larger than those for infected586

individuals (aS much larger than aI). In combination, this would mean that the predator587

and parasite suppress prey density to very low densities and most of the prey population588

is infected by the parasite; we expect this situation to be rare in natural systems. Thus,589

we focus on systems where µ− aSP + aIP > 0.590

Recall that total prey density increases with increased predator density (∂N∗/∂P > 0;591

equation (S26) positive) only if the negative Terms 4 and 6 are large in magnitude and the592

positive Terms 2, 3, and 5 are small in magnitude. From this, we predict that increased593

prey density with increased predator density is more likely to occur if594

(i) Predators have higher attack rates on infected individuals than susceptible individ-595

uals (aI > aS)596

(ii) Consumed individuals have smaller spore burst sizes (xi < 1) and spore burst size de-597

creases with increased predation (dχaix(P )/dP < 0). The latter means that infected598

individual life span decreases as predator density increases.599

(iii) Infection prevalence is low (Y closer to 0 rather than 1)600

Our results about responses to increased spore density (dN∗/dZ∗) show that increased601

spore density always causes prey density to decrease.602

Let us denote the presence and absence of predators and parasites using plus and603

minus signs. For example, N∗(−parasite,+predator) is the equilibrium prey density when604

the predator is present and the parasite is absent. Combining the above yields the following605

predictions about prey density in the presence/absence of parasites and predators.606
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First, consider systems where (i) predators have a sufficiently higher attack rate on607

infected prey than susceptible prey (aI > aS), (ii) consumed prey have sufficiently smaller608

burst sizes than prey that are not consumed (x < 1), and (iii) infection prevalence is609

sufficiently low (Y sufficiently small). Then, increased predator density increases prey610

density and increased parasite density decreases prey density. This means611

N∗(−parasite,−predator) > N∗(−parasite,+predator)

> N∗(+parasite,+predator) > N∗(+parasite,−predator)

(S33)

That is, prey density is highest in the absence of the predator and parasite, lower when612

only the predator is present, even lower when both the parasite and predator are present,613

and lowest when only the parasite is present. In this case, the healthy herds hypothesis is614

supported because predation causes an increase in prey density by reducing the suppressing615

effects of the parasite.616

Now consider systems where conditions (i)-(iii) are not met. In these systems, in-617

creased predator density decreases prey density and increased parasite density decreases618

prey density. This means619

N∗(−parasite,−predator) > N∗(+parasite,−predator) > N∗(+parasite,+predator)
(S34)

and

N∗(−parasite,−predator) > N∗(−parasite,+predator) > N∗(+parasite,+predator).
(S35)

That is, prey density is highest in the absence of the predator and parasite, lowest when620

the predator and parasite are both present, and intermediate when either the parasite or621

the predator is present. Note that without a complete parameterization of the prey growth622

function, g(N), we cannot determine if prey density is higher when only the predator is623

present or only the parasite is present. In this case, the healthy herds hypothesis is not624

supported because predation always causes a decrease in prey density.625

626

Predictions for empirical system: In order to make predictions about the D. denti-627

fera-M. bicuspidata-C. punctipennis system, we applied the above theory in the following628

way. We computed the sign of ∂N∗/∂P by evaluating the negative of the numerator of629

equation (S26). We only used the numerator because we cannot compute the denominator630

of equation (S26) without a parameterization for the prey growth rate, g(N). The negative631

sign was used to account for the fact that the denominator of equation (S26) is expected632

to be negative. Note that because the denominator of equation (S26) is always negative,633

equation (S26) only changes sign when the numerator of equation (S26) changes sign.634
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The average parameter values in equation (S26), i.e, parameter values with overlines,635

were computed by averaging the estimated parameter values for our system. Averages636

were computed using three different sets of frequencies: (i) equal frequencies for all prey637

clones, meaning qi = 1/9, (ii) the observed frequencies in the mesocosms in the “with638

parasites” treatment at week 9, and (iii) the observed frequencies in the mesocosms in the639

“no parasites” treatment at week 9. Because we do not know the equilibrium infection640

prevalence (Y ∗) for our system, we computed the sign of equation (S26) for all values641

of Y ∗ between 0 and 1. Note that Z∗ is determined by Y ∗ because dY/dt = 0 implies642

Z∗ = (m + µ + aIP )Y ∗/[pf(1 − Y ∗)]. This allows us to determine if the sign of equation643

(S26) is fixed or changes as equilibrium infection prevalence increases from low to high644

values.645

Figure S6 shows the relationships between the sign of ∂N∗/∂P and equilibrium infection646

prevalence (Y ∗). Positive values (parts of the curves above the dashed purple line) imply647

that increased predator density will lead to increases in total prey density. Negative values648

(parts of the curves below the dashed purple line) imply that increased predator density649

will lead to decreases in total prey density. As expected, all of the curves have negative650

slope because increased predator density leads to decreases in total prey density when651

infection prevalence is sufficiently high. With the exception of the treatment with zero652

predator density (lightest blue color), all curves are above zero for sufficiently low infection653

prevalence (all curves above dashed purple curve on the left side of each panel).654

We predict that the addition of the predator C. punctipennis will likely lead to de-655

creased density of D. dentifera. Our reasoning is the following. Figure S6 shows that656

increased predator density leads to increased total prey density only if equilibrium infec-657

tion prevalence is sufficiently low (curves above dashed purple line only on the left side658

of each panel). Here, “sufficiently low” means less than 5% because most of the curves659

become negative for Y ∗ > 0.05. For all replicates in the treatments with predator densities660

of 0/L, 0.1/L, and 0.5/L, infection prevalence was 10% or higher at the end of the experi-661

ment. This suggests that equilibrium infection prevalence is above 5% in those treatments.662

That in turn suggests that increasing predator density from 0/L to 0.5/L will decrease663

total prey density. Infection prevalence must eventually go to zero as predator density664

increases to larger values; this is a logical result and consistent with the observed zero in-665

fection prevalence in the treatments with predator densities of 1/L. Thus, we predict that666

the relationship between predator density and total prey density is u-shaped, where total667

prey density decreases as predator density increases from 0/L to 0.5/L and then total prey668

density increases for some range of predator densities between 0.5/L and 1/L. Because the669

magnitudes of the curves in Figure S6 are relatively small when they are above 0, we ex-670

pect only small increases in prey density as predator density increases from 0.5/L to 1/L.671

In total this means we expect the relationship between predator density and total prey672

density to be u-shaped, with the highest prey density occurring when predator density is673

zero.674

To explore if our results were sensitive to the assumption that predators had higher675

attack rates on infected prey than susceptible prey, we repeated the above analysis as-676

suming ω = 1. The results are shown in Figure S7. A key difference is that increased677

24



predation decreases prey density at all levels of predation and for any level of infection678

prevalence in the prey (all curves in Figure S7 below the dashed purple line). Thus, we679

predict that if predators have equal attack rates on susceptible and infected prey, then we680

expect a negative relationship between total Daphnia density and predator density, with681

the highest prey density occurring when predator density is zero.682

683

Effects of variation in resource availability: As noted in the main text, resource684

availability varied over time in our experiments. As explained below, our model suggests685

that variation in resource availability was unlikely to qualitatively affect our experimental686

results.687

Equation (S26) defines how equilibrium prey density responds to changes in predator688

density. In our model, variation in resource availability is realized as variation in the prey689

per capita growth rate, g(N). Variation in prey per capita growth rate would qualitatively690

alter our results only if equation (S26) were to change sign. Changes in the sign of equation691

(S26) require a change in the sign of either the numerator or denominator. The sign of the692

denominator of equation (S26) is unlikely to change with variation in prey growth rates693

because (i) for the high prey densities in our experiment, variation the prey growth rate694

will not alter the assumption that prey growth rate is a decreasing function of prey density,695

i.e, g′(N) < 0, and (ii) the other terms in the denominator of equation (S26) are negative.696

The sign of the numerator of equation (S26) could change as prey growth rates are varied.697

However, a change in sign would only occur if the variation in prey growth rates decreased698

prey densities to such low levels that infection prevalence dropped below 5% (see left side699

of each panel in Figure S6). Given that infection prevalence was greater than 10% at the700

end of the experiment, the variation in resources is unlikely to cause a large enough change701

in prey density that the infection prevalence drops by more than half. In total, our model702

suggests that the variation in prey per capita growth rates caused by variation in resource703

availability is unlikely to have affected the negative relationship between total prey density704

and parasite level.705

706

Connections with results in Packer et al. (2003): Here we show that sufficiently low707

infection prevalence is also a necessary condition for increased prey density with increased708

predation in the density-dependent direct transmission model on page 789 of Packer et al.709

(2003).710

After making the notation consistent with this paper, the total prey density for the711

Packer et al. (2003) model is712

N∗ = I∗ + S∗ =
(bS − aSP )(µ+ aIP )

β(aIP − bI)
+

µ+ aIP

β
(S36)

where bS and bI are the exponential reproduction rates of susceptible and infected individ-713

uals, aS and aI are the predator attack rates on susceptible and infected individual, µ is714

the disease-induced mortality rate, and β is the transmission parameter. The densities are715

positive only if aIP − bI > 0. Biologically, this means that the exponential reproduction716
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rate for infected individuals (bI) is less than the per capita mortality rate due to predation717

(aIP ).718

Differentiating the equation with respect to predator density, P , and algebraic simpli-
fication yields

∂N∗

∂P
=
−aS(µ+ aIP )

β(aIP − bI)
+

aI(bS − aSP )

β(aIP − bI)
− aII

∗

(aIP − bI)
+

aI
β

(S37)

=
−aS

aIP − bI
S∗ +

aI
µ+ aIP

I∗ − aI
aIP − bI

I∗ +
aI

µ+ aIP
S∗ (S38)

=N∗
(

−aS
aIP − bI

(1− Y ∗) +
aI

µ+ aIP
− aI

aIP − bI
Y ∗
)
. (S39)

The second term in the parentheses is positive and the first and third terms in the paren-719

theses are negative. If infection prevalence is sufficiently high (Y ∗ closer to 1), then the720

third term will be larger than the second term and the whole equation will be negative.721

Thus, increased prey density with increased predation (∂N∗/∂P > 0) is only possible if722

infection prevalence (Y ∗) is sufficiently low.723
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Figure S1: (a) The 9 genotypes used in this study spanned a wide range of susceptibility
to parasitism and predation, but there was no trade-off between susceptibility to these two
natural enemies. (b) Predation evolved over the course of the experiment but there was not
a clear relationship between predation treatment and overall predation susceptibility. (c)
Instead, populations that were exposed to parasites were not as resistant to the predation,
even though there is no trade-off. Error bars in b&c are standard error. The colors and
symbols in b are the same as for figures in the main text: light blue squares are 0 predators
per L, medium light blue circles are 0.1 predators per L, medium dark blue triangles are
0.5 predators per L, and black diamonds are 1.0 predators per L.
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Figure S2: Stage structure of the populations varied over time. Populations that experi-
enced high mortality (e.g., the highest predation treatment in the + parasite treatment)
were dominated by juveniles.
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Figure S3: Ecological processes had larger effects than evolutionary processes on changes
in parasite reproduction numbers between weeks 0 and 2. Top row: effect size of ecological
changes (i.e., changes in prey density) on R0 (left) and R (right); middle row: effect size
of evolutionary changes (i.e., changes in clone frequencies) on R0 (left) and R (right);
bottom row: ratio of the effect sizes of ecological and evolutionary changes on a base 10
logarithmic scale. Effect sizes for R0 and R0 were computed using equations (S17) and
(S18). Each point on the figure is one experimental replicate. Panels on the left show the
treatments without the parasite and those on the right show those with the parasite. In
the top row, positive and negative values indicate that changes in prey densities increased
and decreased the reproduction number, respectively. In the middle row, positive and
negative values indicate that changes in clone frequencies increased and decreased the
reproduction number, respectively. In the bottom row, values above the dashed purple
line indicate ecological changes had effects larger in magnitude than evolutionary changes
and values below the line indicate evolutionary changes had effects larger in magnitude
than evolutionary changes.
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Figure S4: Parasite’s basic reproduction number (R0) and reproduction number (R) when
calculated assuming the predator has equal attack rates on susceptible and infected prey
(ω = 1). Values of R0 and R were computed using equations (2.a) and (2.b), the estimated
parameter values with ω = 1, and the measures clone frequencies and prey densities at
weeks 0 and 2. Each point represents an estimated value of R0 and R for a particular
tank, with individual tanks connected by lines. The line coloring indicates the predation
treatment (lightest blue = no predation, darkest blue = highest predation).The dashed
line indicates R0 = R = 1.
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Figure S5: Predicted effects of ecological and evolutionary processes on changes in parasite
reproduction numbers between weeks 0 and 2, computed assuming predators have equal
attack rates on susceptible and infected prey (ω = 1). Top row: effect size of ecological
changes (i.e., changes in prey density) on R0 (left) and R (right); middle row: effect size
of evolutionary changes (i.e., changes in clone frequencies) on R0 (left) and R (right);
bottom row: ratio of the effect sizes of ecological and evolutionary changes on a base
10 logarithmic scale. Effect sizes for R0 and R0 were computed using equations (S17)
and (S18), where the values of R0 and R0 were computed assuming ω = 1; see Figure
S4. Each point on the figure is one experimental replicate. Panels on the left show the
treatments without the parasite and those on the right show those with the parasite. In
the top row, positive and negative values indicate that changes in prey densities increased
and decreased the reproduction number, respectively. In the middle row, positive and
negative values indicate that changes in clone frequencies increased and decreased the
reproduction number, respectively. In the bottom row, values above the dashed purple
line indicate ecological changes had effects larger in magnitude than evolutionary changes
and values below the line indicate evolutionary changes had effects larger in magnitude
than evolutionary changes.
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Figure S6: When predators have higher attack rates on infected individuals, for the
Daphnia system, we predict that increased predation leads to increased total prey den-
sity only if infection prevalence is sufficiently low. In all panels, each curve shows the sign
of ∂N∗/∂P , which was computed using the estimated parameter values and the negative of
the numerator of equation (S26); see text for additional details. Value above zero (purple
line) indicate that prey density increases with increased predation and values below zero
indicate that prey density decreases with increased predation. (a) Predictions when all
clones are present at equal frequencies (which matches the conditions of the start of the
experiment). (b) Predictions when the clone frequencies match the observed frequencies
at week 2 in the treatments without parasites. (c) Predictions when the clone frequencies
match the observed frequencies at week 2 in the treatments with parasites.
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Figure S7: If the predator has equal attack rates on susceptible and infected prey, then
we predict that increased predation leads to decreased total prey density in the Daphnia
system; this outcome is predicted for all levels of infection prevalence. In all panels, each
curve shows the sign of ∂N∗/∂P , which was computed using ω = 1, the estimated param-
eter values, and the negative of the numerator of equation (S26); see text for additional
details. Value above zero (purple line) indicate that prey density increases with increased
predation and values below zero indicate that prey density decreases with increased pre-
dation. (a) Predictions when all clones are present at equal frequencies (which matches
the conditions of the start of the experiment). (b) Predictions when the clone frequen-
cies match the observed frequencies at week 2 in the treatments without parasites. (c)
Predictions when the clone frequencies match the observed frequencies at week 2 in the
treatments with parasites.
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