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ABSTRACT

Research data serves important roles in scientific discovery and
academic innovation. To appropriately assign credit for data work
and to measure the value of research data, it is essential to articulate
how data are actually used in research. We leveraged a combina-
tion of computational methods and human analysis to characterize
different types of data use by mining semantic relations from the
phrases where data are referenced in academic literature. In particu-
lar, we investigated references to data in the bibliography of a large
social science data archive, the Inter-university Consortium for
Political and Social Research (ICPSR). After retrieving and extract-
ing semantic relations as subject-relation-object triples, we used
rule-based methods to classify them. We then annotated samples
from 11 frequent classes of data reference triples and found that
they vary primarily along two dimensions of data use: proximity
and function. Proximity describes the distance between the author
and the data they reference (e.g., direct or indirect engagement).
Function describes the role that data plays in each reference (e.g.,
describing interaction or providing context). These semantic rela-
tionships between authors and data reveal the ways data are used in
scientific publications. Evidence of the variety of ways data are used
can help stakeholders in research data curation and stewardship -
including data providers, data curators, and data users — recognize
the myriad ways that their investments in data sharing are realized.
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1 INTRODUCTION

Data citations, like citations of scientific literature, are an important
form of credit that acknowledge work done with data. “Data work”
includes data collection, analysis, and curation - the transformation
and processing of data for reuse by others [58, 72]. It also involves
the maintenance of research infrastructures to support long-term
data sharing and preservation [47]. Assigning credit for data work
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in the form of citations is important for creating sustainable knowl-
edge infrastructures [21]. Formal credit for data also allows readers
to discover and engage with the work of others by making the
lineage and impact of a given work clear [9].

Studying the discourse surrounding data citations is critical for
understanding scholarly communication [13]. Despite calls to ac-
knowledge research data as scholarly objects and efforts to develop
data citation guidelines [32, 74], data citation practices are not con-
sistent [17]. Authors often mention data (e.g., by using the name of
a dataset) rather than formally cite them (e.g., using a unique identi-
fier and style-guide appropriate reference) [49, 50]. Thus, capturing
only formal, machine-actionable data citations paints an incomplete
picture of overall data use!. Incomplete records of data use result
in citation networks that can mislead data providers, curators, and
users when planning for and evaluating their data work.

Informal data references in academic articles offer a window into
data that are often discussed in research and how those data are
used in practice; in the aggregate, data references also offer insights
into the discourse surrounding data use [67]. In this sense, data
references can inform stakeholders about research data use. Fortu-
nately, understanding the contribution of many kinds of scholarly
products, including research data, is increasingly possible given
recent bibliometric advances in large-scale citation retrieval and
mining [13]. Computational reference mining pipelines increase
recall for both formal and informal data references. For example, a
recent expansion of literature citing data from a large social science
data archive — the Inter-university Consortium for Political and
Social Research (ICPSR)? - was used to analyze patterns of data
use in citation networks [42, 43]. Data references collected across
academic literature sources offer a more representative depiction
of the impact of scholarly data work.

'We use the term “data references" to encompass both formal data citations and
informal data mentions. Formal citations include the use of persistent identifiers as
well as additional metadata elements such as creators’ names, titles, dates, dataset
versions, and data providers. On the other hand, data mentions typically lack many of
these metadata elements and are, therefore, likely to be missed in citation analyses.
2The ICPSR Bibliography of Data-Related Literature is available at https://www.icpst.
umich.edu/web/pages/ICPSR/citations/.
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In this project, we analyzed scholarly interactions with research
data by focusing on sentence-level data references. Rather than
treating data references as a binary relation between a publica-
tion and data (i.e., referenced or not), we used natural language
processing (NLP) to capture a wider array of authors’ statements
mentioning data in their publications. Data references reveal many
ways researchers rely on data to produce new knowledge and schol-
arly work; their uses are not limited to data analysis. To gather
detailed evidence of researchers’ interactions with data, we mined
semantic relations in 7,486 sentences referencing research data,
which we extracted from 1,128 data-related publications. We found
two main structures distinguishing subject-relation-object triples
in data references: the proximity between the author and the data -
derived from the structure of subjects and objects in the sentences —
and the functions of the data references — based on the verbs describ-
ing the actions that authors and data perform. Our analysis reveals
users’ interactions with data throughout the research process and
provides a foundation for studying the impact of archived data on
corresponding research and data management communities.

2 RELATED WORK

2.1 Tracing the Impact of Research Data in
Scholarly Communication

Many prior studies of data reuse have focused on data reusers’ atti-
tudes as shown through interview studies, surveys, and analyses
of data requests [19, 20, 27, 57]. These studies offer insights into
researchers’ considerations and motivations for seeking data. How-
ever, behavioral studies rely on users’ accounts of their own data
use. From these studies alone, we cannot know how users interact
with data throughout the research process, let alone differentiate
the types of work data supports.

Citations to other papers reveal the purpose the referenced paper
plays in the work that cites it (e.g., background, compare/contrast,
motivation) [60]. Similarly, data references reveal how researchers
interact with secondary data (i.e., data produced by someone other
than the creator) [7]. Researchers rely on both research literature
and datasets to support their analysis and writing [39]. Like refer-
ences to scientific literature, data references “establish evidentiary
sources, give credit, and facilitate the discovery and retrieval of ma-
terials on which the citing publication is based” [75]. For example,
authors might mention features of a well-regarded survey — such as
its sampling frame or questions — without analyzing its data. This
kind of attribution does not indicate data use and, therefore, can
be challenging to detect. The survey and its producers however,
deserve recognition for supporting scientific inquiry.

Organizations, such as data repositories, emphasize the impor-
tance of properly citing data to give them credit as scholarly re-
search objects. Many data providers assign unique persistent iden-
tifiers, such as DOIs, to datasets [8, 56]. Organizations, such as
FORCE11, have also convened task forces to propose formal data
citation principles [2]. These principles encourage authors to pro-
vide full data descriptions, with unique persistent identifiers, in
their papers. Recent studies of data archives, such as ICPSR, have
found that DOIs are frequently missing from data references [48—
50]. Inconsistent data citation practices lead to many missed data
references when quantifying impact and assigning credit.
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Effective dataset retrieval relies upon the quality and quantity of
metadata, which provides prospective data reusers with valuable
context [38]. Data references offer insights into how researchers
make sense of data produced by others (e.g., through re-analysis),
and strategies for contextualizing or justifying data choices when
communicating to a scientific audience [19, 77]. These insights and
strategies provide information that may help science funders, data
producers, and data curators, understand how their data are used.
For instance, direct or indirect data mentions indicate the proximity
between the author and data [36] as well as the type of data reuse
(e.g., integrative, comparative) or non-reuse (e.g., discussing an
implication, explaining the source of a linked variable) [26, 57].

Prior investigations of data references have restricted their anal-
ysis to specific elements of literature (e.g., abstracts) or types of
works (e.g., data papers) [36, 46]. Manual approaches to study data
references are time and resource-intensive, and do not easily scale
[47]. By contrast, automated processes enable tracking and analysis
of data references across scientific literature. Thus, mining data
references can help capture data’s broader impacts and improve
the prospect of assigning credit to data producers and providers.

2.2 Analyzing the Semantic Relations in Data
References as Scholarly Discourse

Citation analysis provides insights into knowledge production and
related scholarly practices [12, 45, 68]. Authors’ motivations for cit-
ing can be inferred and classified by analyzing source text [31, 60].
Citation contexts, or the portions of text citing target references,
can be interpreted at a syntactic and semantic level [16]. Citation
sentiment can also be inferred from analysis; for example, citations
in a publication can criticize, compare, or substantiate [1]. Rela-
tionships between the form and function of citations also indicate
citation intent [44]. The structural properties, such as sections of
papers where citations occur, support classification tasks and can be
used to predict the function of a citation (e.g., providing background
information or describing a method) [10].

Computational discourse analysis is often applied to study the
function of individual narratives (e.g., in social media) or in formal,
written text (e.g., academic articles). These methods extract seman-
tic information from written language using machine learning and
natural language processing [37, 70]. Discourse analysis is useful
for discovering large-scale citation trends, summarizing citation
contexts, and inferring the content of documents [14]. Automatic
approaches for identifying informal references to datasets in publi-
cations have used strategies, such as pattern induction and named
entity recognition, to achieve moderate levels of recall [6].

General information extraction frameworks, such as OpenlE
[3], provide a way to structure and assess the dominant linguistic
features of corpora at scale. Extracted semantic triples provide an
analytical base for inferring authors’ intent and constructing new
knowledge. Prior research has leveraged theoretical frameworks to
classify agency as a principal relationship in textual content. Agency
between a subject and an object entity relates the action taker to the
receiver. For instance, Labov and Waletsky [41] classified agency
in the narratives of conversational discourse by assessing temporal
organization (i.e., the order in which the subject narrates events
and actions in the story), evaluative description (i.e., subjective
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assessments of objects and events), and contextual orientation (i.e.,
supplementary information intended to help the audience process
information in the narrative).

These criteria for classifying agency have been implemented
in computational tools to label roles in discourse. Swanson et al.
[69] developed a method for detecting narrative clause types and
proposed a labeling algorithm for analyzing personal stories. Sal-
dias and Roy [65] created a Natural Language Processing (NLP)
model for understanding similar aspects of personal narratives. Fan
and Presner [18] conducted an algorithmic close reading of Holo-
caust testimonies using a computational system to detect agency,
evaluation, and orientation from interview transcripts. These im-
plementations of semantic mining, based on Labov and Waltsky’s
model [41], provide a foundation for our analysis of data references,
which we essentially interpret as researchers’ narratives detailing
how they interacted with data.

Recent research has also prototyped infrastructures and work-
flows to support computational discourse analysis on research ma-
terials. For example, Hanson et al. [29] designed a mapping system
that used scholarly knowledge graphs to capture and preserve maps
of relationships in distributed scholarly artifacts as Distributed
Scholarly Complex Objects (DiSCOs), demonstrating the interac-
tions among types of research components. Oelen et al. [52] de-
veloped and evaluated an infrastructure that used NLP-extracted
scholarly knowledge statements for constructing a paper-centric
knowledge graph. These infrastructures and workflows enable the
visualization and analysis of complex relations among research
objects, including datasets and publications.

3 DATA AND METHODS

Our approach depends on the full text of research publications,
which we accessed through Dimensions, a bibliometric database
with a full-text search index of over 69 million journal articles and
other scholarly works [34]. We searched Dimensions for the names,
study numbers, and digital object identifiers (DOIs) for all 10,491
publicly-available social science studies archived at ICPSR at the
time of analysis (July 2022). We first retrieved 1,074 available full-
text publications that included a reference to one or more ICPSR
studies. We then tokenized each publication into sentences and
applied a Named Entity Recognition (NER) model that we trained
to identify informal dataset references as part of a previous project
[42]. The model was trained on social science literature included
in the current ICPSR Bibliography. We applied the NER model and
extracted dataset entities from 7,486 sentences. Finally, we used
OpenlE [3] to extract semantic triples (i.e., subject, relation, object)
from each sentence. We manually categorized subjects, relations,
and objects in each sentence using the notions of agent and agency
[41]. Within these semantic triples, we identified 11 frequent combi-
nations (i.e., classes) and labeled the roles of proximity and function
in the sample triples to further characterize author-data interaction.
We summarize our analysis steps in Figure 1.

3.1 Retrieve and Extract: From Data References
to Semantic Triples

We used OpenlE [3] to extract general semantic information instead
of limiting the extraction to a range of pre-defined entities and re-
lations. Our prototype used this common setting because in data
archives and bibliographies, there is little prior knowledge about
data reuse. In particular, we extracted triples and retrieved rela-
tional semantic information from the data reference sentences. We
input the full text of data references into OpenlE, which extracted
triples by chunking and shortening sentences into independent
clauses based on their semantic parsing tree structure. OpenlIE then
generated groups of Subject, Relation, and Object phrases, which
are maximally compact semantic units that retain the key meaning
of the original independent clauses. This process is shown in an
example data reference sentence [25] in Figure 2.

OpenlE first makes a prediction of universal dependencies based
on its pre-trained NLP model and assigns dependency parsing tags
to each token in the sentence; the system then extracts all possible
clauses, which append all possible subject, verb, and object parts,
and disregards positional distances between tokens; triples are then
extracted from each clause. More than one triple may be extracted
from a clause due to the complexity of different combinations of
language units in noun phrases.

To simplify our analysis of data references, we applied the fol-
lowing rules to select the single most informative triple among all
triples extracted by OpenlE: we retained all triples with the same
subject and relation and collected them into a subgroup; we then
compared the objects of all triples in a subgroup and kept the one
object with the greatest number of tokens; if two objects had the
same number of tokens, we compared the total length of object
strings and kept the longer one. We obtained 10,339 data reference
triples through this retrieval, extraction, and selection process.

3.2 Classify: A Rule-based System for
Agent-agency Characterization

We classified the extracted triples using a two-step rule-based sys-
tem that characterized the triple with respect to its (a) agents in
subjects and objects and (b) agency in relations®. We leveraged the
notions of agent and agency, described in Section 2.2, to categorize
subjects, relations, and objects. In a data reference, an agent is an
entity that takes an active role or produces a specified effect. Here,
agency is a relationship between an author and a dataset.

We detected the agents included in the data reference for subjects
and objects. We developed rules to detect authors and datasets in
the data reference triples. The rules, shown in Table 1, were inspired
by existing rule-based methods [30] and indicative keywords for
detecting dataset references in scientific literature [55]. They use
regular expression patterns to determine if a triple element contains
information about a dataset or an author. Subjects and objects that
were neither datasets nor authors were assigned the label “other”.

By combining the three possible labels for subjects and objects,
the agent categorization step resulted in nine possible combinations
of entity-role categories (for example, “author” as the subject and
“data” as the object). We used a Tableau dashboard* to evaluate the

3The details of the algorithm in this system are provided in Appendix C Algorithm 1.
4The dashboard is available on Tableau Public https://tinyurl.com/DataRefDash
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Figure 1: Our workflow for mining semantic relations in data references. The color and shape of each object represent the class
of the sub-step — green squares (first row) are data references (text) extracted from papers that reference ICPSR data, yellow
blocks (last column) are end-of-step data results (text), and red diamonds are analytical actions for interpretation.

Table 1: Rules and regular expression patterns for identifying dataset and author agents in data references

Agent Rules Regex Pattern
Detect any token in names of a dataset None
‘(?:train|test|validation|testing|trainings?)\s*(?:set)’,
Dataset Keywords and their variations matched ‘data’, ‘data\s*(?:set|base)s?’, ‘corp(us|ora)’, ‘samples?’,
using regular expressions ‘tree\s*bank’, ‘collections?’, ‘benchmarks?’, ‘surveys?’,
‘stud(ylies)’, ‘reports?’, ‘census(es)?’
Author  Detect any first-person pronoun of authors T, ‘(W|w)e’

nine agent category combinations. We decided to exclude four in-
frequent and irrelevant data reference categories. We also removed
categories with fewer than 10 occurrences or incorrectly extracted
triple relations. OpenlIE’s internal limitation of searching long sen-
tences resulted in some errors in triple extraction. Ultimately we
kept 6,059 triples across five subject-object pairs: Author-Dataset,
Author-Other, Dataset-Dataset, Dataset-Other, and Other-Dataset.

We categorized relations between these subject-object pairs by
mining the agency of triples. Agency in these pairs corresponds
to the dataset reference role. Our method classified the agency
of data reference into five categories — active, passive, possible,
evaluation, and orientation — derived from Labov and Waletzky’s
[41] social-linguistic model of narratives and a recent computational
adaption of this model [18]. Table 2 shows examples of agency
classification in data reference sentences’. The active, passive, and
possible categories, respectively, show the relationship between
subjects and objects and what goals the authors met when referring

5The example triples are extracted from sentences in Appendix A.1

to data. The evaluation category includes descriptions where the
agent of subjects assesses objects, which usually use “to be” verbs.
The orientation category focuses on contextual information that
may help readers situate the narrative, such as the research areas
that use a data reference.

3.3 Interpret: Explaining Proximity and
Function of Data References

Fewer than 1% of the data reference triples in the papers retrieved
from the ICPSR Bibliography accounted for 14 out of 25 data ref-
erence classes. We filtered out those infrequent classes, resulting
in 5,825 triples (96.14%). The agent and agency classes of the 11
frequent classes are specified in Table 3.

We manually labeled a sample of semantic triples to identify the
proximity of the author’s relation to data and the function that the
data served in their paper. We iteratively refined the label defini-
tions by independently labeling a subset of 220 triples. We reached
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Table 2: Categories of data reference agency and examples of data references for each

Agency Subject Relation Object

Active We obtain data from  Mannheim Eurobarometer Trend File

Passive ADR data are collected from major depository bank websites

Possible SETUPS data can be ordered for use with SPSS as card image

Evaluation = BRFSS is the largest, continuously conducted, tele-phone health survey
Orientation our source is World Event Interaction Survey

Step 1: Dependency Parsing

China in 1988 and 2002

[ -

This  study  makesthe first effor examine the  impact of so

= i

o our
using national CHIP. survey.

data (  China H

___Step 2: Clause Extraction—___
impact of social benefits on income This study using national CHIP
inequality in in 1988 survey data (
and 2002 ).
Step 3: Triple Extraction with
Verb Autocompletion

(impact; is in; ) (study; using;

Figure 2: An example of the triple extraction process for a
data reference using OpenlE. The sentence parsed in this
example is “This study makes the first effort to examine
the impact of social benefits on income inequality in urban
China in 1988 and 2002, using national CHIP survey data
(China Household Income Project).” We used Stanza [61] to
visualize universal dependencies in the sentence.

Table 3: Combinations (i.e., “categories”) of Subject agent,
Agency of relation, and Object agent. Categories are listed
here in alphanumeric order.

Category Subject Agency Object  Percent
la author  Active dataset 8.52
2a author  Active other 9.21
3a dataset  Active other 7.58
3b dataset Passive other 3.63
3d dataset Orientation other 5.94
4a dataset  Active other 14.49
4b dataset Passive other 3.66
4d dataset Orientation other 8.91
5a other Active dataset 16.72
5b other Passive dataset 5.69
5d other Orientation dataset 11.77

agreement in the first round of annotation (Krippendorft’s a = 0.92
for proximity and a = 0.71 for function) [40].

We considered proximity as either direct or indirect. Direct
references indicate that the authors were in direct contact with the
data. For instance, we labeled references as direct when authors said
they had “used” or “viewed” the data. Indirect references indicate

that something, usually other authors or analyses, stood between
the authors and the data. For example, we labeled references as
indirect when the author said that they “relied on“ or “wrote about®
what others had done with the data.

Similarly, we considered the function of a data reference as either
providing context or describing an interaction. In context func-
tions, authors provide background information about a dataset, such
as historical context, to the reader. Interaction functions indicate
that the object of the triple interacted with the data. Descriptions
of data analyses or calculations are examples of interactions.

Using the triples that we annotated®, we further interpreted each
of the 11 data reference classes by assigning the triples proximity
and function roles. We inferred the role labels based on classes of the
sample triples using a decision tree, which is suitable for building
knowledge-based systems [62]. We implemented the decision tree
using the “rpart" R package and used the Gini coefficient as a metric
to determine the best rule for splitting the data [71]. As Figure 3
demonstrates, if a triple is in category “1a" or “2a", it has a proximity
role of direct. In contrast, the rest of the categories correspond to
the role of indirect; similarly, if a triple is in category “3a", “3b",
“3d", “4a", “4b", “4d", “5a", “5b", and “5d" it has a function role of
context, while the rest of the categories correspond to the role of
interaction. In other words, we used the proximity and function
role labels to represent all of the triples in each class, including
those that were not in the sample. This allowed us to infer and
summarize author-data interactions for all data reference triples.

4 RESULTS

The structural features we identified in the data references indi-
cated two main dimensions relating authors to data: proximity and
function. Proximity describes the distance between authors and the
data they reference (i.e., whether they interact directly or indirectly
with the data). Functions distinguish data contexts (e.g., what pre-
vious users have done with data, how data are produced, or how
data can be accessed) and data interactions (e.g., the operations’
done with data, to data, or by data).

We observed a clear association between the proximity and func-
tion roles: direct data references usually indicate primary data-
author interaction, such as manipulating data in an analysis (triple
categories “la" and “2a"); indirect data references usually provide
context that explains and motivates data-related research (triple
categories “3a", “3b", “3d", “4a", “4b", “4d", “5a", “5b", and “5d"). This

®As Appendix B Figure 6 shows, we used 202 triples that the annotators agreed on.
"We use the word “interaction” here to describe the interactive operation class of
function, as opposed to the “context” class. We also use “author-data interaction” as
an umbrella term for roles of data references.
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Category = 1a,2a

Indirect
166 Triples
82.2%

Interaction
36 Triples
17.8%

Context
166 Triples
82.2%

Figure 3: Decision trees for inferring the function from the
agency:agent categories. The agent:agency categories pro-
duce non-overlapping distinctions between the proximity
and function indicated in each triple.

association is demonstrated in the confusion matrix of the 202
triples in our sample (Table 4).8 To illustrate the mappings between
structural features, semantic relations, and types of author-data
interactions, Figures 4 and 5 provide examples from the ICPSR

Bibliography.

Table 4: Confusion matrix of the 202 triples in our manually-
annotated sample. The row and column majority cells are in
bold.

context interaction

direct 11 31
indirect 143 17

4.1 Authors’ Proximity to Data: Direct and
Indirect Data References Indicate Research
Methods

Authors’ proximity to the data they reference distinguishes the
research method of their publication. The semantic relations net-
work of the author, the dataset(s), and other related entities provide
details about the direct and indirect data-author interactions and
imply the research methods used in the scholarly work. For ex-
ample, the triple “I"-“investigate™“the effect of material status on
well-being” indicates data analysis, while “access”-“is provided”-“by
the ICPSR data archive” indicates a study related to a data archive.

We identified two different proximity relations: direct and in-
direct. Sentences where “author” was the subject, and either a
8The results in the confusion matrix (Table 4) are different from the previous decision

tree (Figure 3). The confusion matrix is based on the annotators’ agreements, while
the decision tree is a prediction result based on agent and agency features.
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Figure 4: Examples of direct, indirect, and both direct and
indirect semantic relations. Each subgraph includes triples
from a single publication ([15], [63], and [28], respectively).
Purple nodes are subject agents, orange nodes are object
agents, and blue edges describe the agency (i.e. relations be-
tween subjects and objects). Red-dashed lines surround nodes
that appear as both subjects and objects in the paper.

“dataset” or something other than “author” was the object, signaled
direct interactions with data. Sentences with “dataset” as the subject
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and sentences that did not have an “author” entity signaled indirect
interactions with data. The difference between the two proxim-
ity classes is reflected in passive references that orient datasets to
“other” entities, which are neither “authors” nor “datasets” (indi-
rect), rather than active interactions between “author” and “dataset”
entities (direct). By analyzing all triples in a publication, through
the proportion of the two proximity categories, namely direct and
indirect, we are able to determine if the author’s research methods
focus closely on data.

To demonstrate the direct and indirect classes of author-data
proximity, and the implications of using different research methods,
we provide three semantic relations networks where publications
indicate (a) direct, (b) indirect, or (c) both direct and indirect author
relationships to data (Figure 4). In publication (a) [15], there are
only direct data references, where “T”, the author, is the subject and
the relations are active operations on data. From the title of pub-
lication (a) (Combating unmeasured confounding in cross-sectional
studies: Evaluating instrumental-variable and Heckman selection
models), we can see that this is research uses data analysis as the
research method. In publication (b) [63], there are only indirect data
references, where elements of qualitative analysis, including the
data service provider (ICPSR) and the research topic (data service
awareness), are the important agents. Publication (b) (Data services
in academic libraries: Assessing needs and promoting services) does
not use data analysis as its research method; rather, it synthesizes
literature and describes use cases. In publication (c) [28], there are
both direct and indirect data references, where “we” indicates direct
data references and “Eurobarometer”, a European public survey,
indicates contextual sentences. Like publication (a), publication
(c) (Satisfaction with democracy and collective action problems: The
case of the environment) reports data analysis results and provides
contextual information about the data used.

Semantic relations reveal author-data proximity in each sentence,
which can then be aggregated into a network graph. The previous
examples represent situations where the proximity of data refer-
ences varies. When there are frequent uses of direct data references,
the publication is likely to use data-driven research and analysis
methods. If there are few or no direct data references, the publi-
cation is likely making contributions through other methods (e.g.
synthesis of literature) rather than contributing new data analysis.

4.2 Data Reference Functions: Describing
Interactions and Providing Context to
Illustrate the Roles of Data in Research

Functions capture the roles that data references perform in the
article. We identified two main functions of data references: to
provide context or to indicate interactions with data. We found
alignment between interaction and reuse purposes (e.g., performing
a calculation) and between context and non-reuse purposes (e.g.,
giving credit to previous studies) previously defined in the literature
we reviewed in Section 2.1.

An advantage of examining data reference functions from the
perspective of datasets is that we can identify how different publica-
tions interact with or contextualize the same dataset. For example,
20 publications in our sample reference the National Health Inter-
view Survey (NHIS) [54]. We observed four combinations of data

reference roles in their semantic relations, (a) Direct + Interaction,
(b) Indirect + Interaction, (c) Direct + Context, and (d) Indirect +
Context. These example triples demonstrate the association be-
tween proximity and functions. We provide the semantic networks
of this example dataset in Figure 5.

Most of the triples in the example are combinations (a) or (d).
Combination (a) uses “we” as the subject, indicating that the author
undertakes active operations on the dataset. These triples describe
interactions with data, showing what authors did to the NHIS data
or accomplished through interactions with other research materials
(e.g., research software, research methods, or previous publications).
Combination (d) contains information about data composition, ori-
gin, and collection methods, allowing readers to understand the
background and provenance of the NHIS dataset. Some triples use
“NHIS” as the subject, indicating how the “NHIS” dataset is useful
for understanding data-related research. Other triples also provide
background without using “NHIS” as the subject; for instance, "the
survey included the variable age", used an instrument “contain-
ing questions derived from focus group findings”, and “collected
information from the source of 402,154 respondents".

On the other hand, the smaller sets of triples with different
role combinations are useful for surveying analytical methods and
finding external resources. Combination (b) includes triples that
show how people other than the authors use the data. For example,
by referring to how “original samples” and “original estimates"
are made using “NHIS” data, researchers can survey the analytical
methods others have applied to the dataset. Combination (c) shows
the external resources, including a checklist and a variable from
another study, that have helped others use NHIS data. While these
categories are not the core methods that a researcher should refer
to or that a data repository should recommend, they add practical
context about how others have used the data.

4.3 Classification and Interpretation of
Semantic Relations in Data References

We found a correspondence between the proximity and the function
of the data reference. Authors served as subject agents in only
17.7% of data references with direct and interaction roles. In other
situations, authors served as object agents. This is partly due to the
authors’ use of passive voice or because they were not mentioned
in the sentences. These cases were challenging to extract using
simple queries without performing additional semantic mining.
We, therefore, omitted them. Nevertheless, the low proportion of
author subjects shows that our semantic relation extraction method
is unique; it extends the focus from authors’ active operations
to broader author-data interactions. In general, the indirect and
context data references (82.3%) either describe the source of the
data or add details about a dataset’s composition. This insight aligns
with prior findings from data reuse studies, which are reviewed in
Section 2.1.

5 DISCUSSION

Many prior studies of data reuse have focused on data users’ moti-
vations for seeking data [19, 20, 27, 57]. Our study focused on the
interactions between authors and data expressed in published writ-
ing. We identified several ways that authors engage with research
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Figure 5: Semantic network of the NHIS dataset. Each pair of nodes and an arrow represent a triple extracted from a paper.
NHIS is either a subject or object in each triple. Purple nodes are subject agents, orange nodes are object agents, blue edges
indicate agency, and four combinations of proximity and function are placed in four dashed frames.

data. We leveraged semantic structures to distinguish subjects, ob-
jects, and their relationships. We decomposed data references into
semantic units by mining semantic relations in data references.
Categorizing these units provided a more comprehensive under-
standing of how data is used in scholarly work. Identifying the
relationships between data and authors can help stakeholders as-
sess the value of data in scientific knowledge production.

Data creators and funders, including government agencies (e.g.
National Science Foundation (NSF) and National Institutes of Health
(NIH) [24, 51, 53]) and private foundations (e.g., Bill & Melinda
Gates Foundation and the Chan Zuckerberg Initiative [22, 35]), are
invested in understanding the impacts of the science that they fund.
Scalable, rule-based analysis of author-data interactions helped us
identify types of data use that were previously hidden and, there-
fore, not recognized. Through the semantic analysis of subjects,
objects, and their relations in data references, we contributed a
novel workflow that objectively and comprehensively addresses the
question of “what does it mean to reference data?”. This workflow

also automates the analysis of author-data interactions, increas-
ing the potential for scaling and accelerating data-related analyses.
Furthermore, the separate NER model we used to extract data refer-
ences from publications was trained on a multidisciplinary corpus,
ensuring the generalizability of our approach going forward.

5.1 Author as Data User: Crediting Data Work
Described in Publications

Prior work has established a continuum of data reuse defined by
users’ goals, ranging from comparative (e.g., data used for ground-
truthing) to integrative (e.g., data analyzed for correlations) [57].
Comparative data use involves indirect interactions with data, while
integrative reuses are direct. This aligns with our findings from
semantic mining. The proximity of data references also aligns with
prior observations that differences in data acknowledgments often
correspond with author intent (e.g., crediting data used in analysis
versus data referenced to provide background information or make
a claim) [19]. Data references often provide valuable background
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information or context used to inform the design of future studies;
however, restricting credit to data analysis only means that other
aspects of high-quality data provision, such as design and documen-
tation, are not valued. Data creators and producers should receive
credit for supporting scientific inquiry.

Our study treats data references and their semantic relations as
“micro-narratives” containing explanations of research data’s role
in a given publication. When narrating data use, authors establish
their relationship to data in direct and indirect ways. The distance
between the author and the data (i.e., proximity) shows the authors’
orientation to research data, indicated in part by the section of the
article where the data is referenced. Since scholarly publications
are typically awarded more credit than research data, variation in
how datasets are used in publications has been largely ignored.
The study of data references through semantic relations provides a
common analytical unit for assigning credit to different kinds of
data references. For instance, data use can be assessed through prox-
imity. Comparative evaluation enables a more detailed estimation
of who should receive credit for data work.

Moreover, the “value” of datasets can be qualified from the data
user’s perspective, providing insights into their needs, research
methods, and the nature of their data interactions. Thus, descrip-
tions of “data work” detailed in research publications can be better
understood based on their data-related methods instead of their
authors’ academic affiliations or fields of research. In other words,
the ways that authors actually use data, based on the kinds of re-
search methods and analyses that the data support, can be used to
characterize the scholarly impact of the data.

5.2 Dataset Utility Networks: Building on Prior
Authors’ Data Work

The semantic relations network aggregates the interactions be-
tween different data users and research materials, including the
data itself, demonstrating their utility. Our analysis finds agree-
ment with previous work by Gregory et al. [27], which assessed
researchers’ motivations when searching for data, and Jiao and
Darch [36], which examined the role of data papers in scholarly
communication. We found alignment between interactions and the
reuse purposes that were previously defined (e.g., background in-
formation, calculation) as well as context and non-reuse purposes
(e.g., giving credit to previous studies). Rather than assessing the
specific purpose of each data reference sentence at a fine granular-
ity, we used semantic mining to distinguish between interaction
and context, capturing the general function of the reference.

The author-data interaction network is based on semantic re-
lations and provides an overview of references made to a given
dataset. Networks like these are "knowledge bases" of authors’
statements about data, which can be decomposed and stored as
facts. Large-scale, collaborative knowledge bases (KBs), such as
Freebase and Wikidata support question-answering by traversing
facts stored as relational triples (subject-relation-object) [73]. A
knowledge base constructed from data references supports a closer
look at the individual narratives that use the dataset and allows for
a closer examination of data utility by switching perspectives be-
tween the author and the data. A user can understand how the data
is typically used by analyzing clusters of relations (e.g., interaction

or context). High-level views of data utility provide the history of
data use, supporting impact analysis and inspiring future reuse.

Articulating the utility of research data is also valuable to various
stakeholders involved in data work. Data providers, such as archives
and repositories that curate data, analyze the scholarly impact
of their collections by studying documented uses of their data.
Similarly, researchers rely on data usage information to identify
new data that can support their work. Funders have expressed
interest in understanding how data from projects they fund are
used in research [23]. Citation networks that include data references
provide a high-level overview of data use. Such analyses show
how well data fulfill their funders’ goals based on their practical
outcomes, such as community uptake.

5.3 Limitations and Outlook

Most machine learning and NLP models can handle semantics better
than syntax. Our rule-based methods use both semantic and syntac-
tic features, including part of speech tagging, dependency parsing,
and rule-based subject and object classes for data citation. While
our analysis can be scaled, it cannot achieve the same depth of
detail uncovered in qualitative work. For example, different triples
may use the same verb and semantic relations yet have different
proximity and function: the triple “I"-“used”-“data from the General
Social Survey” is an indirect data reference and provides a context
function; however, the triple “we”-“use”-“survey-weighted infer-
ences” is a direct data interaction reference’. At the same time,
some triples are grammatically incorrect, including incorrect rela-
tion extractions and inaccurate tense and voice; this reduces the
number of triples extracted from a data reference sentence and may
lead to non-random information loss impacting the evaluation.

Going forward, machine learning models like SciBERT [5] and
CiteBERT [76] that use transformer-enabled bi-directional deep
learning can improve our current methods for making syntax-aware
decisions and providing deeper insights into data reference func-
tions. We will also simplify the classes of functions and consider
what level or granularity of difference can be detected by machine
learning models focused on semantics. Training a model using
current rule-based automatic data annotation approaches helps im-
prove the predictive accuracy of data reference functions. Further-
more, by implementing co-reference methods, we can automatically
connect entities in data references (e.g., the nodes grouped with
red dashed frames in Figure 4), which will enable a higher-level
understanding of data-author interactions.

Given the challenges of distinguishing proximity and function
in data references based solely on semantic relations, our future
work will take a complementary, qualitative approach to study the
rhetorical functions of data references. While we are limited in our
ability to directly infer data reference purposes in detail, a closer
reading of data references in context (e.g., the full-length academic
articles in which they occur) will allow us to relate the syntactical
structure of data references to their semantics[44]. This is important
because it is difficult to identify and disambiguate “data-adjacent”
language — such as variables or other descriptors that imply data
use — that omit proper names or direct identifiers corresponding

» «

9The corresponding sentences for these examples are in Appendix A.2



to datasets. Pairing qualitative approaches with our current rule-
based, semantic methods will allow us to develop models that are
more sensitive to implicit data references in context.

Our study characterizes the role of data references in scholarly
communication. Future work will support comparisons in data ref-
erences across time, fields of study, and authors. Thus, it is also
essential to document and standardize the information contained
within data references by constructing a scholarly knowledge base.
A large-scale knowledge base of data references will help stake-
holders understand the role of datasets in scholarly communication
and can support graph-based embeddings to accelerate scientific
discovery through dataset recommendations.

6 CONCLUSION

Data producers and providers need to understand how their data
are used and the kinds of impacts their data have across the schol-
arly landscape. We demonstrated how semantic mining methods
support data reference detection, extraction, and large-scale anal-
ysis. We identified two main relationships between authors and
the data that they reference in their work. First, we showed how
authors establish their relationship to data through proximity rela-
tions. When authors use active agency to refer to data as objects
of discourse, they are in direct contact with the data. Examples
of these references indicate that narratives about hands-on work
with data tend to follow a similar structure, making it possible to
computationally distinguish data analysis from other types of uses.
Second, data references perform two main types of functions: either
they describe researchers’ interactions with data or they provide
readers with additional context about the data. Only a small frac-
tion of the references described direct data interactions, suggesting
that narratives mentioning data more often orient the reader than
describe data manipulation or analysis.

In summary, our approach increases data stakeholders’ ability to
track data use while distinguishing indirect and direct relationships
between data and authors who reference them. Our work introduces
possibilities for assigning distinct forms of credit to (a) data that are
manipulated in analysis (e.g., in synthesis studies from which new
data products are derived) and (b) data that are mentioned (e.g., for
their high-quality designs, questions, or sampling strategies) but not
analyzed. The semantic narratives in data references demonstrate
the research impact of data by revealing the analyses and findings
that the data support.
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EXAMPLE SENTENCES AND TRIPLE
NETWORKS

A.1 Example Sentences for Agency

The following example sentences correspond to the five triples in
Section 3.2 in the order of occurrence:

(1) We obtain these data from the Mannheim Eurobarometer
Trend File, 1970 File, -2002 This is an integrated set of data
covering harmonized variables for the years 1970 through
2002 that allow a cross-time (and cross-country) compari-
son. (This sentence is from publication [28].)

(2) ADR data are collected from the major depository bank

websites: Bank of New York, Citibank, Deutsche Bank, and

JPMorgan. (This sentence is from publication [11].)

SETUPS data can be ordered for use with SPSS, OSIRIS, or

as a card image. (This sentence is from publication [4].)

The BREFSS is the largest, continuously conducted, tele-

phone health survey in the world (Centers for Disease Con-

trol and Prevention (CDC) 2012). (This sentence is from

publication [59].)

Following Reuveny (2003:255) who argues "it would be

beneficial for the field of international relations to go back

and routinely use events data" our primary source of data
on conflict and cooperation between dyads is the World

Event Interaction Survey (WEIS). (This sentence is from

publication [64].)

(3

=

(4

=

&

~

A.2 Example Sentences for Limitations

The following example sentences correspond to the two triples in
Section 5.3 in the order of occurrence:

B

(1) To illustrate the application of IVR and HSM, I used data
from the General Social Survey (GSS). (This sentence is
from publication [15].)

(2) First, we use survey-weighted inferences to estimate popu-
lation totals of (Y | X) from the 2010 NSCG. (This sentence
is from publication [66].)

ANNOTATION RESULTS

Figure 6 shows the annotation results that both annotators agree
on. We use these results to create the decision trees in Section 3.3.

Fan and Lafia, et al.
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Figure 6: The annotated samples

C AGENCY CLASSIFICATION ALGORITHM

Algorithm 1 shows the details of agency classification. This algo-
rithm is converted from the Action, Orientation, and Evaluation
(AEO) characterization algorithm [18] and is based on spaCy [33],
an NLP package in Python.
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Mining Semantic Relations in Data References to Understand the Roles of Research Data in Academic Literature

Algorithm 1 Agency classification algorithm based on semantic
structures

Require: spaCy Tokens for a Relation R and spaCy Tokens for an Object O, Evalua-

tion Verbs listepaiuation, Orientation Verbs listorientation, Possible Action
Verbs listposact

Ensure: Triples Agency class CAEO;

1:
2:

W

12:

13:
14:
15:
16:
17:
18:

20:
21:
22:
23:

24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:

# Step 1: Initialization
Initiate and assign 0 to each of the following variables r4s evaluations
Yhas_orientation> Thas_posacts Thas_bes Thas_haves Thas_to> Thas_negs
Thas_VBG> "'num_verb, Ois_adj» and Ohas_no
# Step 2: Value Assignments for R
forr € Rdo
Add the number of part of speech tags of VERB or AUX t0 I'num _verb
if lemma of r € listepaiuation then Assign 110 s evaluation
else if lemma of r € listorientation then Assign 110 rpas orientation
else if lemma of r € listposact then Assign 1to rhas_posact
else if lemma of r is word be then Assign 1 t0 'ias pe
else if lemma of r is word have then Assign 1 t0 'has have
else if lemma of r is word to then Assign 1to rpqs 10
else if semantic dependency tree tag of r is label neg then Assign 1 to
Thas_neg
else if semantic dependency tree tag of r is label VBG then Assign 1 to
Yhas_VBG
end if
end for
# Step 3: Value Assignments for O
foro € Odo
if lemma of 0 is word no then Assign 110 0xas no
end if
end for
foro € Odo
if part of speech tagger of 0 is label ADJ then Assign 110 05 ga;
end if
if part of speech tagger of o € labels NOUN, PROPN, PRON then
Assign 0 to 0;s_aqj and end For loop
end if
end for
# Step 4: Agency Class Decision
if Thas_evaluation and 0;s_qqj then C4go = Evaluation
else if Thas_posact then Copo = Agency_Possible
else if 7,45 orientation then CAgo = Orientation
else if 7345 neg OF Opas_no then C4go = Orientation
else if 77,45 pave then
if rhas o then Copo = Agency_Passive
else C4go = Orientation
end if
else if 17,45 pe then
if 0;s_aa; then Cago = Evaluation
else if 7,45 vBG then Copo = Agency_Active
else if 7,um verp > 1then Caopo = Agency_Passive
else if 7,um verb = 1 then Capo = Orientation
end if
else Capo = Agency_Active
end if
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