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ABSTRACT

Understanding the fate and stability of the Antarctic Ice Sheet is paramount for

future projections of sea level rise in the coming centuries. Ice shelves—permanent,

floating, sections of ice that fringe the coastline of Antarctica,—regulate the dis-

charge of land-based ice into the ocean and are thought to buttress and stabilize the

discharge of grounded ice upstream. Previous research has tied ice shelf collapse to

the accelerated discharge of grounded ice into the ocean. However, our understanding

of the processes that contribute to ice shelf weakening and demise remains underde-

veloped. In this work, we aimed to improve our understanding of the processes that

increase ice shelf vulnerability by developing a quantitative tool for measuring how

fragmented an ice shelf is based on quantities that are increasingly available through

remote sensing, such as ice thickness. We first explain how we can quantify the

roughness of ice shelves and then calculate roughness of a series of ice shelves. We

observe that consistent with previous studies, the roughness of ice shelves is largely

determined by features associated with melting and fracturing of the ice. Basal

melt carves out melt channels into the base of the ice shelf while fracture impart

cracks (or crevasses) onto the ice shelf. We find that the topography of ice shelves

is fractal, with the amplitude of roughness controlled by the melt rate. Next, we

examine the discrete processes that are imparting roughness onto ice shelves and

find that roughness is largest when basal melting and strain rate are largest. When

both processes are active at the same time, the ice shelf becomes the roughest (or

xiii



most fragmented). Finally, by using data obtained over the last two decades across

a menagerie of ice shelves throughout Antarctica, we track how the roughness of ice

shelves has changed over twenty years. Critically, we find that ice shelves have seen

a statistically significant increase in roughness have also had a significant reduction

in their overall size. This is particularly true for ice shelves in the vulnerable and

changing Amundsen Sea. This hints that ice shelf roughness, which can be easily

measured from remotely sensed data products, may be a powerful tool in tracking the

demise of some ice shelves over time. Being able to predict exactly when a particular

ice shelf may collapse is going to collapse may be impossible. However, we show that

by using roughness in addition to other metrics, we may be able to identify which

ice shelves are the most at risk and therefore gauge future scientific efforts toward

studying those ice shelves.
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CHAPTER I

Introduction

1.1 Motivation: The Antarctic Ice Sheet and Sea Level Rise

The Antarctic continent, a land mass that is roughly the size of the United States

and Mexico combined (Earth Resources Observation and Science (EROS) Center,

2018), is home to the Antarctic Ice Sheet (AIS). The AIS contains roughly 27 million

cubic kilometers of ice, an amount that is equivalent to 58 m of eustatic sea level

rise (Fretwell and others, 2013). Although it is extremely unlikely that all of the

ice in this region would disappear on a century timescale, it is extremely likely that

enough could be lost to affect a large portion of the world population. According

to the 2019 IPCC Special Report on The Ocean and Cryosphere in a Changing

Climate, approximately 680 million people live in a low-lying coastal zone, a number

that could reach 1 billion by 2050 (Pörtner and others, 2019). Sea level is expected

to rise in the coming century, affecting many of the people residing in these regions.

Predicting some of the mechanics influencing the rate of this rise is crucial in knowing

how fast people will be affected and to what extent.

Conservative estimates from the IPCC Special Report say that with zero carbon

dioxide emissions past 2100, global temperatures would still increase by 1 degree

Celsius (Pörtner and others, 2019). These rising temperatures across the globe could
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work to destabilize parts of the AIS. It is important to note that the AIS, and

ice sheets in general, regularly discharge ice. However, when this equilibrium is

perturbed by climate forcing (such as temperature rise), discharge increases. In

addition, potential zones of weakness across the ice sheet can become exacerbated.

1.2 Importance of Ice Shelves

Ice shelves are freely floating portions of the Antarctic Ice Sheet (AIS) fed by

grounded ice upstream. Ice shelves are sustained by ice moving from the grounded

ice upstream and play an important role in the dynamics, mass balance, and stability

of the ice sheet. Moreover, ice loss from the AIS occurs primarily through ice shelves,

with iceberg calving and basal melt currently the largest contributors. Although

the relative effect of each basal melting and calving varies significantly based upon

location, the average contribution across the continent to ice loss for both iceberg

calving and basal melt is 50 % (Rignot and others, 2013; Liu and others, 2015). In

addition to the role that ice shelves have in mass discharge, they also contribute

significantly to the stability of ice sheets.

Because they are floating, ice shelves do not contribute inherently to sea level rise.

Yet, the role that ice shelves play in buttressing the flow of inland ice to the ocean is

crucial (Dupont and Alley, 2005). In the recent past (less than 30 years ago), major

ice shelves have collapsed. For example, the Larsen A (Rott and others, 1996) and

Larsen B (Rignot, 2004) ice shelves collapsed in 1995 and 2002 respectively. Both of

these events coincided with increased ice mass flux into the ocean (Rignot and others,

2019a). This result serves as a link to show that the demise of ice shelves coincides

directly with increased mass flux and therefore increased sea level rise, suggesting

again the importance of ice shelves to stability. Additionally, DeConto and Pollard
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(2016) calculated that the collapse of ice shelves in the West Antarctic Ice Sheet

(WAIS) from a warming ocean could have a runaway effect on the grounding line

retreat of many glaciers in this region. Specifically, a major vulnerability of WAIS

(and therefore the ice shelves associated with it) is by way of the Marine Ice Sheet

Instability (MISI). In this, a marine ice sheet - an ice sheet in which a significant

portion (including its base contact) exists below sea level - becomes unstable due to

the erosion of mass due to warming ocean temperatures (DeConto and Pollard, 2016).

This is due partly to the retrograde slope of the glacial bed upstream in this region

(Fretwell and others, 2013) which increases the flux of ice across the grounding line

due to the increase of ice thickness (Schoof, 2007). This in turn creates a feedback

loop that could result in rapid retreat of the grounding line - the region where the

ice begins to float and influence sea level rise. Because ice shelves are vulnerable to

a warming ocean (Shepherd and others, 2004), their potential loss could result in an

even faster retreat of ice in WAIS.

A major region in the WAIS that has been subject to recent change and which

may be susceptible to MISI is the Amundsen Sea Embayment: more specifically, Pine

Island and Thwaites glaciers. Both glaciers sit on a retrograde bed and have been

subject to unstable grounding line retreat over at least the last 30 years (Rignot and

others, 2014) with predictions indicating that there may be no stop in sight. This is

also coupled with recent observations that indicate an acceleration of both rifting -

the formation of cracks in the ice shelf that pierce the entirety of the ice thickness

- and large calving events (Jeong and others, 2016a). Currently, the thinning ice

shelves of both glaciers are preventing full-on retreat. But based on these observa-

tions and events that have happened in the past, these ice shelves may also be on the

brink of collapse. In short, based on observations, ice shelves that have buttressed
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and slowed the flow of glacial ice are becoming increasingly fragile. This said it is

poorly understood as to how climate forcing will affect the stability of the ice shelves

going forward.

1.3 Ice as a Flowing Material

Glacial ice, like many other inorganic materials existing in nature, has a poly-

crystalline structure (Cuffey, 2010). This structure allows ice to "flow" somewhat like

a very viscous fluid over large time scales, mainly through deformation brought on

by creep in the material. The general relationship describing the rate of deformation

(strain rate) of the ice to the stress causing the deformation is governed by Glen’s

Flow Law (Cuffey, 2010). This law was derived experimentally as shown in Equation

1.1 below:

(1.1) ϵ̇ = Aσn

In this expression, ϵ̇ is the strain rate, σ is the stress, n is a parameter experi-

mentally determined that has a value equal to approximately 3 (Cuffey, 2010; Glen,

1953), and A is a constant that varies based upon ice temperature, orientations of

crystals, ice debris, and other factors. This results in strain rate that is fairly sen-

sitive to the driving gravitational stresses. If stresses in the ice go above certain,

undefined thresholds that the strain rate can keep up with, then the ice will deform

plastically. This results in the opening of crevasses - cracks within the ice. Thus,

the movement and deformation of the ice change its shape and produces geometries

that may control future actions that the ice takes.
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1.4 Features on ice shelves and their control on stability

Expanding upon one of the drivers of ice mechanics, which were previously noted

as iceberg calving and basal melt, we now look at the features that are synonymous

with each. We note first that the calving cycle is predominantly thought to be

controlled by rifts. Rifts start as brittle fractures around regions where stresses are

large. This happens by pinning points - underwater islands where the ice shelf is

locally grounded - and shear margins - where fast-flowing ice meets a slow or still

region of ice or rock. These fractures then propagate through the ice shelf (Joughin

(2005)). Prior to iceberg calving events, the basal surface of the ice fractures resulted

in features that have a wide spectrum of size and properties. From recent observations

of the Larsen C ice shelf, narrow brittle fractures, ice thickness sized crevasses, and

kilometer-scale rifts have been identified (McGrath and others, 2012). In McGrath

and others (2012), it is proposed that the crevasses form in regions where there is

high stress (e.g. regions where the flows from different ice streams combine). To

garner a relative size, we note that in McGrath and others (2012), the crevasses first

penetrate relatively deep into the ice (≈125 m) and have a small opening width (≈45

m). Then, as they advect downstream their penetration depth decreases (≈80 m)

and their opening width increases (≈195 m).

In contrast to rifts, basal melt tends to be related mostly to the intrusion and

circulation of "warm" waters which enter the ocean lying underneath the ice shelf

(Fricker, 2005). From basal melt observations, results indicate that even across

singular ice shelves heterogeneous patterns of melt can result in morphologies that

are complex (Dutrieux and others, 2014). Similar to rifting, Liu and others (2015)

also speculated that basal melt channels could enhance iceberg calving, though the
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specific mechanics surrounding this process are not yet fully understood.

1.5 Discrepancies between Models and Data

With these mechanisms in play, the ice deforms and takes on an ever-changing

shape. Using observations taken from NASA’s Operation IceBridge (Paden and

others, 2010), this complex and bumpy shape can be seen in an along flow track of

the Pine Island Ice Shelf. This stands in stark contrast to how large-scale ice sheet

models, such as BISICLES (Berkeley Ice Sheet Initiative for CLimate ExtremeS),

initialize their models in which the ice/ocean interface is relatively smooth (Cornford

and others, 2015). As such, this results in a large discrepancy between what is used

in models and what the data shows. This is illustrated by the transect shown in

Figure 1.1. Understanding first what causes these "bumps" to form in the data and

second, if these bumps are paramount to ice shelf stability is one of the major themes

of this work.

1.6 Visual differences in ice shelves

Using satellite imagery, we can optically compare various ice shelves to each other

to visually inspect if they are bumpy or smooth. Take for example the four ice

shelves shown in Figure 1.2. We can see visually that the Pine Island and Thwaites

ice shelves (Figure 1.2a and b) appear to look entirely different than the Ross and

Larsen C ice shelves (Figure 1.2c and d). For Pine Island and Thwaites, the ice as

a whole in both cases looks much more fractured and broken than from Ross and

Larsen C. This is due directly to the prevalence of more "rough" features on the two

bumpier ice shelves. But to address what these rough features are in detail and

quantitatively describe how much rougher the two former ice shelves are than the

two latter, we need to define what we mean by roughness.
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Figure 1.1:
A comparison between the observed data of the Pine Island Ice Shelf (shown as the black
solid line) and the initialization the BISICLES simulation of Pine Island along the same
flight line (shown as the red dashed line). The surface of the ice is found through an
altimeter measurement. The bottom of the ice is calculated using the radar-observed
ice thickness.

1.7 General Definition of Roughness

To take a more quantitative approach, we must first define what it means to be

bumpy or smooth. Within glaciology, the use of roughness has typically been reserved

for use in conjunction with describing glacial beds. In this, roughness is calculated

as being the integral of the power spectral density (which is obtained by dividing the

square of the Fourier transform by the length of a given profile) at multiple windowed

distances (Taylor and others, 2004; Li and others, 2010a; Rippin and others, 2014).

More specifically, Li and others (2010a) estimates the along-track roughness of cross-
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Figure 1.2:
MODIS Satellite imagery for a) Pine Island Ice Shelf, b)Thwaites Ice Shelf, C)Ross Ice
Shelf, and D)Larsen C Ice Shelf. The red line shows the grounding line (where the ice
begins to float). Note how much rougher the first two ice shelves are relative to the last
two.

sectional profiles by using a moving window and computing multiple power spectra

via discrete, overlapping blocks of data. From a mathematical standpoint, take for

example the two equations below:

(1.2) Z0(x) = Z(x) −
〈
Z(x)

〉

8



(1.3) S(k) = 1
l

| Z0(k) |2

In Equation 1.2, Z(x) represents the bed profile and Z0(x) represents the bed

profile with the mean of the data,
〈
Z(x)

〉
, subtracted out. Then in Equation 1.3,

S(k) represents the power spectral density (as a function of frequency k ), which is

calculated by dividing the square of the Fourier Transform of Z0(x) (indicated by

| Z0(k) |2) by the length of the profile l. To evaluate the roughness, the integral is

taken of S(k) between two frequencies, k1 and k2. The roughness is indicated by ξ

and is shown in Equation 3:

(1.4) ξ =
∫ k2

k1
S(k)dk

The drawback to the above definition of roughness is that it does not inherently

have any spatial ‘resolution’ (as is the definition of the Fourier Transform). In Li

and others (2010a), they approximate roughness locally along the track by using a

moving window and estimating it at discrete distances. As we are particularly con-

cerned with the spatial variability of roughness, we seek to use a different frequency

transform that does have some spatial resolution. We also want to eliminate as much

bleeding (spectral leakage) as possible, which is a side effect of windowing the Fourier

transform. Therefore, our approach to calculating roughness will be similar to those

used in the past, however, the tool we choose to use to calculate it will be different.

1.8 The Continuous Wavelet Transform

The alternative approach to calculating the frequency spectrum of the ice surface

that we choose to use that does have some spatial resolution is the continuous wavelet

transform (CWT). The CWT is described in detail in a series of papers: Lilly and
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Olhede (2009); Lilly and Olhede (2012); Lilly (2017). The advantage of the con-

tinuous wavelet transform is that wavelets provide improved along-track resolution

by providing optimal basis functions that avoid spectral leakage when windowing

the along-track data. To understand the theory behind the CWT, let us start by

describing it in a mathematical sense. As defined in Lilly and Olhede (2009), the

formal definition of the continuous wavelet transform is:

(1.5) W (x, s) = 1
2π

∫ ∞

−∞
Ψ∗(sω)X(ω)eiωxdω

In Equation 5, Ψ∗ is the complex conjugate of the mother wavelet - which is

the optimal basis function expressed in frequency space - and X(ω) is the Fourier

Transform of the original signal (also now existing in frequency space). For the

purposes of our calculations, we use the Morse Wavelet. This is a standard wavelet

that is well documented and is described by Equation 6:

(1.6) Ψβ,γ(ω) = U(ω)αβ,γωβe−ωγ

In this expression, U(ω) is the Heaviside step function in frequency space with α,

β, and γ all becoming scaling parameters having the relationship given by:

(1.7) αβ,γ = 2(eγ/β)β/γ

The CWT that is obtained from Equation 5 is then a function of magnitude,

distance, and frequency. From this, we then take roughness to be the integral of

the wavelet transform with respect to the frequency at every distance. This in turn

yields roughness as a function of distance
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1.9 Calculation of Roughness

To calculate the roughness of ice shelves, we aim to bring together both the

standard definition of roughness in glaciology along with the use of the CWT. As

such, we will take roughness as being the integral of the CWT with respect to

frequency at every distance step. From a mathematical standpoint, this can be

represented by Equation 8:

(1.8) ξ (x) =
∫ s2

s1
W (x, s)ds

Keeping in mind that the CWT is most accurate at the center of the transform

(due to edge bleeding), we also aim to window the data prior to performing the

operation. Because of this, we take the roughness at the center of each window

and repeat the process until the roughness of the entire profile is resolved. Also

removed is any linear trend in the data set. This is done so as to calculate the local

roughness of the flight track without interference from the overall thinning of the

ice. By windowing, we introduce two other variables, window length, and percent

overlap.

To better understand how the process works, let us take for example a visual

representation of the calculation. We take three variations of a sinusoidal function

and perform the operation. The three test cases taken are:

(1.9) F (x) = sin(x)

(1.10) F (x) = sin(x) + x
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(1.11) F (x) = sin(x) + sin(2x)

=

Figure 1.3: A depiction of the continuous wavelet transform and roughness calculation for multiple
functions of sine. Moving from left to right at the top of the figure are Equations
1.9,1.10, and 1.11 respectively. Notice how the transform and roughness are unaffected
by a linear trend in the data (due to detrending) but are highly affected when two
sine waves both interfere constructively (resulting in an increase in roughness) and
de-constructively (resulting in a decrease in roughness)

We choose these particular test cases due to the fact that they are fairly represen-

tative of the actual data. Equation 1.8 shows a profile oscillating at one particular

frequency and amplitude, Equation 1.9 shows the same profile as Equation 1.8 but

with an upward linear trend, and Equation 1.10 shows a spatially varying frequency

function. Calculating the roughness of the three functions creates the result shown

in Figure 1.3.

As can be seen, the roughness of Equation 1.9 is relatively low and also mostly

constant. The slight variation in the roughness comes from the windowing aspect

of the process, but the effect is minimal. Because of the linear de-trending, the
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frequency response and the roughness of Equation 10 is identical to that of Equation

1.9. The roughness of Equation 1.11 becomes the most interesting in that it fluctuates

between a high and low value based on the location of the profile. This is also

reflected in the frequency spectrum of the equation in which there are regions of

high-magnitude response.

1.10 Applying the hydro-static equilibrium assumption

The first step in calculating the roughness of ice shelves as a whole is to compute

the roughness along a singular flight track. This is done in the same style as the

methods section above. The data used throughout this work measures the ice surface,

the ice base, and the ice thickness. For ice shelves that are freely floating, we can go

back and forth between all three metrics, assuming we know the density of the ice as

well as the seawater of which it is floating. Take for example the following equations:

(1.12) IceBottom = ρIce

ρW ater

∗ IceT hickness

(1.13) IceT hickness = IceSurface − IceBottom

For the purpose of our calculations, the density of the ice ρIce and the density of

seawater ρW ater are taken to be 920 kg ∗ m−3 and 1010 kg ∗ m−3 respectively. These

numbers are fairly variable in nature based on numerous physical drivers. As such,

these values were chosen so as to create a surface that lined up most accurately with

physical results. Thus, given either the ice surface, ice thickness, or ice base, we can

obtain the other measurements.

1.11 Using the CWT to calculate ice shelf roughness

Next, we must set the various parameters that will be used in conjunction with

the CWT. We choose to window the data into 3 km wide segments. This number
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was chosen somewhat arbitrarily, with window sizes within an order of magnitude

having a minimal effect of the results. However, because most sub-ice shelf features

fall within this order of magnitude range, we felt the selection of 3 km was an

appropriate choice. With this, we also choose to use a window overlap of 99%.

This provides us with a well-defined resolution and also ensures the computational

efficiency of the calculation. In terms of the scaling parameters, we chose to use values

that would produce the highest frequency resolution for the range of the apparent

features. Finally, for the frequency bounds that were used in the integral that defines

roughness, we choose to use bounds that go from 0 to 10 km−1. These were chosen to

encompass all features that can be resolved by the spatial resolution of the data. In

addition, these bounds are also changed on a case-by-case scenario, corresponding to

the resolution of the data source for which the roughness is calculated. In a concise

form, all of the parameters that were used in the CWT are outlined in Table 1.1

along with their corresponding symbols and values.

Table 1.1: A listing of parameters used in the CWT
Parameters

Parameter Name Parameter Symbol Parameter Value
Window Length (km) l 3.00
Window Overlap (%) w 99.0
Scaling Parameter 1 β 3.00
Scaling Parameter 2 γ 1.01
Low Frequency Bound (1/km) s1 0.00
High Frequency Bound (1/km) s2 10.0

1.12 A note on Appendices D and F

At the end of this document are Appendices D and F which are two published

manuscripts that deal mostly with the remote sensing of water quality on the Great

Lakes in North America. This work was done as an aside to the main chapters in this

dissertation as a way of furthering this author’s scientific exploitation knowledge as
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a whole. Particularly, these manuscripts involved in situ sampling campaigns which

is a topic that is not covered by the content in the main chapters of this work. In

addition, the work highlighted in these appendices performs two noteworthy scientific

tasks. First, it serves to show that Light Detection and Ranging (LiDAR) based

satellites can be used to monitor the Great Lakes (and other regions of similar size)

from space. Second, the results show an excellent correlation between remote sensed

results and in situ measurements, showing that results obtained from satellites are

in fact reliable.
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CHAPTER II

Roughness of Ice Shelves Is Correlated With Basal Melt
Rates

This chapter appears in its entirety in the following:

Watkins RH, Bassis JN and Thouless MD (2021) Roughness of ice shelves is

correlated with basal melt rates. Geophysical Research Letters, 48(21) (doi: 10.1029/

2021gl094743)

2.1 Introduction

Ice shelves—slabs of floating ice fed by flow from the grounded ice upstream—play

a critical role in limiting the discharge of grounded ice from the Antarctic ice sheet

into the ocean (Dupont and Alley, 2005; Pritchard and others, 2012; Gudmundsson,

2013; Shepherd and others, 2018). Because ice shelves are in contact with both the

ocean and atmosphere, they are sensitive to atmospheric and oceanic warming. For

example, the explosive melt-water related disintegration of the Larsen A and B ice

shelves in 1995 and 2002, provide vivid illustrations of the speed with which ice

shelves can disintegrate (Rott and others, 1996; Scambos and others, 2003; Robel

and Banwell, 2019). Both of these events increased the amount of ice discharge

into the ocean (Scambos, 2004; Rignot, 2004; Rignot and others, 2019b), linking the
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demise of ice shelves directly with increased mass flux, and increased rise in global

sea levels.

Although rising atmospheric temperatures are responsible for the meltwater driven

collapse of sections of the Larsen ice shelf, the temperatures in many other parts

of Antarctica, like the Amundsen Sea Embayment, remain cold and there is little

sustained surface melting (Dixon, 2007; Trusel and others, 2013; Werner and others,

2018). Instead, thinning, grounding-line retreat, and the instability of these glaciers

is connected with basal melt associated with the intrusion of warm ocean waters

(Jenkins and others, 2018; Nakayama and others, 2019). Recent observations and

simulations show that, in addition to eroding contact with the margins and pinning

points, basal melt can sculpt complex and heterogeneous basal channels (Stanton

and others, 2013; Dutrieux and others, 2013, 2014; Drews, 2015; Gourmelen and

others, 2017). Similarly, deep basal crevasses that eventually penetrate the entire ice

thickness and become rifts have also been observed across many ice shelves (McGrath

and others, 2012; Jeong and others, 2016a).

Rifts, crevasses and melt channels contribute to the overall topography and rough-

ness, defined here as topographic variations in the ice thickness varying from crevasses

to large melt channels and rifts, of ice shelves. However, the connection—if any—

between the processes responsible for these features remains poorly understood. One

possibility is that increased basal melt results in decreased ice thickness, reducing

the restraining lateral shear stresses and, potentially, allowing the ice shelf to be-

come un-moored from pinning points (Still and others, 2018). This reduction in

restraining forces could thus result in increased fracturing, and decreased mechani-

cal stability (Favier and others, 2016). Thus, one hypothesis is that increased ocean

forcing results in thinning, reducing buttressing and increasing crevassing and rift-
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ing. Similarly, formation of melt channels can alter the stress distribution within the

ice, promoting basal and surface fractures and/or excavating existing basal crevasses

(Vaughan and others, 2012; Bassis and Ma, 2015a; Alley and others, 2016). This

suggests the complementary hypothesis that ocean forcing may also directly increase

fracture and failure of ice shelves through the formation of melt channels and/or ex-

cavation of basal crevasses, which have advected and deformed for decades, centuries

(or longer) and which potentially take on a wide variety of shapes and sizes. Here,

we use existing ground-penetrating radar measurements to characterize roughness

of ice shelves and the relationship between roughness and basal melt for a suite of

Antarctic ice shelves.

2.2 Methods

2.2.1 Data and Study Regions

We used ground-penetrating radar data from a variety of sources (Table 2.1) to

determine the thickness of ice shelves. Most available data that covers the Pine Is-

land, Ross, Thwaites, Dotson, Getz, Larsen C, and Filchner ice shelves were used.

These ice shelves were chosen because multiple tracks covered the region, and be-

cause these regions provide contrasting environmental and glaciological conditions.

For instance, the Pine Island and Thwaites ice shelves are subject to significant

basal melting (Dutrieux and others, 2014; Webber and others, 2017; Shean and oth-

ers, 2019), whereas the Ross and Filchner ice shelves are subject to colder ocean

conditions and much lower melt rates (Dixon, 2007; Liu and others, 2015).

We performed a more detailed study of Pine Island and Ross because of the

abundant data coverage for these two ice shelves, and because of the contrasting

climatological forcing. For instance, Pine Island is subject to large basal melt rates

along the grounding line that can exceed hundreds of meters per year (Dutrieux
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and others, 2013; Shean and others, 2019), resulting in an elevated average basal

melt across the entire ice shelf (Liu and others, 2015). The increased melt rate has

triggered grounding line retreat (Favier and others, 2014) and, potentially, increased

iceberg calving (Liu and others, 2015; Arndt and others, 2018; Joughin and others,

2021). By contrast, the Ross ice shelf experiences much lower basal melt rates (Das

and others, 2020), with stable grounding line positions.

Data Name Data Source Reference
MCoRDS L2 Ice Thickness Operation IceBridge (Paden and others,

2010)
Pine Island Ice Shelf 2011 Geophysics Data Portal (Vaughan and others,

2012)
Total Ice Thickness ROSSETTA-Ice (Das and others, 2020)
Average Basal Melt Multiple Sources (Liu and others, 2015)

Table 2.1: List of data products used in this study

2.2.2 Quantifying roughness

We followed Whitehouse (2004), and defined roughness (in meters) as the square

root of the integral of the power spectral density S(k):

(2.1) R =
√∫ k2

k1
S(k)dk,

where k (1/m) represents the wavenumber, and k1 (1/m), k2 (1/m) represent the

range of integration in wavenumber space. The range is related to the resolution of

the data and length of tracks analyzed.

To calculate spatial variations in roughness across individual ice shelves, we first

computed power spectra at windowed distances of size w, set to 3000 m, and over-

lap percentage m, set to 99 %. Roughness was then obtained through numerical

integration of Equation 2.1 along each of the windows. Traditionally, the Fourier

transform is used to estimate the power spectral density. However, we instead used
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a continuous wavelet transform, which produces improved along-track resolution by

providing optimal basis functions that avoid spectral leakage when windowing the

data (Sifuzzaman, 2009). This allowed us to resolve spatial variations in roughness

at higher resolution.

We also computed the average roughness for each ice shelf by first computing the

average power spectral density (obtained by averaging the spectra of all tracks), and

then numerically integrating to find the average roughness. This approach has the

advantage that it also provided an average spectrum for each ice shelf. We chose

integration bounds between 0.0001 (1/m) for k1 and 0.01111 (1/m) for k2. This

corresponds to looking at wavelengths between ∼ 90 m and ∼ 10 km, and was done

so that we could consistently compare roughness between ice shelves of different

dimensions. Our results are not sensitive to any windowing or scaling parameters

when the parameters are varied over an order of magnitude. However, taking a track

length much larger than 10 km, excluded a large number of tracks from the anal-

ysis. Moreover, we experimented with computing roughness and average roughness

using a range of definitions, including just taking the mean of the windowed rough-

ness measurements. Different definitions can influence the magnitude of roughness,

but the trends and relative values are insensitive to any change in the definition of

roughness used.

2.2.3 Spectral characteristics of roughness

If the power spectral density has peaks associated with features that have specific

wavelengths, we can identify the dominant wavelength (or wavenumber) from the

power spectra. Alternatively, the topography of many surfaces on Earth, Mars and

Venus follow a power-law over a range of wavelengths (Lovejoy, 1982; Mandelbrot

and Wheeler, 1983). If the topography follows a power-law distribution, the power
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spectral density, takes the form:

(2.2) PSD(k) = S(k) = Ck−α,

where C is a roughness scaling parameter, α is the power-law (or fractal) exponent

, and k (1/m) is the wavenumber. The exponent α is commonly represented as the

fractal dimension FD (Joe and others, 2017), with the relationship between α and

FD expressed by FD = −α+8
2 .

We followed Clauset and others (2009) to estimate if the power spectral density

could be described as a power-law. If it could, we then estimated the scaling exponent

α, including a minimum cutoff frequency into the fit of the exponent (Clauset and

others, 2009) to account for limits in the resolution of our data. After estimating the

exponent, we determined C by preforming a least-squares regression to the power-

law.

2.3 Results

2.3.1 Roughness of the Pine Island and Ross ice shelves

We first examined roughness of the Pine Island and Ross ice shelves. Roughness

of Pine Island (Figure 2.1(a)) varies from close to ∼ 0 m in the central portions

and near the calving front to around ∼ 60 m near the grounding line and pinning

points. We see larger roughness in isolated regions of the ice shelf, corresponding to

topographic features like pinning points (box A), melt channels (box B), crevasses

in shear margins (box C), and rifts (box D). These structural features have all been

previously documented in the ice shelf (Scambos and others, 2007; Vaughan and

others, 2012; Lhermitte and others, 2020), however it is also possible the rift in

box D may have initiated in the shear margin before becoming a rift, indicating

that classifying features is ambiguous. Similarly, the pinning point in box B may
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contain melt channels and crevasses. Moreover, Pine Island may have retreated off

the pinning point (box A) between 2009 and 2011 (Favier and others, 2014), and

the elevated roughness may be a legacy of previous episodic grounding on and/or

processes associated with un-mooring from the pinning point. (Note the pinning

point we document is further upstream than the pinning point noted by (Jenkins

and others, 2010)).

By contrast, roughness of the Ross ice shelf (Figure2.1(b)) is much lower overall

compared to Pine Island, with values rarely exceeding 10 m and it is less than 3 m

on the majority of the ice shelf. Despite the smaller overall roughness of the Ross

ice shelf, we still see elevated roughness relative to the mean for both ice shelves

around pinning points, melt channels, shear margins and rifts (Figure 2.2). This is

especially true for pinning points and shear margins. All of these structures create a

topographic signature in roughness, but the magnitude varies substantially between

ice shelves.
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Figure 2.1:
Spatial patterns of roughness for a) the Pine Island ice shelf and b)the Ross ice shelf.
Roughness is color-coded and plotted over the MODIS Mosaic Image of Antarctica
(Scambos and others, 2007). Shown in red is the grounding line for each ice shelf
obtained from NASA’s MEaSUREs data-set (Rignot and others, 2013). Also boxes
A-H are subsets of each ice shelf, which are shown in greater detail in Figure 2.2
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Figure 2.2:
Percent deviation from the mean roughness for Pine Island (left) and Ross ice shelf
(right). Panels a and e show pinning points. Panels b and f show melt channels. Panels
c and g show shear margins. Panels d and h show rifts.

2.3.2 Average and spectral characteristics of roughness

We see clear differences in the magnitude of roughness between the Pine Island and

Ross ice shelves. Because pinning points, melt channels, crevasses, and rifts elevate

roughness, we anticipated that the topography associated with these features would

have characteristic spectral signatures. To investigate the spectral characteristics
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of roughness, we averaged the power spectral density for all the flight tracks over

the Pine Island and Ross ice shelves (Figure 2.3). Contrary to our expectations,

we do not see characteristic peaks in the power spectra corresponding to discrete

wavelengths. Instead, the spectra for both Pine Island and Ross approximately

followed power-laws. Moreover, the power-law exponent is statistically equivalent

for both ice shelves, with the primary difference that the spectrum for Pine Island is

shifted higher at all wavelengths compared to the Ross ice shelf.

106 103 102105 104
Wavelength (m)

D

Pine Island
F = 2.85 ± .10
Roughness = 55 ± 9 m

Ross
F = 2.95 ± .15
Roughness = 12 ± 3 m
D

Figure 2.3: The power spectral density of all tracks going over the Pine Island and Ross ice shelves.
Pine Island is plotted in light red and Ross is plotted in light grey. Also shown is a least
squares fit of the power law equation to each spectrum. The solid red line represents
the fit for Pine Island while the solid black line represents the fit for Ross. Integration
bounds used for calculating the average roughness for each ice shelf are plotted by the
black dotted lines.

We also characterized the average roughness for Pine Island and Ross by inte-

grating over the average spectrum of each ice shelf between two wavenumber bounds

(dashed lines in Figure 2.3). We found that the average roughness of Pine Island (55

m) was almost five times that of Ross (12 m). This result is consistent with our pre-

vious result in Figures 2.1 and 2.2, where we showed that roughness was consistently
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larger on Pine Island then the Ross ice shelf.

The power-law behavior might be a consequence of the fact that tracks intersect

with features at different angles, blurring out any characteristic peaks in the spectra.

For Pine Island, where tracks are roughly oriented along-flow and transverse-to-

flow, we also calculated the average transverse-to-flow roughness and the average

longitudinal-to-flow roughness. The transverse-to-flow roughness was about twice as

large as the longitudinal to flow roughness (66 m vs 30 m. In both cases however,

the spectra of each approximately followed a power-law with a statistically identical

scaling exponent. This indicates that although Pine Island is experiencing increased

basal and excavation of melt channels, which are seen mostly in the transverse to flow

tracks, the increased roughness is not solely due to the increased prevalence of melt

channels. Instead, transverse-to-flow features, like crevasses, are also introducing a

larger component of roughness.

2.3.3 Roughness is highly variable between ice shelves, but the power-law exponent
is constant

To determine if these results hold for a larger suite of ice shelves, we next extended

our roughness analysis to five other Antarctic ice shelves: Thwaites, Dotson, Getz,

Larsen C, and Filchner. We again found that the power-law exponent was statisti-

cally identical for all of the ice shelves considered. However, the average roughness

varied significantly (Figure 2.4). Measurements of the average roughness ranged

over an order of magnitude, with a high of around 90 m for Thwaites and a low of

around 12 m for Ross. However, we do see a pattern with larger roughness associated

with ice shelves in the Amundsen Sea Embayment. We note that the Getz ice shelf

may have slightly low roughness. However, given the small number of tracks, the

low roughness of the Getz ice shelf is not statistically significant. Nonetheless, this
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low roughness may be due to its slow flow (Selley and others, 2021) and complex

bathymetry constrained by multiple pinning points (Cochran and others, 2020).
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Figure 2.4: A mapping of roughness across several Antarctic ice shelves. Ice shelves are color coded
to match up with the roughness axis

2.3.4 The average roughness of ice shelves is correlated with basal melt rates

Ice shelves in the Amundsen Sea Embayment have a larger roughness compared to

other ice shelves (Figure 2.4). They also experience much larger basal melt rates due

to the intrusion of warm water within the Amundsen Sea (Jenkins and others, 2018;

Nakayama and others, 2019). To test for a connection with basal melt, we examined

the relationship between the average basal melt rate, obtained from Liu and others

(2015), and the average roughness of each ice shelf (Figure 2.5). We see a strong linear

trend between increased basal melt and increased roughness. We also tested the effect

of ice thickness on this trend and found that, even when the roughness is normalized

with respect to the ice thickness, the strong linear trend remains. Crucially, this

shows that basal melt correlates with—and perhaps triggers—increased roughness of

the ice shelves. Intriguingly, based on its apparent power law nature, roughness also

appears to increase across a broad spectrum of wavelengths, which may indicate a
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complex interplay between increased basal melt and ice dynamics.
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Figure 2.5: Least squares regression of basal melt and the average roughness of seven Antarctic ice
shelves. Plotted in red is the best fit line with 95% confidence bounds

2.4 Discussion

Our results show a clear relationship between pinning points and roughness (Fig-

ure 2.2 and Figure A.1). Confining stresses associated with pinning points play a

role nucleating crevasses and rifts and are involved in seeding the topographic ex-

pressions that eventually become rifts and melt channels (Still and others, 2018).

Our results also show that roughness is increased relative to its mean over pinning

points and other structural features, with very different roughness associated with

these features between ice shelves (Figure 2.2 and Figure A.1). This, combined with

the connection between roughness and basal melt, suggests basal melt might exca-

vate localized topography, thereby enhancing roughness generated by pinning points

and other features. Alternatively, refreezing in colder ocean environments, might fill

topographic features, smoothing out the surface. This is similar to the mechanism
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proposed by Bassis and Ma (2015a) where increased ocean-forcing excavates crevasses

resulting in deeper and wider features, which is the inverse of processes on ice shelves

over colder water where observations show marine ice filling suture zones between

ice streams (Holland and others, 2009; Luckman and others, 2012). This hypoth-

esis, however, contrasts with high-resolution, two-dimensional models of ice-ocean

interaction within crevasses (Jordan and others, 2014). These models show that the

pressure-dependence of the basal melt rate results in lower melt rates or refreezing

within crevasses, implying that the ocean will smooth out features. More work is

needed to disentangle the mechanisms responsible for the amplification of topogra-

phy on the 1 m to 100 m scale, including (numerically expensive) three-dimensional

models of circulation capable of resolving meter scale features.

Our results also indicate that roughness is strongly correlated with average basal

melt rates beneath ice shelves. It is possible that the larger basal melt rates we

observe are a direct consequence of the larger roughness. For example, the amount

of energy transferred to the ice-ocean interface is often assumed to depend on rough-

ness, albeit on millimeter-to-centimeter scales (Jenkins and others, 2010). Although

the roughness-scale in turbulent energy transfer is much smaller than the scales we

consider (and resolve), we also compared point estimates of roughness to basal melt

rates (Adusumilli and others, 2020) for Pine Island, and found little correlation be-

tween basal melt rates across individual ice shelves and regions where the roughness

across individual ice shelves is large. This implies that that the interplay between

basal melt and roughness is the result of feedbacks that span large sections of ice

shelves, rather than a purely localized response to increased basal melt. This hints

that the increased roughness is at least partly caused by a change in the stress regime

associated with increased basal melt. For example, increased basal melt may reduce
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contact with pinning points and lateral margins, resulting in decreased buttressing

that promotes crevassing. At the same time, basal melt channels seed crevasses

(Vaughan and others, 2012; Favier and others, 2014) and crevasses may become

excavated over time to become larger features such as melt channels.

Although we are unable to resolve anisotropy or directionality of roughness, in-

creased basal melt appears to be associated with increased roughness across all scales.

Instead of finding a strong spectral signature associated with different features, rough

ice shelves are rough across a large range of wavelengths. This is broadly consis-

tent with our hypothesis that increased basal melt alters the stress regime of the

shelf, but does challenge our classification of features into ’‘basal melt channels” and

“crevasses”.

Our observations hint at complex interactions between the ice and ocean over a

significant range of scales and features. Critically, however, roughness in ice shelves

appears to be not only diagnostic of large basal melt rates, but correlates with ice

shelves that are experiencing significant changes, including unpinning and grounding

line migration (Favier and others, 2014; Milillo and others, 2019). This suggests

that increased roughness may be an easily measurable proxy for ice shelf stability.

Moreover, increased roughness associated with fracture and failure of ice might point

towards future vulnerabilities to ice shelves to collapse through increased fracture and

failure. Given that current ice shelf models predict much smoother topography than

our observations indicate, we need to better understand the source and evolution of

the topographic signature of roughness to better understand these links.
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2.5 Conclusions

We find that roughness varies significantly within and between ice shelves. Pin-

ning points, crevasses, melt channels, and rifts all increase roughness of ice shelves.

Additionally, we find that the average roughness of ice shelves has a strong corre-

lation with basal melt, with Amundsen Sea ice shelves that have experienced stark

increases in ocean forcing, exhibiting the highest roughness. Moreover, we also find

that the average roughness spectra of ice shelves approximately follow a power-law

distribution with larger wavelength features having higher magnitude roughness, and

smaller wavelength features having lower magnitude roughness. These results sug-

gests that ocean-forcing is playing a dominant role in the evolution of roughness

within and between ice shelves. The reason for this strong connection is less clear,

but it hints that we will see continued transitions to rougher ice shelves as more ice

shelves are subjected to increased basal melt rates. Crucially, the roughest ice shelves

in our study have all experienced grounding line retreat and decreased buttressing,

hinting at a direct connection between ocean forcing and the mechanical stability of

ice shelves.
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CHAPTER III

High Basal Melt Rates and High Strain Rates Lead to More
Fractured Ice

This chapter is a manuscript currently under review for publication in Journal of

Geophysical Research: Earth Surface.

3.1 Introduction

Ice shelves are floating slabs of ice that buttress and slow the flow of grounded ice

into the ocean (Dupont and Alley, 2005; Gudmundsson, 2013). Ice shelves are also

the primary conduits though which the Antarctic Ice Sheet discharges ice into the

ocean. Across all ice shelves, this discharge takes place roughly equally between basal

melting and iceberg calving (Rignot and others, 2013; Liu and others, 2015; Greene

and others, 2022). Although not directly responsible for sea level rise, weakening

ice shelves and ice shelf collapse can promote acceleration of grounded ice into the

ocean, which does directly contribute to sea level rise (Scambos, 2004; Rignot, 2004;

Rignot and others, 2019b). Moreover, ice shelf weakening and removal increases the

susceptibility of ice sheets to marine ice sheet and marine ice cliff instabilities (Bassis

and others, 2021a; Crawford and others, 2021). With the removal of ice shelves and

the exposure of tall ice cliffs to the ocean, cliff collapse could lead to significant retreat
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and sea level rise on decade to century time scales (Bassis and others, 2021b).

Because ice shelves are in contact with both the ocean and atmosphere, ice

shelves are thought to be especially vulnerable to climate forcing (Obase and others,

2017). For example, the meltwater-triggered explosive-disintegration of sections of

the Larsen ice shelf is thought to be related to hydrofractures driven by melt pond

formation(Banwell and others, 2013). This breakup, which took place over only six

weeks in 2002, is linked to atmospheric warming (both long term and near term) and

highlights the speed at which ice shelves can collapse (Scambos and others, 2003;

Scambos, 2004; Rignot, 2004; Rignot and others, 2019b; Robel and Banwell, 2019).

By contrast, weakening of ice shelves in the much colder Amundsen Sea Embayment,

like the Pine Island and Thwaites Ice Shelves, is thought to be linked to ocean forcing

(Jenkins and others, 2018; Nakayama and others, 2019; Lhermitte and others, 2020;

Watkins and others, 2021). Moreover, recent calving events on the Pine Island Ice

Shelf have resulted in significant retreat of the calving front as well as an acceleration

of grounded ice upstream of the grounding line (Arndt and others, 2018; Joughin and

others, 2021).

Although observations indicate that melting ice shelves are retreating and, poten-

tially, weakening (Jeong and others, 2016b; Liu and others, 2015; Alley and others,

2021), we don’t yet understand the specific processes linking ice shelf demise to ocean

forcing. Thinning marine ice and ice mélange, which can stabilize the rifting process

(Kulessa and others, 2014; Larour and others, 2021), due to climate warming may

reactivate dormant rifting. Ice shelf calving front retreat that causes ice shelves to

retreat beyond the ’compressive arch’ could lead to calving and possibly instability

(e.g.,(Doake and others, 1998)). Furthermore, the erosion of pinning point contact

due to the intrusion of warm waters underneath ice shelves (Still and others, 2018;
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Wåhlin and others, 2021) can result in a decrease in buttressing and restraining

forces that potentially cause crevassing, fracturing, and decreased mechanical stabil-

ity (Favier and others, 2016; Wild and others, 2022). For instance, the formation

of crevasses on ice shelves that eventually penetrate the entire ice thickness and be-

come rifts (McGrath and others, 2012; Jeong and others, 2016b) can provide zones

of weakness and may seed locations where the ice can fracture and fail.

Melting, in addition to sculpting channels, has been shown to alter existing

crevasse penetration depths(Bassis and Ma, 2015b; Schmidt and others, 2023) and

also promote the nucleation (or excavation) of surface and basal fractures at the apex

of basal channels (Vaughan and others, 2012; Alley and others, 2016). As the depth

of these crevasses and melt channels approach the ice thickness, the likelihood of calv-

ing increases (Bassis and Walker, 2011; Bassis and Jacobs, 2013). This hints that

submarine melting may partially regulate and control crevasse penetration, which

itself is related to rifting, iceberg calving, and overall ice shelf stability. Critically, all

of the processes that impart crevasses and melt channels onto ice shelves may inter-

act and conspire to reduce the the mechanical integrity of ice shelves. For instance,

melt channels may seed crevasses and crevasses may initiate melt channels. Re-

cently, Watkins and others (2021) showed that the roughness of ice shelves strongly

correlates with basal melt rates. That study hinted that roughness, something easily

measurable using remote sensing, might be a proxy for ice shelf vulnerability (Larter,

2022). However the specific mechanisms controlling roughness, and linking rough-

ness across a range of scales to basal melt, remains unknown. Here we seek to bridge

the gap between the complex processes occurring on ice shelves, such as melting and

fracturing, and the size of features, such as melt channels and crevasses to better

understand how they interact.
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3.2 Data and Methods

3.2.1 Study Region

Our study focused on the Pine Island Ice Shelf (Figure 3.1a) because of the detailed

data coverage, which were obtained via Operation IceBridge airborne campaigns,

British Antarctic Survey campaigns, and others (Paden and others, 2010; Vaughan

and others, 2012). In addition, Pine Island has experienced rapid grounding line

retreat (Favier and others, 2016) and recent large calving events (Joughin and others,

2014; Liu and others, 2015; Arndt and others, 2018). Moreover, in a previous study

Watkins and others (2021) found elevated roughness on the Pine Island Ice Shelf

in regions surrounding melt channels, pinning points, shear margins and rifts. Here

we examined two contrasting regions of the the Pine Island Ice Shelf in more detail.

First, we examined the area surrounding a central flowline in the main trunk of the

ice shelf containing documented melt channels (Vaughan and others, 2012; Shean

and others, 2019) (blue box Figure 3.1a). Alley and others (2023) has defined basal

melt channels as features typically 1 − 3 km wide and 50˘400 m deep that occur

where a plume of buoyant water melts a trough into the ice-shelf base.

In addition, we examined the area surrounding a flowline through the shear margin

containing crevasses visible in satellite imagery (e.g., Lhermitte and others (2020))

and containing melt channels (Alley and others, 2019) (green box in Figure 3.1a).

Most crevasses are taken to be narrow (< 500 m), penetrating fractures (Bishop and

others, 2011; Ishalina and others, 2021), however some have been documented as

being spaced between 0.5 − 2 km and penetrating over 100 m deep (McGrath and

others, 2012).
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3.2.2 Ice Shelf Topography

We used gridded inferences of the ice shelf bottom obtained from BedMachine

Antarctica Version 2 (Morlighem, 2019), part of NASA’s Making Earth System Data

Records for Use in Research Environments (MEaSUREs) program (Morlighem and

others, 2019). The products used in constructing the BedMachine ice shelf bottom

were collected between 1993 and 2016 (median year of 2012), and the grid posting

of the data is 500 m.

Because we used ice shelf base data from BedMachine, ice shelf base data is lim-

ited by the hydrostatic assumption and thus both surface and bottom topography

are proportional to ice thickness. Features less than 500 m in width are not re-

solved by the resolution of BedMachine and therefore not analyzed in this study.

Moreover, the resolution of the data makes it challenging to resolve ice thickness

and sub-ice thickness scale features so we do not attempt to correct the hydrostatic

assumption to account for flexure. Although important, based on the power law

found in Watkins and others (2021) these generally would have smaller magnitudes

(penetration depths) than larger wavelength features resulting in a small roughness

relative to the large wavelength features. As we are concerned with total roughness

in this survey, small wavelength features would have small effects on this metric, and

therefore can be safely ignored for the scope of this study.

Generally, for all ice bottom measurements (grounded and floating), errors as-

sociated with the BedMachine data products are around 30-40 m but could exceed

250 m in some sparsely surveyed regions (Morlighem and others, 2019). However,

when we compare BedMachine data to high resolution Operation Ice Bridge data

(Paden and others, 2010), we find that the mean absolute error of BedMahcine ice

base measurements on the Pine Island Ice Shelf is approximately 30 m. This is likely
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an overestimate as features are likely to have advected and (may have) evolved. We

further compared features visible in the BedMachine data with features visible in

satellite imagery in our survey regions and found excellent agreement indicating that

the features we examine are robust and not artifacts of sparse data combined with

the BedMachine inversion process.

3.2.3 Flow lines through the main trunk and shear margin of Pine Island Ice Shelf

We traced two flowlines from the grounding line to the calving front of the Pine

Island Ice Shelf using velocities from NASA’s MEaSUREs data-set (Rignot and oth-

ers, 2013). The flowlines were chosen to pass through the main trunk of the ice shelf,

aligning with a basal melt channel (central flow line, blue box of Figure 3.1a), or the

shear margin of the ice shelf, containing mostly crevasses (shear margin flow line,

green box of Figure 3.1a). We also traced a sequence of transects perpendicular to

the flow lines to sample both longitudinal and transverse to flow portions of basal

melt channels and crevasses. Each transect is spaced approximately 500 m apart

on the flow line and metrics (depth/width) are measured as an average across the

transect).

3.2.4 Strain rates and melt rates

Strain rates were calculated from surface velocity data derived using feature track-

ing between pairs of Sentinel-1 Synthetic Aperture Radar (SAR) images. Between

October and December 2014, at the start of the EU Copernicus Program Sentinel-1

mission, 9 sequential images were acquired, enabling feature tracking between 8 im-

age pairs separated by 12 days. Standard Gamma Software procedures were used

(e.g. (Luckman and others, 2015)), feature tracking window sizes were 416 x 128

pixels ( 1 km in ground coordinates) and displacements were sampled every 50 x 10
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pixels ( 100 m in ground distance). The resulting displacement fields were converted

to velocity (divide by 12 to give meters per day), filtered using the signal to noise

ratio, and geocoded to the standard polar stereographic coordinate system at a grid

resolution of 100 m. The eight velocity maps were averaged to produce a smoother

2014 product and the magnitude of the first principal strain rate was calculated in

a 9 by 9 neighbourhood from this projected velocity field. In addition, we also used

first principal strain rate data obtained from Alley and others (2018) to perform a

continent-wide analysis. Additionally, we used gridded melt rate products obtained

from Adusumilli and others (2020), which used data between 2010 and 2018 and is

posted at a grid resolution of 500 m. Where applicable, the melt rate and strain rate

data are interpolated from the gridded products along the flow line.

3.2.5 Depth, width and spacing of features

We defined “features” broadly as any topographic depression in the base of the

ice shelf with width comparable or greater to the ice thickness. This includes melt

channels and crevasses that are greater than 500 m in length. As we cannot resolve

features smaller than 500 m due to data limitations, they are not considered in

this study. We then characterized these features using the depth, width, and when

applicable spacing between features (illustrated in Figure 3.1b). We defined the

depth (D) of a feature as the average of the vertical distance between the two local

minima (or in the case of channels, the deepest flanks) and the local maximum (or

in the case of channels, the apex) of a feature on the ice bottom (red line in Figure

3.1b). The width of a feature (W ) was defined as the horizontal distance between

two local minimums in the ice bottom along a transect (white line in Figure 3.1b).

We also defined the spacing between features (λ) as the horizontal distance between

two local maximums in the ice bottom (black line in Figure 3.1b). This is taken as
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the distance between features from left to right in the transverse direction. Because

we are limited by the resolution of our data, in this study we examined features that

are roughly wider than the scale of the ice thickness (approximately 500 m).
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Figure 3.1:
a) Map of the Pine Island Ice Shelf showing the location of a group of mostly melt
channels in the central portion of the ice shelf (blue boxed region) and a group of
mostly crevasses in the shear margin of the ice shelf (green boxed region). The black
line inside the blue box represents the profile shown in b. The map inset represents the
location on the Pine Island Ice Shelf (red box) within the Amundsen Sea Embayment
in West Antarctica. b) Schematic showing how the depth (D, red), width (W , white),
and spacing (λ, black) of features were measured.

3.2.6 Roughness

Roughness is defined here as topographic variations in the ice base varying from

crevasses to large melt channels and rifts. As in Watkins and others (2021), we
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followed Whitehouse (2004) and quantitatively defined roughness in a given direction

(units meters) using the square root of the integral of the power spectral density S(k)

(units m3):

(3.1) R =
√∫ k2

k1
S(k)dk.

Here, S(k) is the power spectral density of the ice shelf base, which is obtained

using a continuous wavelet transform (Sifuzzaman, 2009; Watkins and others, 2021).

The power spectral density is a measure of a how much power (or magnitude) a given

profile as a function of wavelength (or wavenumber)(Stoica and Moses, 2005). In

addition, k (1/m) represents the wavenumber, defined as the inverse of wavelength,

and k1 = 10−4 (1/m), k2 = 2 × 10−3 (1/m) represent the bounds of integration

in wavenumber that define the portion of the spectrum over which roughness is

calculated. These bounds correspond to wavelengths between ∼ 500 m and ∼ 10

km. We also defined the along-flow (Rx) and transverse-to-flow (Ry) roughness for

each point on the flowlines. The roughness at a given point is then defined as:

(3.2) R =
√

R2
x + R2

y.

This definition of roughness includes topographic variation both normal to and

orthogonal to the flowline. We did a sensitivity study where we calculated roughness

along different orthogonal directions and found that the total roughness, defined by

Eqn. 3.2, was insensitive to the orientation of the axes. In addition, by defining

roughness in this way, we can generate a 2D gridded roughness map of the entire ice

shelf (Supplementary Figure B1).
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Figure 3.2: Melt channel growth and decay on the Pine Island Ice Shelf. Panels a-c show the initial
growth in width and depth and decrease in spacing as channels advected downstream
of the grounding line. Panels d-f show the later decrease in depth of the channels with
near constant width and spacing further down the profile. The red line on the map
indicates the grounding line. The black vertical lines in each panel show the domain of
a single feature as it evolves between panels.

3.3 Results

3.3.1 Central flow line

We first examined a region on the Pine Island Ice Shelf where a series of melt

channels that are aligned mostly in the along flow direction have been identified

(Vaughan and others, 2012; Shean and others, 2019). We tracked the depth, width,

and spacing of channels using a sequence of transects, both along and transverse to

the flow line. The transects, which are depicted by the various panels in Figure 3.2,

started from their origin near the grounding line. These transects along the flow line

approached the calving front, where we could no longer identify undulations in basal

elevation.
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Figure 3.3:
a) The along flow profile of the flow line (white line) shown in Figure 3.2 extending
from the grounding line to the calving front. b) The transverse (red) and longitudinal
(blue) depth of features on the ice shelf. The solid lines represent a moving mean of the
data points. c) The transverse (red) and longitudinal (blue) width of features on the
ice shelf. Solid lines represent a moving mean of the discrete measurements. d) The
roughness of all features along the flow line on the ice shelf. e) The melt rate along the
flow line. f) The first principal strain rate along the flow line.

Channels grow rapidly, then decay

From Figures 3.2a-b, we see the central channel that initiated near the grounding

line deepened and widened rapidly, nearly doubling in depth from ∼ 48 m to ∼ 113
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m and widening by ∼ 1 km (1.5 km to 2.5 km). These increases happened after

only 1 km of flow distance, with channel spacing remaining roughly 6 km. As addi-

tional channels formed between the initial channels, the channel spacing decreased

to ∼ 2 km (Figure 3.2c). The channels in the panel reached both their maximum

depth (∼ 115 m) and maximum width (∼ 2.5 km) about 15 km downstream from

the grounding line (Figure 3.2c). The width and depth of channels then decreased

(Figure 3.2c-d), but the channel spacing remained roughly constant at ∼ 1.5 km.

Further downstream, the depth further decreased until we could no longer identify

the channels in the ice shelf bottom (after Figure 3.2f).

By contrast, we see little change to the width or depth of features in the longitudinal-

to-flow profile from the grounding line to the calving front front (Figure 3.3a-c). We

found that as expected, on average, the transverse-to-flow profiles (blue lines in Fig-

ure 3.2) were deeper (∼ 83 m) and wider (∼ 2.0 km) than their longitudinal to

flow (white line in Figure 3.2) counterparts (∼ 14 m depth and ∼ 1 km wide). We

also computed roughness (Figure 3.3d) and because the depth of features was much

smaller longitudinal-to-flow than in the transverse-to-flow direction (Figure 3.3b),

roughness (which includes both directions) followed a similar trend to transverse-to-

flow depth (Figure 3.3d).

Comparison between central flow line features (channels), melt rates, and strain rates

To better understand what drives channel growth and decay, we next compared

the melt rate and largest principal strain rate to the depth, width, and roughness

derived along the channel (Figure 3.3e-f). The melt rate along the channel was

variable, ranging from over 50 m/yr to nearly ∼ 0 m/yr, with much of the high melt

occurring within the first 25 km of ice flow. This corresponded with widening and

deepening of all channels. The channels then started to decrease in depth as the melt
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fell below ∼ 25 m/yr. This is likely related to no melting/freeze-on in the channel

and high melting on the channel flanks (Dutrieux and others, 2013; Humbert and

others, 2022).

In contrast, the strain rate along the channel was nearly constant, with a mean

value of 1 × 10−4 1/day, not exceeding 2 × 10−4 1/day and rarely dropping below

0.5 × 10−5 1/day. We also examined the smallest principal strain rate. Smallest

principal strain rates aligned roughly transverse to the channel and were, on average,

smaller and negative (approximately −1 × 10−5 1/day). This indicates that the

channel closing is due to the (small) compressive strain rates. This secondary flow

acting to close the channel is what we expect based on modeling studies (Bassis and

Ma, 2015b).

3.3.2 Shear margin flow line
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Figure 3.4: Feature growth and decay in the shear margin of the Pine Island Ice Shelf. Panels
a-b show a growth in features, which resulted in an increase in width and depth and
a decrease in spacing. Panels c-f show a shrinking of the features which resulted in
a decrease in depth and little change in width and spacing. The red line on the map
indicates the grounding line. The black vertical lines in each panel show the domain of
a single feature as it evolves between panels. Note that the transects shown here are
different than the transects shown in Figure 3.2.
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a) The along flow profile of the flow line extending from the grounding line to near the
calving front (white line shown in Figure 3.4). b) The transverse (red) and longitudinal
(blue) depth of features on the ice shelf. Here, the solid lines are a moving mean and
the data points are the discrete measurements. c) The transverse (red) and longitudinal
(blue) width of features on the ice shelf. Again, the solid lines are a moving mean and
the data points are the discrete measurements. d) The roughness of all features along
the flow line on the ice shelf. e) The melt rate along the flow line. f) The first principal
strain rate along the flow line.

To contrast with the melt channels, we also examined profiles along the shear

margin of the Pine Island Ice Shelf where heavily crevassed sections of the ice shelf

45



are prevalent (Figure 3.1a, and Figures 3.4-5). We again tracked the width, depth,

and spacing of features in the margin using transects both along and transverse to

the flow line. The transects are once again depicted by various panels (Figure 3.4),

and started from their origin near the grounding line and then ran to near the calving

front, where we could no longer identify the features in the margin flowline (channels

and crevasses).

Features in the margin deepen then decay

Examining a series of transverse to flow profiles (Figure 3.4) we found that trans-

verse features, similar to channels, formed as soon as the ice became buoyant at the

grounding line. Between their initiation (Figure 3.4a) and the halfway point of the

flow line (Figure 3.4c), the features reached a maximum depth of ∼ 160 m and max-

imum width of ∼ 2.0 km. After this point, the features appeared to be quasi-steady

state (or uncharged upstream/downstream of a particular point along a flow line),

with nearly constant width and depth (mean width of 1.5 km and mean depth of

26 m). The transverse to flow features had a characteristic spacing of ∼ 1.5 km be-

tween features. This pattern of evolution mimicked what we found for the transverse

profiles of the central flow line (melt channels).

Like the central flow line, features in the shear margin were on average wider in

the transverse to flow direction (∼ 2 km, Figure 3.3c) as opposed to the along flow

direction (∼ 1 km, Figure 3.3c). In contrast to the central flow line containing mostly

melt channels, in the shear margin the mean feature depth in both the longitudinal

and transverse to flow directions was ∼ 46 m and ∼ 67 m, respectively. The values

in the longitudinal direction are larger than observed for melt channels and are

indicative that features cut across the flow line an angle, rather than being aligned

in the flow direction as the channels are. Elevated feature depth in both directions

46



results in a roughness nearly double that of the melt channel region (11 m vs 6

m), showing that rougher features are tied to features which are deeper (in both

directions). As before, as the ice flowed towards the calving front, the feature depth

and the roughness decreased. We also found that the width of the features in the

transverse direction decreased from ∼ 3.5 km to ∼ 1 km along the profile, while the

width of the same features in the longitudinal direction was nearly constant at ∼ 1.0

km.

Comparison between shear margin features, melt rates, and strain rates

Similar to the central flowline, we compared the width and depth of features to

melt rates and strain rates. Melt rates are highest near the grounding line (∼ 65

m/yr), but melt rates fell off rapidly downstream to nearly 0 m/yr (Figure 3.5e). Over

this interval, shear margin features (crevasses and channels) continued to deepen both

transverse and longitudinal to flow. By contrast to the central flowline, the strain

rate is over an order of magnitude higher than we saw in the melt channel region

(1.3 × 10−3 1/day vs 1 × 10−4 1/day). This strain rate varied along the profile,

ranging over two orders of magnitude from 4 × 10−3 1/day to 5 × 10−5 1/day (Figure

3.5f). The elevated strain rate corresponded with a significant growth of features in

both directions and this growth seems to be especially pronounced in regions that

also experienced high melt rates.

3.4 Discussion

3.4.1 Comparison between features in the central flow line and shear margin flow line

Our analysis supports evolution patterns for basal melt channels consistent with

previous studies where channels initiate near the grounding line, deepen downstream

in the presence of large basal melt rates, and then begin to close as they advect to

47



regions with lower melt rates (Alley and others, 2016; Marsh and others, 2016). We

found that basal melt channels on the Pine Island Ice Shelf typically have widths that

range between 1 − 3 km, consistent with previous studies (Rignot and Steffen, 2008;

Vaughan and others, 2012). We also determined a characteristic spacing between

channels that varied between 2 − 6 km near the grounding line, with the range

narrowing to 1−2 km once the channels were fully formed downstream. The decrease

in width is a result of the appearance of channels between the initial channels. This

spacing is also similar to the range of spacing estimated based on a linear stability

analysis of channel formation (Dallaston and others, 2015).

Somewhat surprisingly, we find similar patterns between the features in both the

central and shear margin flow lines. However, features in the margin (combinations

of crevasses and channels) are more than twice as rough as features in the central

flow line (channels) and experience much higher strain rates. Nonetheless, shear

margin features also initiate near the grounding line, deepen rapidly, and then become

shallower as they advect to the calving front. For both the central flow line and shear

margin flow line, we speculate that that bed geometry around the grounding line

may act as an initiation point for features. This hypothesis comes from a qualitative

analysis of the initiation of features with respect to the underlying bed in which

the bed has a similar shape to the recently formed feature (leftmost feature Figure

3.2a and rightmost feature in Figure 3.4a). This formation is consistent with previous

studies (Gladish and others, 2012; Sergienko, 2013; Jeofry and others, 2018), however

uncertainties in the grounding line location limits us from performing more than a

speculative analysis. Likewise we also see locations with little obvious signs that

bed topography controls the initiation of features. For basal melt channels, subtle

effects like sub-glacial discharge(Gladish and others, 2012; Dallaston and others,
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2015) or unresolved bed topography(Sergienko, 2013) could trigger the in stability

and suggests that large variations in bed geometry are not necessary for channel

initiation, but can influence where a channel may form if they exist.

The features we analyzed here represent a small fraction of the ice shelf and only a

limited portion of the spectrum of features quantified by Watkins and others (2021).

We extended the analysis of roughness across the entire ice shelf. Figure 3.6 shows

shows the depths and widths of all features measured in this survey. We found that

the scaling (power law) from Watkins and others (2021) continues to hold, with a

measured scaling parameter statistically the same in both cases. In addition, we see

that there is a continuous distribution of features without clear clustering along the

entire spectrum.
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Figure 3.6: Width vs Depth of all features considered in this study. The black diamonds represent
longitudinal features while the red dots represent transverse features. Note that the
scaling here (data points, slope ≈ 2.2) is nearly the same as in Watkins and others
(2021) (blue line, slope ≈ 2.3), in which the scaling follows a power law.
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This scaling is intriguing because it supports the hypothesis that melt channels

and crevasses exist on a continuum and overlap on the spectrum of features. Be-

cause some melt channels may fracture and become large crevasses and because

some crevasses may melt and become small melt channels, both sets of features can-

not be easily (or statistically) separated into distinct populations. This indicates

that, although the features we identified can be roughly classified as “channels” and

“crevasses” there are many more features across the ice shelf that have depth/width

combinations that are between these two end members. However, the relationship

between width and depth for the entire menagerie of features still roughly follows a

power-law. Moreover this result, which shows that melt channels and crevasses fall

on different ends of a scaling spectrum, could potentially show us how we might dif-

ferentiate between crevasses and channels from (relatively coarse resolution) satellite

data.

3.4.2 High melt rates and high strain rates trigger deeper channels and crevasses

To better examine the link between melt channels and crevasses, we analyzed the

contribution of strain rate and melt rate to feature roughness. From Figure 3.5,

we see that features are deepest in all directions when both melt rates and strain

rates are high. To further examine this connection, we examined the relationship

between strain rate, melt rate and roughness for all points on the Pine Island Ice Shelf

(Figure 3.7a). This includes not only the melt channels and shear margins examined

in our study, but also intermediate features that are not obviously melt channels or

crevasses. From Figure 3.7a, we see four distinct quadrants. When both melt rate

and strain rate were low (bottom left quadrant of Figure 3.7a), roughness was lowest

(≤ 5 m). When only melt rate is high (top left quadrant of Figure 3.7a) or when

only strain rate was high (bottom right quadrant of Figure 3.7a), the roughness was
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moderate (between 5 m and 20 m). Finally, the highest roughness occurred when

both strain rate and melt rate were high (top right quadrant of Figure 3.7a).

For Pine Island, the strain rate threshold where we see a dramatic increase in

roughness occurs at ∼ 0.001 1/day, consistent with an approximate range of both in

situ and remote sensed values of strain rate needed for crevasses initiation (Scott and

others, 2010; Wearing and others, 2015). This strain rate corresponds to a deviatoric

stress of 200 kPa, which is similar to the yield strength inferred by Vaughan (1993),

although this result may vary between ice shelves. Overall, these results suggest that

large roughness is closely related to both crevassing and intense melting of ice.

To determine if our hypothesis that roughness is highest when both melt rate and

strain rate are large, we expanded our analysis and used first principal strain rate

data from Alley and others (2018) along with melt rate data from Adusumilli and

others (2020) from across all Antarctic ice shelves where we had sufficient data. We

then performed the same analysis as on Pine Island (Figure 3.7b). This result shows

a similar trend to Figure 3.7a and suggests that results of this study are applicable

to all ice shelves, and not just Pine Island.

Based upon the results of Figure 3.7, we speculate that feature (crevasses and

melt channels) formation and propagation on ice shelves is correlated with and may

be largely controlled by processes such as melt and fracture. Melting is likely to carve

basal melt channels into the base of ice shelves, especially where ice thickness is high

and warm ocean waters are able to intrude. Similarly, where strain rates are high,

the ice will fracture causing crevasses (and eventually rifts) to form. Then, melt and

fracture also may work in combination to both fracture existing channels and melt

existing crevasses, thereby exacerbating the roughness and potentially decreasing the

ice stability.
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3.4.3 Mechanisms for feature formation on ice shelves and implications for ice shelf
stability

Based on the link between high roughness and the combination of high strain

rates and melt rates, we hypothesize that high melt rates provide the seeds for melt

channel formation near the grounding line (Figure 3.8 a-a’). However, in regions

where strain rates (and stresses) are also sufficiently large to trigger ice fracture,

these melt channels will also seed basal crevasses and fracturing events (Figure 3.8

b-b’). This is similar to the mechanism proposed by Bindschadler and others (2011)

in which they speculate that warm water (in the form of basal melting) can form

channels which trigger basal crevasses, or basal crevasses form and are exacerbated

by warm water to form channels. Alternatively, in regions where the melt rate is

high enough, basal crevasses that form near the grounding line could be more easily

excavated by high melt, growing deeper as they advect.

Either way, the combination of high melt rates and high strain rates results in in-

creased quantity and deeper penetrating melt channels and crevasses on ice shelves.

Similarly, portions of channels/crevasses that are not being eroded by basal melting

can also trigger basal crevasses, assuming strain rates are sufficiently high (Figure

3.8 c-c’) (Scott and others, 2010). However, in the absence of both high melt rates

and high strain rates, deformation of the ice will cause topographic features to re-

lax (Bassis and Ma, 2015b) (Figure 3.8 d-d’). Alternatively, crevasses (and melt

channels that have crevasses within (Vaughan and others, 2012)) can then propagate

and turn into full thickness rifts, which eventually propagate across the ice shelf to

isolate an iceberg, thereby triggering calving event. Increased rifting can result in

decreased stability and increased vulnerability of the ice shelf to disintegration (Liu

and others, 2015; Dow and others, 2018). This hints that increased melting may be
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tied to increased ice shelf vulnerability though the promotion of rifting, similar to

the mechanism proposed in (Alley and others, 2019). However, further work remains

in identifying the links between the penetration depth of deep features on ice shelves

and increased rifting, increased calving, potential ice shelf disintegration.

3.5 Conclusions

Our results build on previous studies that highlight the link between ocean forcing

and ice shelf stability. Consistent with previous studies, we find that high melt rates

promote basal melt channels with depths and widths broadly comparable to previous

studies. Somewhat surprisingly, we also found that features in the margin have

similar characteristics to features in the central flow line, although these features

are deeper in all directions. This results in a roughness that is nearly a factor of

two bigger. In fact, we find that the combination of high melt rate and high stain

rate yield the roughest sections of the Pine Island Ice Shelf where features such as

melt channels and crevasses penetrate the deepest in all directions. This result also

holds when applied to all Antarctic ice shelves, highlighting the robustness of this

survey. Our results point to basal melt and strain rate contributing together towards

deeper penetrating features on ice shelves. We speculate that these rough features

then may promote increased fracturing of ice and therefore a potential for increased

vulnerability to retreat and failure. However, further work remains in directly tying

roughness — shown here to be a proxy for the presence of basal melt channels and

crevasses — to increased calving and ice shelf instability. Larter (2022) recently

suggested that roughness may in fact be a health bar for ice shelf vulnerability and

expansion to other ice shelves across all of Antarctica and elsewhere may prove

useful in diagnosing which ice shelves may be susceptible to future instabilities and
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collapse.

54



5050

25

25

15

10

10

5

5

2.5

1.25

10-310-4

M
el
tR
at
e
(m
/y
r)

1st Principle Strain Rate (1/day)
10-510-6

R
ou
gh
ne
ss
(m
)

Low
Melt Rate

High
Melt Rate

High
Melt Rate

Low
Melt Rate
High
Strain Rate

High
Strain Rate

Low
Strain Rate

Low
Strain Rate

5050

25

25

15

10

10

5

5

2.5

1.25

10-310-4

M
el
tR
at
e
(m
/y
r)

1st Principle Strain Rate (1/day)
10-510-6

R
ou
gh
ne
ss
(m
)

Low
Melt Rate

High
Melt Rate

High
Melt Rate

Low
Melt Rate
High
Strain Rate

High
Strain Rate

Low
Strain Rate

Low
Strain Rate

a

b

Figure 3.7:
a) The relationship between the 1st principal strain rate , melt rate, and roughness for
the Pine Island Ice Shelf. This figure was created by taking all melt rate, strain rate,
and roughness data across Pine Island. Using this scatter data, a nearest neighbor inter-
polation was done on strain rate and melt rate grids to produce the gridded roughness
that is a function of strain rate and melt rate. Note that other interpolation methods
were done as well as just plotting the scatter data itself, and the trend remained the
same in each case. We find results cluster in 4 distinct quadrants, with only the upper
right quadrant with high melt rates and high strain rates resulting in high roughness.
b) The relationship between the 1st principal strain rate , melt rate, and roughness for
the all Antarctic ice shelves, this time using strain rates obtained from Alley and others
(2018). 55
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Figure 3.8:
An illustration of the roughening (then smoothing) of an ice shelf. Each of the grey lines
represents a transect of the ice taken at an angle to the flow direction. a) High basal
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channels then fracture in high strain rate environments., such as shear margins. c) As
the melt rate decreases toward the middle of the ice shelf and the ice thins, channels
disappear. d) Finally, when strain rates are no longer high the ice has low roughness
at horizontal scales greater than 500 m .
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CHAPTER IV

Increases in Ice Shelf Roughness Precede Ice Shelf Retreat
and Disintegration

This chapter is a draft manuscript currently in preparation for publication in the

Journal of Glaciology.

4.1 Introduction

The stability of the Antarctic Ice Sheet is closely tied to the permanent, floating

sections of ice that fringe the ice sheet’s coast, known as ice shelves. Ice shelves

play a critical role in buttressing and slowing the discharge of grounded ice from the

Antarctic Ice Sheet into the ocean (Dupont and Alley, 2005; Gudmundsson, 2013).

Ultimately, the potential loss of ice shelves due to changing environmental conditions

has the potential to lead to significant increases in sea level rise (Rignot and others,

2019a). This is because when ice shelves that buttress grounded ice catastrophically

fail, they lose their buttressing effect, causing land-based ice to speed up and increase

the discharge of grounded ice into the ocean (Scambos, 2004; Rignot, 2004). One

well-documented example of this is the Larsen B Ice Shelf collapse in 2002, which

occurred due to atmospheric warming-triggered hydro-fractures (Banwell and others,

2013). The ice shelf collapsed over a four-week period, (Pritchard and Vaughan,
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2007), highlighting the speed at which ice shelves can collapse (Scambos and others,

2003). The loss of the ice shelf triggered a four-fold acceleration from the tributaries

that fed the ice shelf, highlighting both the vulnerability of ice shelves and the critical

role that ice shelves play in stabilizing grounded ice sheet discharge Rignot (2004).

Ice shelves currently lose mass through a roughly equal combination of basal

melting and iceberg calving (Rignot and others, 2013; Liu and others, 2015; Greene

and others, 2022). Moreover, when environmental impacts, such as atmospheric

or oceanic warming, increase melting, these changes have been linked to increased

calving(Arndt and others, 2018; Joughin and others, 2021). Predicting the timing,

location, and processes responsible for the retreat and collapse of ice shelves, however,

remains challenging. Recent studies have shown that ice shelves in the Amundsen

Sea Embayment in West Antarctica are particularly vulnerable (Jenkins and others,

2018; Martin and others, 2019). Due to warming ocean waters, ice shelves such as

Pine Island, Thwaites, and Crosson have shown noticeable grounding line retreat

(Jenkins and others, 2010; Khazendar and others, 2016; Seroussi and others, 2017).

The grounding line of Pine Island, for example, retreats ≈ 120 m/year, the grounding

line of Thwaites ≈ 450 m/year, and the grounding line of Crosson ≈ 280 m/year,

which are some of the highest rates across the continent (Konrad and others, 2018).

In addition, since 2003, Pine Island has lost ≈ 17 percent of its area, while the

floating portion of Thwaites Glacier has lost ≈ 70 of its area (Greene and others,

2022). The shear margin of Pine Island has also become significantly more damaged

in the past decade (Lhermitte and others, 2020).

In addition to the Amundsen Sea, other ice shelves across Antarctica have also

seen major change or collapse since 2000. For example, the Larsen B collapsed in

2002 with remnants of the ice shelf collapsing in 2022, following unusually warm tem-
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peratures (Wille and others, 2022). Similarly to Larsen B, the Wilkins Ice Shelf in

West Antarctica disintegrated in 2008, potentially driven by hydro-fracture (Scam-

bos and others, 2009). Additionally, other studies have indicated that a handful of

ice shelves in East Antarctica, particularly those in Wilkes Land such as Moscow

University and Totten ice shelves, may also be at risk of change (Stokes and others,

2022). Furthermore, the Conger ice shelf notably experienced collapse in March of

2022, perhaps in association with an atmospheric river and above average tempera-

tures(Horton, 2022).

Recent studies have shown that roughness—a measurement of bumpiness for the

surface or bottom of ice shelves—is associated with both basal melting and fracture

(Watkins and others, 2021; Larter, 2022). Melting can carve melt channels into the

ice (Stanton and others, 2013; Dutrieux and others, 2013; Gourmelen and others,

2017) as well as excavate existing crevasses (Bassis and Ma, 2015a). Alternatively,

fracture can create crevasses that may eventually propagate through the entire ice

shelf thickness to become rifts (McGrath and others, 2012; Jeong and others, 2016b),

as well as form at the apex of melt channels (Vaughan and others, 2012; Alley and

others, 2016). Critically, roughness has been shown to quantify the magnitude of

these features, with the roughest sections of ice shelves coinciding with high melt

regions (full of melt channels) and high strain regions (full of crevasses). Elevated

amounts of melt and fracture however do not necessarily indicate instability. More-

over, some ice shelves naturally experience elevated melt and fracture, have high

roughness, and have not seen thinning or area loss over large periods of time. A

prime example of this is the Drygalski Ice Tongue, which is filled with melt chan-

nels, crevasses, and rifts, but has not shown signs of significant thinning or area loss

(Rignot and others, 2013; Indrigo and others, 2020; Greene and others, 2022).
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Here, we hypothesize that increases in the roughness of ice shelves may be indica-

tive of their potential vulnerability. To this end, we have conducted an analysis of

satellite (ICESat,ICESat-2), airborne survey (Operation IceBridge), and digital ele-

vation model (REMA) data collected over the past two decades, focusing on 20 ice

shelves across Antarctica. We start by examining the difference between roughness

and change in roughness for the ice shelves in our survey. Then, we examine which

ice shelves have roughened the most and attempt to link changes in roughness to

changes in ice shelf area, thickness, and volume. This allows us to identify which ice

shelves are undergoing the most change and speculate on using roughness to help

identify the potential vulnerability of these regions on the continent.

4.2 Materials and Methods

4.2.1 Study Region

We conducted our analysis on a selection of 20 ice shelves from across the Antarc-

tic Ice Sheet (Figure 4.1). This selection includes ice shelves located in the Amundsen

Sea Embayment, a well-studied region with glaciers that are currently experiencing

dramatic changes (Jenkins and others, 2018). Our analysis also includes the largest

ice shelves across the continent (Ross, Filchner-Ronne, Amery, and Larsen C) which

are generally considered stable but comprise a significant percentage of the ice shelf

mass in Antarctica. In addition, we included ice shelves in Wilkes Land, East Antarc-

tica (West, Shackleton, Conger, Totten, Moscow University) as recent research has

suggested some of these ice shelves may be more vulnerable to change relative to oth-

ers in East Antartica(Stokes and others, 2022). Finally, we also included the George

VI, Land, Drygalski, Lazarev, and Brunt ice shelves because these ice shelves were

relatively well sampled and filled in the gaps between the other sampled regions.

Moreover, some of these ice shelves, such as Brunt and Drygalski, have experienced
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Figure 4.1: The locations of ice shelves from across Antarctica examined in this study.

well-documented stable calving cycles (Rydt and others, 2019), but are known to be

rough with large structural heterogeneity.

4.2.2 Data

To conduct our survey, we used ice shelf elevation data collected over a period

of nearly two decades from four distinct sources. First, we used ICESat Global

Elevation data between 2004 and 2009 (Zwally and Schutz, 2014). Second, we utilized

Operation IceBridge (OIB) data between 2009 and 2019, specifically surface elevation

data from the Multichannel Coherent Radar Depth Sounder (MCoRDS) sensor (Allen

and others, 2010). Third, we used the Reference Elevation Model of Antarctica
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Data Name Years Reference
ICESat GLAS L1B Global Elevation Data 2004-2009 (Zwally and Schutz, 2014)
Operation IceBridge (OIB) MCoRDS L2 Ice Surface 2009-2019 (Allen and others, 2010)
Reference Elevation Model of Antarctica 2016 (Howat and others, 2022)
ICESat-2 L3B Slope-Corrected Land Ice Height 2019-2021 (Smith and others, 2022)
Ice Shelf Area 2004-2021 (Greene and others, 2022)
Ice Shelf Thickness Trend 2008 (Rignot and others, 2013)

Table 4.1: List of data products used in this study as well as there time frame and supporting
citations

(REMA) digital elevation model (DEM), which has a median date of 2016 for all

elevation data (Howat and others, 2022). Finally, we included ICESAT-2 Ice Sheet

Elevation data from between 2018 and 2021 (Smith and others, 2022).

In addition to the ice shelf elevation data, we also used a recent time series of ice

shelf area obtained from Greene and others (2022). This data was used to compute

changes in the area for each ice shelf over the time period of the elevation data. Trends

in ice thickness were obtained from Rignot and others (2013) and were normalized

relative to the average ice mass over the time frame of this study. Changes in percent

ice thickness and percent ice area were then summed to create a percent change in

the ice shelf volume metric. Changes in ice shelf volume do not take into account

changes in grounding line positions and instead reflect changes in the area associated

with calving. Table 2 provides a detailed overview of these data sources.

4.2.3 Ice Shelf Roughness

Based on Whitehouse (2004) and Watkins and others (2021), we defined roughness

along a given direction or track (measured in meters) as the square root of the integral

of the power spectral density S(k) (measured in m3):

(4.1) R =
√∫ k2

k1
S(k)dk.

Here, k (measured in 1/m) represents the wavenumber. The lower and upper
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bounds of integration in wavenumber are k1 = 10−4 (1/m) and k2 = 2 × 10−3 (1/m),

respectively. These bounds define the portion of the spectrum over which roughness

is calculated, corresponding to wavelengths between approximately 500 m and 10

km. We chose the lower bound of this resolution to be around 500 m, based on the

resolution of the crudest data in our survey. This ensures that roughness from all

data sources can be compared. Finally, for each year of the data on each ice shelf, we

take the median of all roughness values. This results in a year by year measurement

of ice shelf roughness.

4.2.4 Uncertainty Characterization

Because we are comparing roughness computed from instruments with different

instrument characteristics, spatial coverages, and temporal coverages, we started by

assessing the uncertainty in our roughness calculations using a bootstrap analysis.

The details of this analysis are included in Appendix E, but we summarize it here.

We categorized the source of uncertainty into (1) uncertainty related to spatial cov-

erage (i.e., how many tracks cross the ice shelf in a given interval of time) and (2)

uncertainty related to track orientation (tracks oriented along different directions

will resolve different components of roughness). There are also sources of uncer-

tainty from the data sources themselves, but they are small relative to uncertainty

of coverage and orientation and therefore are not considered here.

We then defined the total uncertainty as the sum of the square root of the squares.

To estimate the uncertainty associated with both track and spatial coverage we used

the REMA surface elevation for each ice shelf as a reference. We then generated syn-

thetic “tracks” with different spacing and orientations and calculated the roughness

based on these synthetic tracks to estimate an error associated with the orientation

and spacing of tracks. Generally, uncertainty increases for smaller and more sparsely
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covered the ice shelves. Given the fact that roughness is changing, it is possible that

our bootstrap analysis could underestimate roughness in regions where the roughness

increased dramatically. However, for the ice shelves considered here, the uncertainty

is dominated by the relatively sparse spacing of tracks for most ice shelves. Our

uncertainties are likely high estimates of what the true uncertainty would be. Our

uncertainties are also small enough for us to draw statistically significant conclusions

from the data. We also tested to see if changes in roughness could be attributed to

improved sensor quality and found little correlation between roughness and sensor

for many ice shelves.

4.3 Results

4.3.1 Ice shelf roughness does not correlate with ice area, thickness, or volume

We first examined the relationship between the average surface roughness over

the entire time record for the 20 ice shelves as a function of percent change in ice

shelf area, ice shelf thickness, and ice shelf volume (Figure 4.2). We defined the

percent change in shelf volume as the sum of the percent change in ice shelf area

(derived from a slope of a linear fit over the data record of ice shelf area from Greene

and others (2022)) and the percent change in ice shelf thickness per year (obtained

directly from Rignot and others (2013)). We normalized the change in ice shelf

volume as a percentage relative to the first year of the data record due to the large

range of ice shelf sizes in this study. In contrast, roughness was not normalized, as

median roughness is independent of ice shelf size (Watkins and others, 2021).

From Figure 4.2, we find no clear trend between the median roughness and either

the area change (Figure 4.2a), thickness change (Figure 4.2b), or volume change

(Figure 4.2c) of ice shelves. The roughest ice shelves in this survey are Totten,

Thwaites, and Drygalski which have varying degrees of area, thickness, and volume
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Figure 4.2:
Mean roughness vs a) change in ice shelf area, b) change in ice shelf thickness, and c)
change in ice shelf volume for 20 ice shelves across Antarctica. Error bars represent
errors from data orientation as well as data coverage, as described in Appendix C.
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change associated with them. In contrast, the smoothest ice shelves are the Filchner-

Ronne, Ross and Amery ice shelves, all of which have not changed significantly in

their area, thickness, and volume.

4.3.2 Change in ice shelf roughness is correlated with change in ice shelf area, thick-
ness, and volume

For a large suite of ice shelves, we found that roughness did not correlate to area,

thickness, or volume change. Next, we examined the relationship between the change

in roughness and the percent change in ice shelf area, thickness, and volume. We

estimate the change in roughness from the slope of a linear fit to the time series of

roughness for each ice shelf over 20 year period of our observations. The results of

this comparison are shown in Figure 4.3.

From Figure 4.3, we see that a trend exists between increased change in ice

shelf roughness and increased percent change in ice shelf area, thickness, and vol-

ume. Thwaites experienced the greatest change in roughness, roughening by ≈ 0.04

m/year. Contrary to Thwaites, the Land ice shelf experienced a decrease of roughness

over the 20-year period of ≈ 0.02 m/year as well as a significant increase in area and

volume. However, errors associated with the Land ice shelf are large due to limited

data coverage, so this decrease in roughness may be an artifact of the sparse data

coverage and therefor isn’t statistically significant. We find that the percent change

in area (Figure 3a), percent change in thickness (Figure 4.3b), and percent change in

volume (Figure 4.3c) all correlate well with the change in roughness. To quantify, we

performed a least squares linear regression and found R2 values of 0.7756 ± 0.0887

(Area), 0.6328 ± 0.1068 (Thickness), 0.8590 ± 0.0673 (Volume). For each, the error

on the R2 values is the result of a bootstrap, which calculated the fit of each line

using only half the data. For the error, we report the standard deviation of these fits,
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Figure 4.3:
Change in roughness vs a) change in ice shelf area, b) change in ice shelf thickness, and
c) change in ice shelf volume for 20 ice shelves across Antarctica. Error bars represent
the root mean square error for each time series of ice shelf roughness. Only ice shelves
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which shows that even when high-roughness ice shelves are removed from the fit, the

trends still remain. In addition, these results show that all three metrics of change

correlate with the change in roughness and that, intriguingly, the volume change has

the strongest correlation

4.3.3 Most ice shelves are not changing significantly

The results from Figure 4.3c, in addition to showing a trend in the change in

roughness to the change in ice shelf volume, also show that the majority of ice

shelves are clustered around the origin of the plot. This indicates that the majority

of ice shelves are exhibiting little or modest changes. Figure 4 shows the time series

of roughness for Drygalski ice tongue, Totten ice shelf, Brunt ice shelf, Larsen C ice

shelf, and Amery ice shelf.

From Figure 3.4 we see that over the approximately 20 year data record, these ice

shelves vary in their magnitudes of roughness, but the roughness remains relatively

constant over time (within our estimated error bars). Some ice shelves have a larger

magnitude of roughness (Drygalski and Totten, roughness ∼1-2 m), with magnitudes

comparable to those of the ice shelves in the Amundsen Sea Embayment. In contrast,

some ice shelves are much smoother (Brunt, Larsen C, and Amery, roughness ∼0.3-

0.7 m). For all cases in Figure 4.4 however, there are no statistically significant

trends in the roughness over time, despite the fact that these ice shelves experienced

significant calving events during the observation period (Hogg and Gudmundsson,

2017; Walker and others, 2021; Francis and others, 2022). In addition, the roughness

from the ICESat-2 era is no higher in most cases (except Brunt) than the ICESat

era, illustrating that increases in roughness of other ice shelves is unlikely related to

improved sensor quality or track spacing.
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4.3.4 Ice Shelves in the Amundsen Sea are roughening the most

Most ice shelves in this survey did not change significantly in roughness nor change

in area, thickness, or volume. However, the Amundsen Sea ice shelves have experi-

enced the largest increase in roughness relative to 2004. This is particularly evident

in changes to Thwaites and Pine Island but is also visible in the Crosson ice shelf

(Figure 4.3). By contrast, of the remaining Amundsen Sea ice shelves, Getz and

Dotson both show much smaller changes to their roughness that are not statistically

significant. To see if roughness changed stepwise or continuously through the time

period, we plotted roughness vs time for each of the Amundsen ice shelves (Figure

4.5). These ice shelves are all proximal to each other and have likely experienced

similar large-scale climate forcing.

From Figure 4.5 we see that Pine Island, Thwaites, and Crosson ice shelves each

experienced the largest increase in roughness over the time period of the survey.

These ice shelves also all mostly changed step-wise throughout the data record,

rather than continuous yearly increases. Of these three ice shelves, Thwaites both

started out as the roughest, as well as exhibiting the largest increase in roughness

over time. Interestingly, the changes in ice shelf roughness for Thwaites and Crossen

show periods of low roughness in the early 2010s, followed by current high roughness

states. In addition, Pine Island and Crosson ice shelves started out at different levels

of roughness (with Crosson starting higher), but increased by similar magnitudes of

roughness over the survey period. Of the other two Amundsen Sea ice shelves in this

survey, Getz and Dotson both still increased in roughness, however, this increase was

smaller than Pine Island, Thwaites, and Crosson. In addition, both Dotson and Getz

both started out considerably smoother than their other ASE counterparts.
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4.4 Discussion

4.4.1 Many high roughness ice shelves are stable

Our results show that the roughness of ice shelves varies over an order of magni-

tude, which is consistent with previous work (Watkins and others, 2021). However,

we also show that some high-roughness ice shelves are not necessarily changing in

terms of their extent (area, thickness, and volume). Two examples of this are the

Dygalski ice tongue and the Totten ice shelf, both of which have large median rough-

nesses that are comparable to those of Pine Island and Thwaites glaciers (Figure 4.2).

Both Drygalski and Totten are visually rough in the satellite imagery, and studies

have shown numerous basal melt channels as well as crevasses/rifts (Dow and others,

2018; Indrigo and others, 2020). Drygalski has been shown to be generally unchanged

in area over at least the last 50 years (Wuite and others, 2009; Hesari and others,

2022), while Totten ice shelf has shown small amounts of thinning and grounding

line retreat (Li and others, 2015). Currently, the grounding line position at Totten

ice shelf is stable, but small changes to ocean temperatures could force future re-

treat and area loss (McCormack and others, 2021). Monitoring future changes in

the roughness of Totten, and potentially other ice shelves that are fringing the line

between stable and unstable, may be insightful to determine if the ice shelf may be

vulnerable.

4.4.2 Mechanisms for roughening in the Amundsen Sea

Amundsen Sea ice shelves, specifically Thwaites, Pine Island, and Crosson, all

roughened over the data record of this study. In contrast to many parts of Antarctica,

surface temperatures in the Amundsen Sea remain cold (Dixon, 2007; Trusel and

others, 2013; Werner and others, 2018). In gauging then the specific mechanisms that
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Figure 4.6:
A bar graph using data from Rignot and others (2013) showing the ice shelf thinning
rates as a percentage of mean ice shelf mass for all ice shelves in this survey

may drive the roughening (and increased volume loss) of ice shelves in the region.

A previous study has shown that basal melt rates correlate with the magnitudes of

ice shelf roughness (Watkins and others, 2021). However, as there is no data set on

how basal melting for ice shelves evolves over time, we cannot compare changes in

melt rates to changes in ice shelf roughness. Instead, we can examine the normalized

thickness trend over the survey period to see which ice shelves are thinning the most

(Figure 4.6). From Figure 6, we can clearly see that of all the ice shelves in this

survey, Thwaites, Pine Island, and Crosson have the largest thinning rates. This

indicates that the roughening of ice shelves in the Amundsen Sea is likely driven

by ocean forcing, which is consistent with other studies suggesting ocean forcing is

causing a change in the region (Jenkins and others, 2018; Nakayama and others,

2019).

Also notable is the fact that both the Thwaites and Crosson ice shelves experienced

periods of high roughness up until approximately 2010 followed immediately by a

steady period of low roughness until approximately 2017 (Figure 4.5b and c). This
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was then immediately followed by a period of high roughness which continues into

the present day. Interestingly, on Thwaites periods of high roughness overlap with

periods of documented structural weakening (2006-2012: 2016-2018), and periods

of low roughness overlap with periods of re-advance (2012-2015)(Miles and others,

2020). This indicates that as the ice shelf was weakening, it likely roughened as more

fracture occurred and as it re-advanced, it smoothed as some of this fracture was

healed. This hints that increases to the roughness may have been indicative of the

ice shelf vulnerability.

4.4.3 Using changes in roughness to predict ice shelf vulnerability and collapse

As changes in ice shelf roughness correlate with changes in ice shelf thickness,

area, and volume, we speculate that high changes in ice shelf roughness may be

indicative of ice shelves that are primed for collapse. This is further highlighted

by the Conger ice shelf, notable for it’s collapse in March of 2022, which saw the

third highest change in roughness in this survey. As this ice shelf was an outlier in

terms of its high change in roughness relative to its location on the continent, we

examined it’s roughness change in more detail (Figure 4.7). Specifically, we plotted

the roughness of the Conger ice shelf since 2004 and examined if there were changes

both in the short term (within the last 2-3 years) as well as the long term (over the

last 20 years) for the roughness.

From Figure 4.7, we see that there was a considerable jump in roughness from

2004 to just before the collapse event. This increase is statistically significant and

cannot be attributed to just fluctuations in the data or changes in sensors. This

suggests that the roughness increase before Conger’s demise hints that the increased

roughness foreshadowed the ice shelves demise and that longer-term changes appear

to have manifested as a visible increase in roughness. Studies also suggest that
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Figure 4.7: Roughness of the Conger ice shelf between 2004 and 2021. The ice shelf collapsed in
March of 2022.

the Conger ice shelf experienced increased basal melt(Bernales and others, 2017) as

well as increased crevassing and rifting (Rignot and others, 2022) in the lead-up to

its collapse. Decreases in thickness and area are similar to what the fast-changing

Amundsen Sea ice shelves are also experiencing (Figure 4.3). In contrast to the

Amundsen Sea shelves, the Conger ice shelf experienced extreme temperature events

as a result of an atmospheric river which likely pushed it to a breaking point Horton

(2022). Although temperatures in the Amundsen Sea currently remain coldDixon

(2007); Trusel and others (2013); Werner and others (2018), trends in temperature

are drifting upwards, which may push the already fragile ice shelves in the region

past stable thresholds. As such, the complex processes that are indicative of collapse

would likely be reflected in increasing roughness, hinting that roughness may be a

metric for gauging future ice shelf stability.

4.5 Conclusions

Here, we investigated changes in ice shelf roughness over the past two decades

and its correlation with ice shelf area, thickness, and volume changes. Our findings

demonstrate a strong connection between roughening ice shelves, which are charac-

terized by increased melt channels, crevasses, and rifts, and ice shelves that are losing
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the most volume. Our results reinforce previous research showing that ice shelves in

the Amundsen Sea, specifically Pine Island and Thwaites, have undergone the most

significant changes in the region and across the continent. However, the majority of

ice shelves in our survey have not experienced significant roughening or volume loss.

We propose that, while these ice shelves appear to be stable currently, continued cli-

mate forcing may cause future instability. Monitoring roughness changes may offer

a valuable tool to track if an ice shelf transitions from a stable to an unstable state.

This speculation is supported by our examination of the roughness of the Conger

Ice Shelf leading up to its collapse in March 2022 which found that it experienced

significant increases in roughness over the past two decades. We suggest that this

increase in roughness likely primed the ice shelf for collapse, which was triggered by

abnormally warm atmospheric temperatures. In addition, our analysis of ice shelves

in the Amundson Sea also shows that roughness increased ahead of fragmentation

and retreat events. While further verification of our results is required due to data

limitations, our findings suggest that changes in ice shelf roughness may serve as an

easily measurable indicator of ice shelf stability.
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CHAPTER V

Conclusion

Our work focuses on the spatial variations in easily measurable parameters (such

as the thickness) of ice shelves can tell us. Specifically, we define these spatial

variations as roughness and investigate how the presence of features, such as melt

channels and crevasses, contribute to that roughness. This is done in an attempt

to more thoroughly understated how ice shelves behave and how these features may

affect their stability.

In Chapter II we defined our method for quantifying roughness. We did this by

using the continuous wavelet transform and windowing along track segments of ice

thickness data collected over a 10-year period. We first analyzed Pine Island and

Ross ice shelves and found that on both shelves, roughness was elevated surrounding

melt channels, crevasses, rifts, and pinning points. However, the Ross ice shelf was

the opposite of Pine Island ice shelf and was considerably rougher. This was true

across all wavelengths of roughness. In addition, roughness was found to be fractal

(scaling with wavelength), which seemed to indicate that crevasses and melt channels

exited on a continuous spectrum of features. Finally, we expanded our analysis to

five other ice shelves. We found that ice shelves in the Amundsen Sea were roughest,

and that roughness in general correlated with basal melt rates. This hinted that may
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be more tightly controlled by ocean forcing than previously thought.

Using the principles of ice shelf roughness defined in Chapter II, we expanded upon

our analysis in Chapter III by investing how melt and fracture impart melt channels

and crevasses onto ice shelves and how these features affect ice shelf roughness. We

did this by using gridded ice shelf base data to investigate how basal melting and

ice deformation contribute to crevasse and melt channel formation and evolution on

the Pine Island Ice Shelf in the Amundsen Sea. We found that high basal melt rates

and high first principal strain rates lead to substantial roughening of the ice shelf

through a collection of features, including melt channels and crevasses. Critically,

melt channels and crevasses are the deepest at locations where melt rates and strain

rates are highest. This hints that the combination of melt rates and strain rates

work in tandem to excavate and seed the deepest melt channels and crevasses on ice

shelves. These features then may form lines of weakness that transform into rifts

and, ultimately, the detachment boundary for calving events. This again suggests

that the ocean may play an important role in controlling the future stability of ice

shelves.

Using the knowledge from Chapter II and Chapter III that ice shelf roughness is

linked to melting and fracturing of ice shelves, we investigated if changes in roughness

reveal increasing ice shelf vulnerability. We anticipated that the addition of melt

channels, crevasses, and rifts could potentially lead to increased ice fracture and

ice shelf vulnerability. However, this relationship between melting, fracturing, and

ice shelf failure is complex. We hypothesized here that the evolution of the ice

shelf surfaces may hint at which ice shelves are most vulnerable and at-risk ice for

collapse and retreat. To examine this hypothesis, we analyzed 20 years of ice surface

observations. In contrast to Chapter II, for a much larger suite of ice shelves, we saw
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very little correlation with melt rate. However, using the knowledge from Chapter

III that high strain rates are also elated to ice shelf roughness as well as changing

our assumptions of ice shelf roughness over time, we found that increasing roughness

of ice shelves correlated with ice shelves that are losing volume. This is especially

true in the Amundsen Sea, where Pine Island and Thwaites Glacier tongues have

experienced large-scale increases in roughness and ice loss since 2000. In addition,

the Conger Ice Shelf, which collapsed in 2022, also showed an increase in roughness

in the years leading up to its collapse. These findings suggest that roughness could

be a valuable tool in identifying those ice shelves most vulnerable to collapse and

retreat.

Based upon the results of Chapter IV, future work involving the roughness of

ice shelves would be well suited toward high-resolution monitoring of gridded ice

shelf thickness over time. This could potentially be done using Digital Elevation

Models derived from Synthetic Aperture Radar Images of ice shelves from across

the continent. By using the gridded product, uncertainties related to track coverage

and orientation could be mitigated, which could produce a more robust result. In

addition, the incorporation of ice shelf roughness into models could prove to be

valuable in predictions of ice shelf stability. Based on the results of Chapter III,

this could potentially be accomplished by using model knowledge of strain rates and

melt rates to infer what the ice roughness should actually be. The challenging part

here would be taking the step from roughness back to actual thickness, but could

potentially be accomplished by an inverse continuous wavelet transform. At any

rate, using roughness to monitor ice shelf “health”, as suggested by Larter (2022),

seems like it could be a potentially valuable tool going forward.
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APPENDIX A

Supplementary Information for Chapter 2

This appendix, which constitutes the supporting information for Chapter 2, appears

in its entirety in the following:

Watkins RH, Bassis JN and Thouless MD (2021) Roughness of ice shelves is

correlated with basal melt rates. Geophysical Research Letters, 48(21) (doi: 10.1029/

2021gl094743):

Introduction

This supporting information document contains four supporting figures and one

supporting table. The first figure (Figure A.1) shows the distribution of roughness

over pinning points and shear margins for Pine Island and Ross. The second figure

(Figure A.2) shows the spectra of tracks going in the along flow and transverse to

flow directions for the Pine Island ice shelf. The third figure (Figure A.3) shows

the spectra for the remaining ice shelves in our survey. The last figure (Figure A.4)

shows melt rate vs roughness for Pine Island, taken on a point by point basis across

the ice shelf. Finally, Table A.1 includes direct links to the data sets that were used

in our manuscript.

81



Figure A.1: Distributions of roughness around pinning points and shear margins for both Pine
Island and Ross compared to the distribution of roughness across each total ice shelf.
For both features of both ice shelves, roughness is always higher relative to the mean
roughness, indicating that pinning points and shear margins make ice shelves rougher.
The analysis for pinning points is taken for all documented pinning points on each ice
shelf, rather than just the example pinning point shown in text.
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Figure A.2:
The spectra of tracks going roughly in the along flow (grey spectra) and transverse to
flow (blue spectra) directions for Pine Island. When taken individually, both spectra
still obey a power law with a statistically similar slope to that of the ice shelf as a
whole.

Data Name Data Source Reference Link to data Data Time
frame

MCoRDS L2
Ice Thick-
ness

Operation
IceBridge

Paden and others
(2010)

https://nsidc.org/
ice-
bridge/portal/map

2009-2016

Pine Island
Ice Shelf

Geophysics
Data Portal

Vaughan and oth-
ers (2012)

https://legacy.bas.
ac.uk/data/aerogeo/
dataset/pig/

2011

Total Ice
Thickness

ROSSETTA-
Ice

Das and others
(2020)

http://wonder.ldeo.
columbia.edu/
data/ROSETTAIce/
DerivedProducts
/DICEIceThick-
ness/

2019

Average
Basal Melt

Multiple
Sources

Liu and others
(2015)

https://www.ncbi
.nlm.nih.gov
/pmc/article
/PMC4371949/bi
n/pnas.
1415137112.sd01.xls

2005-2011

Table A.1: Table 2.1 with expanded links to data products. Note that many of the data products
require user registration in order to access.
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Figure A.3:
. The power spectral density of all tracks going over the a) Thwaites, b) Dotson, c)
Getz, d) Filchner, and e) Larsen C ice shelves. Also shown is a least squares fit of
the power-law equation to each spectrum. Integration bounds used for calculating the
average roughness for each ice shelf are plotted by the black dotted lines.
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Figure A.4: Melt rate vs roughness for the Pine Island Ice Shelf. Melt rates are obtained Adusumilli
and others (2020). Little correlation exists between roughness and basal melt when
plotted on a point by point basis across the ice shelf.
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APPENDIX B

Supplementary Information for Chapter 3

This appendix constitutes the supporting information for Chapter 3:

Introduction

The supporting information in this document contains two supplementary fig-

ures. The first figure (Figure B.1) shows the 2D gridded roughness (calculated from

BedMedmachine) across all of the Pine Island Ice Shelf. The second figure (Figure

B.2) shows the distribution of roughness values across all of the Pine Island Ice Shelf

as well as across all Antarctic ice shelves.
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Figure B.1: A 2D map of roughness across the Pine Island Ice Shelf
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Figure B.2:
a) Distribution of roughness values across the Pine Island Ice Shelf b) Distribution of
roughness values across all Antarctic ice shelves
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APPENDIX C

Supplementary Information for Chapter 4

This appendix constitutes the supporting information for Chapter 3:

Detailed Roughness Uncertainty Characterization

When comparing roughness measurements obtained from various data sources

with different sampling methods, it is essential to consider uncertainty. To achieve

this, we conducted Uncertainty characterization for each ice shelf and year under

study. In this section, we discuss the two primary sources of uncertainty associated

with roughness measurement and their quantification. Furthermore, we show our

definition of the total uncertainty, which we use consistently throughout this study.

Uncertainty from Data Coverage

We first examined the uncertainty arising from data coverage, given that each of

the four data sources we used exhibits considerable variability in terms of the extent

to which a particular ice shelf is surveyed annually. It is therefore crucial to include

this factor in our analysis of uncertainty. Figure C.1 illustrates this issue with the

roughness measurements obtained from the Pine Island Ice Shelf by our four data

sources over four specific years. It is evident from the visual representation that the

extent of data coverage over the ice shelf fluctuates significantly from one year to

another.
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Figure C.1: Roughness measurement distribution across the Pine Island Ice Shelf for four different
data sources over four different years. a) ICESat, 2005 b) OIB, 2012 c)REMA, 2016
and d) ICESat-2, 2021. The red line once again shows the proximate location of the
grounding line.
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To quantify this uncertainty, we utilize the REMA dataset, which is a gridded

dataset with minimal data coverage gaps. By prescribing increasing numbers of

random oriented "tracks" over an ice shelf, we can calculate the median roughness.

As we obtain more randomly oriented "tracks" over the ice shelf, we sample more

and more of the ice shelf’s surface. We can represent the median roughness of an

ice shelf as a function of the amount of surface area surveyed by plotting it. Figure

C.2a illustrates this concept using data from the Pine Island Ice Shelf. The graph

shows that the variability in the median roughness decreases as more of the ice shelf

is surveyed. This is further demonstrated in Figure C.2b, which plots the standard

deviation of the median roughness as a function of ice shelf data coverage. The

graph shows that as the amount of the ice shelf surveyed increases, the uncertainty in

roughness due to data coverage decreases, following an exponential decay. Therefore,

we can use this method for each ice shelf in any given year to address the uncertainty

in data coverage.

Uncertainty from track orientation

The second source of uncertainty in roughness that we examined was the uncer-

tainty resulting from track orientation. As roughness is defined as an along-track

variable in this assessment, the roughness measurement would be affected by the

angle at which the track was sampled on the ice shelf surface. For instance, if a

satellite sampled ice elevation data in parallel with a melt channel, the roughness

measurement would likely be significantly lower than if the satellite sampled the el-

evation perpendicular to a channel. To evaluate the uncertainty in orientation, we

again utilized the REMA dataset and randomly oriented tracks. We analyzed all

the data points where two tracks intersected and computed the median roughness

and standard deviation at each intersection point. The resulting plot shows that the
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Figure C.2:
a) Median roughness of Pine Island from REMA as a function of ice shelf coverage.
b)Standard deviation of the median roughness as a function of ice shelf coverage. As
more of the ice shelf is sampled, the standered deviation in the roughness decreases
exponentially
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Figure C.3: The standard deviation of each roughness overlap vs the median roughness of that
overlap point on the Pine Island Ice Shelf. Note that the higher the roughness, the
higher the standard deviation (from track orientation)in the roughness will be.

higher the median roughness, the greater the uncertainty arising from track orien-

tation, as demonstrated in Figure C.3. Using this technique, we can quantify this

aspect of uncertainty for each ice shelf and each year under study.

Total uncertainty in roughness

After identifying the primary factors that contribute to the uncertainty in our

roughness measurement, we aim to combine them into a single measure of uncer-

tainty. To accomplish this, we take the sum of the root of the two standard devi-

ations previously defined and combine them into the total uncertainty, represented

by σ:

(C.1) σ =
√

(σ2
Coverage + σ2

Orientation),

Here, σCoverage indicates the uncertainty arising from the data coverage over an
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ice shelf, while σOrientation reflects the uncertainty from track orientation. =
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APPENDIX D

Assessment of Using Spaceborne LiDAR To Monitor the
Particulate Backscatter Coefficient on Large, Freshwater

Lakes: A Test Using CALIPSO on Lake Michigan

This appendix, which constitutes a supplementary chapter of this thesis, appears in

its entirety in the following:

Watkins RH, Sayers MJ, Shuchman RA and Bosse KR (2023a) Assessment of

using spaceborne LiDAR to monitor the particulate backscatter coefficient on large,

freshwater lakes: A test using CALIPSO on lake michigan. Frontiers in Remote Sens-

ing, 4 (doi: 10.3389/frsen.2023.1104681)

Introduction

The particulate backscatter coefficient, or bbp (m−1), is a central inherent optical

property that gives important insight into ecological processes that happen in large

bodies of water. Specifically, bbp has been used as a proxy for particulate organic car-

bon in regions where inorganic material concentrations are low (Cetinić and others,

2012). Through this connection, on the global oceans bbp has been used to quantify

global carbon stocks (Loisel and others, 2001; Stramski and others, 2008; Martinez-

Vicente and others, 2013; Behrenfeld and others, 2013), track the vertical migrations

of ocean animals (Burt and Tortell, 2018; Behrenfeld and others, 2019), quantify pri-
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mary production (Behrenfeld and others, 2005; Westberry and others, 2008; Schulien

and others, 2017), and can be used to potentially monitor the overall health of water

environments. Typically, bbp has been sampled globally on the open oceans via two

methods. First, by way of in situ collected measurements from ship (Concannon and

Prentice, 2008; Dickey and others, 2011), aircraft (Hair and others, 2016; Churn-

side and others, 2017; Churnside and Marchbanks, 2019), and float surveys (Bittig

and others, 2021). Second, by using ocean color data derived from optical imagery

satellites such as the MODerate-resolution Imaging Spectroradiometer (MODIS), in

which a gridded bbp product is created (Mélin, 2011; Blondeau-Patissier and others,

2014). Both of these methods have paved the path of bbp monitoring over the last 20

years.

While in situ sampling and passive sensors are able to provide bbp, they are not

without drawbacks. In situ measurements via ship and aircraft are costly and the

network of ARGO floats is limited in its spatial coverage. Likewise, MODIS derived

bbp can only be collected in the daytime and can have errors associated in excess of

50 percent (Hostetler and others, 2018; Jamet and others, 2019). These drawbacks

gave rise to a new era of bbp collection: LiDAR based satellites (Hostetler and others,

2018; Bisson and others, 2021). The Cloud-Aerosol LiDAR and Infrared Pathfinder

Satellite Observation (CALIPSO) satellite was launched in 2006 with the primary

goal of measuring the properties of clouds and aerosols in Earth’s atmosphere using

LiDAR (Winker and others, 2009, 2010). However, over the 15 year lifespan of the

satellite, secondary uses were identified including its ability to obtain bbp, which

was first done a decade ago (Behrenfeld and others, 2013). Since then, numerous

studies have been done using CALIPSO and other LiDAR based satellites as a way of

collecting bbp (Behrenfeld and others, 2016, 2019; Lu and others, 2014a, 2016, 2020;

96



Bisson and others, 2021).

Most studies which have obtained bbp from CALISPO have done so on the global

oceans, though there have been studies done on a more localized scale (Dionisi and

others, 2020). To date however, none have been done in a large freshwater environ-

ment. This is likely due to the spatial resolution of CALISPO satellite tracks, which

are spaced at ≈ 150 km apart. On the global oceans this is an acceptable resolu-

tion for binning the data into 2 ◦ by 2 ◦ boxes, such as in Behrenfeld and others

(2019). However on study regions similar in size to the Great Lakes, this would be

ineffective as one bin would span the entire basin of a lake. Another likely reason

that CALIPSO has not been used to study large lakes is the need for high resolution

(in both time and space) wind speed measurements, which play a large roll in the

calculation of bbp (Behrenfeld and others, 2013; Hu and Zhai, 2016).

Inland, freshwater lakes can also be optically complex (case 2, (Morel and Prieur,

1977)) when compared to marine environments (case 1, (Palmer and others, 2015)).

This stems mainly from differences in concentrations of optically active constitutes

(OAC) compared to sections of the global oceans(Morel and Prieur, 1977; Gons and

others, 2008; Mouw and others, 2015). Likewise, the specific biological makeup of

phytoplankton assemblages can differ substantially between freshwater and marine

environments (Elser and Hassett, 1994). In addition, changes in the vertical distri-

bution of particulate assemblages can vary substantially on freshwater lakes when

compared to their marine equivalent (Scofield and others, 2020). These phenomenon

present their own set of challenges and are unique to the freshwater remote sensing

world.

Drawbacks aside, CALIPSO does make passes over some of the worlds largest

freshwater lakes, specifically Lake Michigan in the United States. While it is im-
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possible to map trends across the entire lake using CALIPSO, it is possible to map

trends across individual, satellite flyover tracks. In the scope of Great Lakes ecosys-

tem, bbp is important to the monitoring of overall lake health. Decreases in bbp over

a 14 year period on Lakes Michigan and Huron have been tied to the effect of dreis-

senid mussels, phosphorus abatement, and climate change on the lakes (Yousef and

others, 2017). In addition, bbp has been monitored and used on the lakes as a metric

to assess particulate assemblages and better regulate optical signal remote sensing.

As the fishing industry on the Great Lakes is upwards of a $7 billion per year trade,

being able to remotely sense/monitor the health of the ecosystem through bbp would

be extremely valuable (Roth and others, 2012).

Because of high resolution wind speed forecasting obtained from the National

Oceanic and Atmospheric Administration (NOAA)’s Great Lakes Coastal Forecast-

ing System (GLCFS) (NOAA, 2022), we are able to obtain bbp from CALIPSO across

the lake. Likewise, because of both NOAA cruises over the last decade and because of

recent advances in using MODIS to obtain bbp (Shuchman and others, 2013), we are

able to compare the results obtained from CALIPSO to others sampled over similar

time periods and locations. Here we show a method of obtaining LiDAR derived bbp

on large, freshwater lakes and the challenges associated with it. We then compare

these results to both in situ values and results obtained through passive sensors. We

close by speculating on the roll that LiDAR obtained bbp can play in the future of

Great Lakes remote sensing.

Material and Methods

CALISPO bbp

Data used in deriving bbp from CALIPSO comes from NASA/CNES’s LiDAR

Level 1B profile data, Version 4-10 product (Winker and others, 2009). For the
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majority of this assessment, we followed Behrenfeld and others (2013), implementing

changes that have come about over the last decade to improve the reliability of the

results (Lu and others, 2013, 2014a, 2021c; Bisson and others, 2021). A schematic

of how bbp is derived from CALIPSO is shown in Figure D.1. For the scope of this

analysis, bbp refers to the backscatter sampled at 532 nm. At every point along the

satellite track, the co-polarized and cross-polarized channel returns are extracted.

A cross-talk correction between the two channels is implemented and the transient

response from the surface is removed (Lu and others, 2014a, 2021c). The corrected

signal is then used to calculate a depolarization ratio (δt) between the two channels

for the first three bins below the surface of the water. Following this, a series of

filtering is done to eliminate signals that would result in a contaminated result.

Implementation of this filtering is as follows, as was done in Dionisi and others

(2020):

1) Removal of signal that is flagged as saturated in the data product.

Lu and others (2018) implemented a signal saturation flag to the CALIPSO data

product. Here, we only consider data that is not saturated in any way, and ignore

data that is flagged as possibly saturated or certainly saturated as this signal would

not yield reliable results.

2) Removal of signal that had cloud coverage.

Clouds are identified though two sources. First, if the water surface peak from

the LiDAR return is not within 120 m of the actual surface (derived from the Digital

Elevation Model (DEM) flag on the CALIPSO data), then the signal is considered

to be polluted by clouds. Second, if the integrated attenuated backscatter (IAB)

for the entire LiDAR return is greater than a threshold value (0.017sr−1), then the

signal is considered contaminated by clouds (Dionisi and others, 2020).
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3) Removal of the signal where the depolarization ratio (δt) exceeded 0.5.

Realistic values of the depolarization ratio (δt) certainly would be below 0.5 (Dion-

isi and others, 2020). As such, all data returns with a depolarization ratio greater

than 0.5 are not considered.

4) Removal of the signal where the wind speed is less than 2 m/s and greater than

9 m/s.

Low wind speeds (less than 2m/s) result in signal saturation and high wind speeds

(greater than 9m/s) result in turbid waters. As each of these cases would result in

an unreliable signal, they are therefore not considered.

After preliminary filtering of the signal, we were able to start the calculation of

bbp. This was done through the use of parameters taken from Behrenfeld and others

(2013), Bisson and others (2021), and though two dynamic variables. A listing of

the constants and values are shown in Table D1. The first dynamic variable used

in deriving bbp is the diffuse attenuation coefficient for downwelling irradiance (Kd),

which is obtained from MODIS optical imagery. Specifics surrounding the acquisition

of Kd are shown in Section D.2.2. We chose to directly use the MODIS derived Kd

measurements rather than using the empirical relationship for Kd in Bisson and

others (2021) because we are analyzing a freshwater environment. As such, the

relationship between MODIS Kd and the depolarization ratio (δt) may be different.

However, it is likely that using either method will result in a very similar result, as

the Kd used in Bisson and others (2021) is still derived from MODIS via an empirical

relationship.

The second and most important dynamic variable in the derivation of bbp from

CALIPSO is water surface wind speed (v). Wind speed is used in deriving wave

height (Cox and Munk, 1954; Hu and others, 2008), which is directly used in cal-
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culating bbp from the depolarization ratio (δt). For every point along the CALIPSO

tracks, we used a dynamic wind speed obtained from NOAA GLCFS (NOAA, 2022).

The high temporal resolution of the wind speed model allowed us to have wind speed

measurements down to the same hour of each CALIPSO flyover. High winds will

result in waves that make the water too turbid to obtain reliable bbp measurements

and low wind speeds can result in signal saturation (Behrenfeld and others, 2013).

As such, we implemented a filter by removing all measurements that had a wind

speed greater than 9 m/s and less than 2 m/s (Dionisi and others, 2020), as is shown

in the pre-processing steps. Thus, we can now define bbp as a function of the de-

polarization ratio (δt), wind speed (v), the attenuation coefficient for downwelling

irradiance (Kd), and the combination of previously defined constants (C) following

the relationship shown in Behrenfeld and others (2013) as:

(D.1) bbp = C ∗ f(δt, v, Kd)

MODIS bbp and Kd

Level 2 MODIS imagery intersecting Lake Michigan was downloaded through the

NASA Ocean Biology Processing Group (OBPG; https://oceancolor.gsfc.nasa.gov/).

Each image was processed using the Color Producing Agents Algorithm (CPA-A;

Shuchman and others (2013)) in order to derive estimates of chlorophyll-a concen-

tration, suspended minerals concentration, and CDOM (Colored Dissolved Organic

Matter) absorption. Using these three estimates, bulk absorption and bulk backscat-

ter coefficients were derived for the following MODIS bands: 412, 443, 488, 531, 547,

and 667 nm. At the same bands, bbp was computed from the bulk backscatter by

removing the backscatter due to pure water (coefficients derived from Morel and oth-
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ers (1974)). The diffuse attenuation coefficient (Kd) at the above wavelengths was

estimated using a method outlined in Lee and others (2005), which uses the bulk

absorption and backscatter coefficients as well as the solar zenith angle.

Yearly average images were also computed for both bbp and Kd. First, daily

average images were generated by computing the mean of overlapping pixels within

all satellite images from a given day. The yearly average images were then computed

as the mean of all daily images within that year.

In situ bbp

In situ bbp was sampled by the National Oceanic and Atmospheric Administra-

tion’s Great Lakes Environmental Research Laboratory (NOAA GLERL). This was

done primarily in the spring (March-May) and summer (June-August), with a scat-

tering of samples in the fall (September- November), at several stations on Lake

Michigan between 2015 and 2019. Observations of bbp were derived from data col-

lected by a WET Labs BB9 sensor, which measures volume scattering coefficients at

9 wavelengths (412, 440, 488, 510, 532, 595, 650, 676, and 715 nm). During sampling,

the BB9 is mounted in a package along with other sensors including a WET Labs

ac-s, Sea-Bird CTD, and WET Labs fluorometer. Packaging these sensors provides

concurrent measurements of salinity, temperature, and absorption which are neces-

sary for processing BB9 data to bbp. The package was deployed vertically through

the water column using a crane.

Using the WAP software package (WET Labs), ac-s, CTD, and BB9 data were

converted from binary data to text files, and BB9 data were processed to bbp using

protocols outlined in Zaneveld and others (2003). First, the total volume scattering

function (βt) is corrected using the coincident total absorption (at) measurements

from the ac-s after having been re-sampled to the BB9 wavelengths. Next, the vol-
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ume scattering function of the water (βw) was calculated according to Boss and

Pegau (2001), utilizing the coincident CTD-measured temperature and salinity. The

particulate fraction of the volume scattering function (βp) is calculated as the differ-

ence between βt and βw. bbp is then computed according to the following equation

using a χ factor of 1.1 (Sullivan and others, 2013):

(D.2) bbp = 2π ∗ χ ∗ βp

Finally, the bbp data is binned to 1 meter with the vertical profiles then averaged

between 0 to 50 m below the water surface.

Study Regions

For the scope of this assessment, we chose to limit our study to only Lake Michigan

rather than any of the other Great Lakes. This was done purposefully for a two main

reasons. First, the way the CALISPO flyovers were oriented coincided very well with

the geometry of the lake. For Lake Michigan, the satellite had two unbroken and

intersecting day/night tracks that spanned a few degrees of latitude (Figure D.2).

This match up allowed us to effectively preform our analysis even with the limited

spatial coverage of the CALISPO satellite. Secondly, the distribution of in situ

sampled bbp values was the highest in Lake Michigan. This distribution of samples

along similar lines of latitude to that of the CALIPSO tracks allowed us to compare

our derived product effectively. A map of both of the CALISPO tracks used in this

survey along with the locations of all in situ sampling stations is shown in Figure

D.2.
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Results

Yearly average bbp on Lake Michigan

As a first test of the ability to derive bbp from CALIPSO, we computed an average

bbp across the entire lake for every year in the data record. We did this for both the

daytime and nighttime CALIPSO tracks. To ascertain how this value compared to

other measurements of bbp, we took a yearly average bbp for the MODIS data at the

same location as the CALIPSO data. In conjunction with CALIPSO and MODIS,

we also calculated a yearly average bbp for the in situ data across the entire lake. We

compared the three metrics in Figure D.3A (daytime) and Figure D.3B (nighttime).

As MODIS is unable to sample at nighttime and as there is no documented nighttime

bbp samples on Lake Michigan, the nighttime bbp from CALIPSO is compared to

daytime measurements.

Our results for the daytime flyovers showed more yearly variability in the CALIPSO

bbp than the MODIS bbp (Figure D.3A). However, over the course of the 15 year pe-

riod, there was no discernible trend in bbp (p value > 0.05). The 95 % confidence

bounds for the CALIPSO bbp were similar to that of the MODIS derived results, and

much smaller than the bounds on the in situ sampling. These results also held for

the nighttime CALIPSO results (Figure D.3B). However, the nighttime results are

systematically lower for every year in the record when compared to their daytime

counterparts and the MODIS/in situ data.

Seasonal bbp across Lake Michigan

Both cloud cover and high wind speeds limited the return rate of usable CALIPSO

data and therefore did not allow us resolve seasonal trends across the lake on a yearly

basis. However, because trends across the 15 year time period of the CALIPSO,
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MODIS, and in situ data were largely unchanged (relative to the standard error

of the in situ measurements), we felt justified in combining the entire time record

into a seasonally divided data set and then evaluating this data set spatially across

the lake. We did this for both the daytime and nighttime measurements. To start,

the daytime measurements across Lake Michigan are shown in Figure D.4A. These

results are divided up into four seasons: Spring (March through May), Summer (June

though August), Fall (September though November) and Winter (December through

February).

At a first order evaluation, for the spring, summer, and fall we see very good

coherence between all three methods of collecting Daytime bbp (Figure D.4A). In the

winter, we see a much larger divergence between measurements, which is not surpris-

ing in that the MODIS result is not well calibrated for winter. This could be related

to one or more of the following potential issues. First, the CPA-A, which is used

to generate the MODIS bbp estimates, is calibrated based on in situ measurements

throughout the lakes (Shuchman and others, 2013). However, because our in situ

dataset does not include any measurements collected in winter, it is unclear how

suitable the current calibration is during the winter season. Second, the CALIPSO

result may also be influenced by ice in the lake. With these issues in mind, CALIPSO

may be able to supplement non existent winter sampling campaigns if validation of

the result could be performed. The nighttime measurements from CALILPSO again

show systematically lower response across all sections of the lake when compared

to the daytime sampled results (Figure D.4B). The usable data retrieval rate of the

nighttime measurements was also nearly an order of magnitude higher then that of

the daytime (7 % vs 1 %).

Also of note is the lack of CALIPSO daytime data between 42.5° and 43.5° lat-
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itude. This likely is a direct result of the optical complexity of the waters of Lake

Michigan in this region. Satellite optical imagery frequently shows the existence of

sediment plumes in this part of the lake (Vanderploeg and others, 2007; Lohrenz

and others, 2004), which may be resulting in a CALIPSO return that is flagged as

contaminated (for one or more of the previously shown filtering steps). Likewise, this

part of the CALIPSO track is mostly nearshore, which further increases the optical

complexity of the water and may result in further signal loss. This is also related

to the large variability of in situ values in these optically complex waters, which are

likely to have more variability in their bbp relative to portions of the lake that are

more spatially consistent.

Comparison of CALIPSO vs MODIS daytime bbp

To a higher level analysis of the daytime results, there is some smaller scale

divergence across the lake between the CALIPSO and MODIS measurements. This

is especially prevalent in the spring time (Figure D.4A). Taking the in situ values

as being ground truth, we next compared the daytime CALIPSO and MODIS bbp

results to the their closest measurement spatially on a seasonal basis, taking a median

percent error for each season and instrument. We did this for both the spring and

the summer separately (when in situ measurements were available) and then also

combined the results across all seasons (Figure D.5).

We found that CALIPSO derived bbp showed better agreement relative to the in

situ sampling than the MODIS derived bbp. This was especially true in the springtime

where the CALIPSO bbp had a median percent error of 7 % and the MODIS bbp had a

median percent error of 27 %. In the summer, both instruments were nearly the same

in their performance, with the CALIPSO (14 % error) only sightly outperforming

the MODIS (15 % error). Finally, taken together regardless of season, CALIPSO (8
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%) was closer to in situ values than MODIS (18 %).

Discussion

Weather dependent return rate of CALIPSO

Our results indicate that CALIPSO can retrieve a reliable bbp signal on a large,

freshwater lake. However, deriving trends with a higher resolution than yearly across

the entire lake or seasonally across the entire data record is impractical using the

CALIPSO data. This is due to a weather dependent return rate of usable CALIPSO

backscatter data across the lake. For daytime measurements, the amount of good

measurements after filtering is around 1 %. This improves substantially for the

nighttime measurements where the amount of usable data climbs to approximately

7 %. However, even at 7 % retrieval, the limited spatially coverage of CALIPSO

prevents a more in depth analysis.

Reasons for the low usable data percentage of CALIPSO on the Great Lakes

stems mostly from two sources. First, average wind speeds on Lake Michigan are

generally around 6 m/s, with values varying both spatially and temporally (Li and

others, 2010b). Due to turbid waters at high wind speeds and to signal saturation at

low wind speeds, a range of wind speeds of between 2 m/s and 9 m/s is required in

order to reliable derive bbp from CALIPSO (Behrenfeld and others, 2013). Many of

the CALIPSO flyovers on Lake Michigan take place when the wind speed is greater

than the maximum allowed wind speed, resulting in a considerable loss of data. The

second major source of data loss comes from the cloud coverage on the great lakes,

where the percentage of cloud free days is less than 50 % (Ju and Roy, 2008). Clouds

prevent reliable retrieval of the signal from CALIPSO and therefor result in a null

measurement.

A final note on the return rate of usable data from CALIPSO is the substantially
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higher retrieval rate in the nighttime hours to that of the daytime hours (7 % vs 1 %).

This is likely due to the behavior of clouds on wind speeds on Lake Michigan between

the daytime and the nighttime. In the daytime, temperature gradients between the

lake and the land produce high winds, an effect which may be diminished in the

nighttime when temperature gradients are much less steep (Laird and others, 2001).

This could result in both less cloud coverage and lower wind speeds on the lake in

the evening hours, resulting in a higher data usability rate.

Substantial Day/Night Difference in CALIPSO bbp

As the usable data retrieval rate for nighttime measurements is higher for CALIPSO,

it would be advantageous to use nighttime measurements of bbp to further monitor

the Great Lakes. However, our results indicate that there is a substantial offset in

nighttime bbp across all years (Figure D.3B) and seasons (Figure D.4B). This offset

is sometimes more than 50 % lower than the closest daytime measurement. Theory

on the open ocean suggests that the nighttime measurement should be intrinsically

10 % lower due to the diurnal size differences in particulates (Kheireddine and An-

toine, 2014; Behrenfeld and others, 2019). This difference could be exacerbated in

the freshwater ecosystem where zooplankton and phytoplankton are stoichiometricly

distinct compared to their marine equivalent, and therefore could have much differ-

ent and more amplified diurnal difference to their combined back-scattering (Elser

and Hassett, 1994).

The challenge with validating the nighttime CALIPSO measurements is the lack

of other sources of nighttime bbp to compare it to. MODIS can only sample in the

daytime as it is an optical instrument and there has not yet been any effort to sample

bbp in the nighttime across the Great Lakes. Because all current and future LiDAR

based satellites will sample in the nighttime, and because the retrieval rate of usable
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data for nighttime measurements is nearly an order of magnitude better than daytime

measurements, future sampling efforts across the Great Lakes should be gauged to

have a nighttime component. This would serve to validate any future spaceborne

LiDAR derived bbp measurements.

CALIPSO bbp as compared to MODIS bbp

Our results indicated that daytime derived CALIPSO bbp aligned better with the

in situ sampling when compared to MODIS derived bbp. This was especially true

in the springtime where CALIPSO measurements were more than 20 % closer to

the in situ values than MODIS measurements. However, in the summer months

CALIPSO was only slightly closer than MODIS, with a difference between them of

less than 1 %. This result is in line with previous studies on the global oceans,

where CALIPSO performed better than MODIS when compared to in situ data

gathered by the network of ARGO floats (Bisson and others, 2021). However, it

should be noted that in situ sampling is quite variable and further analysis would

be needed to further examine the performance of the CALIPSO measurements to

MODIS measurements. For example, in situ measurements of bbp on Lake Michigan

are taken only periodically (usually twice a year) and only at one particular section

of the lake. These sampling campaigns also are done via shipborne collection, which

are intrinsically time consuming. To set up a more consistent and more efficient

sampling campaign, it would be advantageous to establish a system of floats (similar

to the open ocean) that could collect in situ values of bbp regularly throughout the

year. This would vastly improve the analysis.

The difference in reliability between the spring and summer for MODIS is likely

due the summer biasing of the bbp derivation from optical imagery. MODIS derivered

bbp is calculated, in part, by using in situ values to calibrate the method. Most of the
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in situ sampling that is used to calibrate the MODIS derived product comes from

summertime measurements. This results in a heavy biasing towards the summer

months which yields a summertime MODIS bbp that aligns better with in situ mea-

surements and a springtime MODIS bbp that diverges. Moreover, there is very little

difference in coherence between seasons for CALIPSO because CALISPO derived bbp

is independent of in situ sampling campaigns.

The future of CALIPSO and LiDAR in large lake monitoring

Here, we derived bbp from a spaceborne, LiDAR based, satellite on a large freshwa-

ter lake. We found that bbp derived in this manner matches well with in situ sampled

and MODIS derived bbp values. We also found that the LiDAR derived values tend

to be closer than the MODIS derived values when compared to the in situ values,

however variability in the in situ sampling may be biasing this relationship. That

said, the practicality of CALIPSO derived bbp is limited on the Great Lakes due to

three main reasons:

1) The weather dependent retrieval rate of daytime measurements is less than 1

%, which makes monitoring small scale trends nearly impossible.

2) The spatial coverage of CALIPSO is limited in the scope of the Great Lakes,

where the satellite only makes a few flyovers across repeat tracks.

3) CALIPSO, after 15 years in service, is nearing the end of its usable life and

therefor further data that will be acquired by the satellite is likely minimal.

With these drawbacks in mind, the usability of CALIPSO derived bbp on the Great

Lakes likely lies in it ability to supplement in situ measurements, which are used to

validate the gridded bbp MODIS products. Previously, we stated that CALISPO was

more in line with in situ measurements than MODIS, especially in the springtime.

This is due to summer biasing which is related to the heavy summer distribution of
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in it situ measurements. However, CALIPSO derived results may be able to serve

as proxy "in situ" bbp values. This would greatly supplement current sampling efforts

and improve MODIS derived bbp products.

Even with CALISPO coming to an end, the future of spaceborne LiDAR derived

bbp on the Great Lakes is still bright. Recent studies on the global have used a new

LiDAR based satellite that was launched in 2018, ICESat-2, to calculate bbp both

as an along track variable and as a function of water depth (Lu and others, 2020,

2021c,b). With considerably higher spatial coverage than CALIPSO and the ability

to profile bbp at depth, ICESat-2 could provide valuable information about water

quality on the Great Lakes. With that in mind, we believe that that spaceborne

LiDAR will be a major component of monitoring efforts on the Great Lakes over the

next 10 years.

Variable Name Variable Value Reference
Below-surface depolarization ratio(δw) 0.1 (Voss and Fry, 1984;

Kokhanovsky, 2003)
CALIOP’s off-nadir pointing angle (θ) 3 ◦ Winker and others

(2009)

Water surface transmittance (t) 0.98 (Gilman and Garrett,
1994)

CALIPSO to MODIS wavelength conversion
(b(π)/bbp)

0.32 (Bisson and others,
2021)

Table D.1:
A listing of the constants used to derive bbp from CALIPSO channel returns. Further
information on the derivation can be found in Behrenfeld and others (2013)
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Figure D.1:
A schematic of how bbp is obtained using the CALIPSO LiDAR. Briefly, the CALIPSO
LiDAR profiles the water using two channels. A depolarization ratio (δt) is then cal-
culated from the return, which is then further turned into bbp following the method
outlined in the text.
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Figure D.2:
A map showing the location of the CALIPSO daytime (red), nighttime (black), and in
situ (blue) measurement locations across Lake Michigan.
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Figure D.3:
A) Yearly bbp daytime average across Lake Michigan for CALIPSO (red), MODIS
(black), and in situ (blue). B) Yearly bbp nightime average across Lake Michigan for
CALIPSO (red), MODIS (black), and in situ (blue). Here, MODIS and in situ values
are still sampled in the daytime. Error bars for A) and B) represent 95 % confidence.
intervals. Here, MODIS derived values are different across the lake because the daytime
and nighttime CALIPSO tracks differ spatially

114



Spring Summer

Fall Winter

0

0.005

0.01

b b
p
53
2
nm

Spring
CALIPSO (day)
MODIS (day)
In Situ (day)

Summer

Fall Winter

A B

C

E

G H

F

D

CALIPSO (day)
MODIS (day)
In Situ (day)

CALIPSO (day)
MODIS (day)
In Situ (day)

0

0.005

0.01

b b
p
53
2
nm

0

0.005

0.01

b b
p
53
2
nm

0

0.005

0.01

b b
p
53
2
nm

0

0.005

0.01

b b
p
53
2
nm

0

0.005

0.01

b b
p
53
2
nm

0

0.005

0.01

b b
p
53
2
nm

0

0.005

0.01

b b
p
53
2
nm

CALIPSO (day)
MODIS (day)
In Situ (day)

42.5 43 43.5 44 44.5 45
Latitude 42.5 43 43.5 44 44.5 45

Latitude

42.5 43 43.5 44 44.5 45
Latitude

42.5 43 43.5 44 44.5 45
Latitude

42.5 43 43.5 44 44.5 45
Latitude 42.5 43 43.5 44 44.5 45

Latitude

42.5 43 43.5 44 44.5 45
Latitude42.5 43 43.5 44 44.5 45

Latitude

CALIPSO (night)
MODIS (day)
In Situ (day)

CALIPSO (night)
MODIS (day)
In Situ (day)

CALIPSO (night)
MODIS (day)
In Situ (day)

CALIPSO (night)
MODIS (day)
In Situ (day)

Figure D.4:
A-D) Daytime, seasonal measurements for CALIPSO (red), MODIS (black), and in
situ (blue) values of bbp. E-H)Nighttime, seasonal measurements for CALIPSO (red),
MODIS (black), and in situ (blue) values of bbp. Once again, MODIS and in situ values
are still sampled in the daytime. Large variations in in situ values can be partially
attributed to differences in sampling longitude.
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116



APPENDIX E

Validation of ICESat-2 Derived Data Products on
Freshwater Lakes: Bathymetry, Diffuse Attenuation

Coefficient for Downwelling Irradiance (Kd), and Particulate
Backscatter Coefficient (bbp)

This appendix, which constitutes a supplementary chapter of this thesis, appears in

its entirety in the following:

Watkins RH, Sayers MJ, Shuchman RA and Bosse KR (2023b) Validation of

icesat-2 derived data products on freshwater lakes: Bathymetry, diffuse attenuation

coefficient for downwelling irradiance, and particulate backscatter coefficient. IEEE

Geoscience and Remote Sensing Letters, 1–1 (doi: 10.1109/lgrs.2023.3261551)

ICESat-2 was launched by NASA in 2018 with the primary goals of measuring

changes in polar ice sheets, measuring the free-board amount of sea ice, and measur-

ing the amount of vegetation canopy across Earth (Martino and others, 2019). This

is done with the onboard ATLAS LiDAR, which uses green (532 nm) light to map

photon returns across six beams, resulting in 70 cm along profile resolution (Neuen-

schwander and Pitts, 2019). Since its launch in 2018, secondary uses of ICESat-2

capabilities have been assessed and implemented. To start, the bathymetry of both

shallow coastal seaways (Hsu and others, 2021) and water greater than 25 m has

been recorded (Ma and others, 2020), with results typically validated by and com-
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bined with optical imagery and in situ values to produce high resolution gridded

bathymetry (Li and others, 2019).

Along with bathymetry, by building upon work done with previous spaceborne

LiDAR based systems (Behrenfeld and others, 2016; Lu and others, 2014b), recent

studies have shown optical properties can be derived from ICESat-2 photon return.

Both the diffuse attenuation coefficient for downwelling irradiance (Kd) and the

particulate backscattering coefficient (bbp) can be obtained from from the distribution

of photons in the water column (Lu and others, 2020). bbp is a central inherent optical

property that gives important insight into ecological processes that happen in large

bodies of water. On the global oceans, bbp has been used to quantify global carbon

stocks (Martinez-Vicente and others, 2013), track the vertical migrations of ocean

animals (Behrenfeld and others, 2019), and quantify primary production (Schulien

and others, 2017). Likewise, Kd is critical for understanding how much light is

penetrating a given water column (i.e. photic zone depth), which has been shown to

control biochemical and physical processes such as primary production that dictate

the abundance of life within a water column (Lee and others, 2005).

Most studies calculating ICESat-2 bathymetry and all studies calculating ICESat-

2 optical properties have been done on the global oceans. However, ICESat-2

still makes passes over some of the worlds largest lakes, including Lake Michigan.

Nearshore bathymetry is important in the scope of the Laurentian Great Lakes as

changes due to lake warming can effect the spawning environments of fish and can

also change local boating patterns (Zhong and others, 2018). Likewise, decreases in

Kd and bbp over a 14 year period on Lake Michigan and Lake Huron have been tied

to the effect of dreissenid mussels, phosphorus abatement, and climate change on the

lakes (Yousef and others, 2017).
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Here, we perform two experiments with respect to ICESat-2. To start, we evaluate

for the first time measurements of bathymetry, Kd, and bbp calculated from ICESat-2

to in situ values sampled at the same time and location as the satellite flyover. This is

done in two separate locations: a large freshwater lake (Lake Michgian) and a small

freshwater lake (Big Glen Lake) in the area surrounding Glen Arbor, Michigan,

USA. This test serves to validate the reliability of ICESat-2 derived products to

ground truth measurements and can be taken as an expansion of past studies in

other locations. Second, we appraise the value of spaceborne LiDAR remote sensing

as a tool to monitor large, freshwater lakes. We close by commenting on the role

that spaceborne LiDAR can play in the future of Great Lakes remote sensing.

Data and Methods

In Situ Sampling

Our sampling campaign took place on Lake Michigan and Big Glen Lake in the

northwest region of Michigan, USA, as indicated by Figure F.1. Sampling was done

in two stages: First, bathymetry data was collected on both lakes via a boat survey

using a sonar depth sounder. This was done along the projected path of the ICESat-

2 flyover. Lake conditions resulted in a slight horizontal offset between the in situ

sampling profile and the ICESat-2 profile, especially on Big Glen Lake. Bathymetric

data sampling took place the day prior to the flyover on August 13th, 2021. Opti-

cal property sampling on Big Glen Lake also took place on August 13th. Optical

property data on Lake Michigan was sampled at approximately the same time as the

August 14th, 2021 ICESat-2 flyover, which occurred at ≈ 3 : 30 pm EST.

Kd was measured using a Seabird Hyperpro II profiling radiometer following pre-

viously reported methods(Sayers and others, 2019). Briefly, the profiler was cast in a

free-fall to a geometric depth corresponding to two optical depths at 490 nm, approx-
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imately 20 m in Lake Michigan and 13 m in Big Glen Lake. Ten casts were made at

each site to reduce the effects of wave focusing in the upper water column. Spectral

downwelling plane irradiance (Ed) profiles (10) were binned (mean) at 0.5 m depth

intervals. Spectral Kd of the first optical depth (depth at which 10 percent of the

light just below the surface remains (Gordon and McCluney, 1975)) was computed

from the binned profiles by calculating a linear fit of the log transformed Ed profile

(from 0 m to 1 optical depth) where the slope of the fit is taken as Kd (m−1).

bbp was computed for nine spectral bands (410, 440, 490, 510, 532, 667, 705, 715)

using a Seabird ECO BB-9 scattering meter attached to a profiling frame that also

included a Seabird AC-S and CTD. Vertical profiles were made through the photic

zone at each site, as estimated from the profiling radiometer. Profiles of bbp were

averaged into 0.5 m bins. A Secchi disk was also deployed at each sampling location,

as a crude estimation of optical depth is needed for Kd and bbp calculations from

ICESat-2.

ICESat-2 Bathymetry, Kd and bbp

ATLAS/ICESat-2 L2A Global Geolocated Photon Data was used to derive all

products. This data set contains the coordinates and elevations of all photons that

are returned to ICESat-2 (Neumann and others, 2021). Specifically, we use data

from the middle, strong beam of a flyover on Lake Michigan and Big Glen Lake

from August 14th, 2021, shown in Figure F.1. Bathymetry was calculated from the

photon returns following the procedure in (Ranndal and others, 2021). Here, an

empirical calculation is used to group bottom returns from satellite in high, medium,

and low confidence readings of the bathymetry. These readings are then corrected for

refraction that occurs as the photons move through the water (Parrish and others,

2019). In this study, we only evaluate the high confidence bathymetry returns.
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Figure E.1: Sampling location on Lake Michigan and Big Glen Lake. The red line indicates the
location of the in situ bathymetric sampling. The blue dots show the location of the
optical property in situ sampling. Finally, the green line shows the location of the
ICESat-2 flyover. Overlain is the PlanetScope Ortho image of Glen Arbor, MI, USA
taken on August 14th, 2021 showing the conditions on Lake Michigan and Big Glen
Lake during the ICESat-2 flyover used in this survey. Note the stark difference in water
color between Lake Michigan and Big Glen Lake.

Both Kd and bbp are calculated using the method developed by (Lu and others,

2021a, 2020). For the scope of this study, both Kd and bbp refer to the metrics

sampled at a wavelength of 532 nm. Here, the photons along the flight-line of the

satellite are grouped into 0.001 degree latitude by 0.1 m bins on each body of water.

These bins are then normalized and averaged over the length of the flight track to

create a photon distribution at depth for each lake. Deconvolution of the signal is

performed to remove effects of potential after pulses that occur as the LiDAR signal

passes through the water/surface interface.
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Kd is then taken as the slope of the decay of the photon signal through the water

column between 3 m and 1.5 optical depths, where the limits represent data limi-

tations due to after pulses and LiDAR penetration depth respectively. The optical

depths are estimated from Secchi disk measurements, and are taken as 12 m in Lake

Michigan and 4 m in Big Glen Lake. Column integrated bbp and depth dependent

bbp are calculated directly from the binned, normalized, photon return using prede-

termined constants and dynamic variables in the derivation. For the scope of our

study, we assumed the backscatter of freshwater (Bw) to be 0.005 m−1 (Thursby and

others, 2015) and the wind speed (v) to be 7 m * s−1 (measured in situ). All other

inputs as well as an in depth analysis of these calculations can be found in Lu and

others (2020).

Results

Bathymetry Validation

We first examined how ICESat-2 derived bathymetry compared to in situ sampled

bathymetry at the same relative time (within 24 hours) and the same location. This

was done across Big Glen Lake, shown in Figure F.2(a), and Lake Michigan, shown

in Figure F.2(b). To start, we looked at the results from Big Glen lake and found

a somewhat substantial horizontal offset between the in situ sampled data and the

satellite derived data, resulting in a medium difference of 1.22 m. This offset was

caused by differences in the sampling line and the satellite line, with the overall trend

in the bathymetry being similar between the two sources of data. On Lake Michigan,

Figure F.2(b), the in situ sampling line was much closer to the satellite line, resulting

in a medium percent difference of only 0.67 m between the two.

Our results from the bathymetry survey also showed the maximum depth that

ICESat-2 could reliable sense on freshwater lakes. On Big Glen Lake, the maximum
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Figure E.2:
Comparison between in situ sampled values (black) and ICESat-2 derived values (red).
Figure F.2(a) represents Big Glen Lake and Figure F.2(b) represents Lake Michigan.
Outliers in in situ sampling values are due to errors in sampling and are not true trends
in the data.

sensed depth from ICESat-2 was ∼ 8 m while on Lake Michigan, the satellite sensed

depth was ∼ 12 m. In each location, a Secchi disk was deployed, with results yielding

3.2 m on Big Glen Lake and 12 m on Lake Michigan. Therefore, the maximum depth

is largely dependent on the clarity of the water, with increasing clarity (Secchi disk

depth) related to larger maximum depth, a occurrence previously noted in other

water environments (Parrish and others, 2019).

Kd and bbp Validation

We next examined how in situ sampled Kd and bbp values compared to values

derived from ICESat-2. To start, we look at our results on Big Glen Lake and find

that for Kd, the in situ value (0.156 m−1) agreed very well with the satellite derived

value (0.158 m−1), with a percent difference of only 1.27 % between them. Kd is
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derived from the slope of the blue line shown in Figure F.3(a). On Lake Michigan,

shown in Figure F.3(b), we also found that the in situ sampled Kd (0.0996 m−1)

agreed very well with the ICESat-2 Kd (0.0921 m−1), with a percent difference

of only 7.82 %. Our results for Kd are also consistent with our maximum depth

results from our bathymetry survey, with the clearer lake (Lake Michigan) having a

lower Kd value than Big Glen Lake. Likewise, our Kd results agree with Secchi disk

measurements, where the Secchi depth was much smaller for Big Glen Lake than

Lake Michigan.

We also compared satellite derived bbp to in situ sampled bbp on Lake Michigan,

shown by Figure F.3(b). This was done by looking at the photon distribution at

depth, and then column integrating the result. The photons used to calculate bbp

are taken from around 3 m below the surface, down to 1.5 optical depths below the

surface (18 m), as indicated by the red points in Figure F.3(b). Our results once

again show great coherence between the in situ values (0.0046 m−1) and the satellite

values (0.00463 m−1), with a percent difference of only 0.65 %. Unfortunately, we

were unable to sample bbp on Big Glen Lake due to limitations of deploying our device

on the day of the Big Glen Lake data collect. However, we were still able to derive

bbp on Big Glen Lake, which is shown by Figure F.3(a). Here, the value of column

integrated bbp was 0.0110 m−1. Though there is no direct compassion to an in situ

value, this bbp is consistent with studies that indicate that increasing Kd should yield

increasing bbp (Tiwari and Shanmugam, 2013).

bbp at depth

Our final analysis compared bbp sampled at depth between in situ value and

ICESat-2 derived values on Lake Michigan, which is indicated by Figure F.4(a).

Here, bbp is compared at 1 m intervals ranging from 3 m to 1.5 optical depths, which
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is taken to be 18 m on Lake Michigan. We found a satellite derived bbp at depth

that is much more variable than in situ values. The standard deviation at depth for

ICESat-2 bbp is 0.0023 m−1 while the standard deviation for in situ values is 0.0002

m−1, an order of magnitude less. Likewise, the in situ bbp is mostly constant at depth

while the ICESat-2 bbp is elevated close to the surface of the water, decays to a mini-

mum of 0.0012 m−1 at around 10 m of depth, and then spikes to a maximum value at

the bottom of the profile greater than 0.015 m−1. Also shown in Figure F.4(b) is the

total Chlorophyll a concentration in sampled at depth and the water temperature,

both sampled at the same time and location as the in situ values in Figure F.4(a).

Note that the water temperature is mostly constant below 5 m, indicating that all

data shown was collected above the thermocline.
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Discussion

Here, for the first time, we compare a variety of ICESat-2 derived metrics regrad-

ing the subsurface properties of freshwater to the same metrics sampled in situ within

the same day of each other. To start, we looked at the bathymetry on two separate

lakes with different levels of water clarity and found that ICESat-2 was an effective

tool for measuring mid-depth bathymetry. Specifically, ICESat-2 was able to mea-

sure the bathymetry effectively down to approximately one optical depth, which is

variable between lakes based upon the water clarity at the given location. The depth
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limit likely partially stems from only taking the high confidence bathymetry pho-

tons. If medium and low confidence signals are considered, this would likely increase

the range of depths that are able to be observed by ICESat-2, but would also likely

increase errors.

In the study, we also examined the effectiveness of monitoring Kd on large, fresh-

water lakes using ICESat-2. We found that in two different lakes with differing

optical properties, ICESat-2 derived Kd values agreed almost perfectly with in situ

sampled values. This was also verified empirically by comparing Secci disc depths

between the two locations. Likewise, in looking at the contrast in water color in the

optical satellite imagery, we can also draw an empirical conclusion that both bodies

of water should have substantially different values of Kd (Figure F.1). While Kd

was only sampled at one location for ICESat-2, by taking an average value over a

segment of the flyover Kd can also be derived at every point along every satellite

flyover on Lake Michigan. This could effectively map and monitor how Kd changes

in different locations on the lake. Likewise, there are approximately six separate

flyovers (depending on the quality of the data return) in varying locations on Lake

Michigan every month, which would allow for monitoring of Kd on the lake on a

monthly basis.

The final subsurface metric that was monitored using ICESat-2 on the freshwater

lakes in our survey was bbp. This was done as a column integrated value of Lake

Michigan and Big Glen Lake, and also calculated as a function of depth on Lake

Michigan. On Lake Michigan, where in situ bbp was also sampled, the column in-

tegrated bbp from ICESat-2 was again nearly identical to the in situ sampled value.

For the bbp at depth, ICESat-2 was able to effectively sample bbp between 3 m and

18 m (1.5 optical depths). Compared the in situ values at the depth, the ICESat-2
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results were much more variable. This is likely related to taking an average across a

10 km long satellite track as oppose to sampling at one particular location. However,

trends in the ICESat-2 derived bbp (Figure F.4(a)) seem to correlate with trends in

Chlorophyll a concentration where both metrics increase as a function of depth. That

said, further sampling and analysis is needed to validate any connections between

the two. Finally, as with Kd, bbp could also be sampled across all of Lake Michigan

on a monthly basis, which is likely where the applicability of these results lie. Here,

the structure of the water column (in regards to bbp) between 3 m and 18 m could

also be mapped, which would be novel for a large, freshwater lake.

Conclusions

In closing, we report that ICESat-2 will be a valuable tool in the future of mon-

itoring and remote sensing of not only Lake Michigan, but other large, freshwater,

bodies of water. A comparison between in situ values and satellite derived values

of bathymetry, Kd, and bbp all show good coherence. We note that more sampling

campaigns are likely needed for a more through evaluation of the metrics, especially

for nighttime flyovers of ICESat-2, which were not evaluated in this study. However,

the preliminary results from this survey certainly point towards the incorporation of

ICESat-2 into the remote sensing toolbox on the Great Lakes and beyond.
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